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Abstract

This dissertation focuses on improving part quality and process reliability by propos-
ing methods for predicting process outcomes, detecting defects and process anomalies in
DED. These methods include physics-based process modeling, in-situ process monitoring,
statistical and machine learning algorithms. Furthermore, these methods are utilized to
assist the post-process or layer-intermittent machining as a corrective action in response
to defects or process anomalies.

The physics-based model predicts the melt pool temperature, keeps track of the thermal
history, and simulates the deposition geometry using a voxel-based approach by discretizing
the scan path. This approach provides the capability of simulating 3D objects, where the
layer-based scan path includes not only 1D deposition tracks, but also 2D features such as
curvatures.

In-situ vision data acquisition, feature extraction, and analysis are performed to pro-
pose a method for detecting target regions in the laser-material interaction zone based on
a low-cost high-dynamic-range (HDR) vision sensor. Adaptive image thresholding, con-
nected component analysis, and iterative energy minimization are used to identify target
regions in the field of view. The method is designed to be adaptive, in terms of obtaining
parameters based on simple training data, and robust, in terms of feature detection per-
formance subject to under-melt, conduction and keyhole melting mode phenomena. The
performance of the proposed region detection scheme is quantitatively and qualitatively
evaluated against annotated data. It was found that the True Positive Rate in detection
was above 90%, while the False Detection Rate was less than 10%.

The proposed feature extraction algorithm from melt pool images and the physics-
based modeling are then leveraged to define, identify and classify regions of process sta-
bility in DED. The research efforts are focused on generating process maps to identify
unstable process zones, with a reference to process physics, process signatures, and process
outcomes using analytical modeling, in-situ melt pool monitoring, and ex-situ character-
ization, respectively. The goal is to classify the process signatures in pre-defined process
zones (under-melt, conduction, keyhole, balling) to avoid instabilities, defects and anoma-
lies using a low-cost high-dynamic range camera and a kNN (k-nearest neighbor) classifier,
which has achieved 13% error rate. With this approach, decisions may be made to perform
corrective actions (e.g. machining, re-manufacturing), or to scrap the manufactured part.

A dual wavelength pyrometer was also deployed to monitor the laser-material interac-
tion zone coaxially with the laser beam to validate the proposed physics-based thermome-
chanical model in a multi-layer, multi-track 3D part manufactured via DED process. The
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pyrometry data was further analyzed to find a correlation between the melt pool signatures
and the process outcomes and to detect geometric defects. Such defects can be addressed
with post-process machining via two correction strategies. In the first approach, machining
is used as a post-processing operation, where geometric fidelity of the overall part is not met
and/or surface quality requires improvement. The second strategy is a layer-intermittent
approach, where the deposition quality of each layer is assessed and layers are flagged for
machining based on the melt pool signatures.

This dissertation contributes towards accelerating the industrial adoption of DED and
advancing the competitive advantages of metal additive manufacturing compared to con-
ventional manufacturing processes. This is achieved by improving the part quality, process
performance and reliability by advancing the DED process modeling, process monitoring
and data analysis, and by proposing an intelligent decision-making schema for a hybrid
machining approach.
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Chapter 1

Introduction

1.1 Motivation

Additive manufacturing (AM) is a fairly new class of technology compared to conventional
manufacturing processes, where units of materials are fused to build a part from a 3D
model data in a layer-by-layer manner. The concept of metal AM appears first in 1920s,
where electric arc and metal electrode were used to form decorative objects [302]. The in-
dustrial applications of AM were limited to rapid prototyping technology for many years;
however, the transition from rapid prototyping applications to industrial adoption has ac-
celerated since the early 2000s, specifically in metal AM. This notable momentum stems
from the exciting opportunities that the AM processes can offer, ranging from flexibility
in part design complexity, improvements in manufacturing sustainability and efficiency,
and enhanced manufacturability of materials [116]. As such, AM has become one of the
significantly critical pillars of Industry 4.0 [150]. Metal AM processes and specifically laser-
based techniques such as directed energy deposition (DED), also known as laser directed
energy deposition (LDED), laser material deposition (LMD), laser engineered net shap-
ing (LENS), have been demonstrated to have a high potential for high-value, low-volume
parts, or technology-disruptive designs. Nowadays, directed energy deposition techniques
are based on similar ideas as laser cladding, but integrate layered manufacturing concepts
to create parts directly from computer-aided design (CAD) data [97]. The first commercial
effort in DED started with the formation of Aeromet Corporation in 1997, which focused
on a laser-based directed energy deposition technology for large aerospace components
made of Titanium alloys. In 1998, the LENS process initially developed at Sandia Na-
tional Laboratories was licensed by Optomec Inc. and University of Michigan, resulting
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in the commercial launch of the DMD process by the POM Group (now known as DM3D
Technology); this development brought further advancements and technology acceptance
for metal additive manufacturing. Due to part costs and long manufacturing time scale,
early efforts on metal AM were focused on low volume and high value components, with
aerospace and medical sectors being a natural fit for initial industry up-take [98]. The
current impact of such technologies is however still limited and the industrialization has
not reached maturity yet. In DED, the prohibitive gaps include and are not limited to
the complex physics of the laser-material interaction process, poor surface quality, and
challenges in predicting and controlling mechanical properties. This is because there are
many process parameters in metal AM interacting with each other and affecting the quality
of the final part. Furthermore, there are random events as well, which occur during the
manufacturing process and can result in defects.

The applications of metal AM range from automotive, aerospace, medical, and energy
industries. The driver behind metal AM technology adoption is the flexibility in part design
complexity, where increasing the complexity of 3D designs does not raise the manufacturing
tooling costs [373, 31]. One example of a competitive advantage in metal AM is that
sub-components in assemblies can be consolidated to reduce the final part count, often
improving the functionality of the assembly and reducing the time loss during assembly
and testing. The components fabricated via metal AM using current technologies are
commonly followed by a post-process, which could be a machining operation or a heat
treatment [205, 300, 290]. These can be performed to meet the required dimensional
tolerances of the final part [324], improve surface quality [205], relieve residual stresses [249],
and improve the overall mechanical properties [300]. A hybrid additive and subtractive
manufacturing system is an effective way to adopt metal AM in industrial applications,
while meeting the needs for post-processing of complex part designs. The integration of the
two manufacturing processes requires further refinement to fully leverage the advantages
of AM and machining in tandem. This synergy requires research into custom (i) process
modeling, (ii) advanced sensor data analysis, (iii) process mapping in correlation to part
qualities, (iv) process control, and (v) process planning schema to address random defects
and sites which cannot be machined. This dissertation focuses specifically on (i), (ii), (iii),
and (v).

The main motivation of this dissertation is to contribute towards accelerating the in-
dustrialization of metal AM processes to raise the competitive advantages of metal AM
processes, in line with existing advances in conventional manufacturing processes. To accel-
erate the industrialization of AM, the proposed research will focus on the key transforma-
tive technology advancements that would enable improved part quality, process reliability
and repeatability, with a direct application in DED. The DED technology of focus for
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this dissertation deploys a metal powder stream delivered and deposited through a nozzle,
while a laser beam melts and fuses part of the metal powder stream. In this dissertation,
to address items (i), (ii), (iii), and (v) as listed above, the research efforts have focused on
modeling of the DED process and thermal history of the product, observing and extracting
features of interest from sensor data (NIR vision, dual wavelength pyrometry), identifying
process instabilities, detecting and predicting defects using different methods to enhance
part quality, and enhancing process reliability and repeatability by proposing a schema
intended for hybrid machining. Machining strategies are herein intended to correct the
defective regions of the additively manufactured parts using intelligent algorithms based
on process physics, process signatures, and part quality outcomes.

1.2 Objectives

The main goal of this dissertation is to enhance part quality by detecting process defects,
anomalies and instabilities using process modeling, in-situ monitoring, and data science.
Furthermore, planning schema is developed to provide intelligent decision-making in terms
of machining corrective action, as needed, based on the process physics, signatures and
outcomes. In this regard, the objectives of this dissertation are:

1. To develop a fast physics-based thermal and geometry model to predict melt pool
temperature, morphology and cooling of the deposited part in DED, which is not
only applicable to single track geometries, but also to 3D objects. Fast modeling
approaches can be used either as process simulation tools for process mapping and
planning, or as surrogate models running in parallel with the process, with modeling
outcomes influenced by sensor data.

2. To integrate in-situ vision monitoring sensors into the DED manufacturing system
to observe the melt pool morphology and detect process signatures, and furthermore
to develop an algorithm to extract features of interest from the melt pool. The
melt pool features are then analyzed further to detect process instabilities, and to
assign quality metrics to the deposited parts via data science and machine learning
techniques, where the labels are predefined based on process physics and modeling.

3. To generate statistical algorithms using multiple data sources such as process sig-
natures (sensor data), process physics (modeling), and part quality outcomes (part
geometry, hardness, etc.) that establish correlations between the deposition process
parameters and the part quality outcomes. The main intention is to use multiple
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data sources to increase the robustness of the DED process and machining towards
a hybrid approach.

4. To propose machining schema for additively manufactured parts using a hybrid ap-
proach, combining process modeling, monitoring and data science. The machinability
of the additively manufactured parts are investigated.

1.3 Outline

This dissertation consists of seven chapters, including the introduction chapter. Chapter
2 presents a literature review, where the gaps in literature in metal AM and hybrid man-
ufacturing are highlighted. The contributions of the dissertation are listed at the end of
Chapter 2. This chapter provides a literature overview of the big picture of this disser-
tation, where more detailed literature review is provided at the introduction sections of
Chapters 3, 4, 5, and 6. Chapter 2 is an article in preparation as a brief review paper.

In Chapter 3, an interlinked physics-based thermal and geometry model for DED using a
voxel-based approach is proposed. The model predicts the melt pool temperature, thermal
cooling throughout the deposited part, and the final geometry of the deposition. This
model aims to not only predict the geometric features for simple depositions, but also it
is also able to simulate 3D objects with complex single-plane multi-tracks and subsequent
layers. This study is published in Journal of Additive Manufacturing [106].

In Chapter 4, an adaptive vision-based detection algorithm is developed to extract pre-
defined regions from the laser-material interaction zone in a DED process. The algorithm
shows a robust detection performance in different processing conditions such that the
effects from illumination variations in the environment and saturation in the field of view
as a function of variable exposure time settings have a minimal impact on the detection
performance. This study is published in Journal of Additive Manufacturing [264].

In Chapter 5, the work focuses on the development of process performance maps using
process modeling (physics of laser-material interaction), process signatures (in-situ vision
sensor), and part quality outcomes (deposition geometric profile); such maps can help in
identifying process parameter thresholds. A classifier algorithm is proposed to predict the
pre-defined labels based on the features defined from process physics and signatures. This
study has been accepted for publication in the CIRP Journal of Manufacturing Science
and Technology.

In Chapter 6, DED experiments are performed, while collecting thermal signatures
(dual wavelength pyrometry) from the laser-material interaction zone coaxially with the
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laser beam. The sensor data is used to validate the physics-based model for a 3D object
with multi-tracks and layers. Clustering and classification algorithms are proposed to
detect regions with defects using the sensor data; furthermore machining strategies are
proposed to address these defects. The machinability of the additively manufactured parts
is investigated by measuring the cutting forces and observing the tool wear. Chapter 6 is
an article in preparation for submission to a peer review journal. Chapter 7 presents the
conclusions and future work.

Furthermore, as additional work beyond the scope of the dissertation, but in-line with
the idea of correlative analytics between process physics and product quality outcomes
[104], it describes two machine learning algorithms developed to predict sub-surface level
pores in laser powder bed fusion (LPBF). This study is published in ASME Journal of
Manufacturing Science and Technology [104].
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Chapter 2

Literature review

2.1 Preface

Hybrid manufacturing is a rapidly-evolving manufacturing technology class, with one clas-
sification combining metal additive manufacturing (AM) and machining processes in one
manufacturing system. Conventional machining is a well-developed and well-studied man-
ufacturing process, when compared to AM, and it is commonly required as a post-process
step after the AM part is produced to enhance the dimensional accuracy and the surface
quality of the final part. Additionally, machining can be used intermittently during the
AM process to re-work defective depositions or to finish internal cavities, which may not
be accessible by the cutting tool after the AM of the complete part. Hybrid manufacturing
systems are more advantageous if the machining step is used layer-intermittently, rather
than as a post-processing option. Hybrid manufacturing requires full integration of the two
processes and often leverages advanced process and toolpath planning strategies, as well
as process quality monitoring to assess and prioritize machining strategies. This review
looks at the state of art of process integration and planning for hybrid manufacturing and
proposes a research approach to improve the reliability of the joint processes.

2.2 Introduction

In this chapter, a literature review is provided on metal additive manufacturing (AM),
machining and hybrid manufacturing technologies. The chapter mainly focuses on process
integration of metal AM and machining in a hybrid system, as well as machinability of
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additively manufactured parts. The gaps in the literature are highlighted and discussed
to maximize the benefits of having two manufacturing technologies in one system. De-
tailed literature review for DED process modeling, in-situ monitoring sensors and data
processing, anomaly detection, and quality assessment are provided at the beginning of
Chapters 3, 4 and 5, respectively, to frame the literature context and motivation behind
research contributions towards achieving hybrid machining approaches. Chapter 6 provides
an insights into strategies for combining these approached towards hybrid manufacturing
process planning.

2.2.1 Introduction to metal additive manufacturing processes,
with a focus on directed energy deposition

Metal AM is a class of manufacturing processes, where 3D parts are constructed by fusing
units of material layer-upon layer, at select locations in space. Metal AM presents numerous
advantages over conventional manufacturing processes by virtue of drastically-increased
design potentials, reduced tooling needs, and the overall ability to customize the parts at
the micro-, meso-, and macro-scale. The industrialization of AM continues to be accelerated
by research and industry-sector efforts [89]. Research efforts are focused on optimizing the
metal AM processes to achieve better dimensional accuracy, surface roughness, material
and mechanical properties of the final part [47, 345]. However, the repeatability, reliability
and accuracy of the AM processes still needs improvement, compared to conventional
manufacturing processes. As a result, post-processing after the metal AM step is needed
for most of the components poised for industrial end-use applications [101].

Metal AM involves more than one technology class; laser powder bed fusion, directed
energy deposition, electron beam melting, and powder bed binder jetting [135, 54] are
part of the original metal AM categories, with emerging technologies such as metal infused
filament [395], material jetting [323], metal-infused slurries for stereolithography [27], to
name a few. The original metal AM technologies have advantages and limitations when
compared and contrasted, whereby depending on the application type, part design and
desired mechanical properties, the most appropriate metal AM technology can be chosen
[261]. This chapter focuses on directed energy deposition (DED), as it is one of the most
common metal AM technologies preferred in a hybrid manufacturing approach. In this
process, the metal is delivered through a nozzle assembly and it is melted by virtue of
an energy source onto a substrate under the influence of a shielding gas [402]. The metal
delivered via the nozzle assembly can be in powder, wire, or filament form, while the energy
source is typically a laser or an electron beam. The layer deposition toolpath is executed by
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the relative motion between the DED processing head (comprised of the powder delivery
nozzle assembly and the energy source) and the substrate (typically on the x-y plane). The
process continues in a layer-by-layer manner until the final geometry is achieved. The focus
of the present work is on DED deploying metal powders as the material feedstock and a
laser as an energy source. For this type of powder-fed laser DED process, there are many
process parameters driving performance outcomes such as laser power, laser focus, scan
speed, powder deposition rate etc., which affect the physics of the melting, solidification
and cooling of the deposited material system, and results in different mechanical properties
and deposition geometric profile characteristics [372]. Figure 2.1 visualizes how the process
parameters and signatures affect the process outcomes, where process parameters are at
the core influencing both process signatures and outcomes. Table 2.1 provides a further
overview of the process parameters, process observable signatures, and process outcomes
relevant for powder-fed laser DED processes [240].

Figure 2.1: The correlations between process parameters, signatures and outcomes, where
process parameters being in center affecting both process signatures and outcomes and
process signatures only affecting process outcomes.

DED is one of the commonly-used AM processes in industry known by its capability
of manufacturing high-density parts and controllable microstructure. The most important
application areas of DED are repair, also referred as remanufacturing, and featurization,
which addresses the addition of complex-shaped features onto a part [280, 223, 410]. In
part re-manufacturing and repair, the defective portion of a high-value component can be
removed via a cutting operation and re-manufactured on the spot by selectively adding
material via a DED process [427, 21]; post processing such as machining and heat treat-
ments are common. This approach would prevent scrapping the high-value part owing to
a localized minor defect, resulting in saving cost, time, and energy [182]. In featurization,
material can be deposited onto an existing part at selected locations. This allows for the
bulk of a part to be produced using inexpensive methods such as casting, forging etc., while
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Table 2.1: Overview of process parameters, signatures and outcomes. Here, the process
parameters were lumped together, with the typical controllable parameters highlighted (*)

Process parameters Process signatures Process outcomes

Laser power (*) Melt pool height Deposition geometry
Scan speed (*) Melt pool width Strength

Laser beam diameter (*) Melt pool length Hardness
Powder feedrate (*) Melt pool temperature Thoughness
Gas flow rates (*) Plume characteristics Fatigue life

Scan path (*) Unmelted particles Residual Stress
Powder size Particle spatter Surface roughness

Powder shape Defects Porosity
Build plate temperature (*) Temperature gradient Defects

Laser wavelength
Nozzle design

the complex features can be added using DED processes [30]; similarly, post processing
steps such as machining and heat treatments are common during the featurization process.
Hybrid manufacturing approaches integrating both machining and DED metal AM have
gained interest towards simplifying the manufacturing workflow and present advantages in
manufacturing of customized parts in small batches [15].

2.2.2 Introduction to machining

Machining is a manufacturing process, where a bulk material is shaped into its final ge-
ometry via material removal; as such, material is cut in form of chips by a machining
end-effector tool to impart the final shape of the part. There have been a wealth of re-
search efforts in this domain to solve the mechanics and dynamics of the machining process
and to increase its accuracy, repeatability and reliability[14]. Research efforts have been
dedicated to estimate the cutting forces, which are solved typically for orthogonal cutting
and transformed into oblique cutting based on the process geometry [51]. The cutting
forces are highly dependent on material properties, process parameters (e.g. spindle speed,
feedrate, depth of cut etc.) and chip geometry [383]. Due to cyclic loading in the cutting
process, the spindle column is prone to vibrations. Unstable vibrations, also called chatter
vibrations, result in a poor surface finish [50, 12]. This can be avoided by modeling the
machine structure and obtaining the stability lobes for that process [13].

Advanced control systems are applied to have a better positioning precision and accu-
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racy of the CNC (Computer Numerical Control) system [275, 341]. These control systems
are mainly for avoiding excessive positioning errors (in the servo system) or vibrations,
in order to decrease the contour error and surface finish marks. Toolpath smoothing is
proposed to decrease the fluctuations in the trajectory profiles [14, 102]. Optimization
algorithms are proposed to decrease the cycle time of machining and minimize the contour
error without violating the drive limits [340].

2.2.3 Introduction to hybrid manufacturing

The hybrid process combines two or more manufacturing processes in one machine [358].
This could be a combination of different manufacturing processes such as subtractive, ad-
ditive, joining, forming and heat treatment etc. [231, 29, 359, 244]. This chapter focuses on
hybrid systems that combine metal AM (DED) and subtractive (milling) manufacturing
processes together, with an example shown in Figure 2.2. As the part is built layer-by-
layer via AM, the sequence of the processes is commonly to deploy the additive and then
subtractive steps in sequence [124]. For part remanufactuirng and part featurization, this
sequence may be preempted by a machining step to remove a defect or to prepare a sur-
face, respectively. The main idea behind the hybrid DED manufacturing systems is to
simplify the workflow and to compensate for the disadvantages of the AM and machining
standalone process by complementing their capabilities. As such, hybrid additive manu-
facturing processes are poised to decrease the tooling cost and the downtime required in
alternating between two processes when the part is transferred between the AM and the
machining system for finishing [433, 231, 241]. Furthermore, hybrid manufacturing can
be used as a layer-intermittent process, between the deposition of consecutive layers or at
select stages in the DED process.

Hybrid manufacturing systems, although advantageous, do introduce additional chal-
lenges in terms of process planning [68]; such challenges can be grouped in three categories.
Firstly, the machinability of additively manufactured parts is different than cutting metals
manufactured by conventional processes (e.g. metal forming, casting), as the hardness
is usually higher in additively manufactured parts [315]. Secondly, it is typical to have
anisotropy in mechanical properties for additively manufactured DED parts due to differ-
ent local cyclic thermal loading [10]. A similar anisotropy can be observed in cast metal
due to different solidification and cooling rates at thin geometric features [350]. Lastly, the
DED process can create parts with complex geometries and uncertain layer-by-layer dimen-
sional fidelity [131, 308]. As such, the mechanical properties, as well as the machinability,
can vary within the part [253], with the added challenge of part geometric complexity. This
can result in excessive wear of the cutting tool, excessive loading and vibrations on the
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Figure 2.2: Hybrid manufacturing system, where DED and machining processes are com-
bined in one manufacturing system [1]

cutting tool assembly, as well as uncertainty in geometric shape of the underlying material.
These challenges call for advanced process planning strategies, where predictive models,
in-situ monitoring and characterization methods can be used to plan the hybrid process
[413]. Figure 2.3 shows different in-situ monitoring sensors detecting variety of features
from the laser-material interaction zone by observing different process signatures.

In literature, there are models for process planning for machining as an AM post-
process, where part orientation, fixture and machinability are modeled based on the ge-
ometry of the part [181]. Another approach has been presented by Kerbrat et al., where
the manufacturability of the part for both of the processes is modeled from the 3D CAD
model of the part [183]. In-situ measurement systems have been recently introduced in hy-
brid manufacturing systems to detect process signatures from both of the processes [393],
with a detailed overview of in-situ monitoring for DED captured in Chapter 4 and 6. For
machining processes, acoustic emission sensors can be used to detect the depth of cut dur-
ing milling process [130]. Due to the uneven surface finish resulting from the AM step,
the depth of cut can vary, as the milling tool moves along the toolpath, which presents a
current technological challenge [22].

2.3 Review of opportunities and limitations

In this section, a review of hybrid AM and machining approaches is presented with a
focus on the opportunities and limitations of the two processes performed independently
and performed together in a hybrid system. Although machining is a well-studied and
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Figure 2.3: Monitoring sensors detecting different process in hybrid additive/subtractive
manufacturing systems

well-established manufacturing process, machining of additively manufactured parts and
hybrid manufacturing give rise to novel research questions. The industrial applications are
discussed, where hybrid systems play an important role and become more advantageous
production strategies. Furthermore, the state of art in process integration and machining
of additively manufactured parts are reviewed. Finally, a reflection is made based on the
current status of how hybrid systems are used and how it could be improved for a more
efficient process, as a motivation to research contributions in this dissertation work.

2.3.1 Opportunities and limitations of metal AM and machining

The philosophy behind the machining process and the DED process is the exact opposite;
material is removed from a bulk piece in machining, while the material is added to a
substrate in DED to build the final part [291]. Similarly, the process physics of these
two manufacturing processes is completely different [18]. The relative motion between the
rotary cutting tool and the workpiece shears metal chips from the workpiece to shape the
final part, which creates mechanical forces acting on the workpiece and the cutting tool [14].
In DED, the metal powder is fused by an energy source and the process physics involves
melting, vaporisation, solidification, and cooling dynamics, as well as cyclic thermal loading
as a result of the layer-by-layer deposition process. Thus, it can be stated that DED is a
thermal-based process, while milling is a mechanics-based process [173]. Due to different
process philosophy and physics, the fabrication opportunities they can offer are different,
which are shown in Figure 2.4. Thus, combining these two processes in one manufacturing
system could be advantageous [68]. The opportunities and limitations, that these two
processes can offer and introduce, will be reviewed and discussed in this section.
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Additive manufacturing

Part design complexity

Reduced tooling needs

Reduced material waste

Subtractive manufacturing

High process reliability

Better mechanical properties

High surface quality

Advantages of additive/subtractive
manufacturing

Hybrid manufacturing

Reduced scrap parts

Increased process efficiency

Machinability of AMed parts

Application areas

(i) Post-processing

(ii) Featurization

(iii) Repair/remanufacturing

Figure 2.4: Opportunities that additive and subtractive manufacturing systems can offer
separately and the complementary advantages of having these two manufacturing systems
in a hybrid system.
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Design potentials

The most important opportunity that DED, and in general metal AM processes can
offer, is the ability to address part design complexity without the need for specialized
tooling [71]. Due to the layer-by-layer manufacturing, design for manufacturing in metal
AM presents less limitations compared to any other conventional manufacturing process
including milling, opening up new design potentials, where the design complexity can be in-
troduced without sacrificing the overall manufacturing cost [128]. Deploying AM strategies
can lead to design optimizations to maximize the performance of the component(s) [222],
reduce their weight [19], and consolidate assemblies [330, 272], which directly increases
the productivity and efficiency of the manufacturing process, as well as customization of
the micro- and meso-scale material properties [221], which can lead to unique component
performance. There are also notable limitations in design for AM, which are process-
specific. For DED processes; since the material is deposited in a layer-by-layer fashion,
the deposition sequence must consider mitigation of overhang regions, minimum-feature
constraints such as thin walls and small cavities, as well as regions in space where the
deposition process results in thermal accumulation such as large cross-sectional areas and
sharp angles. Thus, in DED, consideration of these factors, as well as accessibility for
post-processing machining need to be considered as design constraints [40]. In milling,
complex geometries with enclosed cavities or freeform surfaces are difficult or impossible
to manufacture, as the process and toolpath planning can become rather complex, or tool
accessibility may be prohibitive [84]. Furthermore, as a contrast between capabilities of
DED and machining strategies, some geometries may be impossible to manufacture using
milling such as lattice structures due to design complexity and tool reachability; moreover,
structural topology optimization opportunities are very limited or impossible to achieve
with machining processes.

Specialized tooling

Tooling is another aspect where AM becomes more advantageous over machining pro-
cesses [113]. The only tool needed for the AM processes to be deployed is a build plate and
fixturing for it, where in machining the cutting tool needs to be changed due to wear and
different types of cutting tools might be needed for different cutting operations [115, 382].
Furthermore, the fixturing of the workpiece may need to be changed to avoid tool collision
in a single cutting operation [298]. This results in disruption in the manufacturing process
and causes downtime [224].

Environmental impact and sustainability

The material waste in machining is one of the reasons why metal AM is considered to
be more environmentally-friendly by comparison [403, 303]. In machining, a bulk work-
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piece is shaped to a final geometry by removing metal chips from the surface by a cutting
tool, whereas metal AM processes are considered to be near-net-shape manufacturing,
with the final part being manufactured by adding material only where it is needed [245].
Furthermore, coolant is used in most of the machining operations to decrease the friction
between the tool and the workpiece and hence the cutting forces and tool wear [225, 148];
using coolant makes the process less environment friendly. Furthermore, the digitization
of the product data into designs and build files to be produced by an AM process, on-
demand, provides an opportunity for geographically-distributed manufacturing close to
the end-consumer, which contributes towards sustainability in manufacturing and lower
environmental impact in transportation and warehousing costs [39]. Ford and Despeisse
[116] summarize the potential sustainability benefits of AM processes in three main cat-
egories, which are improved resource efficiency, extended product life (via repair, reman-
ufacture and refurbishment) and reconfigured value chains (localised production, shorter
and simpler supply chains, etc.). Such benefits are presented in contrast to conventional
manufacturing processes, such as machining.

Repeatability, accuracy and reliability

Repeatability, accuracy and reliability of the process persist as challenges of metal
AM, when compared to advances in machining processes [95]. In DED, the mechanical
properties are highly affected by the printing process parameters and by the laser scan
strategy [156]. The process parameters and the scan strategy can be optimized to achieve
required mechanical properties [278] with a high repeatability; however, defects and poor
mechanical properties can be observed due to thermal cyclic loading, different thermal
boundary conditions, temperature build up, and random events [416, 60]. These random
events could be caused by deviations in laser power, perturbations in scan speed and powder
feed rate, material ejections and spatter, which can result in a transition to different process
physics and defects. Examples of defects from DED processes are represented in Figure 2.5.
The defects shown in images (I)-(IV) in Figure 2.5 are pores caused by different process
physics such as insufficient energy input (lack of fusion phenomena), excessive energy input
(keyhole phenomena), or deposition overlap (track/clad spacing issues). Furthermore,
there is lack of dilution on the right side of the depositions in the same images from (I)
to (IV) resulting in poor bonding with the substrate and raised edges. This can be due to
improper selection of energy input, as well as an excessive track overlap (distance between
two adjacent deposition tracks), which resulted in subsequent tracks being deposited on
top of each other towards the right, instead of onto the substrate.

Full-density parts may be difficult to achieve in DED due to the nature of the process,
where powder particles are fused by an energy source. Even with optimized process param-
eters, stochastic pore defects may occur such as entrapped gas porosity and spatter [96].
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Figure 2.5: Examples of geometric and porous defects occurring in the DED process.
The samples were cut perpendicular to the deposition weld tracks, with a base plate as a
substrate. (I)-(IV) showing pores as well as raised edges on the right side of depositions,
as well as surface asperities due to the overlapped depositions; (V) showing uneven top
surface at the beginning of depositions track due to changes in scan speed, as well as a
large metal bead on the right had of the deposition due to a random material spatter event.
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Using optimized process parameters and sensible scan strategies can enhance the overall
part quality; however, the acceleration and deceleration zones in the DED trajectory pro-
file can cause instability in the process due to entering into different melting modes [246].
High surface quality is more challenging to achieve in metal AM compared to machining
due to layer-by-layer manufacturing approach [426]. A better surface finish can be ob-
tained by optimizing the process parameters, scan strategy especially at the border and
layer thickness to enhance the staircase profile [399]. However, due to high temperature
processing, there could be adhered metal powder particles or material ejecta present on
the manufactured part, which affects the surface roughness negatively and may propagate
to future layers [121].

Machining is commonly used as a post-processing step after DED to enhance the overall
quality of the final part and to introduce high-precision features which cannot be addressed
in the AM stage such as threads, high-precision surfaces, etc. [426, 279]. Having the AM
and machining processes in one manufacturing system can enhance the productivity and
efficiency [180]; however, it introduces new challenges. The opportunities and limitations
that hybrid manufacturing offers are discussed more into detail in the next subsection.

2.3.2 Applications, opportunities, and limitations of hybrid man-
ufacturing

Hybrid manufacturing offers the opportunity to combine two manufacturing processes in
one system [115]. Metal AM has competitive advantages against machining when it comes
to part design complexity [437]; however, due to challenges inherent to the metal AM pro-
cess (porous defects, limitations in minimal feature size, deviations in geometric fidelity
due to distortion, material under-or-over accumulation and spatter, rough surface topog-
raphy, etc.), the AM processes are usually followed by a post-processing step [30, 338].
Thus, hybrid manufacturing provides the opportunity for the two processes to complement
each other, where part complexity and performance can be improved significantly [15]. For
instance, layer-intermittent machining can be performed for two purposes [243]. Firstly,
it can machine the regions that could become inaccessible by the cutting tool when the
part is completed by AM [239]. Secondly, deposition error correction per layer could be
performed based on sensor data or visual inspection during the process [232]. For example,
if a defect is detected, that layer can be machined and redeposited. This approach can
prevent scrap parts and thus increase production efficiency [410]. Similarly, hybrid systems
become more advantageous in repair applications because removing the defective region
and remanufacturing can occur seamlessly [298].
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Hybrid systems introduce new challenges such as increased complexity in sequential
process planning [62, 305], new paradigms for process parameter optimization and toolpath
planning [101, 317], and design-driven and material-driven challenges due to dynamically
changing part geometry and traditionally low machinability of AM parts [424, 258] . The
AM and machining sequence of operations should be optimized such that the disturbances
in the manufacturing process are minimized [318, 37]. Hybrid manufacturing can be pre-
planned or machining can occur based on a corrective action decision in-process [46, 17].
Layer-based corrective actions can be taken due to process anomalies based on either visual
observation of the process or process signatures captured by in-situ monitoring data [355].

2.4 Hybrid manufacturing

2.4.1 Application areas

Hybrid additive/subtractive systems have a high potential in manufacturing highly cus-
tomized, small batch and large volume parts applicable to the aerospace, aviation, en-
ergy, and medical device sectors. Accelerated research efforts corroborate the idea that
there is a growing interest in this field [296], with the main relevant production being
categorized in three groups: (i) complex-geometry post-processing, (ii) featurization via
adding/subtracting geometric details, and (iii) repair and remanufacturing.

Complex-geometry post-processing

Post-processing is one of the most common application areas of hybrid manufacturing.
DED is known as a near-net shape manufacturing technology, where post-processing could
be needed to meet the dimensional tolerances and surface finishing requirements of the part.
The research efforts focus on automating the post-processing to improve productivity and
overall efficiency of the process. Seidel et al. proposed a novel method to semi-automate the
post-process machining of additively manufactured parts based on geometry acquisition in
the as-clamped position using laser profile sensors and an automated milling path planning
strategy [338]. An iterative milling path is followed to minimize the cutting forces. Post-
processing can be also used as a final step for part featurization or repair/remanufacturing
[115]. There are gaps in literature to identify the regions to machine as post-processing
operation. Some of these regions may be predefined due to part quality requirements such
as tight dimensional tolerances and high surface quality. However, other regions that need
post-process machining can be caused by process instabilities and random events during
DED process, which can result in geometric deviations. These critical regions need to be
identified to address by post-process machining.
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Featurization via adding/subtracting geometric details

As part of featurization, geometric features can be added or subtracted via hybrid man-
ufacturing systems. For instance, a part could be manufactured by additive technology and
holes and pockets can be subtracted by using milling or drilling tools for better precision
and dimensional accuracy [251]. On the other hand, geometric features can be added to
parts, where the bulk material is manufactured by a conventional manufacturing process
(e.g. forging, casting), followed by post-processing [126]. These geometric features can
be small and complex, which could drastically increase the manufacturing cost if they are
manufactured by conventional processes [437, 271, 183].

Repair and remanufacturing

Repair and remanufacturing are commonly used when there is a local defect in an
expensive part, to address the need to salvage the part and avoid scrap. The defective
portion can be machined and re-deposited in a hybrid manufacturing system, which can
increase the life time of the part and saves time, cost and energy. It is important that
the mechanical properties of the redeposited region match with the rest of the part. Re-
manufacturing and repair have four main steps: defining the damaged feature, generating
machine toolpaths for removing the damaged part, generating the deposition toolpath
for remanufacturing the damaged feature, and post-processing [115]. Xu et al. repaired
cracked parts by removing the defective region and redepositing while achieving 87% of
the micro-hardness and 89% of the tensile strength of the original part [410]. Moreover, it
is important to keep track of the part geometry, while adding and subtracting material in
order to avoid tool collision and keep the nozzle standoff distance consistent. Zhang et al.
proposed a method to predict the geometry during hybrid manufacturing in a voxel-based
geometry reconstruction model [428], where the process interruptions are optimized. Ad-
dressing the appropriate integration of the two processes, time-efficiency and productivity
are substantially improved.

2.4.2 Commercial hybrid manufacturing machines

There are a few commercial machines, which combine DED and machining in one manu-
facturing system. These manufacturers are DMG-Mori, Optomec, Mazak and DMS, where
these offer a CNC-based system with two columns of one being the nozzle head for DED
process and the other one being the spindle for the milling operation. Another alter-
native for this type of hybrid manufacturing system is offered by Hybrid Manufacturing
Technologies, where the nozzle head is integrated into a CNC system with a tool holder
mechanism.
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DMG Mori is one of the leaders in the machine tool industry, which introduced the
LASERTEC 65 3D Hybrid system which leverages the Siemens NX CAD/CAM module
for additive and subtractive toolpath and process programming. The DMG Mori system
uses a laser head handled by a fully automatic shuttle without manual intervention, for 5-
axis material deposition by a coaxial nozzle, resulting in homogeneous powder distribution,
independent from direction of laser deposition welding. This is combined with a full 5-
axis milling machine and run through process monitoring and adaptive process control.
DMG Mori’s control software also enables continuous measuring and monitoring of the
laser buildup process as well as automatic regulation of the laser power in real-time for
homogeneous part qualities. This machine can build metal parts on cylindrical base with
a diameter of 650 mm, weighing up to 600 kg.

Mazak’s INTEGREX i-400 AM is one of the largest hybrid manufacturing systems avail-
able on the market, which fuses AM technology and advanced multi-tasking capabilities in
a 615 x 260 x 2563 mm work envelope. The machine was developed specifically for small
lot production of very difficult-to-cut materials and uses its additive capability to easily
generate near-net-shape component features and then completes them via high-precision
finish machining operations. It can also join different types of metals together, which allows
for the efficient repair of existing worn or damaged components such as aerospace turbine
blades. In terms of its Multi-Tasking capabilities, the INTEGREX i-400 AM provides full
5-axis machining to process prismatic parts from solid billets or castings (chuck or bar
fed), round parts, highly contoured parts and now those with features built using additive
technology.

As one of the very first manufacturers of additive DED systems, using its own propri-
etary LENS technology, Optomec has now broken new ground by recently beginning to
offer a series of hybrid systems priced below $250,000. The company has made the top ten
hybrid manufacturing companies list by introducing the new Optomec LENS 860 Hybrid
CA system.

This hybrid, LENS-based metal 3D printer has an 860 x 600 x 610mm work envelope.
It is equipped with a hermetically-sealed build chamber for processing reactive metals, such
as Titanium. The system can be configured with closed-loop controls and a high-power
3kW fiber laser, making it ideal for building, repairing or coating mid to large size parts
with superior metal quality. In addition to the LENS 860 Hybrid CA model, three more
configurations are available. One key advantage of the LENS Hybrid configuration is the
ability to use the milling capability to perform finish machining on a printed part without
re-fixturing or aligning the component on a second machine.

Hybrid Hero CNC, designed by DMS, is to be an entry-level machine for customers
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who are interested in hybrid manufacturing processes. The machine has been designed to
fit through a standard 74”x 81” double door, and does not require as much floor space to
operate as our larger machines. It is equally suited for process development and research
or production runs of small parts. The optional tilt rotate table adds 5-axis deposition and
machining capabilities.

There are a growing number of DED systems in the commercial space, targeting pro-
duction parts at different scales. Across these technologies, one key advantage of the DED
hybrid configuration is the ability to use the milling capability to perform machining as a
finishing step on a printed part without re-fixturing or aligning the component on a second
machine or as a secondary operation. In addition, there is a trend towards integrating
intelligent toolpath planning for the deposition and machining process, as well as process
monitoring options and process control modules in an effort to continuously improve the
performance of the DED and machining processes independently or in tandem.

2.4.3 State of art in machining of additively manufactured parts

The machinability of a material varies depending on how it is manufactured. Machining of
additively manufactured parts presents challenges because such materials are different than
wrought, casted and forged materials in terms of microstructure and mechanical properties.
The DED process parameters affect the machinability of deposited materials systems by
virtue of localized laser-material interaction effects (melting, vaporisation, material ejec-
tion, solidification, oxidation), as well as due to inter-layer and intra-layer cyclic thermal
loading of the bulk material system. In addition, varying process parameters can also result
in different mechanical properties and microstructure. Moreover, machining performance
of a workpiece is highly dependent on the selected tool and coating material, tool design,
and cutting parameters such as spindle speed, feedrate, and cutting depth. Considering
there are many factors affecting the machinability of an additively manufactured work-
piece, there are limited studies in literature focusing on this matter. The current studies
evaluate the machining performance mainly by examining the cutting forces, cutting tool
wear and surface finish quality, which are measureable process outcomes of the machining
process.

Cutting tool wear is usually attributed to cutting forces, since the friction between
the tool, the workpiece and the chip contributes in both cutting forces and tool wear.
As the tool wear progresses, the cutting forces increase because the cutting edge gets
blunter and causing more force acting on the workpiece [425]. However, the tool life can
be further improved by coatings. Although cutting additively manufactured material may
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cause higher cutting forces compared to wrought material, the tool wear could be similar
in both cases [10]. Careri et al. studied the tool wear on additively manufactured Inconel
718 alloy in conditions of ”as-deposited” and ”heat-treated” and observed both adhesive
and abrasive tool wear mechanisms [59]. It is observed that flank wear progresses rapidly
at higher cutting speeds while cutting additively manufactured Ti-6Al-4V [348]. Thus,
the machining parameters need to be optimized based on tool wear and cutting forces.
Fei et al. studied machining of additively manufactured Inconel 625 and experienced edge
chipping and coat peeling on the cutting tool, where fan-shaped and saw tooth chips are
generated [113].

Figure 2.6: The hardness analysis of Inconel 718 thin wall manufactured by DED and
forging from Ostra et al.’s study [276]

Cutting forces are generally higher in cutting AM materials compared to conventionally
manufactured materials. The hardness has a direct correlation with the cutting forces and
additively manufactured materials tend to have a higher hardness compared to convention-
ally manufactured ones, due to high solidification and cooling rates present during the AM
process [227]. Furthermore, the hardness can vary throughout the additively manufactured
material due to anisotropy caused by cyclic thermal loading and varying thermal boundary
conditions [60]. Thus, the cutting forces are generally higher while cutting AM materials.
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Ostra et al. studied the hardness profile and machinability of an additively manufactured
and forged Inconel 718 thin walls [276]. They found that the average hardness profile is
similar in these samples, but the variation of hardness throughout the additively manufac-
tured wall was a lot more when compared to the forged material, as shown in Figure 6.29.
The chips are shorter and straighter in the AM wall, whereas the forged wall generated
longer chips in a spiral form due to higher elongation at fracture [276]. Post-processing heat
treatment can improve the machinability [279]; however, this would increase the overall
manufacturing cost and time. To address this, studies have shown that laser preheating can
help in reducing the cutting forces and increasing the tool life, significantly [170, 149, 161].
Li et al. studied machining of deposited Ti-6Al-4V at different initial temperature values
varying from 200o C to 380o C, which is achieved 120 s and 20 s right after deposition,
respectively [220]. It is observed that forces in x and y direction are reduced by 19% at 300o

C. Pre-heating the material lower than 300o C does not cause a significant reduction in
cutting forces because the thermal softening is not enough at this temperature to overcome
the work hardening of the material [220]. Thus, it causes acceleration of tool flank wear,
which also contributes in increasing cutting forces. Tapoglou and Clulow concluded that
the skin of the additively manufactured part is easier to machine compared to the core of
the part due to higher cooling rates and slightly different microstructure [372]. In addition,
down milling performs better compared to up milling on additively manufactured parts by
enhancing the tool life and surface quality. These studies offer insights into the opportu-
nity to improve the machinability of the additively manufactured material, specifically in
a hybrid system. Given the challenges of additively manufactured materials such as high
hardness, anisotropy in mechanical properties, and uneven surface finish, the integration
between additive and subtractive processes needs to be improved such that it can overcome
these challenges.

Surface quality after the machining step depends on the initial surface roughness of the
additively manufactured part and the machining process parameters [315, 38]. The existing
literature shows experimental approaches to optimize the machining process parameters to
achieve better surface finish from the additively manufactured part [253, 22]. The empirical
approach may be not comprehensive, as it depends on the dynamics of the process. The
process parameters need to be optimized based on process statics, dynamics and machine
capabilities to achieve a high surface quality and avoid unstable and inefficient processing
conditions. Furthermore, the relative orientation of the machining direction to the build
direction of DED process affects the surface integrity of the final part [415, 416].
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2.5 Research gaps and research contributions

Hybrid manufacturing can leverage a material deposition process (AM) and post-processing
(machining) in the same system. Such an approach can be significantly advantageous com-
pared to alternating between AM and post-processing as separate systems, when consider-
ing three areas of application. The first application where hybrid manufactuirng can have a
substantial benefit is manufacturing of customized, small batch, high dimensional volume
parts due to the simplification in the manufacturing workflow, ability to finish complex
internal cavities, and ability to address in-situ deviations in geometric fidelity typical to
DED processes, which may lead to part fabrication failures if not addressed periodically via
machining [219]. Secondly, hybrid approaches can be highly beneficial in the repair and
remanufacturing of high-value components due to the simplified workflow of addressing
the removing of the defective site, deposition of replacement materials at select locations
to complete the defect infill with good geometric fidelity, and final post-process finish-
ing, all in a single manufacturing system. Thirdly, hybrid manufacturing approaches can
be beneficial for the layer-intermittent machining applications, where correcting defective
depositions by machining is possible during AM.

Figure 2.7: In-situ sensor systems can help in integrating additive and subtractive manu-
facturing system such that the machining decision can be given and the machining process
can be planned based on process signatures, in conjunction with process modeling.

Significant research efforts should focus on improving the integration of two processes in
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terms of process modeling, process monitoring and process control for DED and machining
processes respectively, and for hybrid process planning in terms of strategies for detection
and classification of DED defects, prioritization of defects for machining, and economic
machining strategy for defect mitigation. Although research has accelerated in the domain
of machinability of additively manufactured materials, there is still a gap to optimize the
machining process for AM parts. The microstructure of the AM parts should be modeled
and experimentaly validated to correlate with the machinability, as there are many vari-
ables which can affect the outcome of hybrid manufacturing such as additive/subtractive
process parameters, part geometry design, material system, tool design and manufacturing
conditions (coolant, atmosphere etc.).

In this dissertation, the research efforts have focused on process modeling of DED,
in-situ monitoring, feature detection and error detection as a contribution towards solving
the problem of understanding the thermal history of the parts, modeling the geometry of
the deposited layer, modeling the melt pool temperature, identifying in-process signatures
and finding correlations between process signatures and outcomes that are indicative of
defects, pores and instable processing conditions.

The process modeling in Chapter 3 proposes a voxel-based approach to keep track of the
thermal history and predict the melt pool temperature. This work adds contributions to
the scientific body of knowledge and application space towards performing the simulation
not only in single deposition tracks but also in 3D objects with curvatures, sharp corners,
and multi-layers.

In-situ vision monitoring is integrated in a DED system in Chapter 4, where a feature
detection algorithm is developed, which is robust against disruptive conditions such as
variations in background illumination, particle ejecta from melt pool.

The methodologies in Chapter 3 and 4 are combined in Chapter 5 to generate process
maps, identify thresholds for unstable process conditions and train a classifier to predict
out-of-bound behavior of the process detected by the in-situ sensor.

A dual-wavelength pyrometer is used to experimentally validate the model in Chapter
3 and correlate the process signatures with the geometric deviations in the final deposition
in Chapter 6. In addition, in this dissertation, two decision-making schema are proposed
to enhance the machinability of additively manufactured parts. One schema is for post-
process machining and the other one is for layer-intermittent machining following a similar
logic. In-situ process monitoring is utilized to detect process anomalies and intelligent
decision making algorithms can be used to correct the defective depositions as shown in
Figure 2.7. Furthermore, correlations can be made between process signatures detected
by in-situ sensors and mechanical properties of the material, which could help in planning

25



the machining process parameters. For instance, if the process signatures are indicative of
higher hardness, then the depth of cut can be decreased to enhance the overall machinability
of the material including tool life, surface finish and cutting forces.

In Chapter 7, conclusions and future work are proposed towards growing the research
methodologies described herein, as well addressing present limitations in experimental
implementation and testing.
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Chapter 3

Thermal and geometry model for
directed energy deposition with
2D/3D toolpaths

3.1 Preface

Directed energy deposition (DED) is a metal additive manufacturing (AM) process, where
dimensional accuracy and repeatability are traditionally challenging to achieve. Strate-
gies for computationally inexpensive process modelling and fast-response process controls
of the laser deposition process are necessary to keep the geometric features close to the
required dimensional tolerances. The deposition geometry depends highly on the complex
local laser-material interaction and global thermal history of the substrate. In order to
control the deposition geometry, an accurate and computationally inexpensive discretized
state space thermal history model coupled with an analytical deposition geometry model
is developed. The model accounts for the local laser-material interaction using the mass
and energy governing equations coupled in a lumped parameter solution, and also accounts
for the global thermal history of the product using a state space thermal discretization.
In literature, studies have only focused on 1D toolpaths with constant process parameters
such as speed, powder feedrate, and laser power. It is important to implement models
compatible with 2D/3D complex toolpaths, to accommodate for the highly complex ge-
ometric shapes achievable via AM. In this study, an analytical thermomechanical model
and a deposition geometry model for a DED process are presented and experimentally
validated. The thermal history of the deposited part is predicted throughout the process

27



and the geometric features are predicted for complex 2D toolpaths.

3.2 Introduction

Directed energy deposition (DED) is an additive manufacturing (AM) process, where the
powder is guided using a gas flow onto a substrate and melted by exposure with an energy
source, typically a laser, to manufacture a part in a layer-by-layer manner. DED is one
of the most common and most powerful metal AM processes, known for its capability
of manufacturing high density parts [331, 342]. Another advantage of DED is that the
microstructure of the deposited material is more feasible to control, when compared to other
metal AM processes [171, 168, 301, 320], by carefully choosing the process parameters to
adjust the cooling and solidification rates of the deposited material. One of the important
drawbacks of DED is that high design complexity is more challenging to achieve than in
other metal AM processes due to the larger beam spot diameter [356] and the inherent
limitations in travel and reach of the mechanism used for generating toolpaths [408]. In
addition, support structures are difficult to print with DED [134]; this is why having
overhang structures is almost impossible to implement, unless the nozzle head or the built
table can move in more than 3 axes [432].

The most common application areas of DED are repair, also referred to as re-manufacturing
[295, 401], and adding features on a part, also referred to as featurization [133]. The abil-
ity to address repair and featurization are unique to DED processes, when compared to
the other metal AM techniques. For part re-manufacturing, the region with a failure or
defect can be removed via subtractive manufacturing processes, followed by the selective
deposition of new material to re-create the original geometry as closely as possible [134].
Further machining is typically required to address geometric fidelity. Using this method,
a localized defect in a high-value component can be addressed as to prevent part scrap,
while saving cost, time, and energy. For part featurization, material can be deposited onto
an existing part at select locations [401]; the existing part could be produced via other
manufacturing processes to reduce overall production costs.

In metal AM in general, and in DED specifically, there are numerous process param-
eters involved in driving the phenomena behind melting, solidification, and cooling of the
material, which increase the complexity of the process and implicitly the complexity of de-
veloping high-fidelity models [252, 184]. The main parameters in laser-based DED are the
laser power, scan speed, focal distance, laser beam diameter, and powder flow rate. These
parameters determine the energy input to the metal powder and substrate, and affect the
resulting melt pool morphology (length, width and height) [212, 344, 267, 76]. The melt
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pool morphology ultimately affects the geometry of the deposition, which is defined by the
deposition width (i.e. feature resolution) and the height (i.e. layer thickness).

In order to take these complex process phenomena into account, multidimensional mod-
els are proposed, where the physics of the laser-material interaction is solved numerically
[411] to achieve the most accurate prediction results [292]. One challenge is that high
fidelity numerical models require high computation time and it is prohibitive to use such
models in applications such as process optimization and process control. High fidelity nu-
merical models, however, can simulate the material transformations (solid to liquid, liquid
to solid) and are used to also predict the microstructure [33] and residual stress [262, 263].
Despite the complexity of the laser-material process dynamics, there are many studies fo-
cused on predicting the geometry and the thermal behavior of the manufactured features
analytically [411, 163, 293, 270, 207, 218, 389, 94, 326, 294, 387, 364, 177]. Although the
main aim of these models are in simulating the process, there are some models used in
optimization problems [177] and also in process control schemes [112, 58, 327].

The focus of this work is to develop a two-tiered model by coupling a discrete state-space
model for predicting the thermal history of the deposition substrate, with a physics-based
analytical model predicting the geometry of the metal deposition. The goal of this coupled
model is two-fold: (i) to obtain fast predictions without sacrificing accuracy, (ii) to build
the capability to simulate depositions in complex 2D/3D toolpaths, with curvatures and
sharp corners, and variable process parameter inputs. In order to achieve this, the state-
space model considers a toolpath discretization into voxels, where the thermal propagation
to neighbouring voxels and the deposition geometry equations are solved for each voxel.
With this approach, the proposed model differentiates itself from the existing models in
literature [326, 387, 217, 242, 288] by enabling the simulation of 2D/3D scan paths and
variable process parameters. This work describes the development of the coupled physics-
based model, as well as simulation and experimental validation results. This work uncovers
the potential of adopting recursive closed form models for tracking and predicting the
thermal history and deposition geometry for complex 2D/3D toolpaths in DED.
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3.3 Modeling of thermal history and deposition ge-

ometry

3.3.1 Background on analytical model development

The DED process has been established for some time; however, the demand on robust
industrialization of this class of technologies has accelerated the efforts on process mod-
eling [331]. There are a few examples of processes which follow the same principles as
DED such as laser cladding, gas metal arc welding, and laser welding. In early studies
of such processes, the modeling approaches were limited to empirical models, where the
relationship between the input process parameters and the output mechanical properties
was investigated [167, 191].

To gain a better understanding of the complex laser-material interaction phenomena,
physics-based models were developed [24, 123]. In DED, there are a range of physics-based
process phenomena to consider, such as powder material transport, powder catchment,
energy transfer, laser-material interactions, and thermal behavior of the part [252]. Fur-
thermore, optical, mechanical, and thermal properties of metal powder are a function of
temperature, which adds another dimension to the degree of complexity required for the
development of process predictive models [397]. Depending on the application area, the
models can be lumped parameter [218], or highly complex numerical models [404]. There
are ongoing efforts towards advancing both classes of models to achieve lower computa-
tional cost, and better accuracy in predicting process signatures [164].

an example of analytical modeling efforts is the work by Doumanidis and Kwak, who
developed a lumped parameter analytical model for predicting the welding profile in gas
metal arc welding [94]. The mass, momentum, and energy balance equations of the melt
pool were solved decoupled for melt pool cross section, melt pool height and width, and
melt pool temperature, respectively. Furthermore, Sammons et al. [326] adopted the
Doumanidis and Kwak [94] model and applied it for laser metal deposition process. They
accounted for material solidification in the mass and momentum balance equations, which
has been shown to affect the melt pool cross section prediction. Another example, which
follows Doumanidis and Kwak’s model, was proposed by Wang et al. [387, 386]. The
novelty of their method is in the parametrization of the material transfer rate as a function
of process parameters instead of calculating the powder catchment efficiency, which makes
the melt pool height prediction more dependent on laser power.

In order to predict the geometry of multi-layer structures with complex geometries, the
temperature history needs to be known throughout the process, as the temperature of the
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substrate influences the melt pool characteristics and ultimately the geometric properties
of the deposited features. Li et al. proposed a method of placing a virtual heat source at
the end of each layer to keep track of the temperature history of each layer [218, 217]. The
virtual source is designed to move along the same direction as the last deposition in the
layer and predicts the temperature decay by using Rosenthal’s moving point heat source
equation. Similarly to Sammons et al. [327], this model assumes that the deposition is in
a simple straight line and cannot accommodate for complex deposition geometries.

Rosenthal’s equation is commonly used for laser welding and cladding applications to
predict the temperature in a substrate by taking the laser beam as the reference coordinate
[313]. In addition to predicting melt pool temperatures, melt pool shape is also predicted
at the boundary of the melting temperature of the material [353]. The main assumptions in
using Rosenthal’s equation are that the convection and radiation heat losses are neglected,
the workpiece is semi-infinite, the thermal properties of the material are constant, and
that the scan speed and laser power are constant. Rosenthal’s moving point heat source
equation is given below:

T − T0 =
βq

4πk

e−
v(ξ+R)

2α

R
(3.1)

In the equation above, R is the distance between the point of interest and the laser beam,
considering a spherical surface around the heat source with radius R =

√
ξ2 + y2 + z2,

α is the diffusivity of the material, and k represents the material thermal conductivity.
The equation assumes that the heat is supplied by a point heat source q moving with a
constant speed v along the x-axis and that β is the absorption coefficient. The moving
coordinate system is located on the x-axis and, as such, x is replaced by ξ = x − vt,
where ξ is the distance of a point considered away from the point source with the scan
speed v. Rosenthal’s moving point heat source equation is traditionally used for predicting
the temperature of the deposited material while the heat source moves in a single (1D)
direction with a constant scanning speed.

Overall, most of the background literature provide results in good agreement with the
experimental data; however, they are only applicable for 1D toolpaths. In this study, the
ultimate goal is to predict the geometry of a multi-layer structure, which has a complex
2D toolpath at each layer. The novelty of this study, compared to the models in existing
literature [94, 48, 100, 260, 57], relies on the need to address 2D/3D depositions by means
of discretizing the scan path. Moreover, the process parameters can be allowed to vary
along the scan path and can be used to simulate the temperature history and deposition
geometry by solving the governing equations at each discrete voxel. In order to achieve this
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in a multi-layer part, the temperature history at each point (x, y) within a layer at height
z of the 2D layer-by-layer deposition tracks should be computed. This temperature will be
used as an input in predicting the deposition geometry, when the laser comes back at the
same point (x, y) on the next layer, or close to a neighboring voxel previously deposited
in the same layer. The proposed model is intended to be adopted for more complex 3D
toolpaths.

3.3.2 Discretized state space thermal history model

A simplified thermodynamic model is used to predict the temperature during the laser
exposure and to predict the transient cooling after the laser exposure. This model is used
to keep track of the thermal history and to predict an approximate temperature value of
the previously deposited material. This substrate temperature is then used as an input to
the geometry model for predicting the geometry at the same x-y coordinates on the current
deposition layer. The energy input to the system comes from the laser heat source, and
after the deposition, the cooling of the laser track is assumed to happen through convection
to ambient and through conduction to the substrate. In addition, the heat input from the
laser to a point of interest further away from the melt zone should be considered as a heat
input contribution when updating the thermal history of each point within the deposited
material space. To achieve this, the deposition toolpath is discretized into discrete voxels,
and the thermal history is updated recursively.

In this voxel-based model, the part is first virtually divided into discrete voxels along
the desired toolpath. The order of the voxels is intended to match with the toolpath
deposition sequence, to keep track of the order in which the voxels are subjected to the
laser heat input. In Figure 3.1, an example of a discretized 2D toolpath is shown, where
the toolpath is divided into voxels and each voxel is indexed with a number sequence. In
this model, the minimum size of the blocks is assumed to be equal to or larger than the
diameter of the laser beam in order to keep the effective instantaneous heat input limited to
one block. The actual size of the voxel is determined by simulating the melt pool geometry
using Rosenthal’s equation by taking the melt pool boundary as the approximations of
the x, y, and z voxel dimensions, where the voxel is assumed to be the bounding box of
the melt pool. The energy balance equations are written for each voxel as the laser moves
on, depending on the sides neighbouring to adjacent voxels, substrate, and/or exposed to
ambient. The laser energy input is assumed to be applied on the voxel being deposited at
that time step. The set of energy balance equations are solved for temperature in a state
space model for each time step recursively.
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Figure 3.1: Visualization of a discretized 2D toolpath

The control volume of the thermal model is shown in Figure 3.1(a). The energy input
qin is provided by the laser, therefore the energy input is a function of the laser power. Tk
is the instantaneous temperature once the laser hits the material; the material is assumed
to exist already in the discretized block. The energy loss qout is lost through the remaining
five surfaces of the block. The energy loss is in the form of conduction or convection,
depending on the neighboring environment. The radiation heat losses are neglected [184]
and a constant substrate temperature is assumed [218] for each voxel independently. The
heat transfer model assumes that the material already exists in the voxel currently being
deposited and the model is used to keep track of the thermal history of the deposited
voxels.

The thermal history model is sequential and recursive. In the first time step, the first
voxel is deposited; at that location, the energy input comes from the laser and the energy
loss is assumed to happen through convection. The change in temperature of the first voxel
is approximated as:

Ṫ1 =
dT

dt
=

1

C
(q

(1)
in − q

(1)
out) (3.2)

In the equation above, C is the heat capacitance, representing the energy storage capacity
of the material, q

(1)
in is the energy input, expressed below, and q

(1)
out is the energy loss.
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Figure 3.2: Control Volumes of the (a) thermomechanical model energy input qin from the
laser and energy loss qout through the five sides of the voxel as an approximation of the
physics (b) meltpool geometry model illustrating a closer representation of the physics at
the deposition point.

q
(1)
in =

1

Rp

(T1 − Ts) (3.3)

In this model, T1 is the peak temperature of the voxel when the laser is exposed to the
material at that location and Ts is the initial substrate temperature. The instantaneous
peak temperature is predicted by Rosenthal’s moving point heat source equation:

q
(1)
in =

1

Rp

(T1 − Ts) =
1

Rp

[
βq

2πkR
e
−v(ξ+R)

2α

]
(3.4)

In the equation above, T1 is the temperature of the first voxel, and Ts is the initial substrate
temperature. Ts is constant (assumed to be ambient) for the first layer of deposition and it
is updated at the upper layers based on the temperature value below the current deposition
point. Rp is the thermal resistance, k is the thermal conductivity and α is the thermal
diffusivity of the metal powder, q is the laser power, v is the scan speed, and R represents
the distance between the point heat source and the point of interest, which is set equal to
the length of the block. The thermal resistance is defined as:

Rp =
∆x

A× k
(3.5)

In the equation above, ∆x is the thickness and A is the cross section area that the heat
goes through and k is the thermal conductivity.
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Figure 3.3: Heat transfer (conduction and convection) schematic between three blocks,
ambient and substrate in steady state

For visualization purposes, the heat transfer between the discretized voxels is shown in
Figure 3.3 in 2D. In this illustration, Tk, Tk+1, Tk+2 show the temperature of each block in
the order of toolpath deposition sequence, where kε{1, 2, . . . , N} and N is the total number
of blocks. The blue resistance elements Ra show the convection resistance to ambient and
the green resistance elements Rm, Rs show the conduction resistance to adjacent material
and substrate, respectively. The heat input is shown with the red arrow and is governed
by Tk+2, as predicted by using Rosenthal’s moving point heat source equation.

The energy loss through convection to the ambient is represented as shown in Figure
3.3 and in the equation below.

q
(1)
in =

4

Ra

(T1 − Ta) (3.6)

In the equation above, Ra is the thermal resistance to ambient. For the first voxel, as
four faces of the block are exposed to the ambient, the energy loss through convection is
multiplied by a factor of 4; in general, this number factor changes depending on the spatial
configuration of adjacent voxels and is accounted for as such based on the voxel sequence
in the toolpath.
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The rate of change in temperature in the first voxel can be represented with the com-
bination of Equation 3.3 and Equation 3.6:

Ṫ1 =
1

C
(q

(1)
in − q

(1)
out) =

−4

RaC
T1 +

4

RaC
Ta +

1

RpC

[
βq

2πkR
e
−v(ξ+R)

2α

]
(3.7)

In the equation above, C is the heat capacitance of the material. Ta and q are system
inputs and they represent ambient temperature and laser power, respectively. The thermal
resistance terms represent the resistance of the material to heat flow because of a temper-
ature difference. Once the second voxel of material is deposited (second time step), the
energy balance equation is rewritten for the first voxel. At this time step, the energy input
to the first voxel comes through conduction from the second block (T2 > T1), which is
being deposited and is shown in Equation 3.8 below.

q
(1)
in =

1

Rm

(T2 − T1) (3.8)

For the first voxel, the energy loss is the same except there is one less face exposed to
the ambient, which is now adjacent to the second block.

q
(1)
out =

4

Ra

(T1 − Ta) +
1

Rs

(T1 − Ts) (3.9)

Second voxel’s energy balance equation is very similar to the first voxels’ equation at
the first time step.

q
(2)
in =

1

Rp

(T2 − T0) =
1

Rp

[
Q

2πkR
e
−v(ξ+R)

2α

]
q

(2)
out =

3

Ra

(T2 − Ta) +
1

Rm

(T2 − T1)

(3.10)

The visual representation of the thermal heat transfer relationship between the de-
posited adjacent voxels is represented in Figure 3.4.

Therefore q
(1)
in , q

(1)
out and q

(2)
in , q

(2)
out are then accounted for using a similar equation to

Eqn. 3.7.

Ṫ1 =
1

C
(q

(1)
in − q

(1)
out)

Ṫ2 =
1

C
(q

(2)
in − q

(2)
out)

(3.11)
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Figure 3.4: Examples of energy input and losses shown on the discretized toolpath voxels,
where (a) is a visual representation of the heat transfer for the first material voxel being
deposited, (b) is the visual representation of the second voxel being deposited adjacent to
the initial voxel, while (c) illustrates a third voxel being deposited stacked vertically on
top of the second voxel

37



For each time step, a set of differential equations are solved in a state space form in
discrete time as per Equation 3.12.

d

dt
[T ] = (A)n×n[T ]n×1 + (B)n×p[u]p×1 (3.12)

In Equation 3.12, T is the state vector, u is the input vector, n is the number of blocks
and p is the number of inputs. A and B are the state transition and input matrices
respectively and are updated at each iteration. The total iteration time of the simulation
is determined by the time required to move the laser from one voxel to the next one,
which depends on the scan speed of the process. The temperature is simulated at each
iteration for a discrete sampling time step, while the laser is travelling along one block.
The last temperature value for each block is used as the initial temperature for each block
in the next iteration. Once the last block is deposited, the cooling of the blocks can be
observed before starting the second layer above. Using this approach, the temperature of
the substrate (previous layer) is now known and can be used as a temperature input to
predict the geometry of the laser track on the second layer. Similarly, the temperature
gradient history propagating through multiple layers is also retained and updated when
simulating the newest layer being deposited.

3.3.3 Analytical geometry model

The thermal history behaviour of the deposited voxels is coupled with an analytical depo-
sition geometry model used to predict the melt pool area, the melt pool width, and the
height of the deposition for each voxel position. For single layer parts, the surface tempera-
ture is approximated to be equal to the substrate temperature, which is typically assumed
to be equal to the ambient temperature [162]. However, while depositing subsequent layers
of a multiple-layer part, the temperature of the substrate will increase due to heat accu-
mulation from previous depositions [217]. The output of the thermal history model, as
previously derived, which predicts the current temperature of the deposition surface and
the temperature of the neighbouring voxels, is used as an input to the geometry model.

The melt pool geometry is predicted by deploying two decoupled equations, the mass
and the momentum balance of the deposition. Both equations assume that the melt pool
has an elliptical shape [207, 177], which is a common approach in the literature to predict
melt pool geometries for laser-based manufacturing processes such as metal DED, welding,
and cladding processes [404, 377]. The control volume for both mass and momentum
balance equations is the melt pool boundary, which is shown in Figure 3.2 (b). The mass
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Figure 3.5: Melt pool geometry layout from different views (a) Side view, (b) Front view,
(c) Top view
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balance equation is used for predicting the area of the deposition, where the height and
width of the melt pool are coupled. The momentum balance equation decouples the width
and the height of the area prediction, which can be seen in Figure 3.5 from the mass balance
equation [94]. The momentum balance equation defines how the material is captured into
the substrate, which affects the width and thus deposition height.

Figure 3.6: Vertical deposition area as a function of width and height of the deposition

The mass change rate at the melt pool boundary relates the material transfer rate due
to the deposition, and the material loss due to the solidification shown as in Equation 3.13
[94]. The density ρ of the material is assumed to be constant throughout the melting and
solidification phases.

d(ρV (t))

dt︸ ︷︷ ︸
Mass change rate

= −ρA(t)v(t)︸ ︷︷ ︸
Material loss due to solidification

+ µf︸︷︷︸
Material transfer rate by deposition

(3.13)

In the equation above, ρ, V , A and v are density, deposition volume, area, and scan
speed, respectively. The material transfer parameters are µ representing the powder catch-
ment efficiency and f representing the deposition rate. The deposition volume represents
the whole volume of the melt pool and it is calculated based on the width, height, and
length of the melt pool. The area represents the cross-section of the melt pool and it is
calculated using the melt pool width and height, which are shown in Figure 3.6. In volume
and area calculations below, the wetting angle (contact) of the melt pool is assumed to be
90o.

V (t) =
π

6
w(t)h(t)l(t)

A(t) =
π

4
w(t)h(t)

(3.14)
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In the equation above, w, h and l are the width, height and length of the deposited
material, respectively.

In this work, the material transfer rate µf is parametrized as a function of the laser
power and critical laser power, instead of estimating the powder catchment efficiency [387].
The reason for the estimation approach is that the laser power is the dominant parameter,
which defines the capacity how much powder is transferred to the melt pool. Eagar and
Tsai [99] modeled the weld pool size and shape in a dimensionless manner with respect to
process parameters and material properties. The dimensionless operating parameter n is
modeled starting from the dimensionless form of a Gaussian heat distribution in order to
model the dimensionless form of the shape of the melt pool. This dimensionless operating
parameter is modeled by Christensen et al. to get a dimensionless form of the Rosenthal’s
equation for a moving point heat source [70]. In a later study Eagar and Tsai used it for
formulating the weld shape assuming the Gaussian heat distribution for the laser beam
input [99], with the expression below:

n =
qv

4πα2ρcl(Tm − T0)
=

vλ

4πα
· Q

k(Tm − T0)λ︸ ︷︷ ︸
Dimensionless net heat input

(3.15)

In the equation above, Q, α, cl, Tm, k, ρ are the laser power, thermal diffusivity, melt
specific heat, melting temperature, thermal conductivity, and density, respectively. T0 is
the surface temperature, where deposition occurs on, and λ is the characteristic length,
which stands for the thickness of the substrate. The thermal diffusivity is α = k/(ρcl).
The parameter n expresses the laser-material interaction in a dimensionless fashion, as a
function of the dimensionless net heat input, the diffusivity and the scan speed. Start-
ing from this dimensionless operating parameter, Wang et al. proposed a model for the
steady-state dimensionless cross-sectional area of the melt pool (A = Av2/4α2), which is
parametrized with a dimensionless operating parameter n [387]

A = Γ(n) (3.16)

The function will be determined later, while n represents a modified version of the
dimensionless process parameter (n) from Equation 3.15.

n =
η(Q−Qc)v

4πα2ρcl(Tm − T0)
(3.17)
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In the above equation, η represents the laser absorption efficiency, Q is the laser power
and Qc is the critical value for the laser power. If the laser power is lower than the critical
value, then melting does not occur; in another words, it can be said that the powder
catchment will be zero if the laser power is under a certain threshold (i.e. critical value of
the laser power Qc). This modified dimensionless operating parameter calculates the net
heat input into the metal powder used for melting the powder [70, 99]. With this energy
input, the cross-section area of the melt pool at the steady-state can be calculated using
the function Γ(·).

Av2

4α2
= Γ

(
η(Q−Qc)

4πα2ρcl(Tm − T0)

)
(3.18)

From Equation 3.13, the mass balance equation at the steady-state becomes µf = ρAv.
The Γ(·) function is assumed to be a linear function with a coefficient β. Then, the steady-
state cross-section area of the melt pool can be written as follows:

A = β
η(Q−Qc)

πρcl(Tm − T0)v
(3.19)

The approximation for the steady-state cross-section area of the melt pool matches
with the relation between process parameters and melt pool area. As such, from Equation
3.19, it can be observed that the area of the melt pool increases with increasing laser power
and with decreasing scan speed. The material transfer rate can be then approximated as:

µf(t) ≈ β
η(Q−Qc)

πcl(Tm − T0)
(3.20)

In Equation 3.20 the material transfer will be zero in case the input laser power is
less than the critical value for the laser power. This equation calculates the material
transfer rate by considering that the powder catchment efficiency is at steady state. This
approximation for the material transfer rate can be substituted into the mass balance
equation (Equation 3.13):

d(ρV (t))

dt
= −ρA(t)v(t) + β

η(Q−Qc)

πcl(Tm − T0)
(3.21)

In Equation 3.13, it is assumed that the density remains the same from liquid to solid
phase, and that the melt pool length is approximately constant through the process in
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steady state. The melt pool volume can thus be represented as a function of the cross-
section area.

2

3
ρl
dA(t)

dt
+ ρA(t)v(t) = β

η(Q−Qc)

πcl(Tm − T0)
(3.22)

The laser power can be represented as Q(t) = Q − Qc and the scan speed v(t) is
assumed to be constant at steady state. The transfer function between laser power and melt
pool cross-section area can be represented in frequency domain after taking the Laplace
transformation (with ‘s’ denoting the Laplace operator).

A(s)

Q(s)
=

βη

πcl(Tm − T0)[2/3ρls+ ρv]
(3.23)

The cross-section area shown in Figure 3.5(b) is assumed to be half ellipsoid, which has
a width and a height. The width and height can vary, while keeping the same cross-section
area depending on the process parameters, such as laser power and scan speed. Both of
the inputs can vary in this model, as the area is solved for each deposition voxel.

The width and height are determined according to the melt pool momentum Equation
3.24, which describes the material-surface interactions. This surface could be either the
substrate or the deposited material on the previous layer. This can be quantified by writing
the momentum balance equation as follows:

d(ρV (t)v(t))

dt︸ ︷︷ ︸
Meltpoolmomentum

= ρA(t)v2︸ ︷︷ ︸
Momentumlosstosolidification

+
∑

Fv︸ ︷︷ ︸
Momentumlosstosurfacetensionforces

(3.24)

The total surface tension forces in the direction of scan speed can be represented as
follows:

∑
Fv = (1− cos θ) · (γGL − γSL)w (3.25)

The mass balance equation (Equation 3.13) and the total surface tension forces (Equa-
tion 3.25) can be substituted into the momentum balance equation (Equation 3.24) as
follows:
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[µf − ρA(t)v]v +
[
ρ
π

6
(wh)l

]
v̇ = ρA(t)v2 + (1− cos θ) · (γGL − γSL)w (3.26)

where γGL and γSL represent gas-to-liquid and solid-to-liquid surface tension coefficient,
θ is the contact angle of the deposition head with respect to the substrate, and assumed
to be equal to 90o because the material deposition and the laser beam re coaxial and
perpendicular to the substrate. At steady state deposition with a constant scan speed, the
acceleration term can be eliminated for further simplification.

µfv − 2ρA(t)v2 = (1− cos θ) · (γGL − γSL)w (3.27)

Some of the parameters in Equation 3.23 and 3.27 need to be calibrated with experi-
mental data such as laser absorption efficiency (η), coefficient (β) and the surface tension
coefficients (γGL, γSL). The experimental calibration and validation are represented in the
next section. The width is calculated from Equation 3.27. The height is found based on
the assumption that the deposition area is half of an ellipse and calculated from the area
prediction in Equation 3.23 and the width prediction in Equation 3.27.

3.4 Materials and methods

3.4.1 Theoretical performance validation of the thermal history
model

To illustrate the behaviour of the state space thermal history model, the thermal behaviour
of a 40 mm long single track deposition (Figure 3.7) is simulated and the temperature
response is compared against the simulation results of Li et al. [218]. The performance
comparison is illustrated in Figure 9, after depositing the first and third layer. The process
parameters and thermal coefficients for simulating the deposition of a Ti64 material are
kept the same with the reference work for comparison purposes and can be found in the
work by Li et al. [218].

In this simulation, the first step was to establish the voxel size. The voxel width,
length and depth were determined based on the melt pool dimensions in steady state, as
approximated by using Rosenthal’s equation (Equation 3.1), with a reference to ambient
temperature. The equation is resolved in 3D to simulate the temperature field, with the
coordinate system located at the surface and instantaneous beam location. The melt pool

44



Figure 3.7: Simulated voxel sequence for model validation based on literature for a straight
line deposition [218]

dimensions are approximated based on the boundary where the temperature reaches the
melting temperature of the material; the melting boundary contour is therefore assumed
to be the boundary of the melt pool. The voxel xyz dimensions are approximated by using
the melt pool dimensions (width, length and depth), which can be seen in Figure 3.8 for a
Ti64 material system under laser power 410 W and scan speed 8.5 mm/s. Based on these
parameters, the voxel size is set to 1.6 mm in length, 1.3 mm in width and 0.8 mm in
depth. The voxel size was kept constant through the simulation for each combination of
process parameters. In future work, it can be made to change dynamically based on the
dynamic changes in process parameters and substrate temperature.

Figure 3.8: Determination of the voxel size based on Rosenthal’s equation a) Simulated
melt pool shape by using Rosenthal’s equation, b)Voxel size created based on the melt
pool dimensions (width, length, depth)

The limitation in the model proposed by Li et al. [218] is that it can be applicable to
keeping track of the thermal history only for straight lines (1D toolpath). Furthermore,
in multiple layered structures, the model by Li et al. [218] ignores the heat loss through
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conduction to the depositions on the previous layers and neglects the heat loss through
convection. These facts are taken into account in the proposed model. Thus, the initial
temperature prediction on the third layer reported in literature shown in Figure 3.9b is
slightly higher than the simulation result from the model proposed in this study, in steady
state. The results show the temperature along the deposited material when the laser
is off at the end of the track. The significant research contribution presented herein is
the development of the state space thermal history model which can, for the first time,
analytically keep track of the thermal history of the laser powder fed deposition process.
The thermal behaviour of the substrate has a significant impact on the geometric features
being deposited, which will be the focus of the experimental validation work.

Figure 3.9: Simulation results for the proposed model compared to simulation results from
the model of Li et al. [218]. The cooling curves show the temperature values of voxels (a)
after depositing the first layer b) after depositing the third layer

The same process parameters were simulated in a circular scan path, where the voxel
size is kept the same for constant process inputs, where the scan speed and laser power
are assumed to be constant. The periphery of the circle is 32 mm and there are 20
voxels. The distortion of the voxels due to the curvature is neglected. The discretized
scan path can be seen in Figure 3.10. The simulation results are shown in Figure 3.11.
In Figure 3.11, the black solid line illustrates the temperature predictions after depositing
the first layer of a circular scan path as a function of the distance. Figure 3.11 shows
the temperature predictions after depositing the third layer in black dashed line. The
temperature predictions show a similar trend as in the simulation results for the straight
line. The temperature increase can be seen at the beginning of the deposition (voxel 1)
because it is a neighbor voxel to the last voxel in the simulation (voxel 20). Deposition of
the last voxel increases the temperature in voxel 1 due to conduction heat transfer.
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Figure 3.10: Circular toolpath discretized with 20 voxels

Figure 3.11: Temperature predictions after depositing the first layer and the third layer on
a circular scan path along the deposited track as a function of traveling distance
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A planar surface with five adjacent deposition lines are discretized shown in Figure
3.12(a) to simulate the resulting thermal history. The voxel size is kept the same as in
previous simulations, the total length of each deposition track is 32 mm. The step over
between adjacent deposition lines is assumed to be 0.6 mm. The simulation results for
each voxel after depositing the 100th voxel are represented in Figure 3.12(b). Fluctuations
in the predicted temperature values can be seen because of the zig-zag motion of the scan
path. A peak in the simulated temperature values can be seen at voxel number 61. As the
last voxel deposited (100th voxel) is a neighboring with voxel 61, the effect of heat transfer
from this neighbouring voxel can be observed at voxel 61.

Figure 3.12: Simulated planar scan path with 5 adjacent lines (a) Discretized scan path
sequence, from voxel 1 to voxel 100, (b) Temperature predictions for each voxel after
depositing 100th voxel

An extra layer was added to the same scan path as in Figure 3.12(a) to simulate the
temperature values at each voxel (200 voxels in total). The second layer starts from the
same location and follows the same scan path. The simulated temperature values at each
voxel immediately after deposition the 200th voxel can be seen in Figure 3.13(a). The
heat input effect from the upper layer can be seen on the first layers’ voxels. For example,
the peak at voxel 100 is a result of heat input coming from voxel 200. Moreover, the
temperature raise in voxel 100 causes temperature increase in the neighboring voxels such
as voxel 99 and 61 (Figure 3.12(a)). In Figure 3.13(b), the cooling of voxel 1 is simulated
throughout the 200 voxel deposition simulation, at each time step. The results are shown
as a function of unit time step, where one voxel is deposited at each time step. The effect of
the heat input coming from the neighboring voxels on voxel 1 can be seen as being highest
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at time step 40, where voxel 40 is deposited, the nearest to voxel 1. Another high peak is
at time step 101, when the deposition occurs on top of voxel 101.

Figure 3.13: (a) Simulated temperature values for each voxel at the end of the 2nd layer,
(b) Temperature of voxel 1 simulated until the end of the deposition process shown as a
function of unit time step

Experimental validation and analysis of the temperature predictions is performed in
Chapter 6 with a dual-wavelength pyrometer coaxial with the laser beam as a part of a
comprehensive study and scholarly work. As cooling of the deposition is challenging to
validate experimentally, the melt pool temperature detected by the pyrometer will help
calibrate the temperature predictions in this future work.

3.4.2 Experimental performance validation of the geometry model

3.4.2.1 Directed energy deposition system

The experiments were performed in a robotic laser powder fed system DMD IC106, which
can be seen in Figure 3.14. The robotic system, ABB IRB140, has 6 axes; however, the
toolpaths created for the experiments herein are 3D toolpaths, with sequential layer-by-
layer depositions in the xy plane stacked along the z direction. The end effector, directs
the 2 kW disk laser beam (TRUMPF TruDisk 2000) and coaxially the metal powder flow
through a nozzle assembly. The laser beam diameter is 1.2 mm at focus and the wavelength
is 1030 nm. The material delivery system has two hoppers, which can be used at the same
time. The process chamber is fully gas sealed and isolated when the laser is in operation.
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Figure 3.14: DED experimental setup used for model validation

3.4.2.2 Powder material system

Single line depositions were performed using stainless steel powder. SS316L was chosen,
with the chemical content detailed in Table 3.1. Stainless steel is known for its high
corrosion resistance and is used in a wide variety of industrial applications. In these
experiments, fully inert atmosphere in the environmentally controlled process chamber
is not used because processing SS316L is not as prone to oxidation. The shape of the
powder particles are spherical, with the powder size distribution described in Table 3.2.
The particle size distribution of the powder was found using a Retsch Camsizer X2 Optical
Particle Size Analyzer with the X-Jet dispersion module. Minimum chord length of the
powder particles is measured and averaged.

Table 3.1: Chemical content of SS316L
Elements

Fe Cr Ni Mo Mn Si C
Wt.% Balance 16.5 12.6 2.5 1.5 0.7 0.009
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Table 3.2: Powder size distribution of SS316L (Camsizer analysis)
D10 D50 D90

Average size of min. xc (µm) 73.06 106.26 141.25

Table 3.3: Material Properties of SS316L
Parameter Value

Density ρ [kg/m3] 7990
Melting temperature Tm [K] 1648

Thermal conductivity k W/mK 16.3
Thermal diffusivity α [m2/s] 4.08 × 10−6

Melt specific heat cl [J/kgK] 500

3.4.2.3 Experimental plan for model performance validation

In the Experimental Plan (EP, described in Table 3.4), only the laser power was varied,
while all the other process parameters were kept constant. The range of laser power is
selected such that the welding mode spans the conduction mode, which is considered to be
a stable process state [152]. The minimum laser power level to achieve melting is selected
as 400 W based on experience. The upper limit of the power level is selected to transition
to keyhole welding mode and is calculated by using an analytical model, which predicts
this transition based on the normalized enthalpy level [152]. The normalized enthalpy is
calculated as follows [152]:

h∗ =
∆H

hs
(3.28)

h∗ is the normalized enthalpy calculated by dividing the specific enthalpy ∆H by the
enthalpy at melting hs.

h∗ =
A · P

hs
√
παvσ3

(3.29)

In this equation, the material properties are A and α, which represent the absorptivity
and the thermal diffusivity, respectively. The process parameters are captured, where P
is the laser power, v is the scan speed and σ is the laser beam diameter. The enthalpy at
melting hs is expressed below, where k is the thermal conductivity and Tm is the melting
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temperature. The normalized enthalpy can be calculated by substituting hs in Equation
3.28.

hs =
k · Tm
α

(3.30)

The keyhole welding mode transition can be predicted by calculating the normalized
enthalpy. If the normalized enthalpy exceeds a certain threshold, this indicates the tran-
sition to keyhole welding mode. Based on existing literature for SS316L, this threshold is
approximately equal to 6 [195]. For the highest laser power selected, 1000W, the dimen-
sionless enthalpy is 6.13, indicating that keyhole transition has been theoretically reached.
The Experimental Plan (EP) is given in Table 3.4. The laser power is varied from 400W to
1000W with an increment of 150W. The laser power and scan speed are chosen such that
the experiments span from low power to keyhole. Each experiment is replicated three times
to establish a statistical range. The powder flow rate is kept constant at approximately
8 gr/min. as Additionally, gas flow parameters, laser beam diameter and nozzle standoff
distance remained the same.

Table 3.4: Process parameters selected for the Experimental Plan (EP)
Scan speed [mm/s] Laser power [W ]

5 400 550 700 850 1000

3.4.2.4 Deposition geometry characterization

The depositions were scanned by a laser profilometer (VK-X250K, Keyence) to measure
the geometric features of the depositions such as width and height. 2.5X magnification
lens was used. The resolution in x and y direction is 17.05 µm and the resolution in z
direction is 0.1 µm.

3.5 Results and discussion

The point cloud data is shown in Figure 3.15 at different laser power levels; the exper-
iments were done in triplicate, with a representative profile shown. It can be seen that
there are some peaks in the data. These peaks are mainly caused by the metal powder
particles adhered onto the deposited profiles. These particles are not completely molten,
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but they stick on the profile because of the high temperatures on the surface or due to
the high temperature of ejected particles from the process zone. The laser profilometer
measurements are taken through the whole length of the depositions at discrete locations
along the x-axis, where the x-axis is along the deposition path. The output is the height
map of the deposition with given resolution in x, y and z direction. In order to measure
the width and height at each deposition cross-section, an algorithm is developed.

Each deposition cross-section, at discrete locations along the x-axis, is filtered first with
a moving average filter (window size of 10) to remove noise caused by adhered particles.
In Figure 3.16, the raw data is shown in black solid line and the filtered data is shown
in green dashed line. Subsequently, the discrete-domain first derivative of the profile is
obtained and shown in orange line in Figure 3.16. The global maxima and minima in the
deposition profile derivative indicate the sharp slope at the beginning and the end of the
deposition. Once the location of the global minima and maxima are found, then linear
interpolation is used at these points with the local derivative (slope) values. Finally, the
intersection with the substrate points are calculated. These points are defined as the edges
of the deposition profile, which gives the boundaries of the added material. The height
at the middle point between the deposition edges is taken as the height of the deposition.
Based on these measurements, the average width, height, and the standard deviation are
found, which are used to validate the proposed model (Figure 3.17). A parabola (Figure
3.16(b)) is fitted to the computed edges and height of deposition profile. The geometric
deviations are mostly caused by the metal powder ejections during the deposition. The
fluctuation in the height profile throughout the whole deposition can be seen Figure 3.18.

The multiplication of η and β in the mass balance equation (Equation 3.23) is calibrated
using MATLAB’s System Identification Toolbox. ARX function is used and a first order
transfer function is fitted to the first order differential equation of the mass balance. The
calibrated value for the multiplication of ηβ is 0.073.

The melt pool length was assumed to be approximately equal to 1.2 times of the laser
beam diameter, as indicated by the steady state melt pool prediction given by Rosenthal’s
equation. Least squares minimization is used to calibrate the unknown difference of the
γGL and γSL in Equation 3.27. The difference of (γGL − γSL) is found 4460 x 103 N/m.

The simulation and experimental results can be seen in Figure 3.17. The deposition
area is solved by using the mass balance equation and the deposition width is solved by
using the momentum balance equation (Equation 3.24). The deposition height is solved
by assuming that the deposition cross-section area is half of an ellipse (Equation 3.14).

The simulation results show a good agreement with the experimental results, especially
in predicting the average deposition area shown in Figure 3.17(a). The experimental area
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Figure 3.15: Point cloud data from the laser profilometer at different power levels. Column
(A) rows (i)-(v) show the raw point cloud data of the deposited lines at different power
levels. Column (B) rows (i)-(v) show the averaged deposition profiles through the sections
shown in column (A) and rows (i)-(v) for each of the three replicate depositions in different
line types showing the repeatability of the process.
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Figure 3.16: Geometric Feature Extraction from Laser Profilometer Data

Figure 3.17: Comparison of simulation and experimental results (a) Deposition area, (b)
Deposition width and (c) Deposition height
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ranged from 0.290mm2±0.044mm2 at 400W, to 0.67mm2±0.105mm2 at 1000W. Similarly,
the simulated deposition cross-sectional area ranged from 0.242mm2 at 400W to 0.730mm2

at 1000W, following a similar trend. The minimum standard deviation occurred at 400W
and it increases with the laser power. The increase can be caused by increased instability
of the process while approaching the keyhole welding mode with higher laser power levels
[184]. The deposition area prediction was consistent with the simulation within the ex-
perimental process parameter span, which spanned the conduction, transition and keyhole
ranges. As the deposition area is calculated with the mass balance equation (Equation
3.13), it may be less sensitive to transitions between welding modes compared to the mo-
mentum balance equation (Equation 3.24).

The simulation results for predicted deposition width is given in Figure 3.17(b) in com-
parison with the experimental results. The deposition width in experimental measurements
ranged from 1.464mm± 0.204mm at 400W, to 2.152mm± 0.256mm at 1000W. The min-
imum experimental standard deviation occurred in the range of 550-700W. This may be
caused by the conduction mode in this range, where 400 W is slightly under-melt creating
deposition discontinuities. This results in high variability in the width profile. The high
variability above 700W laser power is caused by entering the keyhole welding mode. The
simulated deposition widths range between 0.952 mm at 400W, to 2.843 mm at 1000W.
Compared to the simulation data, the deposition width predictor appears to deviate from
experimental averages outside of the 550-700W. This is likely because the material parame-
ters and process conditions were assumed to be in conduction, where material vaporization
effects were not accounted for [195, 86]. In addition, the melt pool typically becomes
significantly deeper in keyhole, while the melt pool width does not increase significantly
[195, 390]. These findings in terms of trends of deposition width as a function of laser
power across the different conduction and keyhole melting modes are in accordance with
experimental datasets in literature [174].

In Figure 3.17(c), the comparison in deposition height between experimental and sim-
ulation results is presented. The experimentally obtained deposition height ranged from
0.271mm ± 0.023mmat 400W, to 0.388mm ± 0.043mm at 1000W. The minimum experi-
mental standard deviation occurred at 400W and it increases with increasing laser power.
This can be a result of increased instability of the process with increasing laser power as
the welding mode switches from under-melt to conduction and from conduction to keyhole
mode [123]. The deposition height has an increasing trend in experimental results shown
in Figure 3.17(c), which could be due to increased powder catchment efficiency with higher
laser power. In addition, the 400W was the first deposition in the sequence, where each
subsequent deposition line may have had a contribution from material ejections escaping
the process zone and adhering to neighboring lines and substrate plate, which may have
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created a different surface initial condition. In terms of simulation datasets, it can be seen
that the deposition height prediction is least sensitive to increasing laser power as seen
in Figure 3.17(c). When looking at the measurements of height and width, taken along
each deposition at all power levels, a periodic fluctuation in experimental values can be
observed as seen in Figure 3.18. The cause of this periodic fluctuation is currently being
investigated, with the possibility of having a contribution from parasitic effects caused by,
and not limited to, the gas flow circuit, the powder circulation system, and the pull from
the mounted cables and hoses on the robotic system. Such effects are not captured by
the model and may contribute to further deviations in the simulated versus experimental
results obtained.

Figure 3.18: (a)The deposition height and (b) Deposition width along the whole deposition
line

In this work, the proposed model was simulated at different laser power levels , while the
scan speed was kept constant. Simulations were performed to compare the performance of
the temperature history model against modeling results in literature, whereas experiments
were performed to validate the physics-based analytical geometry model. In Figure 3.17, it
can be seen that the experimental and simulation results are in a good agreement especially
at the range of laser power of 550-700W, where extreme power levels are avoided and
conduction welding mode is achieved [195]. The limitation to this modelling approach is
the weaker performance in keyhole welding mode as the model does not account for complex
physics of keyhole mechanism including changes in material properties across the different
melting modes, as well as the effects of material evaporation, Marangoni convection etc.
[99]. Including more complex process physics phenomena increases the model complexity
and computational time.

57



A 2D planar deposition is simulated using the same scan path sequence as illustrated
in Figure 3.12(a) to predict the width and height using the second set of parameters
given in Table 3.4 (laser power: 550 W). It is aimed to observe the thermal effect of the
recently deposited material on the adjacent deposition profile. The prediction results in
terms of deposition geometry for each voxel can be seen in Figure 3.19, where the labeled
rows and columns correspond to the voxel index in the deposition sequence from Figure
3.12(a). The color scale in Figure 3.19 is given on the right side of the deposition width
(Figure 3.19(a)) and height (Figure 3.19(b)) maps. As the temperature of the substrate
is assumed to be constant on the first deposition line, the deposition profile does not
deviate; however, fluctuations can be observed in the deposition profile of the following
deposition lines. The red voxels show an increase in deposition width and height caused
by previously deposited voxels’ residual temperature. Overall, the deposition width and
height increase progressively with the scan path sequence, as the steady state temperature
of the deposition increases based on the thermal history. It can also be observed that the
deviations in the width predictions are higher compared to the height predictions, showing
a higher sensitivity in response to neighboring voxels’ temperature. This phenomenon is
in agreement with literature [387].

The main goal of this work was to develop a physics-based thermal and geometry
model, which is compatible with 2D/3D toolpaths. The proposed model gives adequate
predictions within the conduction welding mode, with a low computational time. Thus,
this approach can be used in process control schemes. Future work will focus on validation
approaches for the thermal history model using dual wavelength pyrometry. Experimental
validation will be also performed on deposition geometry of planar surfaces (Figure 3.19)
as well as multi-layer structures. In addition, the coupled thermal history and geometry
model will deployed for multi-layer and complex toolpath depositions.

3.6 Summary and conclusions

In this study, coupled analytical thermal and geometry models for the DED process were
presented, which are compatible with 2D/3D toolpaths. With a voxel-based approach,
the initial voxel dimensions and temperature are predicted using Rosenthal’s moving heat
source equation. At each time step, a single voxel is assumed to be deposited. The time-
dependent heat transfer between the voxels is solved with a state space model in discrete
time, recursively. The heat transfer equations are updated at each time step based on the
deposition toolpath. The substrate temperature predicted in the thermal model is used as
an input to the analytical geometry model. The experimental plan was performed, where
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Figure 3.19: Deposition geometry predictions for a deposition of 5 adjacent lines and total
of 100 voxels (a) deposition width results in mm (b) deposition height results in mm
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the laser power was varied such that the experiments span from under-melting welding
mode to keyhole welding mode. The deposition geometry was characterized using a laser
profilometer, with the geometric features extracted from the point cloud data. To sum up
the main results, in this work:

1. The thermal history model was compared against an existing model performance in
literature; the existing model having the limitation of only simulating thermal history
for single direction deposition. The model shows a good agreement compared to the
predictions in [218], and the maximum prediction error is less than 15% depending
on the layer of deposition.

2. The average value and standard deviation of the deposition height and width were
calculated to compare them with the predicted values from the proposed coupled ther-
mal history and deposition geometry models. Overall, across the entire experimental
range, the maximum prediction error was ±16.6% (0.290 mm actual measurement,
0.242 mm predicted), ±33.6% (1.464 mm actual measurement, 0.972 mm predicted)
and ±17.1% (0.271 mm actual measurement, 0.327 mm predicted) in deposition area,
width and height, respectively.

3. The simulation results show a good agreement with the measured values from the
laser profilometer data within the conduction melting mode. Within the conduction
mode range (at power levels from 550 to 700W), the maximum prediction error
compared to experimental datasets was 7%, 13% and 17% in deposition area, width
and height, respectively.

4. The model is structured to be able to predict the thermal history and deposition
geometry for complex toolpaths, including for multi-layers, as well as complex tool-
path depositions in 2D/3D. The model performance is expected to be optimal in
conduction mode.

The thermal model is aimed to be improved by calibrating the parameters based on
experimental thermal data as a future research direction. Using in-situ thermal sensors such
as IR camera or dual wavelength pyrometer would increase the reliability of the predicted
temperature values. Hence, it will have a positive effect on the predictions for deposition
geometry. More complex scan paths with curvatures and sharp corners can be simulated
to see the effect of variation in scan speed on geometric features of the deposition.
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Chapter 4

Adaptive vision-based detection of
laser-material interaction for directed
energy deposition

4.1 Preface

In-situ vision data acquisition, feature extraction, and analysis are ongoing challenges for
quality assessment in directed energy deposition (DED). This work proposes a method for
detecting target regions in the laser-material interaction zone based on a low-cost high-
dynamic-range (HDR) vision sensor. Adaptive image thresholding, connected component
analysis, and iterative energy minimization are used to identify target regions. The method
is designed to be adaptive, in terms of obtaining parameters based on simple training data,
and robust, in terms of feature detection performance subject to under-melt, conduction
and keyhole melting mode phenomena. The performance of the proposed region detection
scheme is quantitatively and qualitatively evaluated against annotated data. It was found
that the True Positive Rate in detection was above 90%, while the False Detection Rate
was less than 10%. Extensive experimental results show that the proposed scheme is able
to detect and follow target regions under a variety of power levels and process conditions.
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4.2 Introduction

In-situ process monitoring is one of the key strategies to improve AM performance. Re-
searchers have observed melting and solidification phenomena using various sensing tech-
niques to develop a better understanding of the physics behind laser-material interaction,
to identify process instabilities, and to control the process [127]. In-situ radiometric sensors
are commonly used in metal AM systems to detect temperature-related signatures [108],
such as melt pool temperature and geometry, and plasma plume characteristics [268].
Radiometric sensors can detect process signatures from different spectral bands such as
visible, near infrared and infrared [178, 146]. Similarly, vision detectors, such as CCD or
CMOS cameras, are commonly used to monitor the laser-material interaction and to draw
conclusions about possible process instabilities resulting in defects within a part. Finally,
photodiode, pyrometer and infrared detectors are commonly-used devices which can de-
tect infrared and near infrared wavelengths [65, 256], either point-based (thermometry) or
image-based (thermography) [77].

In metal AM, monitoring sensors can be placed co-axially or off-axis with respect to
the energy source. In a co-axial configuration, the field of view is focused on the melt pool
specifically, where the process zone is monitored. Off-axis sensors observe the process from
the side, and have a wider process landscape in their field of view. Off-axis detectors can
be static, capturing the build environment either at the beginning and end of printing one
deposition layer, or mounted on the deposition actuator, thus following the deposition of
the whole layer [354, 233].

The detectable process signatures, captured by radiometric sensors at different spectral
ranges, are the melt pool geometry, the plasma plume, the deposition geometry, as well
as defects such as pores and cracks. Using such detectors, the melt pool geometry can
be observed during the process and geometric features extracted, depending on the field
of view [283, 79, 208]. The brightest region is typically labeled as the melt pool area,
regardless of the temperature gradient within the melt pool image [42]; however, the bright
region may include recently-solidified incandescent material. Kriczky et al. use a dual
wavelength pyrometer to detect the melt pool temperature and geometry by using the
solidus-to-liquidus temperature as the boundary of the melt pool [204]. Although thermal
sensors are generally more expensive, they can capture richer details in the melt pool region
compared to visual ones. Examples of such imaging include the work by Demir et al. [87],
who used a low cost CMOS camera and extracted melt pool geometric features to compare
the effects of pulsed and continuous wave laser regimes on the melt pool characteristics.
Other efforts focused on monitoring the part geometry in macro-scale for dimensional
accuracy, quality [200], part distortion [201] and porosity [235, 73].
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Sensor data collected from the laser-material interaction zone has been used to gain a
deeper understanding of the physics behind DED [356, 238] and how the process parameters
affect the melt pool morphology [155]. For instance, Heigel and Lane used high-speed ther-
mographic measurements and observed that increasing the scan speed shortens the melt
pool length. However, the linear relationship between scan speed and melt pool length
cannot be seen at high power levels [155]. These observations and investigations lead to
the development of control algorithms [299, 248], and/or the development of quality criteria
for deposition based on either on-line or off-line analysis of datasets [409, 357]. Emerging
approaches for deposition quality evaluation focus on machine learning algorithms trained
based on melt pool, plasma plume, and spatter images generated using high-speed vision
detectors [127, 430, 114, 334, 145, 429, 337, 418, 268]. Other examples look at the evolution
and growth of the deposition geometry or of the melt pool morphology to flag the zones
where a performance threshold was reached during the process, which may be an indica-
tion of unstable processing conditions [198]. Process control schemes can be established
based on this idea; for instance, Bardin et al. uses a CMOS sensor to predict the melt
pool temperature and the resulting penetration depth of the melt pool in order to keep a
conduction melting mode throughout the process [26].

The DED process operates typically at velocities ranging between 1 and 30 mm/s
[356, 238, 325], with laser beam spot sizes ranging between 0.5 and 3 mm [356, 238] and
powers from 200 to 1500 W [394], depending on the material being processed and the beam
spot size. The resulting melt pool regions for such processes are therefore on the order of
a few mm [79]. As a result, when deploying thermography detectors focused on the laser-
material interaction zone, there needs to be sufficiently high spatial resolution, thermal
resolution (dynamic range), and response time to capture spatial thermal gradients at a
high temporal resolution [208, 198]. Detector costs for high resolution, high dynamic range,
high frequency performance are often prohibitive, limiting their adoption as industrial
solutions to process monitoring, performance analytics, quality control, and process control
[328].

This study focuses on an adaptive method for extracting regions in the laser-material
interaction zone based on a low-cost high dynamic range (HDR) vision detector. The
method is designed to be adaptive in terms of defining regions of interest, optimizing
feature extraction parameters, and robust feature detection performance under test cases
spanning lack-of-fusion, conduction, and keyhole melting mode phenomena. In the context
of this work, three laser-material process zone regions were defined, namely the Core, Melt
pool, and Incandescent regions. The importance of this work resides in the flexibility
of the algorithms in defining regions of interest, in the optimization of region detection
parameters, as well as in the robustness of detecting the regions of interest under all
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melting mode regimes studied.
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Figure 4.1: Illustration of the three target regions, namely Core, Melt pool and Incandes-
cent, captured from the laser-material interaction zone using an HDR camera, where the
bounding boxes annotations are constructed using the toolbox in [92]. The vertical and
horizontal intensity profiles through the regions of interest along with there boundaries are
provided. Note that applying intensity thresholding only will not be able to identify the
three target regions without being affected by the intensities of nearby ejected particles.

4.3 Methodology for adaptive feature detection

4.3.1 Proposed spatially-resolved thermography and feature def-
initions

Our study focuses on low-cost thermography data acquisition paired with advanced visual
feature extraction that can help in better understanding laser-material interaction. The
goal is to develop a robust feature detection algorithm against intensity variations caused
by spatial and temporal fluctuations in the laser-material process zone, intensity gradients
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in background illumination, and random inclusions in the field of view due to material
ejecta. To achieve this goal, a monochrome high dynamic range (HDR) vision camera
(XVC-1000 Weld Camera, Xiris Automation, Burlington, ON) is used to capture melt
pool images off-axis during the DED process. The analytics framework introduced in this
work can accommodate both on- and off-axis datasets.

Given an HDR frame, a color-coded map is constructed, an example of which is il-
lustrated in Figure 4.1, to enable the user to select regions of interest while training and
annotating datasets. For demonstration purposes, three regions were selected to develop
and demonstrate the performance capability of our proposed approach.

The first geometric feature is the Core region, which falls immediately under the laser
beam intersection with the substrate. The Core region has the highest intensity, as shown
in Figure 4.1, and it is stable in position and size during the process. A second feature is
the Melt pool region, larger in size than the Core, where melting takes place over a region
which may change in size depending on the energy input and distribution. Both Core
and Melt pool will generally be elliptical in shape. A third feature is the Incandescent
region, the boundary between the heat-affected zone and the background. Qualitatively,
the shape and size of the Incandescent region fluctuates the most between frames; as such,
the Incandescent region is assumed to contain some contribution from the plasma plume,
the recently solidified hot material, as well as from the Core and Melt pool regions.

This study does not involve temperature measurements of the laser-material interaction
zone. As such, the three regions were user-defined and annotated, based on the intensity
map shown in Figure 4.1. The mathematical scheme for developing, training and testing
the feature detection is described in the following section.

4.3.2 Proposed scheme for region initialization and stabilization

As shown in Figure 4.1, the three regions of interest (Core, Melt pool and Incandescent)
are centered around the brightest spot, which is stable in its location from one frame to
another. Further, it can be noticed from the same figure that the brightness level varies
when we move from one region to another. However, utilizing a single intensity threshold
per region will not be able to meaningfully separate the target regions from each other or
from nearby ejected particles, as can be seen in the example in Figure 4.1. Thus, in order
to detect the three regions of interest, an adaptive image thresholding technique is first
employed on every input image for detecting an initial region of interest, M̃t, which acts as
a seed for subsequently detecting the target regions; Figure 4.2 shows the block diagram
of the proposed detection scheme.
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Figure 4.2: Block diagram of the proposed region initialization and stabilization technique.
A given input image It at time t is transformed to region selection M̃t.

Let It ∈ Rm1×m2 denote the input image or video frame of size m1 ×m2 at time t,
and let Qp(I) be the pth-percentile value that is greater than p% of the elements of I.
Parameter p is found based on training data, as will be explained in Section 4.3.4.

Given an input image It ∈ Rm1×m2 , a percentile-based image thresholding is employed
to obtain a mask Mt:

Mt(i, j) =

{
1, if It(i, j) > Qp(It)

0, otherwise
(4.1)

where 1 ≤ i ≤ m1 and 1 ≤ j ≤ m2 denote pixel indices. Since the connected regions
in Mt may contain small holes or imperfections, a morphological mask filling operator1 is
performed on Mt to obtain the filled mask M̂t, which is then decomposed into its connected
components, its candidate region of interests, as

Λ(M̂t) = {c1, c2, ..., cn} (4.2)

where Λ(·) is a labeling function that decomposes an image into its connected components,
each of same size as M̂t. Let M̃t0 denote a mask of size m1×m2 that highlights the region of
interest obtained at some initial time t0 and which can be used for region stabilization. To
optimize the regions, we propose to associate an energy corresponding to each connected
component:

E(I,Λ(M̂t), M̃t0) = {e1, e2, ..., en} (4.3)

where

e` =
∑
i,j

It(i, j)c`(i, j)M̃t0(i, j), ` = 1, 2, ..., n (4.4)

1The MATLAB function imfill is used, https://www.mathworks.com/help/images/ref/imfill.

html
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The chosen mask M̃t of the region of interest is selected as that mask corresponding to the
connected component having the largest energy:

M̃t = cˆ̀, where ˆ̀= argmax
`∈{1,2,...,n}

e` (4.5)

The use of the mask M̃t0 in (4.4) asserts a prior model, offering the proposed detector
some robustness in computing M̃t for t > t0, by reducing the effect of ejected particles
of high intensity that may interfere with selecting the target region in (4.5). This region
stabilization takes advantage of the constraint that the camera is moving with the same
speed and direction of the laser scan path, as will be explained in Section 4.4.1. It is
important to note that the only parameter needs to be specified for this method is p,
which can be obtained empirically from the user-annotated regions of interest. However
the actual pixel threshold Qp(It) is adaptive, since the pth percentile varies as a function
of the input image It. Such adaptivity is important in DED, as the imaging detector
continuously adjusts the dynamic range.

4.3.3 Proposed scheme for region growing

To accommodate the varying brightness levels of the regions, as shown in Figure 4.1, a
region growing technique is employed to detect the Core, Melt pool and Incandescent
regions, starting from M̃t, as explained in Section 4.3.2. The proposed region growing
technique is based on an iterative approach, in which the region M̃t,k is gradually expanded
based on an energy criterion at each iteration k. Figure 4.3 shows the block diagram of
the proposed scheme, showcasing an example for illustration purposes.

Our mask is initialized from M̃t in (4.5),

M̃t,0 = M̃t (4.6)

At iteration k, given M̃t,k, binary mask Bt,k represents the external boundaries of the
selected region, obtained by applying the following operations on M̃t,k:

Bt,k = (M̃t,k 	 S)⊕ M̃t,k. (4.7)

S is a circular structure element of radius rS � min(m1,m2), and 	 and ⊕ denote dilation
and pixel-wise logical XOR operations, respectively. We further refine Bt,k to B̂t,k ⊂ Bt,k,
those image pixels of significance within Bt,k:

B̂t,k(i, j) =

{
1, if It(i, j)Bt,k(i, j) ≥ τk

0, otherwise
(4.8)
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Figure 4.3: Block diagram of the proposed region growing-based detection technique, where
τk is defined in Equation (4.9).

for threshold τk, defined as

τk = max

(
Imint , avg[It � M̃t,k]− β

√
var[It � M̃t,k]

)
. (4.9)

That is, the threshold is set to be the larger of the minimum pixel value and the average
intensity (within mask M̃t,k) minus β standard deviations, where β may be set empiri-
cally for each target region (Core, Melt pool, Incandescent), and where � is element-wise
multiplication.

At every iteration M̃t,k will grow based on the image pixels of significance, as

M̃t,k+1 = (B̂t,k 	 S) ∪ M̃t,k (4.10)

where ∪ is the pixel-wise logical OR operator. The algorithm stopping criterion is based
on the average energy for pixels within B̂t,k,

Êt(k) =

∑
i,j It(i, j)B̂t,k(i, j)∑

i,j B̂t,k(i, j)
(4.11)

such that the algorithm stops if any of the following criteria is met:

Êt(k)

max(Êt)
< α

∑
i,j

B̂t,k(i, j) = 0 k ≥ K, (4.12)
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that is, based on energy, having no further pixels to add, or having exceeded the maximum
number of iterations K. In the energy dropping ratio (4.12), the denominator max(Êt)
represents the maximum energy of all region growing iterations, and 0 < α < 1 is a region
dependent parameter that must be set empirically, such that high, medium and low α will
tend to stop the algorithm at the boundaries of the Core, Melt pool, and Incandescent
regions, respectively.

The remaining task is the learning of system parameters based on annotated training
image data, discussed in the following section.

4.3.4 Estimating p, rS, β, and α

In order to learn the best parameter settings for the three target regions of Core, Melt
pool, and Incandescent, the ground truth annotations of a number of training frames are
used. Let Ω(It, p, rS, β, α) denote the process of applying the region initialization and
stabilization (Section 4.3.2) followed by the region growing (Section 4.3.3) on an input
image It, based on the parameters of percentile p ∈ (0, 1], a structure element radius rS,
energy dropping factor β (4.9), and boundary energy dropping ratio α (4.12). In order
to determine the optimum parameters for each target region, a fitness function can be
formulated as

arg min
p,rS ,β,α

1

Nf

∑
t

MSE(Φgt(It),Φd(Ω(It, p, rS, β, α))) (4.13)

the mean-square-error between the ground truth Φgt and detected Φd region bounding
boxes, based on annotations over Nf frames. By solving the optimization problem in
Equation (4.13) using a genetic algorithm solver2, the best parameter settings for p, rS, β
and α are obtained, which we will demonstrate in Section 4.5.2. 3

4.4 Methodology for adaptive feature validation

4.4.1 Experimental setup and manufacturing plan

The same DED and material systems are used for this study as in Chapter 3. The process
parameters for the experiments remain the same as in previous chapter. As mentioned

2The MATLAB function ga [140, 74, 75] is used, https://www.mathworks.com/help/gads/ga.html
3This section is reflective of written contributions from Dr. Mohamed Naiel
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in Section 4.3.1, to capture melt pool images a monochrome HDR vision camera is used,
having a resolution of 1280 × 552 pixels and a frame rate of 7 frames per second. In
the context of this work, for off-axis measurements a bracket was designed to mount the
camera on a robotic end-effector as seen in Figure 4.4. The bracket allows adjustments in
order to view the melt pool at different perspectives, angles and working distances. For
the present work, the camera is mounted in the lead view of the scan path, with the melt
pool centered in the field of view.

In this work, a 75 mm lens is used with a 40 mm spacer. A green filter is used to
preserve wavelengths of 470 to 600 nm, and a UV filter is employed for avoiding reflections
in the field of view. A dimmable illumination source is also used to prevent dynamic range
saturation and to decrease the contrast between the very bright melt pool area and the
surroundings. The brightness of the illumination source was set by trial and error, and
remained fixed for the entire set of experimental work. The melt pool images are taken at
5 ms of exposure time subject to automatic gain control.

For the purpose of this work, the bright areas captured by the monochrome detector
are considered to be a general representation of the melt pool signature in terms of thermal
gradient. As such, the algorithms developed in this work are intended to be generalized for
such melt pool datasets. The idea behind using this low-cost camera was to correlate the
dimensions of the regions extracted from the HDR images across a wide range of melting
mode operating conditions.

Figure 4.4: The vision system mounted on the DED robotic system. The mounting bracket
can be adapted to different focal distances, viewing angles with respect to the vertical plane
and with respect to the deposition path.
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The keyhole melting mode transition is calculated by using the normalized enthalpy
model [153]; based on existing literature for SS316L, the normalized enthalpy threshold is
approximately 6 or higher in keyhole welding mode [194], whereas a laser power of 1000 W
corresponds to a normalized enthalpy of 6.13 [391, 175], implying an expectation of keyhole
melting.

4.4.2 Deposition geometry estimation

Confocal laser profilometry (VK-X250K, Keyence) scans at 2.5X magnification are per-
formed ex-situ to measure the geometric features of the depositions (width and height)
and to infer relationships with the trends in the vision datasets. The spatial resolution in
the x and y directions is 17.05 µm and the resolution in the z direction is 0.1 µm. Scans
are taken over the entire length of the depositions.

Figure 4.5: Point cloud (height) data of the deposition scanned with the laser profilometer.

The output of the laser profilometer is a height map of the deposition, such as the
example shown in Figure 4.5. An algorithm is developed to extract the geometric features,
the width and height, at each deposition cross-section. In order to dampen the noise caused
by adhered particles, each deposition cross-section at discrete locations along the y-axis
is filtered first with a moving-average filter with a window size of 10. In Figure 4.6, the
black solid line and orange dashed line show the raw and filtered data, respectively. The
global maxima and minima in the deposition profile derivative indicate the sharp slope at
the deposition border; these are linearly interpolated, shown as green dashed lines. The
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intersection of the substrate and the interpolated lines determines the width boundaries of
the deposited material. The height of the deposition profile is taken as the height value at
the mid-point between the deposition width boundaries.

A direct comparison between the vision feature dimensions defined in the feature ex-
traction framework (Core, Melt pool, and Incandescent regions) and the laser profilometer
geometry features is not possible, for multiple reasons. The deposition zone detected by
the vision system is in the plane of A1 (Figure 4.7), a function of the actual melt pool width
and length at each point in time, whereas the detectable geometric features from profilom-
etry are in the plane of A2 (Figure 4.7), describing the deposition width and height. An
overview of the detectable features is shown in Table 4.1. The common features between
the two datasets are the material deposition width and the melt pool region width; as
a result these features were selected for comparison to illustrate the correlations between
vision and profilometry data.

Figure 4.6: Feature extraction from the raw laser profilometer data. Green lines indicate
straight-line fits to the profile edges.
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Table 4.1: A comparison of detectable melt pool geometry features with the laser pro-
filometer and HDR vision systems. .

Laser
profilometry of

clad
deposition
geometry

.
HDR vision
detection of

core, melt pool,
or incandescent

region
Length (l) X
Width (w) X X
Height (h) X
Area A1 X
Area A2 X

Figure 4.7: Different melt pool areas captured with laser profilometer and HDR vision
system.
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4.4.3 Measurements verification scheme

The region detection scheme of Section 4.3 is given by Ω(It, p, rS, β, α). Let ΥW denote a
function that extracts the width from a detected region, and let

WV =
[
ΥW (Ω(It, p, rS, β, α)), t = t0, t1, ..., tNt

V−1

]
(4.14)

represent the measured width over the N t
V frames. We will be seeking to register the melt

pool region width WV with the deposition width WP from laser profilometry, as explained
in Section 4.4.2. The number of elements in vectors WV and WP are denoted by N t

V and Nx
P ,

respectively, where the vectors are of unequal dimension because of differences between the
higher profilometry resolution and much lower vision frame rate, implying a downsampling
factor

1 < sP ≤

⌊
N̂x
P

N̂ t
V

⌋
+ 1. (4.15)

Furthermore, the data collection processes of the profilometry and vision scans have vari-
able start times, which causes an offset between the two signals, to be represented by aP .

Figure 4.8: Block diagram of the proposed signal registration technique.

We develop a technique to register deposition and melt pool widths while addressing the
challenging problems mentioned above. Figure 4.8 illustrates an overview of the proposed
signal registration scheme. Let P ∈ RNx

P×N
y
P×N

z
P and V ∈ RNx

V×N
y
V×N

t
V denote the raw

measurements and videos obtained by the profilometry and HDR camera, respectively.
The two signals WP , of size Nx

P × 1, and WV , of size N t
V × 1, will be first obtained from

their corresponding raw data as presented in Sections 4.4.2 and 4.3, respectively. Next,
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since the two signals are of different units, resolutions, start and end times, the signals WP
and WV are mapped as

ŴP [ntP ] =WP [sPn
t
P − aP ], ntP = 0, 1, ..., N̂ t

P − 1 (4.16)

ŴV [ntV ] =aVWV [ntV ] + bV , ntV = 0, 1, ..., N̂ t
V − 1 (4.17)

where

sP ∈[1, 2, ...,

⌊
Nx
P

N t
V

⌋
+ 1), (4.18)

N̂ t
P =

Nx
P − aP − lP

sP
, 0 ≤ aP , lP << Nx

P (4.19)

and b·c is the floor function. It is clear from (4.16) and (4.17) that ŴP is a downsampled,
shifted and truncated version of WP , and that ŴV is linearly dependent on WV . In order
to reduce the noisy transitions in ŴP and ŴV signals, a moving average is employed

W̄P =M(ŴP , rP), W̄V =M(ŴV , rV), (4.20)

where M(W, r) denotes a 1D moving average filter with a window of size r applied to
signal W . In order to quantify the similarity between W̄P and W̄V , the cross-correlation,
ρ, is used. Finally, the best parameters for registering these two signals are determined by
using a genetic algorithm to solve the following optimization problem:

arg min
x̂

{w0b
−ρ(W̄P ,W̄V )
0 + w1|E[W̄P ]− E[W̄V ]|+

w2|max[W̄P ]−max[W̄V ]|+
w3|min[W̄P ]−min[W̄V ]|} (4.21)

where x̂ = [aP , sP , lP , rP , aV , bV , rV ]>, b0 being the base of the exponential term, and the
weights satisfy

∑
iwi = 1. The cost function defined in (4.21) allows the estimated param-

eters in x̂ to not only depend on maximizing the cross-correlation between the two aligned
signals but also it allows selecting a solution that maps the signals to the same range. 4

4.5 Experimental results and discussion

4.5.1 Vision and profilometry datasets

The HDR vision system and the experimental plan presented in Section 4.4.1 are used to
extract the vision and profilometry datasets. In these datasets, three deposition replicates

4This section is reflective of written contributions from Dr. Mohamed Naiel
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were conducted at each of the five power levels with three replicates presented in Table
3.4, resulting in 15 videos and their corresponding laser profilometry measurements, where
the ground truth bounding boxes of three target regions that exist in the collected video
dataset, namely, core region (CR), melt pool region (MR) and incandescent region (IR),
are constructed using the toolbox in [92] and sample annotations are shown in Figure 4.1.
The video dataset is partitioned into a training dataset, that consists of one video at each
of the five power levels, and a testing dataset, that includes the remaining 10 videos.

4.5.2 Parameter estimation and analysis for vision-based feature
detection

In order to study the effect of changing the main parameters of the proposed scheme (p,
rS, β, α, and number of iterations) on the performance of detecting each target region,
the optimum parameter settings are first obtained by solving the optimization problem
in (4.13), where only Nf = 21 frames from the training dataset (Section 4.5.1) are used.
In this section, a set of experiments is conducted on the training dataset to quantify
the detectors’ performance when varying only one parameter at a time. To quantify the
performance of the detectors, the overlap ratio, O, between a given ground truth bounding
box, φgt and a detection bounding box, φd, is used as in [107]:

O =
Area(φgt ∩ φd)
Area(φgt ∪ φd)

(4.22)

where a higher O value corresponds to a more accurate prediction. In this study, a detection
bounding box that offers O > 0.7 is considered as a true positive detection, otherwise it is
a false positive. The best parameter settings for detecting each of the target regions will
be used in obtaining the feature extraction results in subsequent sections.

Effect of changing p

Figure 4.9(a) illustrates the effect of varying the value of p, the percentile for operator
Qp(·) in (4.1), varied as p = 0.970, 0.972, ..., 0.998. Changing p has a significant impact on
the performance of detection in all regions. When p < 0.986 or p > 0.996, the TPRs of
the three detectors deteriorate significantly, due to the corresponding regions being either
over-estimated or under-estimated, respectively. Figure 4.9(a) also highlights the best p
value for each of the regions based on solving the optimization problem in (4.13).
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Figure 4.9: The effects of changing p, rS, β, α and number of iterations on the TPR of the
proposed region growing scheme are shown in (a) - (e), respectively. Note the highlighted
best parameter settings for the core region (CR), melt pool region (MR) and incandescent
region (IR), obtained by solving (4.13).
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Effect of changing rS and β

The external boundary thickness rS = 1, 2, ..., 15, from (4.7) and (4.10), and factor β =
1, 1.5, ..., 5 were varied. As shown in Figure 4.9(b), the Core and Melt pool region detectors
offer better TPRs values for rS ≤ 7 than for rS > 7. On the other hand, the Incandescent
region detector offered better TPRs values for rS ≥ 12.

Similarly, Figure 4.9(c) illustrates the effect of changing β from (4.9). Having a lower
β value allows for fewer boundary pixels to grow a region. For the Core region, changing β
was insignificant, most likely due to the initial estimate of the detector being close to the
target value. In contrast, the Melt pool and Incandescent regions benefited from β = 2
and 4.6, respectively, offering an adequate increase in the sizes of the predicted regions.

Thus, rS controlled the number of candidate boundary pixels to be evaluated, whereas
β controlling the adding of boundary pixels.

Effect of changing α and the maximum number of iterations K

Parameters 0.9 ≤ α ≤ 0.99 and K both influence the stopping criterion of (4.12). Figures
4.9(d) and (e) demonstrate the TPRs when varying α and K, respectively. From (4.12),
a lower value of α allows boundary pixels of lower energy to be added to the existing
region over iterations. As shown in Figure 4.9(d), a lower value of α is selected for the
Incandescent region than for Core or Melt pool. From Figure 4.9(e), it is clear that the
performance of the Core region is fixed across all iterations, thus K = 1 iteration is selected
to limit computational cost, whereas for Melt pool and Incandescent regions, using two
and three iterations, respectively, was sufficient to balance between computational cost and
detector performance. 5

4.5.3 Qualitative results for vision-based feature detection

Figure 4.10 shows sample qualitative results for the proposed region detection scheme on
test sequences recorded at five different power levels; additional qualitative results are
available at [4].

In general, we note that at higher power levels there is a greater number of ejecta that
may interfere with target regions, so the task of detecting the regions of interest becomes
more challenging. Our proposed scheme is able to detect the three target regions very well

5This section is reflective of written contributions from Dr. Mohamed Naiel
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Figure 4.10: Sample qualitative results for the proposed scheme on the test dataset, where
white, green and red ellipses denote core, melt pool and incandescent regions, respectively,
TP and FP represent true positive and false positive detections, respectively. The camera
is positioned in the lead view along the deposition track shown in Figure

4.4. It can be observed that the proposed scheme is able to reduce the effect of nearby
bright regions in detecting the target regions at higher power levels.
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at lower power levels, and despite the occlusion and brighter illumination conditions at
higher power levels, the proposed scheme remains stable. For example, although frames
number #770, #1250, #930, #710 at 550 W, 700 W, 850 W and 1000 W, respectively,
include false positive detections, the proposed scheme performs well in following the tar-
get regions. Further, the proposed region growing scheme reduces the effect of nearby
anomalous regions, as may be seen in frame #630 at 1000 W.

4.5.4 Quantitative results for vision-based feature detection

In order to evaluate the performance of the proposed detection scheme, ten annotated test
sequences were captured at five different power levels. To study the effect of using the
proposed region growing scheme on the detection performance, the detection scheme is
evaluated with and without region growing, such that without region growing means that
only the region initialization and stabilization techniques (Section 4.3.2) are used. Similar
to the experiments in Section 4.5.2, a minimum overlap ratio [107] of 0.70 is used to test
whether a detection result is a true or false positive.

Table 4.2 shows the true positive rate (TPR) and false detection rate (FDR) of detecting
the core, melt pool and incandescent regions using the proposed detection scheme with and
without region growing. The overall conclusions from the table are quite clear: there is
a substantial improvement in performance associated with the region-growing method for
all three regions, that all three regions are detected similarly well, and that performance
is improved at reduced power levels.

The superiority of the proposed method is based on its robustness in the context of two
challenging conditions. First, the robustness against illumination variations in the environ-
ment. The camera constantly adapts to the broad range of luminance in the FOV, which
can result in spatial and temporal inhomogeneities of illumination, even with constant
process parameters and melt pool temperature. Second, the robustness against saturation
in the FOV as a function of variable exposure time settings [378, 325]. The robustness of
the algorithm with region growing can be observed in Table 4.2, where the TPR is kept
above 90% in all parameter settings. On the other hand, a simple thresholding algorithm
(without region growing) cannot maintain its performance in detecting the incandescent
region and the TPR drops to 55.78%. Since the incandescent region plays an important
role, as it is directly related to the deposition cooling rate as well as to the microstructure
of the final part [111]. Thus, correctly detecting this region is crucial for the process, a
challenge which the proposed method is able to tackle successfully.

Similarly, Figure 4.11 shows the evaluation of the proposed detection scheme with and
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without region growing, in terms of the average TPR and the average speed6 in frames per
second. For the core region (CR) the region growing is of limited additional value, otherwise
for the other regions the proposed region growing scheme offers higher TPR values but at
the expense of twice the computing time, compared to without region growing. Thus, for
detecting medium and large regions of interest further away from the center of the laser
beam, the recommended detection scheme would be having detection with region growing,
as it offers much higher detection accuracy, while for smaller regions, detection without
region growing is expected to provide adequate results. 7

Table 4.2: TPR and FDR at five different power levels for the core region (CR), melt pool
region (MR) and incandescent region (IR) based on the test datasets, where RG refers to
the proposed region growing technique.

Region Power (W)
Without RG With RG
TPR FDR TPR FDR

CR

400 96.65% 3.35% 97.29% 2.71%
550 96.85% 3.15% 97.63% 2.37%
700 93.75% 6.25% 94.53% 5.47%
850 98.44% 1.56% 98.44% 1.56%
1000 93.05% 6.95% 94.59% 5.41%

MR

400 100.00% 0.00% 98.64% 1.36%
550 96.85% 3.15% 97.63% 2.37%
700 89.84% 10.16% 93.75% 6.25%
850 92.19% 7.81% 92.97% 7.03%
1000 70.61% 29.39% 90.72% 9.28%

IR

400 70.33% 29.67% 98.57% 1.43%
550 86.63% 13.37% 96.06% 3.94%
700 82.81% 17.19% 93.75% 6.25%
850 83.59% 16.41% 92.97% 7.03%
1000 55.78% 44.22% 90.71% 9.29%

Note: boldface denotes the best method for each region and power level.

6Using a modern computer of 2.8GHz CPU and 15.9G RAM.
7This section is mainly written by Dr. Mohamed Naiel
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Figure 4.11: True positive rate (TPR) versus detection speed (frames per second) for
detectors with and without region growing. The detectors with region growing are slower,
but clearly offer higher TPRs than detection without region growing.
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4.5.5 Process quality assessment using vision and profilometry
datasets

Process quality assessment is performed by comparing the extracted region from the vision
data against the deposition dimensions measured with the laser profilometer. For this
comparison, the melt pool region and deposition width are chosen from the vision data and
laser profilometer data, respectively, with results shown in Figure 4.12(a). The deposition
width is in the range of 1.464 mm ± 0.204 mm at 400 W, and 2.152 mm ± 0.256 mm at
1000 W. The minimum standard deviation in deposition width occurred in the range of
550-850 W, which is attributed to the process stability in conduction melting mode. At
low power (400 W) and high power (1000 W) deposition discontinuities occurred due to
under-melting and keyhole melting, resulting in high variability of the width profile. The
maximum divergence between vision and profilometry datasets can also be observed at 400
W and 1000 W. The width of the melt pool region extracted from the detection algorithm
ranged from 113.0 ± 2.4 pixels at 400 W to 110.8 ± 3.7 pixels at 1000 W.

The absolute calibration from pixels to mm was not performed in this study. As such,
the deposition width and melt pool width were normalized by their average over each laser
power range. The normalized comparison can be seen in Figure 4.12(b). There are similar
increasing trends from 550 W to 850 W. At 400 W, the normalized deposition width is lower
when compared to melt pool width, and the HDR camera can still detect the bright region
under the laser; however, the power level is not high enough to have a continuous material
deposition. At 1000 W, the normalized deposition width is higher than the normalized
melt pool width. In keyhole melting mode, the width of the melt pool decreases as the
melt pool becomes deeper [192]. In this mode, the width of the deposition continues to
increase, as the overall melt pool length is higher, thus capturing more powder material
per unit area; this phenomenon was not analyzed in depth using the vision data.

The width of the melt pool region and the deposition width are also compared along the
whole deposition line. The conversion from pixels to mm is done based on the averages of
both datasets. The objective is to observe the similarities in the trends of both datasets, one
of which is shown in Figure 4.13 at each power level. Periodic cyclic pattern was not found
in this data set; however, the average x-correlation between the profilometry and vision
results is found as ρavg = 0.391± 0.069, with a highest x-correlation at laser power 850 W
of value ρ = 0.546. Similar trends and discrepancies can also be seen in the literature [339],
where optical profilometry results are compared against the data collected by an off-axis
vision detector. The authors relate the discrepancies between the two datasets with black
body or plasma-plume emissions, which can be potentially overcome using an improved
illumination source on the melt pool.
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Figure 4.12: Comparison of (a) the melt pool width extracted from the vision data and
deposition width measured with the laser profilometer, (b) the normalized melt pool width
and the normalized deposition width.
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400W 550W
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1000W

Figure 4.13: Sample results of registering the predicted deposition width with the melt
pool width at five different power levels, where mm* denotes the unit length after scaling
the melt pool width obtained from the camera, as explained in Section 4.4.3.
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Although there are many challenges to tackle by registering two different datasets (vi-
sion and profilometry) due to sampling rates, uncertainties in data alignment, the ob-
served correlations are promising. This study focuses on adaptive feature identification
from image-based data, and Figure 4.13 does not aim to show full alignment between the
laser profilometry data and the extracted melt pool features. This work illustrates one ap-
plication of feature exaction, showcasing the potential of using vision-based data in process
control as a feedback. As future work, the calibration from pixels to mm is proposed to
fully leverage the potential of these algorithms for in-line feature detection.

4.6 Conclusions

In this study, a method is presented for detecting predefined target regions in the laser-
material interaction zone by using a low-cost HDR vision detector.

1. The proposed framework is based on applying an adaptive image thresholding and
a region growing technique with the use of an energy convergence criterion. The
parameters used in this framework can be automatically obtained by solving an
optimization problem using only a limited number of annotated frames.

2. In order to quantify the reliability of the proposed region detection technique, a
registration scheme to align the measurements obtained from the vision sensor with
that obtained by a high sampling rate laser profilometer is introduced.

3. Extensive experiments on sequences captured under five different power levels have
shown that the proposed scheme has the ability to robustly detect the target regions.
In this work, the True Positive Detection rate was significantly above 90%, while the
False Detection Rate was less than 10%.

4. The proposed framework represents a significant improvement over basic thresholding
without region growing. It was observed that the proposed method maintains its
robustness with a true positive rate of higher than 90% for detecting all regions at all
laser power levels. On the other hand, basic thresholding shows poor performance,
especially in detecting instability-prone cases such as incandescent regions and melt
pool regions at high laser power levels, with a significant drop in the true positive
detection rate to 55.78%.
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5. The aligned vision and profilometer data follow similar global and local trends, which
is promising, however a more careful future investigation is needed using a precali-
brated experimental setup in order to achieve real-time process monitoring as a way
of controlling deposition geometry.
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Chapter 5

Process performance evaluation and
classification via in-situ melt pool
monitoring in directed energy
deposition

5.1 Preface

Metal additive manufacturing (AM) processes have transitioned from rapid prototyping
applications to industrial adoption owing to their flexibility in product design, tooling,
and process planning. Directed energy deposition (DED) is one of the most commonly
used metal AM processes capable of producing large, high density parts, with a controlled
microstructure. However, there are still ongoing challenges in maintaining a high level
of reliability and repeatability when compared to conventional manufacturing processes.
There is a need to define, identify and maintain regions of process stability in DED. In this
study, a high-dynamic range camera and a physics-based model are used to monitor the
melt pool, obtain process signatures, and predict deposition stability characteristics. The
research efforts are focused on generating process maps to identify unstable process zones,
with a reference to process physics, process signatures, and process outcomes using ana-
lytical modeling, in-situ melt pool monitoring, and ex-situ characterization, respectively.
The goal is to classify the process signatures in pre-defined process zones (under-melt,
conduction, keyhole, balling) to avoid instabilities, defects and anomalies using a low-cost
high-dynamic range camera and kNN classifier, which has achieved 13% error rate. With
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this approach, decisions can be made to perform corrective actions (e.g. machining, re-
manufacturing) or to scrap the manufactured part without ex-situ characterization.

5.2 Introduction

Laser directed energy deposition (DED) is a metal additive manufacturing (AM) process,
where metal powder is guided through a nozzle by gas flow onto a substrate and fused by
exposure to a laser beam. The relative motion between the substrate and the nozzle under
such laser exposure results in deposition geometries [119, 356]. Parts can be manufactured
in a layer-by-layer manner based on such complex toolpath depositions. The industrial
adoption of the DED process has accelerated in the past decade, as it enables new product
design potentials when compared to conventional manufacturing processes [332]; however,
DED is still not as reliable and repeatable as conventional manufacturing processes. The
complex physics behind the laser-material interaction and the cyclic thermal loading due
to layer-by-layer manufacturing may cause quality issues such as pore defects, residual
stresses, poor dimensional fidelity, and poor mechanical properties [142, 185, 63]. The goal
of this study is to propose a method to define and detect process instabilities in DED based
on in-situ vision data by generating process performance maps. Such process performance
maps can be used to infer when the process is drifting towards instability and thus help to
achieve higher accuracy, repeatability and reliability in DED processes.

In-situ monitoring is commonly used for detecting process signatures such as the melt
pool morphology, temperature, spatter, and plasma plume characteristics [414, 214]. The
purpose of deploying in-situ monitoring ranges from visualizing the process, to closed-loop
process control [132]. Researchers have used in-situ radiometric sensors ranging from x-ray
to infrared including visible light, depending on the process signature that needs to be cap-
tured [25, 282, 117], where each process signature could be an indicator for different process
anomalies [236]. This present study focuses on vision sensors detecting visible light and the
near infrared spectrum (Vis-NIR); examples of detectable process signatures via Vis-NIR
include incandescence, indicative of melt pool morphology and size, and ejected particles,
indicative of spatter phenomena [349]. Depending on the experimental setup configuration
and sensor orientation, the melt pool height, width and length can be extracted from the
Vis-NIR images [209]. The inferred melt pool morphology and ejected particles can help in
determining the melting mode of the process and in identifying deposition anomalies [368].
For instance, the lack of fusion melting mode can result in deviation in deposition geom-
etry, insufficient fusion between deposition layers and between deposition tracks within a
layer, and irregular shaped porosity [189]. On the other hand, the keyhole melting mode
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can introduce inconsistencies in deposition geometry and spherical porosity [109, 197]. Al-
though the conduction mode is a more stable melting mode for DED, stochastic defects
can still occur due to the nature of the process.

Detection of deposition quality and discernment of process instability remain an im-
portant topic to address for DED, in order to increase process reliability, repeatability,
productivity, and cost efficiency [306]. Error detection can help to guide error preven-
tion by enabling the selection of appropriate process parameters to avoid unstable process
zones, specifically in critical portions of the part such as sharp corners, thin cross-sections,
and overhangs. Such error prevention strategies rely on process maps describing the re-
lationship between process parameters and the likely outcome in product qualities, where
the process maps can be developed using analytical or empirical modeling approaches, or
a combination.

Physics-based modeling is used to predict the process signatures, such as the melt
pool temperature profile [157], the melt pool geometry, and the material-specific cooling
and solidification rates [255], in order to estimate the deposition geometry [139], density
[20], microstructure [138, 34], and mechanical properties of the final part [20]. Physics-
based modeling can also be used to infer regions of expected performance towards error
prediction. For instance, existing models can theoretically predict the melting mode, where
thresholds between melting modes are defined experimentally for most commonly used
materials [371, 93]. Predicted thermal signatures, such as the melt pool temperature and
the cooling rates, can also be an indicator of process anomalies [337], where process errors
can be detected if the predicted melt pool dimensions deviate too much from the linear
trend in the conduction mode [185]. Such physics-based models can provide an insight into
the laser-material interaction phenomena [118] and can help in defining process instabilities
such as keyhole, balling and lack of fusion [66, 109]. Process outcomes indicative of defects
can be correlated to process instabilities to establish a cause-and-effect relationship [412],
described as a process map.

A process map is a representation of the process outcome, either qualitative or quan-
titative, based on a range of input process parameters. Process maps are typically used
in laser-material interaction AM processes, such as laser powder bed fusion (LPBF) and
DED, to identify process windows with specific process quality outcomes or performance
behaviours [380, 379, 44, 436]. They are usually visualized as laser power vs. scan speed
and a third metric can be placed on the process maps to identify a trend or relationship
between the third metric and the process parameters [172]. The third metric can be a pro-
cess anomaly, defect or a mechanical property [16]. Process maps can be used to visualize
anomalies experimentally based on in-situ process signatures or ex-situ testing [43]. Exper-
imental data is used for mapping process zones based on melt pool geometric dimensions
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(length, height, width and depth), with geometric relationships between these dimensions
indicating a sign of the laser-material interaction transitioning between two melting modes
[69]. For instance, if the ratio of width over depth is below a certain ratio (identified
empirically) the process falls into the keyhole melting mode in LPBF [336]. Such thresh-
olds are now emerging in the literature for DED, and are empirically-established based
on a large set of experiments [406, 226]. The defects as well as the mechanical properties
are also investigated and captured in process maps based on a given process parameter
range [186, 144]. For instance, for LPBF it is observed that a better performance in
terms of density is achievable in conduction melting mode [117]. However, increasing the
laser power and scan speed linearly in order to increase the productivity can cause balling
[147, 213], from which fluctuations in the deposition profile [203] and poor bonding between
the first layer and substrate or between consecutive layers can occur [376]. There are few
studies using modeling predictions [436] to construct process maps which is considered to
be a white-box approach; however the grey box approach of modeling and experimentally-
informed datasets can better capture those process phenomena which are difficult to model
analytically [119]. For instance, the melting modes can be estimated using physics-based
modeling to define the transition between melting modes, with experimental data used
to calibrate uncertainties in either model parameters or transition boundaries [153, 194].
Overall, generating process maps can help in process parameter development and opti-
mization by bringing many approaches together such as process modeling and monitoring.
There is a scarcity of process map studies in the literature that are focused on relating sen-
sor data with process quality metrics for the DED process. Thus, there is an ongoing need
to generate process performance maps for DED processes to help with process parameter
optimization and process diagnostics [222].

The focus of this work is to leverage modeling, in-process sensing, and characterization
of data towards constructing process maps for DED. This will be accomplished by pursuing
three objectives. Our first objective is to map process outcomes (simulated and experi-
mentally informed) and process signatures (Vis-NIR in-situ data) against ranges of process
parameter inputs, such as deposition velocity and laser power. In this context, to simulate
process outcomes, a previously developed physics-based model is used, which is based on
energy, mass and momentum equations for the DED process and can predict the melt pool
temperature and morphology [106], as well as deposition geometry. To experimentally mea-
sure process outcomes, the surface confocal microscopy datasets are utilized to quantify
the geometric quality of the depositions. For in-situ process signature detection, a high dy-
namic range (HDR) camera is used to monitor the melt pool, to detect the material ejecta,
and to extract pre-defined regions within the incandescent zone using image processing
algorithms [264]. The second objective is to identify trends in the process maps and define
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so-called out-of-bounds behaviour, which are labeled as instability regions, based on the
vision data with reference to geometric deposition quality and modeling predictors. The
third objective is to demonstrate that a classifier can be constructed to detect different
types of process instabilities based on the bulk statistics of the vision data alone. The
performance of such an in-situ vision detection method, in conjunction with a pre-trained
basic classifier derived from a process performance map, will be demonstrated, illustrating
the potential for a simple yet powerful quality assurance method for DED processes.

5.3 Methodology and experiments

5.3.1 Methods overview

Figure 5.1 details the proposed process map workflow. The experimental plan spans a
combination of laser power and scan speeds covering lack of fusion to keyhole melting mode
phenomena in DED. In this study, three data sources are considered to be representative
for process mapping:

1. Theoretical process physics inferred through modeling,

2. Process signatures detected via imaging, and

3. Process outcomes quantified via surface confocal microscopy.

White-box modeling [106] is used to predict process outcomes such as melt pool temper-
ature and deposition dimensions (width and height), and to predict normalized enthalpy
contours (Section 5.3.3.3) [153]. In order to detect process signatures, the laser-material
interaction zone is monitored by an in-situ vision detector and then a feature detection
algorithm is used to extract pre-selected regions of interests (ROIs) representative of the
melt pool region and of the particle ejections captured in the images [264] (Section 5.3.3.2).
After the process, the process outcomes are evaluated by scanning the depositions via con-
focal microscopy and the resulting height maps are used to extract deposition dimensions
(Section 5.3.3.1).

These three data sources are used to create the process maps and to observe which
data source is sensitive to expected out-of-bounds zones in Figure 5.1, corresponding to (I)
lack of fusion, (II) balling, and (III) keyhole effects. Correlations between the theoretical
laser-material interaction physics (i), process signatures (ii), and process outcomes (iii) are
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Figure 5.1: Workflow of this study starting with the selection of process parameters and
material, and creating data sources to represent (i) process physics, (ii) process signatures,
and (iii) process outcomes, which are used to create the process maps. In the sample map
(I), (II) and (III) refer to out-of bounds zones: lack of fusion, balling, and keyhole effects,
respectively.
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explored (Section 5.3.4.1 and 5.3.4.2). Such correlations can be used to infer process map
thresholds for process outcomes (confocal microscopy data) and process signatures (vision
data), respectively. Quantitative thresholds are defined based on the process maps using
a classification method and validated using experimental data. Such thresholds can be
deployed in two important aspects of industrialization of DED: in the forward-approach,
the thresholds can be used to avoid combinations of process parameters which could result
in out-of-bound zones; in the inverse-approach, the thresholds can be used in conjunction
with in-situ process signatures and modeling to identify whether the process has become
unstable by reaching out-of-bounds performance.

Out-of-bounds performance or process anomalies can be defined in many ways, de-
pending on the physical reason behind the observed phenomena. In DED, the most com-
mon anomalies are pores, cracks and dimensional inconsistencies. These anomalies can
be caused by three physics phenomena occurring during laser-material interaction. One
class of phenomena is observed when there is insufficient energy input, resulting in lack
of fusion (shown as region I in Figure 5.1). This phenomenon is typically observed when
the scan speed is too high and the laser power is too low and can result in dimensional
discontinuities in the deposition profile, poor bonding between consecutive layers and ir-
regular shaped pores. Lack of fusion can occur due to poor process path planning and
process parameter selection. The other physics phenomenon is caused by excessive energy
input, where the scan speed is low but the laser power is high. This is referred as key-
hole melting mode (shown as region III in Figure 5.1). Due to the high energy input, the
material can reach the boiling temperature where an instability occurs due to the recoil
pressure controlling the depth of the melt pool and thermo-capillary convection becoming
the ascendant heat transfer mode in the melt pool [394, 83, 287]. Avoiding keyhole melt-
ing mode is more challenging compared to lack of fusion, as it can occur while the scan
speed is decelerating due to a sharp corner or high curvature, or can be caused by thermal
accumulation due to adjacent depositions or previously deposited layers. The last physical
phenomenon occurs at high scan speed and high laser power resulting in Rayleigh plateau
instability (shown as region II in Figure 5.1) [385, 407] . As an anomaly in the deposition,
balling or humping defects can be observed, which result in dimensional inconsistency and
porosity within the deposition; these outcomes can occur if manufacturers try to increase
the material deposition rate and the overall process speed to improve the economics of the
process.

The process qualities (confocal microscopy data) and process signatures (Vis-NIR data)
are mapped against process parameter inputs to observe whether any out-of-bounds out-
comes (anomalies) are observed in the three regions identified above. Correlations between
the process qualities and process signatures will be inferred to see whether process signa-
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Table 5.1: Process parameters; check marks show the process parameter combinations for
which experiments were performed.

Laser Power [W]

Scan Speed [mm/s] 400 475 550 625 700 775 850 925 1000
5 X X X X X
8 X X X X
11 X X X X X
14 X X X X
17 X X X X X
20 X X X X

tures alone could be used to detect anomalies. A basic classifier is developed to be deployed
in conjunction with process signature data for in-situ process quality monitoring.

5.3.2 Experimental setup

A robotic DED system (DM3D - DMD IC106, Auburn Hills, MI, US) is used, where
the laser beam and the powder delivery are located co-axially. In this study, single line
depositions are performed at different laser power and scan speed levels using stainless
steel (SS316L). The powder particles are spherical with a size distribution of D10 at 73.06
µm, D50 at 106.26 µm, and D90 at 141.52 µm.

The powder delivery rate is kept constant at 7.5 g/min guided with Ar and He gasses.
The laser source is a fiber laser (Trumpf - TruDisk2000, Ditzingen, Germany) with a
wavelength of 1030 nm and a beam spot diameter of 1.2 mm. In this study, the laser
power is varied from 400 to 1000 W in increments of 75 W and the scan speed is varied
from 5 to 20 mm/s in increments of 3 mm/s. Every other laser power and scan speed
are used together as a process parameter set in each experiment resulting in 27 different
experiments at different laser power and scan speed levels. The experimented process
parameter sets are shown in Table 5.1 and each parameter set has 3 replicates such that
there are 81 experiments performed in total.

Melt pool monitoring is performed using a mono-chrome XVC-1000 high-dynamic range
(HDR) weld camera (Xiris Automation, Burlington, ON) with a dimmable illumination
source to minimize the contrast between the very bright laser-material interaction region
and the surroundings. Camera and illumination are mounted on a bracket attached to
the end effector monitoring off-axis, with visual details on the detection setup described
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elsewhere [264]. The camera is located in the leading view, capturing the width and the
length of the melt pool for all experiments. A 75 mm lens is used with a 40 mm spacer
in order to view the melt pool as close as possible. A green filter is used to detect the
wavelengths between approximately 470 and 600 nm. Additionally, a UV filter is used
to eliminate the reflections in the region of interest. The experiments are performed at 5
ms of exposure time at 7 frames per second frame rate and the automatic gain control is
enabled.

5.3.3 Feature extraction and simulation

5.3.3.1 Deposition geometry measurements extracted from confocal microscopy
data

The depositions are scanned using confocal laser microscope (VK-X250K, Keyence) to
investigate the deposition profiles along the whole length using a 2.5X magnification lens.
The spatial resolution in the x-y direction is 11.4 µm and the resolution in the z direction
is 0.1 µm. The 3D deposition surface topography obtained by the confocal microscope are
used to extract the 2D profile of the deposition. The 3D deposition surface is represented
as a height map in a matrix, where every row is a 2D deposition profile. The width
and the height of the depositions are calculated for each row. The 2D profile is filtered
using a moving-average filter with a window size of 10. The raw and filtered data can
be seen as black solid lines and blue dashed lines, respectively, in Figure 5.2. The first
derivative of the 2D profile is calculated in the discrete domain to locate the inclination by
obtaining the global maximum and minimum in the first derivative of the 2D profile. The
locations of global maximum and minimum are interpolated using the inclination at these
points. The deposition width boundaries are found by locating the intersection between the
interpolated line and the base, and are shown as red markers in Figure 5.2. Once the points
at width boundaries are determined, the height of the deposition is defined as the height
value at the mid-point between the border points. The mid-point is then aligned with the
point on the deposition profile, where the first derivative of the deposition changes sign
(positive to negative). More details regarding this methodology are given in the authors’
previous study [264]. The green parabola (simulated profile) will be used to evaluate the
deviation between the simulation and the experimental profile, as explained in the caption
of Figure 5.2a. The red parabola (experimental idealized profile) will be used to evaluate
the occurrence of satellites along the deposition path, as explained in the caption of Figure
5.2b.
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Figure 5.2: The plots show one cross-section of the raw, filtered data from the confocal
microscope. The green and red curves are fitted parabolas based on predicted deposition
geometry (simulation) and extracted deposition geometry via confocal microscopy (exper-
imental) respectively. Plot (a) shows the area overlap between curve C1 and C2, which
is used to define the anomaly-based on area overlap estimation; Plot (b) shows how the
satellites are extracted using confocal microscopy data as local peaks larger than the D50
of the powder with respect to the fitted parabola (experimental) in the experimental plot.

5.3.3.2 Melt pool region and material ejecta detection extracted from vision
sensor data

Each of the acquired HDR images (setup described in Section 5.3.2) is processed as shown
in Figure 5.3 in order to detect the melt pool and incandescent regions, as well as to
estimate the number of particle ejecta; the methodology for melt pool and incandescent
regions feature extraction is described in detail elsewhere [264]. The process of detection
is summarized as follows:

1. Given the input image It at time t, an adaptive thresholding technique [264] that
suppresses pixels with values less than the pth-percentile of the input HDR image is
applied to identify candidate target pixel mask Mt, which is filled1 to obtain mask M̂t.
From M̂t the connected components c1, . . . , cn are found, representing the candidate

1The imfill function of MATLAB is used https://www.mathworks.com/help/images/ref/imfill.

html.
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target regions. We associate a fitness f` with each component c`,

f` =
∑
i,j

It(i, j)c`(i, j)M̃t0(i, j),` = 1, 2, ..., n (5.1)

where M̃t0 is a prior mask used to stabilize the region of interest by suppressing
ejected particles. We then select the component with the highest fitness as the seed
mask M̃0

t for the melt pool and incandescent regions:

M̃0
t = cˆ̀ where ˆ̀= argmax

`
f` (5.2)

2. In order to detect the melt pool and incandescent regions, an iterative region growing
technique [264] is used as

M̃k
t = Φ(M̃k−1

t , rS, β, α) (5.3)

after k iterations of region growing operator Φ(·). The region growing [264] is a
function of structure element radius rS, maximum change β in fitness associated
with changes in boundary pixels, and iteration stopping parameter α.

The region growing stops if any of the three following conditions are met:

F̂t(k)

max(F̂t)
< α

∑
i,j

B̂k
t (i, j) = 0 k ≥ K, (5.4)

where F̂t is the average boundary fitness, B̂k
t is a mask of boundary pixels at the kth

iteration, and K is the maximum permitted number of iterations.

Our chosen parameters are a pth percentile of 99.20%, radius rS = 14 pixels, and
factors β = 4.6, α = 0.94, and maximum iteration count K = 3. Figure 5.3 demon-
strates sample output from the region growing process that results in the final mask
of the incandescent region M̃t ≡ M̃K

t .

3. Unlike [264], here the fitness of each connected component is also used to detect
material ejecta:

c` such that f̄` > fmin and a` > amin (5.5)

where f̄` =
∑

i,j I(i, j)c`(i, j) and a` =
∑

i,j c`(i, j) are the fitness and area of the `th
connected component. Thresholds fmin and amin are selected empirically to identify
the ejected particles from noisy background elements. The count of ejected particles
np is therefore equal to the number of connected components that satisfy (5.5),
illustrated in Figure 5.3. 2

2This section is reflective of written contributions from Dr. Mohamed Naiel
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Figure 5.3: Illustration of melt pool and incandescent region detection, as well as particle
ejection estimation. The connected components c` of the np detected particles lead to a
final mask M̃t. Further details are listed in Section 5.3.3.2.

5.3.3.3 Brief overview of physics-based modeling

Physics-based white-box models are developed to predict the thermal history, the melt
pool temperature, the melt pool morphology, and the deposition geometry based on given
process parameters and material system. The thermal history and melt pool temperature
models are coupled with the geometry model. The thermal history model employs a
voxel-based approach as described in prior work [106], where the deposition sequence is
discretized. Voxels are indexed by following the sequence of the toolpath trajectory. The
thermal model is solved recursively in discrete time by adding one voxel at a time step.
The heat transfer equation is rewritten at each time step for each voxel as neighboring
voxels dynamically change.

In this model, the heat transfer equations take into account the losses through con-
duction and convection, and neglect the radiation heat loss. Rosenthal’s moving point
heat source equation is used to determine the voxel size and to predict the instantaneous
temperature of the voxel immediately after the laser exposure. Once the heat transfer
equations are written for the current voxel configuration, they are solved in state space
form in discrete time:

d

dt
[T ] = (A)n×n[T ]n×1 + (B)n×p[u]p×1 (5.6)

T is the state vector indicating the current temperature value of each voxel, u is the in-
put vector containing the laser power, ambient and substrate temperature, and A and B
matrices are state transition and input matrices respectively, which represents the voxel
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configuration. Detailed explanations of the thermomechanical model can be found else-
where [106].

The geometric features of the material deposition are predicted using mass and mo-
mentum balance equations assuming that the melt pool has an ellipsoid shape. The mass
balance equation

d(ρV (t))

dt
= −ρA(t)v(t) + µf (5.7)

calculates the cross-section area A of the melt pool, which is a function of width and height.
V is the melt pool volume, which is a function of width, height and length of the melt pool
assuming that the melt pool length is constant in the model. The scan speed and material
density are shown as v and ρ, respectively, and f is the material deposition rate, which is
parametrized as a function of laser power and scan speed. Detailed explanations can be
found in the authors’ previous study [106].

The momentum balance equation

d(ρV (t)v(t))

dt
= ρA(t)v2 +

∑
Fv (5.8)

is used to decouple the melt pool area into width and height as the momentum balance
equation defines how the material holds on to the deposition surface. Fv represents the
total momentum loss due to surface tension forces. Equation (5.8) can be simplified further
as a constant speed is assumed throughout the process.

Additionally, a physics-based model is used in this study to estimate the melting mode
of the process by calculating the normalized enthalpy [153]

h∗ =
∆H

hs
(5.9)

where ∆H is the specific enthalpy, which is normalized by the enthalpy at melting hs.
When the expressions for hs and ∆H are substituted, (5.9) becomes

h∗ =
A · P

k·Tm
α

√
παvD3

(5.10)

In this equation the material properties A, α, k and Tm represent the absorptivity, thermal
diffusivity, thermal conductivity and melting point, respectively. P and v are the process
parameters of laser power and scan speed, and D is the laser beam diameter. The threshold
for the keyhole melting mode’s normalized enthalpy is empirically found to be around the
value of 6 for SS316L [194].
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5.3.4 Anomaly detection

5.3.4.1 Process maps with confocal microscopy and reference modeling data

The physics-based modeling and confocal microscopy datasets can be used to explore de-
viations between the predicted versus actual material deposition dimensions. These devi-
ations are explored for their potential in labeling depositions as out-of-bounds anomalies.
To detect the deviations, a parabola is fitted to the actual 2D deposition profile using the
predicted width and height of the deposition, shown in Figure 5.2(a) as C1, and the align-
ment is performed based on the mid-points of the parabola and the 2D deposition profile,
at each location along the deposition track. The curve obtained by filtering the raw data is
shown in dashed blue line and is labeled as C2. The filtered confocal microscopy and fitted
curve areas (a1 and a2, respectively) are calculated by taking the numerical integration
and the overlap between the two areas:

ao =
|a1 − a2|

a2

(5.11)

If the area overlap ao is more than 0.5, then the 2D profile is tagged as an anomaly.
Furthermore, the root mean square of the error in predicting the width and height is taken
and presented in a process map to highlight the critical process parameter set.

From a previous study [106], it is known that the model performs best in conduction
melting mode and it loses accuracy in lack of fusion and keyhole melting modes. Thus, it is
expected to have more anomalies in lack of fusion and keyhole process zones. The material
satellites on depositions, which are the adhered powder particles, or molten material ejecta,
can be indicative of process instability; for this reason material satellites are also inves-
tigated by detecting spikes in the 2D deposition profile obtained by confocal microscopy.
If the height difference between the maximum point of the detected spike and the curve
fitted based on the 2D deposition profile is more than the D50 size of the powder particle,
it is counted as an adhered powder particle on the deposition.

5.3.4.2 Process maps based on vision data

The in-situ Vis-NIR detector is used to monitor the melt pool in the lead view. The
approximate width and length of the laser-material interaction zone can be extracted based
on the incandescence in the scenery. A previously proposed algorithm [264] was deployed
for extracting the width and length of pre-defined regions in the area of interest, namely the
core, the melt pool and the incandescent regions. The incandescent region (IR) contains
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the effects of the melt pool and the plasma plume, and has been proven to be susceptible
to fluctuations [106], depending on the melting mode. The area ratio between the melt
pool (MP) and the incandescent (IR) regions is investigated as a signature of instability.
The melt pool and incandescent regions grow with increasing energy input to the material
following a linear trend; however, when the energy input enters in instability zones, the
incandescent region is observed to be growing much more than the melt pool region [129,
369]. Furthermore, the particle ejections visible in the scenery are also detected and counted
per frame as a process signature (Section 5.3.3.2). The area of the particle ejections is also
calculated to discover whether it could be used as an indication of a process anomaly.

The deposition geometry qualities and vision-based process signature metrics are pre-
sented on process maps in Section 5.4. The goal is to observe which metric is more statis-
tically significant in which process zone, to infer correlations between process signatures
and product qualities, and to decide whether the process signatures alone can be used in
detecting anomalies.

5.3.4.3 Preliminary study of classification of process zones based on in-situ
vision detection

K-Nearest neighbor (kNN) classification is used to classify the process zones using the
in-situ Vis-NIR data set. Eight features are used to train and test the model, including
detected melt pool features by the HDR camera and the process parameters. The process
parameters are laser power p, scan speed v and the corresponding normalized enthalpy
h∗. The detected melt pool features are normalized average melt pool width wmp and area
amp, the normalized standard deviation of melt pool width ∆wmp and area ∆amp, and
the number of particle ejections at time t ntp. The averages and standard deviations are
performed across all images obtained from three repetitions of each experimental point.
The number of frames varies from 550 to 800 for each experiment, depending on the scan
speed. The minimum-maximum feature scaling method is used to normalize the melt
pool features. Process signatures are included in the feature vector, rather than only
process parameters, to achieve a better classification performance when a different DED or
material system is used. The kNN implementation from MATLAB’s statistics and machine
learning toolbox is used, with k is set to 3 and using Euclidean distance. The labels are
predefined as conduction, keyhole, lack of fusion and balling based on the process maps
using observations from process modeling and process outcomes.

Let xi and yi denote the ith feature vector and its corresponding class label,

xi =
[
pi, vi, h

∗
i , w

mp
i , ampi ,∆wmpi ,∆ampi , ntp

]
(5.12)
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The classification algorithm is trained and tested using the whole experimental dataset
{xi, yi | i = 1, 2, ..., Nt}. The t-distributed stochastic neighbor embedding function is used
to visualize this dataset, as shown in Figure 5.4. It can be seen that the lack of fusion and
conduction labels could be classified very easily, with a possibility of error at the boundary
of labels. The distinction between keyhole and balling labels is the most challenging as
they can result in similar features. In order to train a better classifier, the experimental
range could be extended in a future study, especially in the keyhole and balling process
zones.

Figure 5.4: The labels conduction, keyhole, lack of fusion and balling are represented in
red, green, blue and purple markers. The boundary between a lack of fusion and other
labels can be observed quite distinctly. The separation between keyhole and balling process
zones is the most challenging.

5.4 Results and discussions

In this section, the results obtained from the confocal microscopy, physics-based model,
vision detection and the correlation between them are represented using process maps to
identify the out-of-bounds behavior of the process. Every process map represented in this
section has two color bars, one for normalized enthalpy on the left and one for the metric
visualized on the right of each plot. The x-axis is the laser power in W and the y-axis
is the scan speed in mm/s. The black dots in each plot represent the experimental data
points. Linear interpolation is used for the points outside of the experimental data points
to create the 2D process map surface.
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5.4.1 Process maps and process anomalies based on simulation
and confocal microscopy results

The depositions are scanned via a confocal microscope to measure the width and the
height for each experiment. The confocal microscopy data are used in conjunction with
the physics-based model predictions to develop new metrics to detect out-of-bounds process
behavior. The confocal microscopy results are shown in Figure 5.5, where columns (I) and
(II) show the results for deposition width and height, respectively, and rows (A), (B) and
(C) represent the average, root mean square of error, and coefficient of variance (CoV)
of the corresponding deposition geometric feature, respectively. These three metrics are
calculated to observe not only the average behavior of the deposition width and height
dimensions, but also the dynamic change within an experiment in terms of RMS and CoV.
For RMS, the average of deposition height and width at each experimental point is taken
as reference. However, for CoV, the standard deviation is calculated within the data of
each experimental point.

The average deposition width and height show an increasing trend towards the keyhole
region. A small dip is observed in both deposition width and height at a scan speed of
5 mm/s and laser power of 1000 W. This experimental point has the highest normalized
enthalpy and the process is expected to be in a fully-developed keyhole mode, where the
laser absorptivity is maximized due to multiple reflections in the keyhole, resulting in a
narrower and deeper melt pool [81, 384], and fluctuations of the melt pool width and
height.

The RMS error illustrates the difference between the average deposition dimensions
and each deposition profile measured. The lack of fusion and the keyhole regions are
highlighted as high values in RMS error in the process map for both deposition height and
width. The height map visualizations of the depositions samples from the experiments in
the lack of fusion and keyhole processing zones show the inconsistency of the deposition.
Some gaps within the deposition line can be seen in the height map taken from the lack
of fusion process zone. The high values of RMS in lack of fusion are attributed to the
insufficient energy input required to create a stable melt pool, where discontinuities can be
observed in the height map images above Figure 5.5 (B-I). The high values of the RMS in
the keyhole region are representative of the excessive vaporization of the metal resulting in
increased recoil pressure and melt pool instability [185], which can result in high deviations
in deposition height and width shown in the height map images above Figure 5.5 (B-II).

The CoV is the ratio of standard deviation over the mean of the data. The process maps
show that the highest variation in deposition height and width occurs in high scan speed
and laser power regions; such extreme combinations of process parameters have been shown
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to result in balling [166, 434]. Due to the high speed in balling, poor bonding between
layers and discontinuities can be observed. The associated examples of deposition profile
height maps obtained by confocal microscopy show the variation both in width and height
for the representative lack of fusion, keyhole, and balling regions.

The simulation results predicting the width and height of the deposition are compared
against the average experimental results in Figure 5.6(a) and (b) as a function of the
normalized enthalpy. The slight dip in both geometric features can be observed here as
well and can be explained by the onset of keyhole phenomena. The previously developed
physics-based model performs better in conduction melting mode compared to keyhole and
lack of fusion, respectively, as the conduction mode assumptions were used to construct the
model [106] and the powder catchment efficiency in lack of fusion zone drops significantly
[351]. Thus, in predicting height and width compared to the experimental data, the RMS
error increases in lack of fusion and keyhole melting zones, which can be seen in Figure
5.6(c) and (d). Figure 5.6(c) also illustrates that the predicted melt pool width is much
more sensitive to deviations from the conduction mode region than the predicted melt pool
height.

An out-of-bounds performance (or anomaly) can be defined based on the area overlap
between the predicted and experimental profile, shown in Figure 5.2(a). For each scanned
profile on a deposition, the area overlap in Equation (5.11) is calculated and the profile is
flagged if the overlap is more than 0.5. The average number of anomalies due to this metric
is plotted in Figure 5.7, which shows similar trends to Figure 5.6(c) and (d) in terms of
the RMS error in predicting deposition width and height. This similarity highlights the
lack of fusion and keyhole zones as the model predictions deviate from the actual values
in those zones.

The definition of material satellites is provided in Section 5.3.4.2 and a representative
scanned profile with satellites is shown in Figure 5.2(b). Material satellites contribute to
poor surface quality and high surface roughness of depositions. The number of satellites
is counted and the average is reported in Figure 5.8. The process map shows that more
satellites are detected in the conduction zone, which aligns with the surface roughness
literature in AM [286]. Although conduction melting mode can provide continuous stable
depositions, the surface roughness can be high. The adhered particles can be seen in
the height map in a form of red dots on the deposition line, taken from the conduction
processing zone.
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Figure 5.5: The process maps showing the confocal microscopy results of the average, root
mean square of error and coefficient of variance (CoV — the ratio of standard deviation
over the mean of the data) in rows (A), (B) and (C), respectively, for deposition width
and height in columns (I) and (II), respectively. Sample confocal microscopy height-maps
are shown in color and grayscale, representing deposition characteristics in lack of fusion,
keyhole and balling regions.
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Figure 5.6: Comparison of simulation and experimental results in deposition (a) width and
(b) height, where black diamonds and red circles show experimental and simulation results,
respectively. (c) and (d) show the root mean square of the prediction error in width and
height, respectively, on a process map, which demonstrates the higher error regimes in lack
of fusion and keyhole.
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Figure 5.7: The average number of anomalies due to area overlap between the predicted
and experimental deposition area, as defined in Figure 5.2(a), resulting in more anomalies
in lack of fusion and keyhole melting modes.
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Figure 5.8: Average number of satellites detected on the deposition profiles obtained by
the confocal microscope, as explained in Figure 5.2(b). The process map shows a higher
number of satellites observed in conduction melting mode. The height map (in color and
grayscale) obtained by the confocal microscopy shows a representative example with a high
number of satellites.
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5.4.2 Process maps and process anomalies based on vision results

The vision results represented in this section are focused on the the melt pool and the in-
candescent region features defined in [264]. The detected particle ejecta is also investigated
in terms of their frequency and size. The aim is to explore out-of-bounds process zones
using these process signatures detected by the vision sensor.

The width of the melt pool region is extracted as the minor axis of the detected ellipse.
Figure 5.9 column (I) shows the average, standard deviation and CoV of melt pool region
width. An increasing trend can be seen towards the keyhole melting mode, which overlaps
with the behavior in deposition confocal microscopy as a process outcome. The process
maps of Figure 5.9(B-I) and (C-I) highlight the high speed and high laser power region as
having a high degree of variability in the melt pool width. The variation in melt pool region
width is higher in this process zone, which results in balling and is expected due to the
process physics of this zone. Similar trends can be also observed in Figure 5.9 (II) for melt
pool region length. Sample video frames corresponding to the keyhole and balling process
zones showcase the unstable plasma plume in keyhole melting mode and the variation in
melt pool region length and width in balling zone.

The incandescent region includes the contributions from the melt pool and the plasma
plume. The incandescent region area is calculated as it is most affected by the process
instabilities [192, 264]. The average incandescent region area is shown in Figure 5.10(a).
It can be seen that the incandescent region increases towards the keyhole melting mode,
which is a similar trend observed in the average melt pool width in Figure 5.9, with similar
behavior captured in Figure 5.10(b) and (c). Higher variations in the incandescent region
is observed in high speed and high laser power process zone as a result of balling, which
is expected knowing the process physics. Growth in plasma plume is generally observed
with an increasing laser power and a decreasing scanning speed [198]. Through high-speed
imaging, Caballero et al. [52] showed that higher intensity plasma plume is associated with
keyhole melting with deeper penetration in the melt pool profile. The plasma plume can
be more accurately monitored by spectroscopy for keyholing by capturing the chemical
composition of the plasma plume [269] and its effects on absorption of laser radiation can
be observed [362].

The ejected particles are detected and used as a metric to find out-of-bounds behavior
of the process. Figure 5.11(a) and (b) show the average and standard deviation of the
particle ejecta detected per frame, respectively. Both of the process maps show that the
maximum average and the maximum deviation in number of particle ejecta occur in high
scan speed and high laser power region, likely corresponding to the balling phenomena.
Two representative frames from conduction and balling process zones are shown as in
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Figure 5.9: The process maps showing the vision-based results of the average, standard
deviation and coefficient of variance in rows (A), (B) and (C), respectively, for melt pool
region width and length in columns (I) and (II), respectively. Sample frames from the
collected videos are shown in false-color and grayscale, illustrating fluctuations in melt
pool morphology in the balling zone and plasma plumes in the keyhole process zone.
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(a)

Figure 5.10: Average (a), standard deviation (b) and coefficient of variation (c) of the
incandescent region area detected by the vision sensor monitoring the process zone in lead
view. The detected area is a function of the length and width of the region.
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color and gray-scale images. The frames show a typical case for material ejecta in these
process zones. It is observed that some of the detected particle ejecta in this process zone
appear within the detected incandescent region, which could be an indication of a different
powder catchment phenomenon associated with this process zone. These particles are
mainly detected at the melting front or top boundary of the melt pool.

The area of material ejecta is investigated and its average and standard deviation are
presented in Figure 5.11(c) and (d). The maximum average material ejecta area is observed
in the lack of fusion process zone and the maximum deviation is observed towards the high
scan speed and high laser power process zone. The distance between the material ejecta
and the vision detector, which would affect the appearance of the material ejecta size, is
not known, however the number of frames is high enough to show the statistical trend in
this metric.

5.4.3 Process map comparisons

In this section, process outcomes (confocal microscopy data) and process signatures (vision
data) are correlated by comparing the process map outcomes for equivalent features. The
aim is to find similar trends such that simulations and in-situ process signatures can be used
real-time as an indicator of a process anomaly without any ex-situ part characterization.
The results comparing melt pool and deposition dimensions between process outcomes
and process signatures are normalized using Min-Max feature scaling, as direct translation
between pixels and mm is not available.

The only equivalent geometric feature that can be directly comparable between process
outcomes and process signatures are the deposition and melt pool region widths. In Figure
5.12(a) and (b), it can be seen that the deposition width and the melt pool region width
show similar behaviors, with an increasing trend towards the keyhole process zone. The
normalized standard deviation of deposition width and melt pool region width are shown
in Figure 5.12(c) and (d), showing that the highest variation occurs in high speed and high
laser power, which can be attributed to balling. These qualitative comparisons illustrate
that the vision data has analogous behaviour in terms of deposition dimensions and quality,
and may be ultimately be correlated to actual deposition width, given a future pixel to
mm calibration.

The trends in deposition cross-sectional area and melt pool area are also compared to
investigate the feasibility of detecting out-of-bounds behavior using the process signatures.
The process maps in Figure 5.13 show the normalized average, standard deviation and
coefficient of variance in row (A) to (C) for deposition area and melt pool region area
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Figure 5.11: Process maps (a) and (b) show the average and standard deviation of the
material ejecta count per frame, respectively, where the balling zone is highlighted in both
process maps for higher volume and variance in material ejecta count. Process maps (c)
and (d) show the average and standard deviation of the detected area of material ejecta.
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Figure 5.12: Process maps for average normalized deposition width extracted from the
confocal microscopy data (a) and average normalized melt pool region width detected
based on the vision sensor (b). Process maps (c) and (d) show the normalized standard
deviation of the deposition width and the melt pool width, respectively.
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in columns (I) and (II), respectively. It can be seen that the deposition and melt pool
region area show similar behavior as they grow towards the keyhole melting zone. Fur-
thermore, the maximum deviation in this metric is observed in high speed and high laser
power process zone for both deposition and melt pool region area corresponding to the
balling region. Although it may not be possible to draw a quantitative conclusion from
the direct comparison between deposition area and melt pool area with respect to different
dimensional axes, as they may be affected by different physics phenomena, the trends in
similarities between these two metrics is apparent and are presented here for the purpose
of drawing quality performance inferences.

Figure 5.14 compares (a) the anomalies due to area overlap using process physics and
confocal microscopy deposition outcomes and (b) the anomalies due to area ratio of the
incandescent over melt pool region. As these areas are different, they highlight different
process zones. The anomalies due to area overlap between the simulation and confocal
microscopy data show that the highest deviations occur in the zones of lack of fusion and
keyhole, related to the poor performance of the physics model in these process zones. The
number of anomalies as a function of area ratio is higher in high laser speed and high laser
power zone as the growth of the incandescent region is not proportional to the growth of
the melt pool region.

5.4.4 Preliminary classification results

The training and testing are performed using cross-validation with all of the Vis-NIR
experimental data points, which consists of 81 experiments. The k-fold method is used
in cross-validation, where k is set to ten, with random training and testing datasets. The
kNN method can classify the process signatures based on the in-situ detected features and
process parameters with an average classification error rate of 13%, where the standard
deviation of the error rate is 4%. Although this is a preliminary study for classifying the
process zones based on process signatures, the classifier shows promising results in terms
of prediction accuracy and robustness. More experiments at different combinations of
process parameters can be added to further improve the reliability of the classifier. Figure
5.15 shows the confusion matrix of the performed experiments, however more experimental
data are needed to reach concrete conclusions on the performance of the classifier as the
experimental range was mostly focused on the conduction melting mode. The dominance of
conduction melting in the experimental data can also be observed in the confusion matrix,
as most of the false predictions are predicted as conduction mode. Overall, this basic
classifier shows that the Vis-NIR data has the potential to be used to infer a classifier to
detect process behaviour.
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Figure 5.13: Process maps for normalized average, standard deviation and coefficient of
variance shown in rows (A)-(C), for deposition area and melt pool region area in columns
(I) and (II), respectively.
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Figure 5.14: Average number of anomalies due to area overlap using process outcomes and
physics (a) and the average number of anomalies due to area ratio using process signatures
(b).

Figure 5.15: Confusion matrix showing the number of true and false predictions for the
classes of ’Balling’, ’Keyhole’, ’Lack of Fusion’ and ’Conduction’.
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5.4.5 Reflections

In the present work, process maps have been represented based on process physics (captured
via modeling), process signatures (captured via Vis-NIR data), and deposition quality out-
comes (captured via confocal microscopy data). It has been shown that the comparison
of physics-based process modeling and the process outcomes can successfully detect three
regions in the process map, namely lack of fusion, keyhole and balling process zones. How-
ever, creating this type of process map needs ex-situ confocal microscopy measurements,
which could be inconvenient in manufacturing complex geometries with multi-tracks and
multi-layers, where ex-situ confocal microscopy is not possible at each layer. On the other
hand, using the in-situ vision detection to create the process maps does not require any
additional steps after the process. Vision-based data detected balling and keyhole process
zones successfully by observing the melt pool region and incandescent region (Figures 5.9,
5.10, and 5.12), while the estimate of particle ejecta size was successfully used to detect
the lack of fusion mode (Figure 5.11(c)), although it is more challenging to detect the lack
of fusion process zone only with in-situ vision data.

Figure 5.12, 5.13 and 5.14 show that the Vis-NIR data and physics-based modeling
can be used to determine if the process has reached instability zones namely lack of fusion,
keyhole and balling. It has been represented that the instability thresholds detected by Vis-
NIR data and physics-based modeling overlap with the ones established via experimental
datasets (process outcomes-confocal microscopy) shown in process maps (Figure 5.5). In
this study, the deposition geometry control and stability were targeted specifically. Other
type of process maps can be generated using microstructure, pore defects and mechanical
properties of the depositions to define the out-of-bounds thresholds.

The preliminary classification results demonstrate the performance in detecting con-
duction mode and keyhole melting mode (Figure 5.15). The number of experiments should
be increased, especially for keyhole and balling process zones, which should be a richer and
more common pool of data, since the lack of fusion process zone is relatively easy to avoid,
as long as the material system and the minimum energy required to melt are well known.
That is, providing sufficient energy makes it unlikely to have a lack of fusion, whereas
balling and keyhole zones are frequently encountered due to acceleration and deceleration
in the scan path trajectory or due to thermal cycling and accumulation. The transition
between these melting mode domains can be detected, as demonstrated in this work, by
virtue of Vis-NIR detection alone, and has been shown to correlate directly to deposition
geometry, as shown in Figure 5.13: a powerful result, since it illustrates that low-cost Vis-
NIR detectors can be used as an efficient tool to detect and respond to process instability.
Furthermore, this methodology can be used in real-time by collecting data for each layer
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and give a label for each layer based on the kNN features, where corrective actions can be
taken in a hybrid (additive/subtractive) system with layer-intermittent machining.

5.5 Conclusion

In this study it is shown that process outcomes, signatures and physics can be used to
create process maps to detect process instabilities. Process modeling can predict the de-
position width and height and normalized enthalpy, to define theoretical feature geometry
and process zones respectively. Process signatures are captured by in-situ vision moni-
toring and a feature detection algorithm is used to detect pre-defined ROIs and particle
ejections. Process outcomes are identified by scanning the samples with a confocal mi-
croscope and extracting the width and height of the deposition to quantify the quality of
the features. Process maps are created based on the statistical representation (average,
standard deviation, root mean square, coefficient of variance) of different data sources to
investigate the correlations in performance and to identify different process performance
zones. Although the combination of confocal microscopy and process modeling can detect
all three process zones, the detection needs ex-situ metrology and instantaneous decisions
cannot be made during manufacturing. It is shown that the balling and keyhole process
zones can be detected just using the melt pool process signatures, captured by the in-situ
vision sensors. Detecting lack of fusion is difficult with in-situ vision sensors, and can
be inferred only based on the area of the material ejecta; however this instability is the
easiest to avoid by ensuring a minimum input energy input. As a preliminary study, a
kNN classifier is trained using statistical features detected by the vision sensor, normalized
enthalpy, and process parameters. In future research, the reliability of the classification
algorithm should be improved by performing more experiments to extend the range of the
testing data, and the classifier should be further developed to allow it to reach conclusions
in real time.
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Chapter 6

Hybrid directed energy deposition
and machining strategies informed by
process modeling and process
signatures

6.1 Preface

In this chapter, a dual wavelength pyrometer is used to validate the physics-based ther-
mal model proposed in Chapter 3 in a multi-layer, multi-track 3D part manufactured via
directed energy deposition (DED). The pyrometry data is further analyzed to find a corre-
lation between the melt pool signatures and the process outcomes and to detect geometric
defects, which can be corrected with post-process machining. Two correction strategies are
proposed using machining. In the first approach, machining is used as a post-processing
operation, where the geometric fidelity of the overall part is not met and/or surface qual-
ity requires improvement. The second strategy is a layer-intermittent approach, where
the deposition quality of each layer is assessed based on the melt pool signatures. Layer-
intermittent corrections are proposed based on a decision-making algorithm for quality
assessment. The layer-intermittent approach can only be utilized in a hybrid manufac-
turing system, where DED and machining processes are combined in one manufacturing
system. The machinability of additively manufactured parts is investigated experimentally
by measuring the cutting forces and by observing the tool wear. A cutting force model is
implemented to predict the cutting forces for additively manufactured parts.
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6.2 Introduction

Directed energy deposition (DED) is known for manufacturing of large components in
low-volume, with a high density and controllable microstructure [83]. In DED, there are
limitations in maintaining a high level of process reliability and repeatability when com-
pared to conventional manufacturing processes due to process instabilities [376]. For the
purpose of this dissertation, process instabilities for DED are defined as contributions
from stochastic events, systematic machine biases, improper selection of process param-
eters, and/or deviations from expected process parameter stability margins due to heat
build-up and/or deposition substrate conditions. Examples of process instabilities which
can occur due to random events or due to the complex physics behind the laser-material
interaction can be found in literature [361]. In addition, cyclic thermal loading and tem-
perature build-up throughout the process contribute to quality issues such as pore defects,
residual stresses, poor dimensional fidelity, and poor mechanical properties [142, 185, 63].
In order to enhance the process reliability, research efforts have focused on process model-
ing to predict process outcomes [284], process monitoring to detect process signatures [72]
and process control to avoid process instabilities as much as possible [45].

In this study, in-situ process monitoring is used to validate the previously-proposed
physics-based model [106] as described in Chapter 3, with a focus on such validation for
a complex 3D part. Process signatures obtained from pyrometry sensor data are used for
this purpose and are furthermore analyzed to detect out-of-bound behavior of the process
and to investigate the relationship between the process signatures and process quality
outcomes such as the deposition geometry and hardness. Machining is then proposed as a
corrective action to address the defects in the process geometry outcomes. Two different
corrective action strategies are proposed: layer-intermittent and post-processing. The
layer-intermittent strategy requires a hybrid manufacturing system to address the issues
in a layer-based manner, where post-process machining can be done in both separate and
hybrid manufacturing systems.

Detection of process instabilities is crucial in achieving a high level of process reliability,
repeatability and cost efficiency with metal AM processes [193]. This plays a critically-
important role to encourage the industrial adoption of metal AM. Research efforts have
been focused on finding a relation between process signatures, outcomes and physics [257].
Identifying when a process is close to (or already experiencing) instabilities can enable
the selection of appropriate process parameters (in-situ or ex-situ) to avoid defective parts
[189]. Instabilities can occur specifically in parts with complicated geometric features such
as parts with a large cross-sectional area, parts with thin cross-sections, and parts with
overhangs [360]. In-situ monitoring is one of the main tools to detect process instabilities
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through inferring a relationship between the detected process signatures and part quality
outcomes [369]. Process signatures such as melt pool temperature and morphology, as well
as plasma plume characteristics are a few examples of signatures which can be captured
with different in-situ monitoring sensors. In-situ process monitoring can be used for variety
of reasons such as observing the process zone, better understanding the process physics,
quality assurance and process control. As such, efficient feature extraction and analysis
tools can be developed to process the data in real-time [269], where the results can be
used to drive intelligent decisions on the part quality outcomes [360], as well as to generate
feedback signals for a real-time process control [388].

Photodiode, pyrometer and infrared (IR) detectors are commonly-used devices which
can capture infrared (IR) and near infrared (NIR) wavelengths from the melt pool region
[65]. Thermal signatures can be detected using these methods, either in a point based
(spatially-integrated) or an image-based (spatially resolved) manner. In point-based ther-
mometry measurements (using a pyrometer or a photodiode), the thermal signatures are
detected as a representative value over a surface area, where the value describes the ra-
diation intensity at that location and is typically reported as voltage or an arbitrary unit
of measurement [215] which may used to correlate to temperature values. Precise tem-
perature values are difficult to infer, as the emissivity of the material system is required
to convert IR/NIR detector intensity values to temperature. The emissivity value for the
material system in DED is particularly challenging to determine because it is a highly
temperature-dependent material property; furthermore, emissivity is different at the melt
pool, un-melted powder and solidified surface [240], which may all be captured in the field
of view of the detector. Nevertheless, IR/NIR detectors can still be useful in quantifying
relative changes in the signal values such that over- and under-heated zones, cooling or
heating rates within the printed part can be detected. Such signals can then be used as a
feedback to the manufacturing process [299].

There are notable examples of research works focused on leveraging data from ther-
mal signatures. Alberts et al. [11] integrated a photodiode to obtain thermal signatures
from the process and made a correlation between the thermal signature and the density
of the part. In thermography image-based measurements, IR/NIR cameras can provide
the intensity across the field of view in a spatially-resolved dataset [64, 67, 55]. If the
calibration is done carefully for emissivity and reflectivity of the material, it is possible to
obtain accurate and repeatable data from such camera systems [310]. Rodriguez et al. [309]
implemented a thermography system and detected process signatures such as over-melted
regions and temperature gradients with an IR camera. It has been shown that leveraging
online measurements and process planning have made a significant improvement in achiev-
ing a homogeneous temperature across the part and high quality parts [354]. Furthermore,
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closed loop control of the process provides the opportunity to keep the process within pre-
defined stability limits based on the feedback signal obtained from process signatures [35].
An IR camera and a pyrometer can be used together to complement each other. Such an
example is when an IR camera is used for observing the temperature distribution and for
keeping the temperature history through the process, whereas the pyrometer is focused on
the melt pool specifically [345]. Deposition defects such as pores and geometric deviations
can be linked to in-situ sensor phenomena to create correlative models and infer when
defects have occurred [189]. In DED, it is typical that such defects can result in scrapping
the part or in addressing such via machining.

Some detected defects can be corrected to improve the part quality and avoid part
scrap [321]. Machining is a post-processing technology commonly used to improve the
dimensional accuracy and surface quality of components [324]. Furthermore, in a hybrid
system, layer-intermittent machining can be performed to re-surface defective layers or
regions within a layer, and to furthermore machine the locations within the part that will
become inaccessible by the cutting tool due to changes in geometry during the deposi-
tion process [314]. Machinability of additively manufactured parts is traditionally more
challenging compared to wrought materials due to high hardness values caused by fast
solidification and cooling [160]. Similarly, cast metals could be relatively challenging com-
pared to wrought metals and hardness can vary within the casted metals due to different
solidification and cooling rates at critical geometric features of the part [350]. In ad-
dition, there are more aspects influencing the machinability of additively manufactured
parts compared to wrought materials. For instance, changing the process parameters of
the metal AM process can result in different microstructures and mechanical properties,
which can affect the machinability directly, requiring different machining parameters for
different combinations of process parameters [23]. Furthermore, anisotropy is commonly
observed in additively manufactured parts due to cyclic thermal loading and temperature
build up, which can result in different machining characteristics at different locations of
the part [227].

Machinability of additively manufactured materials has been studied by measuring tool
wear, cutting forces, and surface finish roughness [160]. Researchers found that cutting
forces are generally higher, tool life is shorter and progress in tool wear is faster in machining
of additively manufactured parts [170, 149, 161]. Furthermore, research indicates that the
surface finish of AM parts could be improved by locally optimizing the machining process
parameters [276]. In literature, there is a gap in integrating the additive and subtractive
processes, where interruptions occur between two processes to define regions to machine
and plan the cutting operation accordingly. Without addressing this gap, the transition
between the two processes, DED and machining, remains inefficient in terms of part surface
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quality outcomes, geometric fidelity, production time, labor, and cost.

In this study, in-situ pyrometry measurements are used for two purposes. First, the
physics-based model proposed in Chapter 3 is validated experimentally by comparing the
instantaneous temperature detected during the deposition process with the predicted tem-
peratures. Second, the collected data is further analyzed to distinguish out-of-bound sig-
nals and find a relationship between part quality outcomes (geometric fidelity) and pro-
cess signatures (pyrometry data). Based on this correlation, two machining strategies
are proposed, a post-processing and a layer-intermittent machining strategy. Finally, the
machinability of the additively manufactured parts is studied to investigate the mecha-
nisms which impact the cutting forces and discuss how such findings influence the two
machinig strategies.

6.3 Methodology and experiments

6.3.1 Multi-layer, multi-track DED modeling

The voxel-based thermomechanical model and cascaded geometry-prediction model pro-
posed in Chapter 3 is extended to a 3D model to simulate complex multi-track, multi-layer
structures. The main structure of the model is kept the same, where the deposition is
discretized into voxels following the sequence of the scan path. The neighboring voxels are
defined for each voxel in a neighbourhood matrix, which is N × 6. N is the total number
of voxels and 6 columns represent the faces of the voxel. The instantaneous melt pool
temperature is predicted using Equation 3.1 as described in Chapter 3 by the Rosenthal’s
moving point heat source equation for each voxel at the time of the deposition [106]. The
voxel network thermal history is calculated based on the conduction and convection heat
transfer through the voxels, recursively. It is assumed that one voxel is deposited at each
time step and, based on the neighborhood matrix, the heat transfer between other pre-
deposited voxels is modeled. Once all the set of heat transfer equations are generated,
the equations are solved for each voxel’s temperature using a state space model in discrete
time.

In this voxel-based model structure, there are additional challenges when the scan path
has multiple adjacent tracks and layers. Although the way that the heat transfer equations
generated remains the same, discretization of the scan path and defining the neighboring
voxels may become more difficult due to curvatures and sharp-corner scan paths. Thus,
misalignments can occur between the neighbouring voxels such that a voxel can have two
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neighboring voxels on one side. In this study, a prismatic geometry is printed, where the
scan path does not vary from one layer to another. Thus, misalignment is not an issue on
the top and bottom faces of the voxels. However, there are misalignment between voxels
within the x-y plane due to existence of curvatures in a multi-track scan path, which is
illustrated in Figure 6.1

Figure 6.1: The misalignment of voxels in the x-y plane, which is one of the challenges
when there are curvatures involved in the scan path.

The misalignment between the voxels in the x-y plane is addressed by taking the average
of the temperatures of two neighboring voxels. For instance voxel N has two neighboring
voxels on its right side, which are voxels N + k and N + k + 1 shown in Figure 6.1. The
model defines two neighboring voxels on the right side and takes the average of temperature
values of voxels N + k and N + k + 1. Further refinements to this approach are proposed
as future work.

6.3.2 DED experimental setup

The experiments were performed in a CNC based DED system, also referred to as a laser
engineered net shaping (LENS) system (Optomec, NM). The laser beam and powder de-
livery system are coaxially located and the metal powder is delivered through four nozzles,
which are equally radially distributed around the laser beam central path. The laser beam
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diameter is set to 700 µm and the powder deposition rate is set to 7.5 g/min; these val-
ues are kept constant throughout the experiments. The material is SS316L. The process
chamber has a fully gas sealed Argon atmosphere to prevent oxidation and provide a safer
environment for the laser-material interaction.

The geometry is inspired by a radial heat exchanger design shown in Figure 6.2(a).
Only one tear drop-shaped fin is printed for the experimental study and it was assumed
to be a representative feature due to the repetitive geometry of the heat exchanger. The
tear drop geometry was modified, as shown in Figure 6.2(b), to accommodate multi-tracks
in the layer-wise scan path. The scan path involves five contours per layer and multiple
layers, where the number of layers depends on the resulting layer thickness, dependent on
the process parameters deployed. The deposition sequence of the five contours varies from
starting at the outer-most contour to starting at inner-most from one layer to the next one,
where the direction of the deposition remains the same for each contour at each layer. The
process parameters used in this study are listed in Table 6.1, as so-called process parameter
recipes. Recipe 2 provides a more aggressive melting mode compared to Recipe 1 based on
the normalized enthalpy given in Equation 3.28 and 3.29. For each recipe, two replicates
are manufactured.

Figure 6.2: (a) The geometry of the printed object for the experiments is inspired by
a radial heat exchanger [3] (b) The modified tear drop-shaped geometry for the DED
experiments

A dual-wavelength pyrometer (ThermaViz, Stratonics, CA) is used to detect thermal
signatures from the melt pool, where the pyrometer is integrated coaxially with the laser
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Table 6.1: Process parameters used in the experiments
Recipe 1 Recipe 2

Laser power [W] 450 550
Scan speed [mm/s] 8.5 6.4
Layer thickness [mm] 0.254 0.457
Total # of layers 39 25
Hatch spacing [mm] 0.457 0.610
Workpiece # 6, 8 4, 5

beam, as illustrated in Figure 6.3. The exposure time is 1.2 ms and the sampling rate
is 400 ms. Dual-wavelength pyrometers measure the radiation energy at two different
wavelengths; the sensor deployed in this study used wavelengths of 700 nm and 950 nm.
Dual-wavelength pyrometers are more commonly preferred due to the effective way in which
the contribution of emissivity in temperature correlatios is addressed. The sensor raw data
values are intensity values detected at the two wavelengths, which are representative of the
radiation energy of the melt pool. The calibration of the sensor is done using a near black
body object. The ratio of the emissivity values at these wavelengths is calibrated such that
the calculated temperature value matches with the actual temperature of the near black
body object.

Temperature calibration procedure is performed over the range of 1100oC - 2500oC over
15 calibration points. The current and temperature chart is provided by the manufacturer
to calibrate the ratio of the measured intensity values to a certain temperature for the given
current value. Once the intensity measurements are performed at each calibration point,
the calibration values are defined based on the linearity between the inverse of temperature
values and the natural logarithm of intensity ratios [392, 158].

During the experiments, the melt pool is detected within the predefined field of view
and the raw data is converted to a data sheet based on the calibration, which includes the
average and the peak temperature of the melt pool. Furthermore, the long and short peak
data are reported, which given as a unitless values to represent the peak intensity value
measured by the long and short wavelengths respectively. At each measurement point, the
time stamp and the positions in x, y and z in the CNC coordinate system are also reported.
Furthermore, the temperature values across the field of view in x’ and y’ axis originated
at the melt pool center are given. The melt pool length and width can be calculated from
the x’ and x’ profile data, where the melting temperature of the material is assumed to be
the melt pool boundaries.
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Figure 6.3: The configuration of the dual-wavelength pyrometer as an in-situ monitoring
device integrated coaxially with the laser beam
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6.3.3 Cutting force model

A common cutting force model is the oblique cutting force model [14], illustrated in Figure
6.4. In this model, there are three orthogonal cutting force components. The first is the
tangential force, Ft, which is parallel to the cutting velocity, Vc. The second is the feed
force, Ff , which is normal to the workpiece surface and is directed into the workpiece
surface. The third is the radial force, Fr, which is normal to the other two forces and is
directed out of the cutting edge inclination. The radial force is zero if the inclination angle,
i, is zero. The normal rake angle, αn, is defined as the angle between the direction normal
to the workpiece surface and the rake face.

Figure 6.4: Oblique cutting force model

The three cutting force components can be expressed as linear equations, as a func-
tion of the chip thickness, h, chip width, b, cutting coefficients, Ktc, Kfc, Krc, and edge
coefficients, Kte, Kfe, Kre. The cutting and edge coefficients are influenced by many fac-
tors, including workpiece material, tool coating, tool edge preparation, tool wear, cutting
coolant/lubricant, and temperature. Therefore, they must be determined from experimen-
tal cutting force data.
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Ft = Ktchb+Kteb

Ff = Kfchb+Kfeb

Fr = Krchb+Kreb

(6.1)

In order to simulate cutting forces or to calibrate cutting force coefficients from exper-
imental cutting force data, the cutter-workpiece engagement (CWE), i.e., chip thickness
and width, must be known. Unless the workpiece is a simple block (for milling) or tube
(for turning), it is advantageous to use a geometric engine to accurately simulate the chip
geometry at each instance of the cutting process. For the teardrop workpiece shapes used
in this study, the ModuleWorks cutting simulation engine was used to calculate the CWE
during machining trials. In this engine, the workpiece can be defined using a CAD file
representing the blank geometry, while the milling tool can be defined parametrically.
The workpiece CAD file was generated by, first, scanning the actual workpiece using a
coordinate-measuring machine (CMM) at multiple heights. Then, a simplified model of
the workpiece was generated by tracing the CMM scans, as shown in Figure 6.5.

Figure 6.5: CMM scans and simplified CAD model of workpiece

A milling tool was chosen with a diameter slightly larger than the nominal wall thickness
of the teardrop workpiece – a two-fluted carbide end mill coated with TiAlN with diameter
of 3.175mm (1

8
”), height of 12.7mm (1

2
”), helix angle of 30o, and rake angle of 10o. With

the workpiece and tool defined within the engine, machining cuts can be performed in the
virtual environment, as illustrated in Figure 6.6, where the green areas show the machined
surfaces.

From the simulation engine, the entry and exit engagement angles (φen, φex) of the
cutter can be obtained and used to estimate the cutting force. At each instant of the
cutting process, if a cutting edge is engaged, then it contributes incremental cutting forces
(dFt, dFf , dFr). To account for the varying engagement angle of the cutting edge along
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Figure 6.6: Workpiece and tool in cutting simulation engine

the height of the cutter due to the helix angle of the cutter (β), the tool is discretized into
axial slices, each with a height of dz, as shown in Figure 6.7. The axial slices are denoted
by z=1,2,. . .,NZ , where NZ is the number of axial slices. The total depth of cut is denoted
by a. Finally, the flute number is denoted by the subscript j=1,2,. . .,NJ , where NJ is the
number of flutes on the tool. Considering this and equation 6.1, the three incremental
force components for a particular flute on a particular axial slice is given by:

dFt,j,z = Ktchj,zdz +Ktedz

dFf,j,z = Kfchj,zdz +Kfedz

dFr,j,z = Krchj,zdz +Kredz

(6.2)

Figure 6.7: Cutting discretization
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To summate the incremental forces and calculate a total cutting force vector, the incre-
mental forces must be transformed into a common coordinate system. Using the machine
coordinate system (MCS) also allows for easy comparison to measured cutting forces on
an actual machine. Hence, the incremental cutting forces are transformed from the tool
coordinate system (TCS) into the MCS, and then summated to calculate the total cutting
force vector. These coordinate systems are illustrated in Figure 6.8. The components of
the total cutting force vector in the MCS are given by:

Fx =

NZ∑
z=1

NJ∑
j=1

{
dFt,j,z sinφj,z + dFf,j,z cosφj,z , φex≤ φj,z ≤ φen

0 , otherwise

Fy =

NZ∑
z=1

NJ∑
j=1

{
−dFt,j,z cosφj,z + dFf,j,z sinφj,z , φex≤ φj,z ≤ φen

0 , otherwise

Fz =

NZ∑
z=1

NJ∑
j=1

{
dFr,j,z , φex ≤ φj,z ≤ φen

0 , otherwise

(6.3)

Above, φj,z is the angle of a particular flute on a particular axial slice relative to the x
axis of the MCS, and can be calculated by:

φj,z = φj=1,z=1 +
(j − 1) 2π

NJ

+
(z − 1) dz tan β

rcutter

(6.4)

Above, φj=1,z=1 is the current rotation angle of the first flute at the bottom of the
cutter, which is a function of time and the spindle rotation speed.

rcutter is the radius of the cutter. The chip thickness (hj,z) for a particular incremental
cutting force, can be approximated by the following formula:

hj,z = FPT cosφj,z − φf (6.5)

Above, FPT is the feed rate per tooth in units of millimeters, and φf is the feed direction
angle.

With the ability to calculate cutting forces virtually, the cutting coefficients can also be
calibrated using the simulated cutter-workpiece engagement and measured cutting forces.
Combining and rearranging equations 6.1, 6.2, and 6.3, the following equation can be
formed for the x axis force:
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Figure 6.8: Cutting force simulation coordinate systems

Fx =

NZ∑
z=1

NJ∑
j=1

{
hj,zdz sinφj,z︸ ︷︷ ︸ , φex≤ φj,z ≤ φen

0 , otherwise︸ ︷︷ ︸
Rtcx

Ktc

+

NZ∑
z=1

NJ∑
j=1

{
dz sinφj,z︸ ︷︷ ︸ , φex≤ φj,z ≤ φen

0 , otherwise︸ ︷︷ ︸
Rtex

Kte

+

NZ∑
z=1

NJ∑
j=1

{
hj,zdz cosφj,z︸ ︷︷ ︸ , φex≤ φj,z ≤ φen

0 , otherwise︸ ︷︷ ︸
Rfcx

Kfc

+

NZ∑
z=1

NJ∑
j=1

{
dz cosφj,z︸ ︷︷ ︸ , φex≤ φj,z ≤ φen

0 , otherwise︸ ︷︷ ︸
Rfex

Kfe

(6.6)
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Above, Rtcx , Rtex , Rfcx , and Rfex are regressors which will be used in a linear least
squares regression formulation. Expanding to all three axes and expressed in matrix form:

FxFy
Fz

 =

Rtcx Rtex Rfcx Rfex 0 0
Rtcy Rtey Rfcy Rfey 0 0

0 0 0 0 Rrcz Rrez



Ktc

Kte

Kfc

Kfe

Krc

Kre

 (6.7)

Considering all time steps of the simulation, t = 1, 2, . . . , NT , where NT is the total
number of time steps:

FxFy
Fz


t=1FxFy

Fz


t=2

...FxFy
Fz


t=NT


︸ ︷︷ ︸

F

=



Rtcx Rtex Rfcx Rfex 0 0
Rtcy Rtey Rfcy Rfey 0 0

0 0 0 0 Rrcz Rrez


t=1Rtcx Rtex Rfcx Rfex 0 0

Rtcy Rtey Rfcy Rfey 0 0
0 0 0 0 Rrcz Rrez


t=2

...Rtcx Rtex Rfcx Rfex 0 0
Rtcy Rtey Rfcy Rfey 0 0

0 0 0 0 Rrcz Rrez


t=NT


︸ ︷︷ ︸

R


Ktc

Kte

Kfc

Kfe

Krc

Kre


︸ ︷︷ ︸

K

(6.8)

Finally, using linear least squares regression, the cutting coefficients can be estimated
from the measured forces (Fmeas):

K = pinv(R)Fmeas (6.9)

Above, pinv is the Moore-Penrose pseudoinverse function. 1

6.3.4 Machining experimental setup

The workpiece geometry was segmented into rows and columns in order to characterize
the cutting coefficients at different depths into the workpiece. As illustrated in Figure

1This section is reflective of written contributions from Andrew Katz
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6.9, the height of the workpiece was sectioned into 10 rows, each being 1 mm in depth.
Similarly, along the direction of the workpiece wall, 10 equally spaced columns are defined,
each about 5 mm in length. A staircase pattern is generated to allow for hardness testing
at different depths.

Figure 6.9: The workpiece is divided into rows and columns for the machining experiments

Using a Kistler 9255A dynamometer, cutting forces were collected on a Haas VF-2YT
3-axis CNC vertical mill. The staircase pattern (pictured in Figure 6.9) was machined into
four workpieces (#4, #5, #6, and #8). The rows and columns were machined in segments,
each at a specific row and column and being 0.5 mm in depth, as shown in Figure 6.10.
The staircase in workpiece #5 was machined in row-major order two segments at a time,
while workpieces #4, #6, #8 (shown in Table 6.1) were machined in column-major order
one segment at a time. Figure 6.11 shows the experimental setup and an example of a
finished workpiece. The spindle speed in all cases was 4500 rpm. The feed rate per tooth
while machining workpiece #5 varied between 0.0152 and 0.0356 mm. It was found that a
feed rate per tooth of 0.0254 mm gave the most consistent (stable) cut, and was thus used
for all segments in workpieces #4, #6, and #8. 2

6.3.5 Characterization tests

The DED-manufactured parts are scanned by a 3D optical structured light scanner (HEXAGON
MI, UK) to obtain the 3D topography data. The white light scanner digitizes objects at

2This section is reflective of written contributions from Andrew Katz
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Figure 6.10: Workpiece segments showing the cutting test pattern for the columns and
rows

Figure 6.11: Experimental setup and finished workpiece
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a high speed irrespective of their size in a time efficient way. The data collected is then
converted to an stl file. The stl file is then corrected to ensure that the resulting alignment
of the scanned build plate is parallel to x-y plane and that the build direction is along the
z axis in a positive direction. In order to detect the geometric inconsistencies in a height
map representation, the stl file is converted to a point cloud data.

The machinability of the parts is directly related to the hardness of the material. Thus,
two cross-sections are obtained from each sample to perform hardness tests along the height
of the deposition. Vickers microhardness testing was performed on the polished samples
using a Clemex CMT Automated microhardness machine with an indentation force of
500 gf. The approximate location of the cross-sections is shown in Figure 6.12. The cross-
section plane is selected to perform the hardness tests because the cutting tool engages with
this surface during machining. Furthermore, multiple points are measured throughout the
height of the sample to investigate the changes in hardness and the effect of cyclic thermal
loading on the hardness of the material. The measurement locations of the points are
shown in Figure 6.13. There are in total of 8 measurement points for each cross-section,
distributed in 4 rows and 2 columns. The distance between columns is approximately 1
mm and the distance between the rows is approximately 3 mm.

Figure 6.12: Two cross-sections taken from each sample from one of the straight walls of
the sample shown in red dashed boxes

6.3.6 Hybrid approach strategies

Machining is one of the commonly used post-processing technologies deployed after the
AM step to improve the dimensional accuracy, surface quality and to remove defective
regions of the part. In this study, two machining strategies are proposed for additively
manufactured parts. Both of strategies aim to deploy intelligent decision schemas based
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Figure 6.13: Cross-section taken from one of the samples, showing the measurement points
for the micro hardness testing

on the pyrometry data based on correlations with geometric fidelity data. The out-of-bound
melt pool signatures are detected to flag possible defective regions or layers to machine
and potentially remanufacture, or to identify regions in the part where defects commonly
occur such that post-process inspection and machining may prioritize and address those
sites. The first strategy described focuses on this latter strategy of post-process machining
and does not necessarily require a hybrid system for implementation. The second strategy
is a layer-intermittent machining operation. The machining process can be performed
in between layers of the DED process and AM process continues after layer-intermittent
machining, where a hybrid (additive and subtractive) manufacturing system is essential
for maximizing efficiency during operation.

6.3.6.1 Post-processing machining schema

Post-process machining is performed on the final geometry of the part, which can be done
in a separate manufacturing system or in a hybrid system. Post-process machining is
commonly used after the AM processes, if the required dimensional tolerances are tight
and the surface quality requirements are high. However, post-process machining may not
be needed in certain regions of the part, depending on the AM process performance. Thus,
an inspection is traditionally needed to decide where and how much to machine the part.
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This inspection could be as simple as measuring geometric features (CMM, structure light
scanning, touch probe), or as complicated as CT scanning and high resolution microscopy,
which require more time and effort to perform. In this study, the in-situ monitoring data
is investigated to determine a correlation between the process signatures and final part
geometric feature outcomes. With this correlation, the lengthy post-process inspection of
the whole part could be simplified and post-process machining planning could be done in
a more intelligent and effective way by prioritizing on regions of interest.

Figure 6.14: Workflow of the proposed post-processing machining schema

The workflow of the proposed strategy is illustrated in Figure 6.14. The proposed
strategy finds the out-of-bound pyrometry signals by taking the 90th percentile of the
detected average temperature data and by flagging these data points. It is hypothesized
that the flagged data points accumulate in specific regions, which can result in a geometric
defects. Although the geometric defects can be small for one layer and can be within
the dimensional toleracnes of the final part, the geometric defects can propagate to upper
layers and can grow if they are not addressed early on due to misalignment between the
focal distance of the nozzle and the substrate. Some of these regions could be predicted
and expected due to critical geometric features such as sharp corners and curvatures, where
acceleration and deceleration occur. However, some of the flagged data points could occur
in unexpected regions due to random events occurring during the AM process and their
propagation on the upcoming layers can contribute to out-of-bound pyrometry signals.
The accumulation of the flagged data points is calculated on the x-y plane by performing
a density-based spatial clustering algorithm. Density-based spatial clustering is a non-
parametric algorithm that is commonly used in data mining and machine learning. Given
a set of points in spatial domain, the algorithm groups together points that are closely
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packed based on a distance measurement and a minimum number of points. In this study
Euclidean distance is used and the size of the group for one cluster is 10, which is defined
based on a sensitivity analysis. The clustered regions are then compared with the optical
3D scan data qualitatively to match the clustered data points with the geometry deviations
in the final part. Such clusters are proposed to be used to identify regions that may require
machining intervention in the final part.

6.3.6.2 Layer-intermittent machining schema

Layer-intermittent machining can be performed in case there are significant defects on the
current layer or in case there is a need to machine features which are going to be inaccessible
by the cutting tool due to the changes in the geometry during the AM process. This study
focuses on the first case and proposes a classifier to make intelligent decisions to qualify
the deposition process in a layer-by-layer manner. The workflow of the proposed schema
is shown in Figure 6.15. A hyrbid manufacturing system is needed to be able to perform
layer-intermittent machining and remanufacturing in a time efficient way.

A kNN classifier is trained based on four features: (i) the standard deviation of the
average (measured) temperature, (ii) the standard deviation of the normalized enthalpy,
(iii) the standard deviation of melt pool width, and (iv) the standard deviation of the melt
pool length. Two labels are created as out-of-bound and normal, based on the average
normalized enthalpy per layer. The layer is tagged as out-of-bound if normalized enthalpy
is larger than 6, which is known as the keyhole threshold for SS316L [185]. In the kNN
algorithm, k is set to 5 and the distances are calculated based on Euclidean method. The
k-fold method is used in cross-validation, where k is set to ten, with random training and
testing datasets.

Once the decision is made based on the kNN classifier, the machining process can be
partially planned based on the predictions from the thermomechanical and geometry mod-
els. By simulating the cooling of the part, it can be decided when to start the machining
operation and how to prioritize the sequence of regions for machining (out of scope for
the present study; part of future work). This could be highly critical because the freshly-
deposited material can be more difficult to cut depending on the material temperature
and may generate higher forces and friction between the cutting tool and the material
specifically in dry cutting, where coolant cannot be used in a hybrid system. The geom-
etry model can be used for simulating the layer thickness of the last year based on the
temperature measurements. This can help in defining the depth of cut for the machin-
ing operation, although other parameters such as cutting tool, feedrate and spindle speed
should be considered in conjunction with the depth of cut.
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Figure 6.15: Workflow of the proposed intermittent-layer machining schema

6.4 Results and discussion

6.4.1 Pyrometer and simulated temperature results

The physics-based thermomechanical model is simulated for the manufactured geometry by
discretizing the toolpath, defining the neighboring voxels, and computing the heat transfer
equations between the voxels recursively, at each time step. A dual-wavelength pyrometer
is integrated coaxially with the laser beam to estimate the instantaneous melt pool tem-
perature. The simulation results and the average melt pool data collected experimentally
are compared to validate the performance of the physics-based model. Figure 6.16 shows
the comparison of the simulation and experimental results. Row (A) and (B) represent the
results for recipe 1 and 2, respectively, as described in Table 6.1; the figure compares the
simulation and experimental results as a function of the travelling distance for each recipe,
where the red and blue lines show the experimental results for replicate 1 and replicate 2
for wach recipe, respectively, and the black dashed line shows the simulation results. Fig-
ure 6.17 (A) and (B) is another representation of the recipe 1 and 2, respectively, showing
the root mean square of the prediction error as a point cloud throughout the 3D object
for replicate 1. There were outlier data points observed in pyrometry signals for recipe 2,
which have been removed because it represents saturated data. The simulation points in
the spatial domain (in x-y plane) are down-sampled to match the data points from the
pyrometry measurements.

The experimental results illustrate two different trends, as captured in Figure 6.16 in
rows (A) and (B). Row (B) shows the results for recipe 2, which is in keyhole mode based
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Figure 6.16: Comparison of the simulation and experimental results as a functional of
travelling distance, where row (A) and (B) show the comparison for Recipe 1 and 2,
respectively.
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(A) (B)

Figure 6.17: Comparison of the simulation and experimental results, where column (A) and
(B) show the comparison for Recipe 1 and 2, respectively. The comparison is represented
as the root mean square of the prediction error, where the average of the temperature
signal from two replicates for each recipe is taken and the error is calculated.

on the normalized enthalpy calculation [152] and experienced higher plasma plume forma-
tion and smoke during the experiments; these factors contribute to severe uncertainties in
pyrometer signal data, as seen by a noise pattern overlayed with the signal and increased
low frequency drift and fluctuations in the data. In addition, the sensor calibration spans
1100oC - 2500oC, therefore the temperature readings outside of this range can be consid-
ered as unreliable. In looking at trends only, for recipe 2, the pyrometry-inferred melt pool
temperature data shows an increasing trend at the beginning and it drops for replicate
2; however, after the increase it settles down for replicate 1, as shown in Figure 6.16(B).
The temperature results for recipe 1 show more consistent results between replicate 1 and
2, where higher temperatures are seen at the first few layers, with reaching steady state
after. An increasing trend in instantaneous melt pool temperature is not observed while
printing upper layers. The reason for this could be that the contours are printed unidirec-
tional such that enough time passes between two consecutive contours. Recipe 1 observes
a better match between the trends in the simulation and experimental results, as shown
in Figure 6.16(A). The reason for different trends between two recipes could be that they
are chosen from different melting modes, with recipe 2 operating outside of the sensor
calibration range, as well as the order of the printing process. Recipe 2 samples are printed
first and then recipe 1, where the built plate reaches a steady state temperature after
manufacturing the first batch of samples; this hypothesis is plausible, however it is difficult
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to demonstrate after the fact. A higher variation is observed for recipe 2, where unstable
thermal signatures can be seen in Figure 6.16(B), owing to the sensor operating outside of
the calibration range during keyhole melting mode, in addition to the data compounding
contributions from increased process temperatures, plasma plume effects, smoke, spatter,
and meltpool instability. This affects the prediction error, where a maximum of 1400 K is
observed as RMSE of the predicted melt pool temperature value.

Similar findings were achieved by Jelinek et al., where they developed a 2D thermal
heat transfer model using an open source finite element suite for a DED process and
validated their results with a dual-wavelength pyrometer [169]. They state that alternating
deposition directions causes an increase in melt pool temperature, where unidirectional
depositions lead to more uniform melt pool temperatures [169]. Furthermore, Nair et al.
developed a method to monitor the cooling rate of deposited tracks using two pyrometers
in tandem and concluded that the instantaneous melt pool temperature does not vary
throughout a multi-layer object [265]; however, the cooling rate is affected significantly
with the temperature build-up throughout the part [265]. Although an increase in melt
pool temperature is observed towards upper layers in recipe 2 results with a high variation,
the recipe 1 results show a more stable signal with a better agreement with the proposed
model in Chapter 3 and in [106] and with literature.

It is valuable to simulate the DED process using physics-based process model before
the deposition experiment to infer a prior knowledge of the expected melting mode studied
in Chapters 3 and 5 and to infer reliability of sensor data as the process pivots into
instability zones such as lack of fusion, keyhole and balling regions, also shown in Chapter
5. Deployment of secondary vision-based detectors as described in Chapter 5 plays an
important role to detect spatially-resolved process phenomena and confirm the process
drift into such instability zones. Furthermore, the geometric deviations can be modeled
and observed, which can be further indicative of unstable process zones where the process
can result in geometric, porous, or microstructural defects. To conclude, neither pyrometry
data alone, nor modeling data alone are sufficient to rely upon due to the complex nature
of the DED process. Ideally they should be used in combination to be able to asses the
confidence level in sensor data, infer process condition and part quality [90]; furthermore,
data fusion from multiple sensors should be deployed for this purpose.

6.4.2 Machining test results

Using the measured cutting forces and the cutting force simulation model (presented in
Section 6.3.3), the cutting coefficients were calibrated. In 3-axis milling, especially with
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small feed rates and small chip thicknesses, the z axis force provides a poor signal-to-noise
ratio. It is generated by the radial force (Fr), which is the smallest force component in
most milling cases. Additionally, it was found that calibration of the edge coefficients
(Kte, Kfe, Kre) was unstable and gave invalid (e.g., negative) values. This is likely due to
rapid deterioration of the cutting edge and the very thin chips produced (0.5 mm wide by
0.0254 thick). These thin chips would thus make the calculated cutting force very sensitive
to the edge coefficient. Thus, it was decided to use a simplified model, only considering the
tangential and feed cutting coefficients (Ktc and Kfc), and performing comparison with
only the tangential cutting coefficient (Ktc), which is also known as the specific cutting
pressure.

Figure 6.18: Linear drift correction and global alignment of measured cutting force

To calibrate the cutting coefficients, the measured cutting forces must be aligned pre-
cisely to the simulated signal. For each segment, the measured cutting force is corrected for
linear drift as shown in the left side of Figure 6.18. Then, the moving average of both the
measured and simulated signals are calculated and aligned globally using an automated
trial-and-error algorithm, as shown in the right side of Figure 6.18. Then, a main cali-
bration window is defined, manually, during a steady-state portion of the cutting (Figure
6.19). The entire cutting profile cannot be used because the exact kinematics of the tool
path are unknown — only the coordinates of the path are known. The kinematics between
the coordinates are machine-dependent, and the Haas machine does not allow for collec-
tion of the position CNC signals. Within the main calibration window, small subwindows
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are defined, and the simulated and measured signals are aligned again, locally within each
subwindow. This is necessary, since the spindle speed of the actual machine is not exact,
thus the simulated and measured profiles go out of synchronicity eventually.

Figure 6.19: Main calibration window, calibration subwindows, and local alignment of
subwindow

Figure 6.20 through Figure 6.23 below show the resulting specific cutting pressure, as a
function of depth below the workpiece surface. For each workpiece, two to three tools were
budgeted, and the asterisks indicate where the tool changes occurred. Note that the top
two segments of each column were ignored in the cutting coefficient calibration since the
top surface of the workpieces were rough and rounded and thus needed to be faced for the
cutter to be fully engaged, hence the plots start at 1.5 mm depth below surface (except for
workpiece #6, which starts at 2 mm since it was particularly rough). Figure 6.24 shows the
specific cutting pressure for each new tool as a function of number of segments cut. From
this data, two major trends can be seen. First, the specific cutting pressure increases as
depth below surface increases. Second, the specific cutting pressure increases as number of
segments cut increases. However, it is unclear if the first trend with respect to depth below
surface is due to differing workpiece material properties or due to tool wear. Tool wear
images were collected intermittently throughout the cutting trials using a Dino-Lite Pro
USB microscope. Figure 6.25 shows an example of the tool wear progression for workpiece
#8 tool #1. It can be seen that the cutting edge deteriorates quickly and substantially,
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thus it is hypothesized that the trend with respect to depth below surface is due to tool
wear and not workpiece material properties.

Figure 6.20: Trial #1 workpiece #4 specific cutting pressure vs. depth below surface

To gain clarity on how the depth below surface affects the specific cutting pressure,
a second set of cutting trials were performed. In these trials, only a single column of
segments was machined in each workpiece. However, the tool was changed after every
second segment, thus using a total of 10 tools per workpiece. The tool wear would then
have very little impact on the specific cutting pressure as it does not have adequate cutting
length to develop a deteriorated cutting edge. Figure 6.26 shows the results from these
trials. It can be seen that the specific cutting pressure does not show any major trend as a
function of the depth below surface. From these trials, it can be concluded that the factor
which most significantly impacts the specific cutting pressure is the tool wear. To come
up with economical strategies for hybrid machining, further trials should be performed
investigating the best tool coatings, feeds, and speeds to use in order to minimize the tool
wear and maximize productivity, specific to the deposited material type. This is, however,
an area for future research.

Similar findings can be seen in literature, where tool wear and tool life are highlighted
as important issues in machinability of additively manufactured parts [82, 61, 160]; how-
ever, there are no studies to date pointing that tool wear is the main mechanism that
causes increase in cutting forces. Although it is difficult to make comparisons with lit-
erature due to high variability in the material, microstructure, tool design, coating and
additive/subtractive process conditions [227], tool wear and tool life were found to be
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Figure 6.21: Trial #1 workpiece #5 specific cutting pressure vs. depth below surface

Figure 6.22: Trial #1 workpiece #6 specific cutting pressure vs. depth below surface
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Figure 6.23: Trial #1 workpiece #8 specific cutting pressure vs. depth below surface

Figure 6.24: Trial #1 specific cutting pressure vs. number of segments cut

149



Figure 6.25: Tool wear progression for workpiece #8 tool #1

Figure 6.26: Trial #2 specific cutting pressure vs. depth below surface
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a common concern by the researchers [423]. Thus, better process control is required to
minimize machining interventions, and better strategies for efficient identification of areas
where machining are required, rather than machining of large areas. In addition, a prior
knowledge of expected thermal cycling experienced by the material system (inferred from
modeling and/or pyrometry) can help in the selection of machining parameters. Further-
more, cutting force models can predict forces and manage expectations on tool life, where
machining process parameters can be adjusted based on the predictions.

6.4.3 Part characterization - surface topography and hardness
results

The samples were scanned by a 3D optical structured light scanner to obtain the final
shape of the samples in stl format. An example of one of the raw scanned stl files can
be seen in Figure 6.27, which is a sample deposited with recipe 2. After some processing
on the stl files such as eliminating the unnecessary data points and making the substrate
surface parallel to the x-y plane, the data is converted to a point cloud data. The height
maps are generated using the point cloud shown in Figure 6.28, where row (A) and (B)
show the scans of the samples manufactured by recipe 1 and 2, respectively. Columns (I)
and (II) represent the first and second replicate. The point cloud data shown in the height
maps involve only 3 mm in depth starting from the top point of the point cloud data for
each sample to be able to visualize the dimensional fluctuations on the top surface in a
better way.

Figure 6.28 illustrates the processed data, as converted to height maps for each of the
samples analyzed in this study. It can be seen that recipe 1 samples were more consistent
in terms of having a similar height profile for the final part deposition when the replicates
are compared. The average height is 9.62 and 9.37 mm for replicate 1 and 2 in recipe 1
samples, respectively, shown in Figure 6.28(A)-(I)&(II). The maximum height is 10.48 and
10.02 mm for replicate 1 and 2 in recipe 1 samples, respectively, as shown. In contrast, the
average height is 9.93 and 12.12 mm for replicate 1 and 2 in recipe 2 samples, respectively,
shown in Figure 6.28(B)-(I)&(II). The maximum height is 11.58 and 12.54 mm for replicate
1 and 2 in recipe 2 samples, respectively, as shown. Recipe 2 showed a significant deviation
between the two replicates in terms of total height of the deposition. The max point of
recipe 2 replicate 1 is at 11.58 mm mainly due to the bump on the straight wall on the right
side, which can be seen in Figure 6.28(B)-(I). The rest of the top surface profile fluctuates
from 10 to 10.5 mm. However, the second replicate top surface profile shows a smooth
profile with minimal fluctuations ranging from 12 to 12.5 mm, shown in Figure 6.28(B)-
(II). The significant differences in the replicates for recipe 2 are indicative of the types of
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Figure 6.27: The scanned sample in its final shape after the deposition process in stl format
obtained by a 3D optical scanner

uncertain quality outcomes when process parameters are selected in a keyhole domain; such
deviations may be caused by the fact that the process is less stable in keyhole, resulting in
unpredictable changes in powder catchment efficiency due to higher meltpool dimensions
[199], changes in focal distance due to irregular surface topography [322, 151], and material
spatter caused by meltpool instability phenomena [360].

Geometric deviations occur on the top surface of DED tracks, when the process is
tuned, by virtue of DED process itself where weld tracks are stitched together layer-by-
layer. Depending on severity, instead of scrapping the part, the dimensional accuracy can
be further improved by post-process machining; however, as explained in Section 6.4.2, it
is important to specify the regions and address the issue where it is needed to improve
process efficiency and tool life. Although optical 3D scanning could be a fast approach
compared to confocal microscopy, it is an ex-situ characterization method and the data
needs post-processing to identify the regions. In-process sensor data can be leveraged to
identify areas of interest for machining.

The micro hardness measurements are preformed on the vertical cross sections taken
from the samples. The measurement points are shown in Figure 6.13, where there are 4
points across the height of the sample and 2 points across the width of the sample resulting
in a total of 8 measurement points for each sample. The average of the 2 points across
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Figure 6.28: Height maps generated using the stl files obtained by 3D optical scanner. Row
(A) and (B) show the samples manufactured with recipe 1 and 2, respectively. Column (I)
and (II) represent the first and second replicate.
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the width is taken, then each such value is plotted to show the average hardness change
across the height of the samples. The results are shown in Figure 6.29, where the axes
show the hardness value in HV vs. the sample height in mm, respectively. Although a
consistent trend cannot be observed throughout all of the the samples, the lowest hardness
is mostly on the bottom level of the samples. Some of the samples such as 6-1, 6-2, 5-2,
8-2, and 4-2 show an increasing trend when the hardness is observed from the bottom to
the top, which is expected due to the cyclic thermal loading on the lower layers, as they
are tempered and, as a result, soften when compared to the upper layers. A similar trend
is also observed in literature [276]. In contrast, other samples such as 8-1, 4-1, and 5-1 do
not show a consistently increasing or decreasing trend, although they are replicates of the
samples which originally show an increasing trend when increasing the sample height. Due
to the scarcity of data points, it is not possible to draw a concrete correlation between the
hardness results and the cutting forces presented in Section 6.4.2. Although the hardness
is directly related to the machinability of the materials, it is observed that the tool wear
was the major contributing factor on the observed cutting forces. This is proven in the
second trial of the machining tests, where cutting tools are changed frequently.

6.4.4 Hybrid machining decision results

Two machining strategies are explored in this study, as explained in Section 6.3.6. Both
strategies explore the use of the pyrometry dataset and physics-based modeling to make
decisions on the machining process, with a reference to the geometric defects measured
ex-situ. Although the limitations on relying solely on the pyrometry data are highlighted
in Section 6.4.1, the approaches presented herein represent a starting point for exploring
hybrid machining strategies, as informed by in-situ measurement data. The first strategy is
for post-processing, where the pyrometry data is collected and analyzed after the deposition
process to decide where to prioritize the machining post-processing step. The second
strategy is for a hybrid process, where layer-intermittent machining is proposed, where the
specific layer requiring machining intervention is identified.

Post-process machining strategy

For the post-process machining strategy, the average melt pool temperature across the
entire build is used based on the pyrometry dataset for each part and the outlier data is
found by flagging the data points where the average temperature is in the 90th percentile of
the dataset. This averaging and data flagging is performed for all the samples and replicates
respectively. The flagged data is represented for each sample and each replicate in Figure
6.30. Rows (A) and (B) show the results for recipe 1 and 2, respectively, and column (I)
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Figure 6.29: Micro hardness results shown throughout the height of each cross-section.
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and (II) show the results for replicates 1 and 2. For recipe 1, in Figure 6.30(A)-(I)&(II) the
flagged data is observed on the bottom layers, which was also observed in the pyrometry
results shown in Figure 6.16(A). In addition, there are randomly distributed flagged data
throughout the sample. On the recipe 2 replicates, more flagged data is observed in the
middle layers of the sample.

(I) (II)

(A)

(B)

Figure 6.30: The flagged pyrometry data in 3D space, where it shows the 90th percentile
of the average melt pool temperature. Row (A) and (B) show the flagged data for the
samples manufactured with recipe 1 and 2, respectively. Column (I) and (II) represent the
first and second replicate.

Select regions of the 3D plot in Figure 6.30 showcase an accumulation of the flagged data
points. Some of these regions are located in areas where distinct DED deposition features
occur, such as at sharp corners or at the beginning or end points of the contours, where
the scan speed comes to a full stop. At these regions, an excessive energy input is expected
due to the interplay between the constant laser power and deceleration of the deposition

156



head. Due to the higher effective energy input, higher temperature values are expected,
which can result in deviations in deposition geometry and other porous defects [117]. The
accumulation of flagged data can also be observed in different regions due to instantaneous
random events within the layer at the deposition site and also due to propagation of the
geometric protrusions present on previous layers. Thus, a density-based spatial clustering
algorithm is proposed and deployed on the 3D flagged dataset to find the regions on the
x-y plane, where the flagged dataset has a higher density. The clustering results are shown
in Figure 6.31, where rows (A) and (B) show the results for recipe 1 and 2, respectively.
Columns (I) and (II) represent the replicates 1 and 2, respectively. The red data points
show the flagged data, which are evenly distributed on the x-y plane for random events.
The other data points clustered based on the proposed algorithm are shown in different
colors; such points are where the algorithm detected a higher density of flagged data points
projected onto the x-y plane.

In the clustering results for recipe 1, there are regions highlighted and labeled as 1,
2, and 3, which show clustering of flagged data points. The region labeled as 2 in Figure
6.31(A)-(I)&(II) contains two clusters highlighted in different colors; these two clusters
may be assumed to belong to one cluster region, due to the close vicinity in location. The
regions labeled as 1 and 2 have a higher density of flagged data points because the scan
speed comes to a full stop at these regions, either at the start and end of a deposition (for
region 1), or due to sharp changes in direction requiring acceleration and decceleration of
the deposition head (for region 2). The regions labeled as 3 for both replicates in recipe
1 represent the accumulation of flagged data, where process anomalies were not expected,
but where something occurred in the process. This site could be a result of random events
propagated to the upper layers. At the regions labeled as 1, 2 and 3 in Figure 6.31(A)-
(I)&(II), bumps at the top surface are observed in the scanned topography shown in Figure
6.28(A)-(I)&(II).

In the clustering results for recipe 2, there are no accumulated clusters of flagged data
observed throughout the two sample replicates samples. Although this recipe is in keyhole
melting mode and there are flagged data observed in the pyrometry dataset, there is no
accumulation of flagged points that can detail cluster regions. Analogously, the surface 3D
scan also observed a smoother topography at the top surface for these samples, as shown in
Figure 6.28(B)-(I)&(II); however, the replicate sample variability is significant. In recipe
2, the process parameters push the boundary of the pyrometer significantly outside of the
calibration margins. It is therefore not recommended to rely solely on the pyrometer data
to draw decisions on the machining strategy.

Figure 6.32 shows the surface topography data overlayed on the clustering results as a
sample comparison for recipe 1 and replicate 1. The highest surface topography points are
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shown in red dots and the background is shown in gray dots from the surface topography
data. The diamond shaped markers are based on the clustering data. The blue markers
show the clustered data and the black ones show the outliers. It can be seen that there is
a good match on x-y plane for the blue diamond and red dot markers. This methodology
can be used for identifying the regions for post-process machining, which leads to a more
efficient post-processing operation in terms of time, tool life and productivity.
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Figure 6.31: The results of density-based spatial clustering on the flagged average temper-
ature data shown in Figure 6.30 flattened on the x-y plane

This present work shows that the clustering algorithm proposed can be used to iden-
tify the areas where geometric inconsistencies are expected to occur for conduction mode
recipes; data fusion from multiple sensors and/or further experiments are required for
drawing conclusions on the performance of the clustering algorithm for the keyhole melt-
ing mode. Geometric inconsistencies can be prioritized and addressed by post-process
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machining to obtain a smoother top surface. Furthermore, modeling can be deployed to
estimate the expected geometric deviations in order estimate the anticipated height of the
material at the tool engagement site and to furthermore optimize machining parameters;
this aspect is out of scope for the present work. This proposed sensor-informed clustering
to identify sites for post-processing machining can help to improve tool life, which was
proven to be one of the most important factors in the machining process, and increase
time efficiency by addressing only areas of interest on the surface.

Figure 6.32: The clustering results are overlayed on surface topography results for recipe
1 replicate 1. The highest surface topography points are shown in red dots and the back-
ground is shown in gray dots from the surface topography data. The diamond shaped
markers are based on the clustering data. The blue markers show the clustered data and
the black ones show the outliers.

Layer intermittent machining strategy

The second machining strategy proposed in this study is layer-intermittent machining,
which can only be performed in a hybrid system. To execute this methodology, a kNN
classifier is trained and tested on the pyrometry dataset. Two labels are defined, namely
”out-of-bound” and ”normal”, based on the standard deviation of the normalized enthalpy
of each layer, with the formulae explained in Section 3. The labels are defined based on
the process physics and the features used in this classifier are only informed based on the
pyrometry data. The aim is to find out if the sensor data can be used to correctly label
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the layers as out-of-bound or normal, where the labels are pre-defined based on the process
physics as described by the normalized enthalpy criterion. It is important to note that
this is a preliminary study to explore if such layer-wise quality classifiers show promise.
Cross-correlation is performed using the k-fold method to test and train the classifier. The
confusion matrix is shown in Figure 6.33. The average error rate obtained is 9.3% and
the true positive rate is 92.2%; these results show that there is a correlation between the
process signatures captured by the sensor data and the process physics what could inform
a classification model. Extensive experimental work is recommended to strengthen this
conclusion and to enhance the training pool of the data for such a model.

Figure 6.33: The confusion matrix of the kNN classification results of the layer-by-layer
analysis

Figure 6.34 shows the pyrometry results as a function of the travelling distance ex-
tracted from two layers, where one layer was predicted as ”normal” and is shown in Figure
6.34(A) and the other layer shown in Figure 6.34(B) was predicted as ”out-of-bounds”;
both example layers are taken from recipe 2 replicate 1. It can be seen that Figure 6.34(A)
shows a more uniform average melt pool temperature across the whole layer, where Figure
6.34(B) shows a high temperature profile overall compared to (A) as well as a high varia-
tion across the layer. This layer-based classification method can be deployed for recipe 1
and recipe 2 samples to extract layers which can be indicative of thermal instability and
severe fluctuations, since the labels are predefined based on the standard deviation of the
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predicted normalized enthalpy. This is in contrast to the clustering method, which showed
a poor performance in recipe 2 samples, where the method did not show any sensitivity
to anomalies in recipe 2 samples shown in Figure 6.31 due to the high variation in the
pyrometry signal rendering the clustering technique as ineffective.
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Figure 6.34: Comparison of pyrometry in two layers, where one of them (A) is predicted
as ”normal” and the other one (B) is predicted ”out-of-bound”.

In literature, pyrometry is commonly used not only for monitoring the DED process
but also for validating predictive models [398], training statistical predictive models [431]
and for detecting pore defects [360]. The correlation between pyrometry signals and geo-
metric features of the deposition has not been studied in literature. This study shows that
pyrometry signals can offer opportunities to detect geometric defects to assess the part
quality as well as to assist the post-process machining operation. In addition, pyrometry
data was used to classify layers and assist towards flagging layers for layer-intermittent
machining. The proposed post-process and layer-intermittent decision-making approaches
require further experimental datasets to refine and demonstrate efficacy.

6.5 Conclusions

In this study, thermal signatures from the melt pool were collected using a dual-wavelength
pyrometer while manufacturing 3D parts. The thermal signatures were used for 2 primary
purposes. First, to validate the physics-based model proposed in Chapter 3 and second,
to find a correlation between the process signatures and geometric outcomes and propose
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machining strategies for post-processing or layer-intermittent machining. The machinabil-
ity of the additively manufactured parts are investigated by performing cutting tests and
by measuring the cutting forces. In summary:

1. The thermal model shows a good prediction fidelity when compared to in-situ py-
rometry measurements for conduction melting mode; however, the pyrometry signals
show an unstable behaviour when the process enters into keyhole melting mode,
which affects the prediction error of the physics-based model. The thermal model
can be further improved by accounting the physics phenomena in different melting
modes and the work can be extended to different material systems.

2. The dual wavelength pyrometry sensor feedback can be analyzed to train algorithms
which enable intelligent decisions for post-process machining. Such algorithms can be
used to predict where the geometric inconsistencies occur, which can be addressed by
post-process machining. Similarly, such algorithms performed better in conduction
mode recipes.

3. A layer-intermittent machining approach can be performed in a hybrid system, where
the in-situ sensor data is analyzed layer-by-layer. The physics-based predefined labels
can be predicted by a kNN classifier using in-situ sensor data within an average error
rate of 9.3%.

4. The machinability of the additively manufactured parts is mostly influenced by the
tool wear and a rapid progression in tool wear is observed. Within the constraints of
this study, there was no strong correlation between the hardness of the material and
the cutting forces.

5. The cutting forces can be predicted accurately using the oblique cutting force model.
This can help in predicting cutting load on the tool when machining inconsistent
surfaces due to geometry variation, which can occur during additive manufacturing.
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Chapter 7

Conclusions and future work

7.1 Conclusions

In this dissertation, a combination of process modeling, in-situ monitoring approaches,
and part quality outcomes are utilized to define and detect process instabilities, provide a
schema for intelligent decisions on process quality, and propose corrective actions such as
machining. The theoretical and experimental methodologies described in this dissertation
can directly contribute towards accelerating industrial adoption of metal AM processes.
Specifically, the outcomes from implementing the methodologies described herein can di-
rectly enhance part quality assessment by detecting and predicting the most common
defects in DED, such as geometric and meltpool instability. This can be achieved by
performing in-situ process monitoring via imaging and pyrometry, extracting features of
interest from the feedback signal, and classifying such features using statistical or machine
learning methods proposed in this dissertation. Furthermore, process quality outcomes
can be predicted by using process maps based on process modeling before manufacturing
the part. Lastly, the methods proposed in this dissertation can offer insights into correc-
tive machining strategies to avoid scrapping the part, which makes the process more cost-
and time-efficient. The methodologies described in this dissertation have the potential to
improve process reliability and efficiency.

The main dissertation conclusions are outlined as follows:

1. In Chapter 3, the proposed physics-based thermal and geometry models predict the
melt pool temperature (compared against experimental data in Chapter 6) and de-
position geometry (compared against experimental data in Chapters 3 and 5), with
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a high fidelity in conduction melting mode. Deviations between the predicted and
experimental values are observed in other melting modes due to change in process
physics phenomena. The thermal history model was compared against an existing
model in literature for comparing performance; the model from prior art has the
limitation of only simulating thermal history for a straight path deposition, in one
direction. The proposed model in the dissertation shows a good agreement com-
pared to the predictions in [218], and the maximum prediction error is less than
15% depending on the layer of deposition. The proposed thermomechanical model
is structured to be able to predict the melt pool temperature, keep thermal history
and simulate the deposition geometry.

Upon further reflections of Chapter 3, the proposed method offers the opportunity to
simulate deposition tracks not only in 1D scan paths but also more complicated scan
path involving curvatures and sharp corners, which was demonstrated in Chapter 6.
The limitation of the proposed methods is that it performs optimal in conduction
melting mode since it is derived according to conduction melting mode physics and
other melting modes may involve different process physics phenomena.

2. In Chapter 4, the proposed vision-based feature detection algorithm deploys an adap-
tive image thresholding and a region growing technique with the use of an energy
convergence criterion to detect features of interest in the laser-material interaction
zone (core, meltpool, incandescent plasma plume region). The adaptive nature of the
algorithm allows for a robust detection of the regions of interest against manually
anotated data, despite changes in environment lighting and system perturbations.
In order to quantify the reliability of the proposed region detection technique, a
registration scheme to align the measurements obtained from the vision sensor with
that obtained by a high sampling rate laser confocal microscopy is introduced. In
this work, the True Positive Detection rate was significantly above 90%, while the
False Detection Rate was less than 10%. It was observed that the proposed method
maintains its robustness with a true positive rate of higher than 90% for detecting
all regions at all laser power levels. The aligned vision and profilometer data follow
similar global and local trends, which is promising, however a more careful future
investigation is needed using a precalibrated experimental setup in order to achieve
real-time process monitoring as a way of controlling deposition geometry.

The proposed vision-based feature detection algorithm has the ability of detecting
regions in the laser-material interaction zone in a wide range of process conditions,
which was also demonstrated in Chapter 5. This robust algorithm provides a low-cost
process monitoring solution with the flexibility of targeting different regions in the
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melt pool. Further datasets, beyond the preliminary experiments, may be needed to
increase the robustness of the algorithms if the material and DED system change for
calibration and training of the algorithm.

3. In Chapter 5, part quality outcomes (geometric features), process signatures (near-
infrared high dynamic range vision) and process physics (modeling outcomes) are
used to create process maps to define, detect and classify process instabilities. Process
modeling can predict the deposition width and height, and the normalized enthalpy,
to define theoretical feature geometry and process zones (lack of fusion, conduction,
keyhole, balling) respectively. Process signatures are captured by in-situ vision mon-
itoring and a feature detection algorithm is used to detect pre-defined regions of
interest and material ejections. Part quality outcomes are identified by scanning the
resulting samples with a confocal microscope and extracting the width and height
of the deposition to quantify the quality of the features. Process maps are cre-
ated based on the statistical representation (average, standard deviation, root mean
square, coefficient of variance) of different data sources to investigate the correlations
in performance and to identify different process performance zones. Although the
combination of confocal microscopy and process modeling can classify all three insta-
bility regions in process zones (undermelt, keyhole, balling), instantaneous decisions
cannot be made during manufacturing; in-situ monitoring is required. It is shown
that the balling and keyhole process zones can be detected just using the melt pool
process signatures, captured by the in-situ vision sensors. Detecting lack of fusion
is difficult with in-situ vision sensors, and can be inferred only based on the area
of the material ejecta; however this instability is the easiest to avoid by ensuring a
minimum input energy input. As a preliminary study, a kNN classifier is trained
using statistical features detected by the vision sensor, the normalized enthalpy, and
the input process parameters.

The proposed method has the benefit of using multiple data sources to detect not only
one process instability, but multiple classes of such, to be able to make a comprehen-
sive assessment of the deposition quality. The limitation of the proposed algorithm
could be that the trained kNN algorithm may not be able to predict the process
labels accurately when the material and DED systems are changed. Thus, further
experiments and testing are needed to train a robust kNN algorithm and grow this
research path into an industrially-robust tool.

4. In Chapter 6, the pyrometry signals can be analyzed to train algorithms that enable
intelligent decisions for post-process machining. Furthermore, such algorithms can
be used to predict where the geometric inconsistencies occur, which can be addressed

165



by post-process machining. The machinability of the additively manufactured parts
is mostly influenced by the tool wear, with a rapid progression in tool wear being
observed despite using coolant during the cutting operation. For the material system
and process parameter windows studied, there is no strong correlation between the
hardness of the material and the cutting forces. The cutting forces can be predicted
accurately using the oblique cutting force model. This can help in predicting cutting
load on the tool when machining inconsistent surfaces due to geometry variation,
which can occur during additive manufacturing.

Upon further reflections of outcomes from Chapter 6, dual-wavelength pyrometry
can be used to experimentally validate thermal models with some potential errors
due to plasma emission, which may lead to incorrect measurements. The proposed
method offers the opportunity to provide intelligent decisions on post-processing or
layer-intermittent machining using multiple data sources. This helps in improving
the process integration of two processes additive and subtractive in a hybrid system.
Furthermore, this is a step forward towards automated process planning for the
machining process.

7.2 Future work

The correlative analytics between process physics and product quality outcomes is also
used laser powder bed fusion (LPBF) process as described in [104]. A sub-surface pore
predictor is developed using process modeling and machine learning. In future work, such
methods can be to expanded this work to predict the defects in the whole part such that
the algorithm can also predict the defects in the part core. Such methodologies could be
applied to the new class of hybrid LPBF and machining technologies.

In future research, the scientific methodologies proposed in this dissertation can be
further improved to increase their applicability for industry. For instance, The reliability
and robustness of the proposed machine learning and statistical algorithms can be further
improved by substantially increasing the experimental data in a wider range of process
conditions, by increasing the amount of annotated datasets, and by exploring new or more
advanced algorithms.

In future research, the proposed methods can be utilized in real-time applications such
that defect detection can be done to qualify the parts, and to provide intelligent decisions
about the quality assessment and post-processing during the process. This can minimize
the need of ex-situ characterization and non-destructive testing (NDT) to qualify the parts
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in industrial applications. Thus, in-situ part qualification can have a direct impact on
the process efficiency. Furthermore, real-time applications can offer the opportunity for
implementing closed-loop process control, where the DED process repeatability can be
further improved. A controller scheme can be developed or adopted from the literature to
complement the data extracted from the sensor feedback presented in this dissertation in
order to maintain the DED process outcomes, such as melt pool morphology, temperature,
and/or deposition geometry, within a desired range or process zone. In addition, surrogate
modeling can be deployed, where the process outcomes can be simulated prior to fabrication
to anticipate control signal outcomes and correct regions, which are indicative of process
instabilities. Such offline control schemes can be a lo-cost solution to explore.

The real-time measurements and feedback can be also used to better integrate the addi-
tive and subtractive manufacturing processes in a hybrid system. Multiple sensors can be
used, not only for the feedback signal in controlling the DED process, but also for inferring
geometric properties. As such, other sensors such as a touch probe or a in-line scanner can
be deployed as future work. Exploring data fusion from multiple sensors (vision, pyrome-
try, line scanning and/or touch probe) could be beneficial, as the geometry is dynamically
changing during the deposition process. In addition, a robust correlation between the
thermal history of the part (as simulated) with the resulting material properties such as
microstructure and hardness can inform the planning of machining parameters.

Machinability of the additively manufactured parts needs further research because there
are many parameters affecting it, such as the processing conditions of metal AM process,
the direction of the machining process relative to the deposition direction and the cutting
process conditions. The processing conditions of metal AM can affect the mechanical
properties and microstructure of the material. In addition to this, anisotropy is commonly
observed in additively manufactured parts due to changes in geometry at each layer, cyclic
thermal loading at different frequencies at different regions and critical geometric features
such as thin walls and overhangs. Anisotropy is likely to be observed in machinability of
the parts too, as it is directly influenced by the mechanical properties of the substrate
material. In such cases, the process planning for the cutting operation can become more
challenging, as the chosen cutting parameters may cause unstable cutting conditions and
excessive loading on the tool, which can result in tool breakage or low surface quality.
Thus, adaptive control in machining of AM parts would be very beneficial to avoid such
cases.
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Mendrik, and Jan Wolff. Ct image segmentation of bone for medical additive manu-
facturing using a convolutional neural network. Computers in biology and medicine,
103:130–139, 2018.

[255] Elham Mirkoohi, Daniel E Sievers, Hamid Garmestani, and Steven Y Liang. Thermo-
mechanical modeling of thermal stress in metal additive manufacturing considering
elastoplastic hardening. CIRP Journal of Manufacturing Science and Technology,
28:52–67, 2020.

[256] M Montazeri and P Rao. Sensor-based build condition monitoring in laser powder
bed fusion additive manufacturing process using a spectral graph theoretic approach.
ASME J. Manuf. Sci. Eng., 140(9):091002–091002–16, 2018.

[257] Mohammad Montazeri, Abdalla R Nassar, Christopher B Stutzman, and Prahalada
Rao. Heterogeneous sensor-based condition monitoring in directed energy deposition.
Additive Manufacturing, 30:100916, 2019.
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