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Abstract

Recently, the research and development of low cost and highly efficient millimeter-wave (mmWave) systems with beam-steering capabilities have significantly advanced to address the ever-increasing demand for future wireless ultra-broadband applications. These applications include, but are not limited to, automotive anti-collision surveillance radar, smart navigation systems, improved wireless tracking, satellite communication, imaging, 5G wireless communication, and 60GHz multi-gigabit wireless personal and local area network (WPAN/WLAN). In general, beam-steering capability significantly relaxes the overall system power budget and minimizes the interference. In communication applications, it enhances the link robustness through multi-path mitigation and increases the channel and the aggregated channel throughput by exploiting the spatial dimension. In imaging/radar systems, beam-steering is essential for achieving the required resolution (angle-of-arrival). In this work, I have proven many beam-steering advantages in this work through the development of a ray-tracing based wireless channel model, which has been used to extract the antenna system requirements and to quantitatively illustrate the usefulness of the presented beam-steerable systems.

Despite the advantages it provides, the realization of this electronic beam-steerable mmWave antenna system is quite challenging. In general, the mmWave components’ design, integration, fabrication and testing processes are far more complex than their lower frequency counterparts. This can be attributed to the significant losses and parasitics experienced at mmWave frequencies, as well as the lack of reliable design models. Systems with fully integrated (on-chip) antennas and passives have been widely studied and presented at mmWave range; however, the performance (low antenna gain, high phase noise, etc), the cost (die size is huge), and thermal problems are still major issues for these systems. Hybrid integration tackles these problems by combining a compact and low power consumption die (or multiple dies) with high performance off-chip passives (antenna, feed network, passive phase shifters, resonators, etc); however, this integration is costly. In addition, there is a challenge associated with the implementation of high performance components at mmWave range. This is mainly due to the use of advanced/non-standard types of fabrication technologies and complex integration/packaging techniques.

Investigation, optimization, development of a highly efficient and yet very low cost mmWave beam-steering solution calls for a multi-disciplinary approach which involves EM theory, optimization techniques, microwave circuits, wireless communications, Silicon micro-fabrication, layout design, parasitics modeling/extraction and MEMS technology.
The proposed study introduces a high performance beam-steering mmWave antenna system along with its integration with the active components with special consideration to the fabrication cost. The new high resistivity Silicon (HRS) dielectric waveguide (DWG) based platform, which has recently been developed at CIARS (Centre for Intelligent Antenna and Radio Systems), is extended and used for wireless mmWave systems with beam-steering antennas. Electronic beam-steering can be implemented through beam-switching configurations (simple, fast but coarse) or phase array configurations (complex but high performance for large arrays).

A novel low cost, highly efficient and compact switched-beam antenna is proposed for the automotive radar application. The design optimization along with the fabrication and measurement details have been discussed. For phased array applications, various HRS DWG-based antenna designs have been proposed and discussed in this study. Among them is the novel pixelated antenna which represents a new systematic procedure for designing a compact and low cost dielectric antenna for mmWave/sub-THz applications. I have developed a method using Genetic Algorithm to optimize the shape of the antenna in a compact space for any given specifications.

The other important component is the phase shifter. Low-cost, compact and easily integrated phase shifters with low insertion loss and low power consumption are highly desirable for a wide range of applications. In addition, minimal insertion loss variations for the full range of phase shift over a wide frequency band is a critical requirement. I have carefully studied the effects of phase shifters non-idealities, taking into consideration the phased array system level requirements and presented two novel HRS DWG-based phase shifters. Among the proposed phase shifters is a structure that changes the phase of the propagating mode by varying the propagation constant using a high dielectric constant (40-170) slab of Barium Lanthanide Tetratitanates. This leads to a compact phase shifter design. The additional advantage of this phase shifter is that it focuses the fields in a lossless air gap (new low loss guiding structure). Different types of the proposed phase shifter have been developed and successfully tested including electrically controlled ones.

Finally, I present new techniques for low cost and efficient integration for the proposed high quality mmWave passives with active components.
Acknowledgements

I would like to express my deepest appreciation and thanks to my supervisor Prof. Safieddin Safavi-Naeini for his constant support and valuable advices throughout my graduate studies at Waterloo. I would also like to thank all my committee members, Prof. Amir Mortazawi, Prof. Rafaat Mansour, Prof. Simarjeet Saini, and Prof. Mostafa Yavuz.

The experience I have gained in the CIARS centre at the University of Waterloo is priceless. I would like to thank all CIARS members and especially Dr. Suren Gigoyan for his valuable advices and guidance. Also I want to thank A. Nashed, M. Mohajer, A. Taeb, G. Rafi, A. Zandieh, N. Ranjkesh and Chris Schroeder.

I would like to express my gratitude to Prof. S. Boumaiza and to my friends A. Abdel-Aziz, A. Abdelbary and A. Bayoumy for their continuous advices and fruitful discussions. I would like to thank S. Klaus and M. Elkhouly from IHP-Microelectronics. I would also like to thank Nathan Nelson - Fitzpatrick from the qncfab at the University of Waterloo as well as Stephanie Bozic from the nanofab at the University of Alberta for their valuable advices in clean-room.

I would like also to thank all my Peraso colleagues for their continuous support, especially the Analog group and in particular M. Tazlaufani, A. El-Gabaly, A. Tomkins, M. Fakharzadeh, N. Smith, and E. Juntunen.

Last but not least, I would like to thank my parents and my wife. Without your support over the past five years, this could not be possible.
Dedication

This is dedicated to my wife Shireen for her continuous support and encouragement throughout my PhD and to my beautiful daughter Sarah.
Table of Contents

List of Tables xv

List of Figures xvii

1 Introduction 1

1.1 Thesis Objectives .................................................. 2
1.2 Motivation: Why beam-steering is needed for mmWave applications? .... 3
1.3 How mmWave beam-steering has been implemented? .................. 4
   1.3.1 Beam-Switching ................................................. 4
   1.3.2 Phased Arrays .................................................. 6
1.4 State of the Art for mmWave Planar Antenna Technologies ............. 7
   1.4.1 LTCC Technology .............................................. 11
   1.4.2 Organic Multi-Layer Substrate Technology .................. 11
   1.4.3 Thin Film Technology ......................................... 12
1.5 Current Options for mmWave Antenna Feed Circuits .................... 15
1.6 Existing mmWave Phase Shifters ................................... 18
1.7 Thesis Organization ................................................ 18

2 Beam-steering System Requirements 19

2.1 Example 1: 60GHz Wireless Communication System Link Robustness ... 19
   2.1.1 Model ............................................................ 20
2.1.2 Simulation Results ................................................. 24
2.1.3 Example 1: Summary ................................................. 29
2.2 Example 2: Automotive Radar (77GHz/79GHz) ....................... 31
  2.2.1 Antenna Requirements ............................................ 31
  2.2.2 Example 2: Summary ............................................ 33

3 Novel HRS DWG-based Antennas ........................................ 35
  3.1 Dielectric Waveguide ................................................ 35
    3.1.1 Dielectric Slab Waveguide ..................................... 40
    3.1.2 Rectangular Dielectric Waveguide ................................ 41
  3.2 Novel DWG-based Multi-Beam Grating Antenna ......................... 45
    3.2.1 First Configuration: Twelve Beams Annular Grating Antenna ... 45
    3.2.2 Second Configuration: Five Beams Annular Grating Antenna ... 49
    3.2.3 Fabrication .................................................. 51
    3.2.4 Measurement Results ........................................... 54
  3.3 Novel DWG-based Pixelated Antenna ................................ 58
    3.3.1 Example 1: Pixelated antenna optimized for maximum gain .... 60
    3.3.2 Example 2: Pixelated antenna with multiple optimization objectives 65
    3.3.3 Comparison with Tapered Rod (Reference Antenna) .............. 69
  3.4 New DWG-based Travelling Wave Antenna ............................. 72

4 Novel HRS DWG-based Phase Shifters ..................................... 77
  4.1 Phase Shifter Loss Variation Requirement .......................... 78
  4.2 Wiggling Dielectric Waveguide Delay Line/Phase Shifter (WDWG) .... 80
    4.2.1 Simplified Model .............................................. 82
    4.2.2 Gap size .................................................. 84
    4.2.3 Example 1: Seven blocks 77GHz phase shifter .................... 84
    4.2.4 Phase Shifter Implementation ................................ 90
### 4.3 Novel BLT Phase Shifter
- 4.3.1 Design ................................................. 95
- 4.3.2 Fabrication Process ................................. 98
- 4.3.3 Measurements Results ............................ 100
- 4.3.4 Electrically Controlled Version ................. 109

### 5 HRS DWG Integration with Active Components 115
- 5.1 Flip-chip on DWG Packaging Approach .......... 115
- 5.2 WG to DWG/DIG Transition (Step 1) .............. 117
  - 5.2.1 Test Structure: Back-to-Back WG to DIG to WG transition .. 118
- 5.3 CPW to DIG Transition (Step 2) .................... 122
  - 5.3.1 Test Structure: Back-to-Back CPW to DIG to CPW transition .. 123
  - 5.3.2 Test Structure: CPW-fed Dielectric Side Grating Antenna ..... 127
- 5.4 WG to DIG to CPW Transitions (Steps 1 and 2) ...... 130
  - 5.4.1 Test Structure: Back-to-Back transition ............. 130
- 5.5 WG to DIG to CPW to Flip-chip Transitions (Steps 1, 2 and 3) ... 132
  - 5.5.1 Test Structure: DIG integrated LNA flip-chip with WR10 interface 135

### 6 Conclusion and Future Plan 139
- 6.1 Summary of Results .................................. 139
- 6.2 Future Work .......................................... 141
  - 6.2.1 MEMS-based BLT phase shifter ................. 141
  - 6.2.2 MEMS-based switched-beam antenna .......... 141
  - 6.2.3 DIG integrated flip-chip .............. 142

**References** 143
List of Tables

2.1 Measured Reflection Coefficient for different materials at 60 GHz. V and H refer to the horn antenna vertical and horizontal polarizations. 23

2.2 Coverage in a 5×5 (m²) room. 30

3.1 Different designs at 60 GHz. 61

3.2 Cost Function at 77 GHz. 65

4.1 Optimized Configurations. 88

4.2 Configurations simulated performance normalized to Config. 1 at 77GHz. 89

4.3 Summary of Measurements at 100GHz. 104

4.4 Performance Comparison of Available Phase Shifters. 113
## List of Figures

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>Block diagram for a wireless transceiver.</td>
<td>3</td>
</tr>
<tr>
<td>1.2</td>
<td>Link distance calculation showing the benefit of arrays at 60 GHz [17].</td>
<td>4</td>
</tr>
<tr>
<td>1.3</td>
<td>Five beams Rotman lens based compact design at 24GHz [53].</td>
<td>5</td>
</tr>
<tr>
<td>1.4</td>
<td>Five beams pattern from [53].</td>
<td>5</td>
</tr>
<tr>
<td>1.5</td>
<td>Picture of 60 GHz Rotman Lens [74].</td>
<td>6</td>
</tr>
<tr>
<td>1.6</td>
<td>Three beams pattern [74].</td>
<td>6</td>
</tr>
<tr>
<td>1.7</td>
<td>A two-element mmWave phased array system with passive beam-forming [55].</td>
<td>7</td>
</tr>
<tr>
<td>1.8</td>
<td>Example for on-chip antenna at 35 GHz (a) The dimensions of the H-slot aperture. (b) Die micrograph of the H-shape slot with DR and CPW probe [64].</td>
<td>8</td>
</tr>
<tr>
<td>1.9</td>
<td>Example for on-chip antenna at 77 GHz [34].</td>
<td>8</td>
</tr>
<tr>
<td>1.10</td>
<td>Example for on-chip antenna array at 110 GHz [71].</td>
<td>9</td>
</tr>
<tr>
<td>1.11</td>
<td>3D model of an on-chip THz antenna (710GHz) [10].</td>
<td>9</td>
</tr>
<tr>
<td>1.12</td>
<td>Top view of the proposed THz antenna [10].</td>
<td>10</td>
</tr>
<tr>
<td>1.13</td>
<td>Cross-section A-A indicating different layers thicknesses [10].</td>
<td>10</td>
</tr>
<tr>
<td>1.14</td>
<td>Simulated $S_{11}$ in dB [10].</td>
<td>10</td>
</tr>
<tr>
<td>1.15</td>
<td>LTCC AiP example 1: Stack-up cross section [46].</td>
<td>11</td>
</tr>
<tr>
<td>1.16</td>
<td>LTCC AiP example 1: Picture [46].</td>
<td>11</td>
</tr>
<tr>
<td>1.17</td>
<td>LTCC AiP example 2: Picture [19].</td>
<td>12</td>
</tr>
<tr>
<td>1.18</td>
<td>Organic AiP example 1: Stack-up cross section [47].</td>
<td>12</td>
</tr>
<tr>
<td>1.19</td>
<td>Organic AiP example 1: Picture [47].</td>
<td>13</td>
</tr>
</tbody>
</table>
1.20 Thin Film AiP example 1: Picture, HFSS model and measurement setup [80]. 13
1.21 Thin Film AiP example 2: Exploded view of the antenna [43]. ............... 14
1.22 Thin Film AiP example 2: 3D view of the proposed AiP [43]. ............... 14
1.23 Thin Film AiP example 3: Stack-up [16]. ........................................ 14
1.24 Thin Film AiP example 3: Picture and measured/simulated results in free space (FS) and the IPD/PCB package [16]. ................................. 15
1.25 Insulated image guide [66]. ............................................................. 16
1.26 Exploded view of SIIG [66]. ............................................................. 16
1.27 Measured insertion and return loss for the short and long SIIG sections fabricated of HR silicon. Losses arising from the two transitions are included. Core dimensions: 510 $\mu$m $\times$ 380 $\mu$m ($w \times h$), insulation film thickness: 75 $\mu$m [66]. ................................................................. 17
1.28 3D view of a non-radiating dielectric waveguide [88]. ....................... 17
1.29 Cross section of a non-radiating dielectric waveguide [88]. ............... 17
1.30 (Left) Schematical drawing of 360° seven-stage phase shifter and its (right) phase resolution[73]. ................................................................. 18

2.1 NLOS scenario. ................................................................. 20
2.2 LOS scenario. ................................................................. 20
2.3 Diagram shows (a) normal polarized, and (b) parallel polarized plane waves incident at oblique angles [13]. ........................................ 22
2.4 Calculated Reflection Coefficient vs the angle of incidence for different materials at 60GHz. ................................................................. 23
2.5 Picture of the setup used for measuring the Reflection Coefficient. ....... 24
2.6 Block diagram of the setup used for measuring the Reflection Coefficient. 24
2.7 Simplified ray-tracing model used for LOS scenario. ......................... 25
2.8 Flat fading for a single element/antenna radio. ................................. 25
2.9 The effect of changing the height ($L$) ............................................. 26
2.10 AOA for the interferer signal versus distance. ................................. 27
2.11 Beam-width for N-element arrays versus the steering Angle. ............. 27
2.12 SNR versus distance for an array of four elements. This has been simulated at $L = 1m$. .......................................................... 28
2.13 SNR versus distance for different antenna arrays simulated at $R = -10dB$ and $L = 1m$. .......................................................... 28
2.14 Simplified ray-tracing model used for NLOS scenario. ................. 29
2.15 SNR (NLOS case) versus distance for different antenna arrays simulated at $R = -10dB$ and $L = 1m$. .......................................................... 29
2.16 SNR (NLOS case) versus distance for different antenna arrays simulated at $R = -7dB$ and $L = 1m$. .......................................................... 30
2.17 Conventional 4×4 phased array patch antenna [1]. ......................... 31
2.18 Proposed 4×4 phased array patch antenna [1]. ............................. 31
2.19 The range is the maximum distance at which the car/obstacle can be detected by the radar. .......................................................... 33
2.20 The Field-Of-View defines the maximum range of angles that can be detected by the radar. .......................................................... 33
2.21 Array factor for eight elements antenna array with a 0.65 $\lambda$ spacing showing the center beam and the ±40° beams. ......................... 34
2.22 A schematic for the proposed radar antenna. ............................... 34

3.1 Skin depth variations with frequency for different conductors. ............. 36
3.2 surface roughness effect at mmWave. ........................................ 36
3.3 Measured surface roughness of CPW metallization on HRS substrate. . . 38
3.4 Measured S-parameters for 1mm CPW line on HRS substrate. ........... 38
3.5 Picture of the fabricated test structure. ........................................ 39
3.6 Grounded dielectric slab [67]. .............................................. 40
3.7 Graphical method [67]. ...................................................... 41
3.8 2D model in HFSS. ...................................................... 41
3.9 HFSS eigen solution. ...................................................... 41
3.10 Gaphical method. ...................................................... 41
3.11 The geometry of a rectangular dielectric waveguide in Marcatili’s method and the distribution of $H_x$ for the $E_{12}^y$ mode[58]. 42
3.12 Silicon image waveguide 42
3.13 Measurement Setup. 43
3.14 Measured $S_{21}$ and $S_{11}$ magnitudes variations with frequency. 44
3.15 Proposed twelve-beams dielectric grating antenna 46
3.16 Effect of $\epsilon_r$ on the beam direction. 47
3.17 Changing the grating period (d) slightly changes the gain and has no effect on beam angle 48
3.18 Changing grating thickness for a fixed period of 2.4mm 49
3.19 Shows the radiation pattern for $\phi = 0^\circ$ excitation 50
3.20 Polar plot for the gain (dB) for different ports vs $\phi(\theta_B = 60^\circ)$ 51
3.21 shows the uniform Multi-Beam Dielectric Grating Antenna (MB DGA): configuration 2. 52
3.22 Polar plot for the five-beams gain (dB) for different ports vs $\phi(\theta_B = 60^\circ)$ 53
3.23 Process flow: Each step is illustrated in the process list 54
3.24 The 3D model developed by Coventor tool 54
3.25 Fabricated MB DGA. 55
3.26 $S_{11}$ measurement setup. 55
3.27 Radiation pattern measurement setup. 56
3.28 Measured and simulated radiation (gain) patterns. 57
3.29 Measured and simulated $|S_{11}|$. 57
3.30 The general schematic of a pixelated antenna. 59
3.31 Flow chart of the proposed antenna design method. 62
3.32 Convergence plot for Example 1. 63
3.33 3D model of the optimal design of Example 1. 63
3.34 E field distribution of Example 1. 64
3.35 Gain pattern of Example 1. 64
3.36 3D model of the optimized antenna. .............................................. 66
3.37 Fabricated pixelated antenna sample. ............................................. 66
3.38 $S_{11}$ in dB (simulated and measured). ............................................. 67
3.39 E-plane normalized gain (simulated and measured) at 77 GHz. .......... 67
3.40 Simulated pattern (solid line) after including non-idealities in test fixture. The dotted line shows measured results. ......................... 68
3.41 Picture of the tapered antenna mounted on the test fixture used for measurements. .......................................................... 69
3.42 Picture of the tapered antenna mounted on the test fixture used for measurements. .......................................................... 70
3.43 Radiation pattern at 77GHz for the reference antenna. ....................... 70
3.44 Gain comparison between the three examples. .................................... 71
3.45 Picture of the dielectric side grating antenna [89]. ............................ 73
3.46 Maximum gain and reflection coefficient of rectangular profile over the operating frequency range [89]. ............................................. 73
3.47 3D model of the proposed CPW-fed side grating antenna. ................... 74
3.48 The gain frequency response of the proposed antenna. .......................... 75
3.49 Gain pattern of the proposed antenna at 62.5GHz. .............................. 75
3.50 E-plane gain pattern for different frequencies. .................................... 76
3.51 A fabricated sample of the proposed CPW-fed side grating antenna. ....... 76

4.1 The array factor for an eight element non-uniform (linear tapering is used) excited linear antenna array for different phase shifter performances. .... 78
4.2 The antenna array model used for calculating the array factor. ............... 79
4.3 The effect of phase shifter insertion loss variation on the side lobe level of eight elements array. .................................................... 80
4.4 A schematic of an eight element transmitter phased array. ...................... 81
4.5 Diagram of the proposed phase shifter .............................................. 81
4.6 Shows three free blocks version of the phase shifter. ............................ 82
4.7 Shows field modulation while changing the sliding parts. .................. 82
4.8 Shows the phase shift for both full field simulations and model. .......... 83
4.9 Shows the macro-modeling structure. ........................................ 84
4.10 Shows the magnitude of S parameters for both full field simulation and cascaded macro-models. .......................... 85
4.11 Transitional gap. ............................................................. 86
4.12 Shows different displacements assignment. ................................ 86
4.13 Shows the insertion loss vs different phase shifts. ........................... 87
4.14 $S_{21}$ magnitude variations with frequency for 150° phase shift setup. .... 88
4.15 $S_{21}$ phase frequency dependence for 150° phase shift setup. ............. 89
4.16 E-field distribution for the designed test structures. ......................... 90
4.17 Single print through wafer silicon etching process for the wiggling dielectric waveguide fabrication. ............................ 91
4.18 a) Three fabricated samples, (b) Measurement setup for the sample with the Configuration 3. ................................. 91
4.19 $S_{21}$ phase variations with frequency for the three test structures. ......... 92
4.20 $S_{21}$ magnitude variations with frequency for the three test structures. ... 92
4.21 WDWG based Switched Line Phase Shifter. ................................ 93
4.22 3D model of a test structure for the proposed phase shifter. ............... 94
4.23 3D model of a test structure for the new BLT-loaded HRS DIG phase shifter. 95
4.24 Cross section in the DIG shows the E field magnitude distribution at 100GHz. 96
4.25 HFSS model of the whole test structure. .................................... 97
4.26 E field distribution at 100GHz. ............................................. 98
4.27 Simulated $S_{21}$ and $S_{11}$ magnitudes versus frequency. .................. 99
4.28 E Field distribution at 100GHz longitudinal cut at air gap=5μm. .......... 99
4.29 E Field distribution at 100GHz longitudinal cut at air gap=25μm. ....... 100
4.30 Phase shift variation versus air gap at 100GHz for the studied samples. .. 100
4.31 Optical lithography Fabrication Process for the proposed structure. ....... 101
4.32 Fabricated sample: Picture of the waveguide. ............................... 101
4.33 Fabricated sample: SEM scan of the waveguide. ......................... 101
4.34 Silicon surface roughness profile. .............................................. 102
4.35 BLT slab surface roughness profile after polishing. ...................... 102
4.36 The experimental setup. .......................................................... 103
4.37 Schematic of the micro-positioner setup. ................................. 104
4.38 Measured and simulated magnitudes of $S_{11}$ and $S_{21}$ versus frequency for the DIG in the absence of the BLT slab. .................. 105
4.39 Measured $S_{21}$ and $S_{11}$ magnitude variation versus frequency for different air gaps. ................................................................. 105
4.40 Measured phase variation versus frequency for different air gaps. .... 106
4.41 Measured $S_{21}$ and $S_{11}$ magnitude variation versus frequency for different air gaps. ................................................................. 106
4.42 Measured phase variation versus frequency for different air gaps. .... 107
4.43 Measured $S_{21}$ and $S_{11}$ magnitude variation versus frequency for different air gaps. ................................................................. 107
4.44 Measured phase variation versus frequency for different air gaps. .... 107
4.45 Phase shift variation simulations (solid line) and measurements (circles) versus air gap at 100GHz for the studied samples. ............. 108
4.46 3D model for the electrically controlled version of the proposed phase shifter. 109
4.47 Measurement setup. ................................................................. 110
4.48 Piezoelectric transducer. ......................................................... 110
4.49 Piezoelectric attachment to the BLT slab. .................................. 110
4.50 Modified test fixture. ............................................................... 111
4.51 Measured $\| S_{11} \|$ and $\| S_{21} \|$ of the DIG in the absence of the dielectric slab. ................................................................. 111
4.52 $\| S_{11} \|$ and $\| S_{21} \|$ of the test structure for two different states of the piezoelectric transducer. The measurement results are shown in dotted lines while the simulation results are shown in solid ones. .................. 112
4.53 Measured phase shift of the test structure for two different states of the piezoelectric transducer. The measurement results are shown in dotted lines while the simulation results are shown in solid ones.

5.1 3D model of the proposed flip-chip integration structure.

5.2 3D model for the proposed WG to DIG tapered transition with different profiles; (a) Profile 1: $y = \alpha_1 x$, (b) Profile 2: $x = \alpha_2 y^2$ and (c) Profile 3: $y = \alpha_3 x^2$.

5.3 Transition insertion loss vs tapering length $L_t$ for different tapering profiles.

5.4 V-band back-to-back WG to DIG test structure with linear 6mm tapered transition.

5.5 Simulated S-parameters for a V-band back-to-back WG to DIG test structure with linear 6mm tapered transition.

5.6 Fabricated W-band back-to-back WG to DIG test structure.

5.7 Simulated S-parameters for a W-band back-to-back WG to DIG test structure with linear 6mm tapered transition.

5.8 3D model for the proposed CPW to DIG tapered transition with different profiles; (a) Profile 1: Linear, and (b) Profile 2: Quadratic.

5.9 3D model for the proposed back-to-back CPW to DIG test structure.

5.10 Simulated S-parameters for the back-to-back test structure operating at the V-band.

5.11 Simulated and measured S-parameters for the back-to-back test structure operating at the W-band.

5.12 Picture of the fabricated back-to-back test structure operating at the W-band.

5.13 Two-mask fabrication process.

5.14 On-wafer W-band measurement setup used for testing the back-to-back CPW to DIG transition.

5.15 3D model of the proposed CPW-fed side grating antenna.

5.16 The gain frequency response of the proposed antenna.

5.17 A picture of the proposed CPW-fed side grating antenna.

5.18 Simulated and measured input reflection coefficient of the proposed CPW-fed side grating DIG antenna.
Chapter 1

Introduction

Emerging wireless millimeter-wave (mmWave) applications such as 5G wireless communications, automotive radar, 60GHz WiFi, satellite communications and mmWave imaging brought huge interest in the research of mmWave systems. There are many attractive features in mmWave systems including short wavelengths which make the mmWave radio compact. At mmWave range, antennas can be more readily integrated on-chip or in-package. Also, at mmWave, beam-forming, beam-steering and spatial-power combining are feasible in a low cost and a compact form. In addition, wireless mmWave signals experiences high propagation attenuation making it ideal for short links and secure data transfer. The quasi-optical type of mmWave propagation enables spatial diversity which can lead to hundreds of Gbps aggregated bandwidth to the already huge free spectrum at mmWave.

The computer hardware, smart phones and wireless technology industry are pushing to commercialize mmWave enabled wireless systems, and a significant sector of academic research is working towards the same purpose. In order to compete in the market, the mmWave systems need to have a robust performance with a relatively low cost. For example, in a file transfer application, the entire system (including the base band, the radio, the antenna and packaging) should cost no more than other existing solutions currently found in handheld devices (∼ 5$). It is a challenging task as the mmWave components’ design, integration, fabrication and testing processes are more complex than those in the lower frequency systems. This is mainly attributed to the higher losses, complex propagation mechanisms (especially in non line of sight situations), lack of accurate data on propagation characteristics of many common materials at this frequency range, complexity of the measurements and the high cost associated with packaging.
The future of wireless mmWave is determined by efficient and low cost beam-steering. Beam-steering helps not only in the multi-path effects mitigation, but also in enhancing the channel throughput by exploiting the spatial dimension of a wireless link. Similarly, the introduction of beam-steering in the system relaxes the overall power budget which is critical for the power hungry mmWave systems. The motivation for this work is to propose a high performance but low cost beam-steering solution for mmWave applications.

1.1 Thesis Objectives

The first objective of this research is to analyze different high level requirements for mmWave beam-steering by providing a simple approach to extract antenna and beam-steering related specifications from the system level specs. This is then applied to different mmWave applications. A simple ray-tracing tool has also been developed to model the mmWave wireless channel for this purpose.

The second objective is to demonstrate the usage of High Resistivity Silicon (HRS) dielectric waveguide (DWG) technology in high performance passive mmWave beam-steering solutions. For this purpose, different aspects of the proposed technology are presented, highlighting the ones that make this technology a perfect candidate, compared to the other existing technologies, for low cost and high performance mmWave applications. Also, this thesis proposes novel HRS DWG-based components for passive beam-steering. These components include novel switched-beam antennas, phased array antenna elements and phase shifters.

The final objective is to develop an efficient but low cost integration solution to interconnect the proposed beam-steering antenna systems with the other active components (in order to construct a complete wireless system). This implies the development of new wide-band, low loss and low cost mmWave transitions.
1.2 Motivation: Why beam-steering is needed for mmWave applications?

In any wireless transceiver (as shown in Fig. 1.1), the link signal strength/quality is largely determined by the SNR level at the receiver ADC. Given that the bandwidth is already quite wide (thermal noise is high) and the receiver NF at mmWave is relatively high (ranges from 4dB to 8dB for good designs in V and W bands), the remaining controllable variables are the transmitter output power and the antenna gain. The transmitter output power is usually limited by many factors including non-linearity issues, power consumption, thermal considerations and standard regulations. Therefore, the antenna gain is the most controllable variable in the SNR equation. In [17], a quick link distance calculation is presented at 60GHz (see Fig. 1.2) that shows the benefit of using antenna arrays. This comparison shows that for a receiver with -61dBm sensitivity, we can extend the range from 0.6m to 37m by replacing the single element radio with a 16-element phased array on TX and RX sides.

The antenna gain is simply a measure of the directivity (and the efficiency) of the antenna. The narrower the beam that the antenna can achieve, the higher the antenna gain. This can be observed in the approximate directivity formula shown below [23],

$$Directivity \simeq 10\log\left(\frac{32400}{\Theta_{H3dB}\Theta_{V3dB}}\right)$$  \hspace{1cm} (1.1)

Where $\Theta_{H3dB}$ is the antenna Half Power Beam Width (HPBW) in the azimuth plane and $\Theta_{V3dB}$ is the antenna HPBW in the elevation plane in degrees. So by making the antenna more directive the required SNR can be achieved without increasing the output.
power. The only price you have to pay is narrowing the beam which can be considered as an advantage in terms of data security or in multi-path environment but it requires beam-steering capability. In narrow beam/high gain antennas, beam-steering is highly desired to be able to point the power in the right direction from the transmitter to the receiver since both are generally mobile. For example, mobile mmWave transciever can be a handheld device, or a land mobile satellite communication system. Even fixed backhaul links require beam-steering capability for adjusting the alignment from time to time due to the winds.

1.3 How mmWave beam-steering has been implemented?

Beam-steering is focusing the electromagnetic energy in a specific direction; this leads to an improvement in the value of the signal to interference and noise ratio. As early discussed, at mmWave, significant losses and strong multi-path effects make the beam-steering essential for robust and low cost mmWave applications[40]. Electronic beam-steering is mainly implemented using either beam-switching approach or phased arrays. Following is a short summary about each of these two approaches.

1.3.1 Beam-Switching

A possible approach to enhance the SNR level is to generate multiple fixed directional beams by using a Butler matrix or Rotman lens[70]. Butler matrix and Rotman lens are generally composed of passive components. This leads to zero DC power consumption, a
huge advantage over active phased-array approaches. The beam-switching technique has the drawback of low spatial resolution due to the discrete beams which do not allow continuous type of beam-steering. Fig. 1.3 shows a recent design for the mmWave Rotman lens feeding antenna system[53]. The switching in the radiation pattern of this design is shown in Fig. 1.4. The beam-switching approach provides fast and low cost beam-steering solution.

Figure 1.3: Five beams Rotman lens based compact design at 24GHz [53].

Figure 1.4: Five beams pattern from [53].

In [74], a 3-beam Rotman Lens is presented at 60 GHz. A picture of the proposed structure is shown in Fig. 1.5. The array factor is shown in Fig. 1.6. The array factor has
been calculated based on the measured S-parameters.

![Figure 1.5: Picture of 60 GHz Rotman Lens [74].](image)

![Figure 1.6: Three beams pattern [74].](image)

### 1.3.2 Phased Arrays

In general, phased arrays provide higher resolution and higher gain than beam-switching configurations. However, for smaller arrays or for applications that require fast steering, beam-switched configuration can provide acceptable performance with reasonable cost. Beam-steering through phased arrays is performed by phase-shifting the RF signals of array antennas so that all phase-shifted signals become coherent for a particular radiation direction of interest. In general, phase shifting can be accomplished in the RF path, the IF/LO path, or at the baseband.

The phase shifting in the RF path is preferred because of the lower power consumption and chip size since only one RF transceiver is needed to connect to the RF phase shifting network. This also ensures a lower noise system and eliminates the need for distributing the LO which is very challenging at this frequency range. Fig. 1.7 shows an example design for a mmWave MEMS-based phased array transmitter.
1.4 State of the Art for mmWave Planar Antenna Technologies

The wavelength reduction to millimeters makes the antenna dimensions very small, allowing wide variety of options for the mmWave antenna technologies. On-Chip antennas are among the different approaches for the realization of mmWave antennas. In [64], a 35 GHz on-chip antenna is presented in a low-resistivity silicon technology. The antenna efficiency is enhanced by using a high-permittivity and low loss rectangular dielectric resonator excited by an H-slot antenna implemented in a Silicon integrated circuit process. A picture of the antenna is shown in Fig. 1.8. A similar concept is shown in [34] for a complete radar transceiver (77 GHz) with two integrated antenna elements is presented. Two resonators are placed on top of the on-chip elements (See Fig. 1.9). In [71], a 16-element wafer-scale phased array transmitter at 110 GHz is presented. A picture of the proposed system is shown in Fig. 1.10. A 100 µm quartz superstate layer is used for increasing the antenna’s radiation efficiency. The total area is 6.45×5.95 mm².

In [10], we have proposed a high efficiency on-chip antenna at 710 GHz. The proposed antenna uses IHP SiGe process. We have used the SiO₂ layer as a low-loss substrate. The antenna structure has been shielded from the lossy bulk of the chip with ground. The antenna has a simulated gain of 2.25dBi at 710GHz and radiation efficiency of 31%. A 3D model of the proposed antenna is shown in Fig. 1.11. The Top view is shown in Fig. 1.12. A simplified cross section of the antenna is shown in Fig. 1.13. The simulated input matching of the antenna is shown in Fig. 1.14.

On-chip antenna is naturally integrated (Monolithic Integration) to the rest of the cir-
cuit. This is a significant advantage over off-chip antenna since the integration options (such as wire-bonding, and flip-chip bonding at mmWave) are quite complex and lossy. On the other hand, the Silicon area used by the on-chip antenna is quite expensive. This makes large on-chip phased array antennas impractical from the commercial point of view. In addition, the efficiency of such structures are usually very low compared to structures which use low loss substrate for the antenna(s). Off-chip antenna solution is the cost effective high performance option for current mmWave applications. This type of solution can be referred to as Antenna in Package (AiP). The idea is simply to use a low loss substrate for the antenna and its feeding network and integrating this structure to the die (Hybrid Integration). Different antenna packaging technologies are competing for the emerging mmWave applications. The most popular ones are organic substrate [47], Low Temperature Co-fired Ceramic (LTCC) [78], and thin-film [43]. Following is a brief review of these technologies.
Figure 1.10: Example for on-chip antenna array at 110 GHz [71].

Figure 1.11: 3D model of an on-chip THz antenna (710GHz) [10].
Figure 1.12: Top view of the proposed THz antenna [10].

Figure 1.13: Cross-section A-A indicating different layers thicknesses [10].

Figure 1.14: Simulated $S_{11}$ in dB [10].
1.4.1 LTCC Technology

LTCC technology has been popular in the RF packaging industry for its low-loss dielectrics, reliable multilayer implementation, relaxed VIAs design rules, and ease of integrating embedded passives (including flip-chip inside cavities). In [46], a fully-integrated AiP solution for 60 GHz phased-array system is demonstrated. Sixteen patch antennas are integrated into a $28 \times 28 \text{ mm}^2$ Ball Grid Array (BGA) together with a flip-chip attached transceiver MMIC. A cross section of the stack-up is shown in Fig. 1.15, while a picture of the complete solution is shown in Fig. 1.16. Similarly, [19] shows a more dense (32 elements) LTCC 60 GHz phased-array AiP (see Fig. 1.17). LTCC technology has been also used for AiP solutions at the W-band [18], 140 GHz [86] and even at 300 GHz [78]. However, at these higher mmWave frequencies, the demonstrated LTCC structures are only antennas with no active elements integrated.

Figure 1.15: LTCC AiP example 1: Stack-up cross section [46].

Figure 1.16: LTCC AiP example 1: Picture [46].

1.4.2 Organic Multi-Layer Substrate Technology

AiP solutions using standard organic PCB processes and flip-chip assembly have the lowest fabrication cost and hence the most attractive antenna packaging approach for mass pro-
duction. However, the PCB tolerances do not scale easily with higher mmWave frequencies making the design task to meet the required performance very challenging. At 60GHz, a 16-element phased array is presented [47]. A cross section of the stack-up is shown in Fig. 1.18, while a picture of the complete solution is shown in Fig. 1.19.

![LTCC AiP example 2: Picture](image)

**Figure 1.17:** LTCC AiP example 2: Picture [19].

![Stack-up cross section](image)

**Figure 1.18:** Organic AiP example 1: Stack-up cross section [47].

### 1.4.3 Thin Film Technology

Silicon micro-machining is definitely the most matured fabrication process. The tolerances and the yield are order of magnitudes better than normal PCB machining processes thanks to the advances in optical (and electron beam) lithography. This type of technology
is originally used for the active components but recently, passives, interposers, and antenna packages started to use similar techniques. High resistivity Silicon technology is commonly used for this type of packages for its high performance. HRS is available in different technologies such as SOI CMOS, Integrated Passive Device (IPD), and 3D integration Si interposer. In [80], a folded-slot antenna fabricated on HRS substrate is presented at 60 GHz (see Fig. 1.20).

Also, [43] presents a HRS substrate based antenna which operates at the W-band. A cavity inside the structure is formed using two wafers which are then bonded together (wafer scale integration). The antenna layers and the 3D view of the proposed AiP are
shown in Fig. 1.21 and Fig. 1.21, respectively.

Figure 1.21: Thin Film AiP example 2: Exploded view of the antenna [43].

Figure 1.22: Thin Film AiP example 2: 3D view of the proposed AiP [43].

Another variant is the antenna fabricated on Glass substrate. In [16], a 60 GHz integrated antenna is presented. Fig. 1.23 shows the stack-up of the proposed antenna. A picture of the structure along with some measured/simulated data are shown in Fig. 1.24.

Figure 1.23: Thin Film AiP example 3: Stack-up [16].
1.5 Current Options for mmWave Antenna Feed Circuits

Beam-steering implies using multiple antennas and hence the feeding network design is not simple. The feeding network is critical as it can deteriorate the whole antenna performance. This makes the choice of the transmission line an important decision in the design process. The most popular transmission lines/guiding structures used at mmWave are the Micro-Strip Line (MSL), the Co-Planar Waveguide (CPW), the Strip Line (SL) and waveguides. Planar waveguide technologies include the Substrate-Integrated-Waveguide (SIW), the Dielectric Waveguide (DWG), and the Dielectric-Image-Waveguide (DIG). All these types of transmission lines/guiding structures can be implemented by the various fabrication technology options presented in Section 1.4 (e.g. LTCC, Multi-layer PCB, and Thin-Film).

CPW, MSL and SL lines are well-established guiding structures for microwave applications. However, at high mmWave frequencies, high conductor losses and manufacturing tolerance problems start to appear and limit their performances. The main reasons are
the decrease in the skin depth, which increases the surface resistivity, and the dimensions shrinking (necessary to suppress unwanted modes and potential radiation). This causes current crowding and even higher losses.

On the other hand, technologies like metallic waveguide, are expensive and bulky. Attempts were made decades ago to develop microwave and mmWave circuits based on DWGs. The simplest and most widespread form of planar dielectric guiding structures is the image guide [51]. In [66], a synthesized version of the standard dielectric image guide, called the substrate integrated image guide (SIIG), is presented. It provides numerous advantages related to fabrication precision, design flexibility, and assembly cost, whereas it still retains the low-loss properties of its conventional counterpart in the mmWave range. This is achieved by artificially lowering the effective dielectric permittivity around a guiding channel through cutting a periodic pattern of air holes in a single high-permittivity substrate. Fig.s 1.25 and 1.26 show the model of the proposed waveguide. It is shown that guide attenuation values as low as 35 dB/m or 0.07 dB/λg at 94 GHz can be obtained in practice with HRS as a substrate material. The measured insertion loss is shown in Fig. 1.27.

![Insulated image guide](image1)

![Exploded view of SIIG](image2)

A non-radiative DWG is proposed [88]. The dielectric strip is sandwiched between two parallel metal plates separated by a distance smaller than half a wavelength. This dielectric guide is particularly applicable in mmWave integrated circuits, since it is not only small in size, but also allows bends and junctions to be incorporated into the circuits with very little radiation and interference. Fig.s 1.28 and 1.29 show the proposed structure schematics.
Figure 1.27: Measured insertion and return loss for the short and long SIIG sections fabricated of HR silicon. Losses arising from the two transitions are included. Core dimensions: 510 $\mu m \times 380 \mu m$ ($w \times h$), insulation film thickness: 75 $\mu m$ [66].

Figure 1.28: 3D view of a non-radiating dielectric waveguide [88].

Figure 1.29: Cross section of a non-radiating dielectric waveguide [88].
1.6 Existing mmWave Phase Shifters

Typically, the RF phase shifters can be switch-based, ferrite-based, tunable material (like BST or LC), varactor-based, or MEMS-based. The ferrite-based phase shifters are highly linear and can achieve a low loss but their integration is challenging [52]. As for the low cost CMOS switches, they can not easily provide a large tuning range in addition to linearity issues. On the other hand, mmWave MEMS-based phase shifters can carry higher power and achieve lower loss, lower power consumption, and less parasitics. However, they usually have a relatively higher cost. A recent example of the mmWave MEMS-based phase shifter has been reported in [73]. The reported prototype showed an insertion loss better than $-5.1\, dB$ for a $7 \times 45^\circ$ phase shifter. The design consists of seven stages, each has a free $\lambda/2$ dielectric block which has an up and down state with a phase difference of $45^\circ$ at $75\, GHz$. Fig. 1.30 describes the structure of this phase shifter.

![Figure 1.30: (Left) Schematical drawing of 360\(^\circ\) seven-stage phase shifter and its (right) phase resolution[73].](image)

1.7 Thesis Organization

Chapter 2 discusses the system level modeling of mmWave beam-steering solution and extracting antenna related specifications from general system specifications. Chapter 3 presents our proposed high performance antennas for beam-steering applications. Chapter 4 proposes our novel phase shifters while Chapter 5 discusses our proposed integration/packaging techniques for low cost and high performance mmWave systems. Finally, Chapter 6 summarizes the contributions of this work and discusses the future plan.
Chapter 2

Beam-steering System Requirements

Although beam-steering capability is frequently presented as a crucial feature for wireless mmWave systems, rigorous quantitative analysis taking into consideration the system level aspects are rarely reported. In this Chapter, a simple channel model is presented and applied to some practical wireless mmWave systems. Using the proposed model, this Chapter provides some meaningful comparison between single antenna system and beam-steering enabled ones.

2.1 Example 1: 60GHz Wireless Communication System Link Robustness

In this example, a 60GHz wireless communication system is considered. The main specifications are set by the Wireless Gigabit Alliance (WiGig) and the IEEE 802.11ad standard. WiGig is mainly used for high data rates (3Gbps) wireless communications within short distances (mainly indoor environment). The indoor environment at 60GHz is a multi-path rich environment. In Line-Of-Sight (LOS) situations, this multi-path effect can result in a severe degradation in the channel performance. This degradation can be categorized (from wireless communication perspective) into two types of fading; flat fading and frequency selective fading [84]. The frequency selective fading is usually dominant when the delay (path difference) is relatively big.

In Non-Line-Of-Sight (NLOS) situations, which are highly probable in the indoor channel due to the high loss of human body (50-60dB) at this frequency range [27], the multi-
path effect can be useful in receiving the transmitted data through a reflected path. In summary, the main indoor channel model cases can be categorized as follows for simplicity:

• **NLOS Scenario:**
  In this model, the LOS is blocked by an obstacle. This obstacle can be a human body which is very lossy at this frequency range. In this case, the link is established through the rays reflected from the wall as shown in Fig. 2.1.

• **LOS Scenario:**
  In this model, the reflected rays represent undesired interference which can (based on the delay and the strength) result in a severe fading. An example of this scenario is shown in Fig. 2.2.

![Figure 2.1: NLOS scenario.](image1)
![Figure 2.2: LOS scenario.](image2)

In the following analysis, a simple comparison is presented to show the importance of having a beam-steering enabled transceiver to enhance the coverage and the link robustness.

### 2.1.1 Model

A simple ray-tracing model has been developed and used to conduct this initial simulation. Although, we have developed a more comprehensive and advanced version of the ray-tracing modeling tool [7], we decided to use a simpler version in this example since the frequency is already too high and the multiple reflections rays are very weak.

**Antenna**: A linearly polarized patch antenna with a gain of 6dB has been used for the
single antenna case. For the array version, the array factor has been used assuming no coupling. The array element gain has been dropped to 5dB (due to the smaller ground). The antenna elements have been assumed to be half wavelength spaced for grating lobes free steering.

**Reflection Coefficient:** The reflection coefficient can be calculated using Snell’s law. The formulas are given in Equations 2.1 and 2.2 [13], while the model used for these equations is shown in Fig. 2.3. Fig. 2.4 shows the Reflection coefficient calculated based on some reported material properties at 60GHz. In addition to the reported values, we have conducted simple measurements using standard horn antennas to verify the typical reflection coefficient values at 60GHz for some materials that normally exist in indoor environments.

\[
\Gamma_\parallel = \frac{E^r_\parallel}{E^i_\parallel} = \frac{-\sqrt{\mu_1 \cos \theta_i} + \sqrt{\mu_2 \cos \theta_i}}{\sqrt{\mu_1 \cos \theta_i} + \sqrt{\mu_2 \cos \theta_i}}
\]

(2.1)

\[
\Gamma_\perp = \frac{E^r_\perp}{E^i_\perp} = \frac{\sqrt{\mu_2 \cos \theta_i} - \sqrt{\mu_1 \cos \theta_i}}{\sqrt{\mu_2 \cos \theta_i} + \sqrt{\mu_1 \cos \theta_i}}
\]

(2.2)

A picture of the measurement setup is shown in Fig. 2.5. The setup is essentially two standard horn antennas with one connecting to a 67GHz PSG from Keysight (formerly Agilent) while the other is connected to a V-band waveguide calibrated Power Meter from Keysight (see Fig. 2.6).

Based on several measurements, the extracted Reflection coefficients for some materials in the lab/office environment are summarized in the Table 2.1. The Frii’s formula for free space loss has been used (see Equation 2.3). The Oxygen absorption has been ignored due to the small distance. In addition, the materials we have used are thick and lossy enough to ignore the multi-layer internal reflections effect.

\[
P_{RX} = P_{TX} G_{TX} G_{RX} \left(\frac{\lambda}{4\pi r}\right)^2
\]

(2.3)

Where \(P_{RX}\) is the received power after the antenna, \(P_{TX}\) is the transmitted power, \(G_{TX}\) is the gain of the transmitter antenna at the direction of the receiver, \(G_{RX}\) is the gain of the receiver antenna at the direction of the transmitter (including the polarization
Figure 2.3: Diagram shows (a) normal polarized, and (b) parallel polarized plane waves incident at oblique angles [13].

mismatch), $\lambda$ is the free space wavelength and $r$ is the propagation distance.

**System Parameters**: These numbers are based on the data from a commercial 60GHz transceiver [45].

- RX NF = 6dB
- TX SNR = 45dB
- Pout = 11dBm
- BW = 2.16GHz
- Frequency = 60.48GHz (Channel 2)
Figure 2.4: Calculated Reflection Coefficient vs the angle of incidence for different materials at 60GHz.

Table 2.1: Measured Reflection Coefficient for different materials at 60 GHz. V and H refer to the horn antenna vertical and horizontal polarizations.

<table>
<thead>
<tr>
<th>Material</th>
<th>V</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dry Wall</td>
<td>$R_\perp=-3,\text{dB}$, $\theta_i=44^\circ$</td>
<td>$R_{\parallel}=-7,\text{dB}$, $\theta_i=45^\circ$</td>
</tr>
<tr>
<td>Ceramic</td>
<td>$R_{\parallel}=-10,\text{dB}$, $\theta_i=27^\circ$</td>
<td>$R_\perp=-3.5,\text{dB}$, $\theta_i=27^\circ$</td>
</tr>
<tr>
<td>Carpet</td>
<td>$R_{\parallel}=-7.5,\text{dB}$, $\theta_i=21^\circ$</td>
<td>NA</td>
</tr>
<tr>
<td>Cubical Separator</td>
<td>$R_\perp=-1,\text{dB}$, $\theta_i=34^\circ$</td>
<td>NA</td>
</tr>
</tbody>
</table>

- Linear Polarization$^1$
- Minimum MCS12$^2$ coverage in 5×5 (m$^2$) room = 90%
- Minimum SNR for MCS12 = 13.5dB

$^1$The linear polarization is preferred over the circular polarization since for the NLOS circularly polarized antenna will suffer severe fading [57].

$^2$Different modulation schemes and coding rates are represented by a Modulation and Coding Scheme (MCS) index value. MCS12 is a single carrier (not OFDM) $\pi/2$ 16QAM with 3/4 coding rate. It provides 4.62Gbps.
2.1.2 Simulation Results

**LOS Scenario:** A simple model has been used for this problem (see Fig. 2.7). For simplicity, the TX and RX are assumed to have the same height (L) over a flat big surface. Both TX and RX use a single element patch antenna. For the LOS with multi path scenario the single antenna transceiver fails to provide the required coverage. This can be explained by Fig. 2.8 which shows the SNR at the receiver ADC versus the distance between the TX and the RX. For Fig. 2.8, L is arbitrarily set to 0.5 m. Five graphs are shown, each represents a different Reflection coefficient value (R). As the reflection goes stronger, the ripple (flat fading) gets deeper. Based on some reports, R ranges from -5dB to -10dB at 60GHz. This fading limits the coverage for indoor LOS scenarios to less than 50% which is not acceptable in many applications.
Changing L affects the frequency of the ripples. Fig. 2.9 shows the multi-path effect with Reflection coefficient of -10dB on a single element antenna transceiver. The high values of L result in frequency selective fading, which can be compensated using equalization techniques, which we will not cover in this study.

Intuitively, using beam steering will solve the multi-path problem but we are interested
in proving that quantitatively. Fig. 2.10 shows the interferer’s Angle-Of-Arrival (AOA) on the RX antenna for different situations. For this configuration, the desired signal is received at angle $0^\circ$; therefore, if the antenna beam-width is narrow enough to filter (spatial filtering) out the interferer signals, the system will be more immune to multi-path. The beam-width can be easily controlled by increasing the number of elements in a uniform linear antenna array setup as shown in Fig. 2.11.

For a uniform antenna array of four elements spaced at half wave-length distances (to suppress the grating lobes), the beam-width is approximately $25^\circ$. This narrow angle should be sufficient to suppress the interferer and reduce the flat fading effect as can be shown in Fig. 2.12. The immunity against multi-path gets even better with bigger antenna array 2.13.

**NLOS Scenario :** In NLOS scenarios, the link is mainly maintained through a reflected ray. Fig. 2.14 shows a simple model for NLOS situations. Antennas with steerable high gain beams can be adjusted to have their peak gain pointing towards the reflected path. Fig. 2.15 shows the SNR level at the receiver ADC for different types of antenna arrays.
To decode MCS12 signal, a minimum value of 13.5dB is required. This means that a four-element array is needed to maintain a good coverage in $5\times5$ ($m^2$) room (based on Fig. 2.10).
Figure 2.12: SNR versus distance for an array of four elements. This has been simulated at $L = 1m$.

Figure 2.13: SNR versus distance for different antenna arrays simulated at $R = -10dB$ and $L = 1m$.
It is interesting to note that a higher reflection coefficient results in a more coverage as can be seen in Fig. 2.16.

Figure 2.14: Simplified ray-tracing model used for NLOS scenario.

Figure 2.15: SNR (NLOS case) versus distance for different antenna arrays simulated at $R = -10dB$ and $L = 1m$.

2.1.3 Example 1: Summary

Based on the previous analysis the MCS12 coverage in a $5 \times 5$ (m$^2$) room has been calculated and the average values are given in Table 2.2. The coverage is calculated based on the 13.5dB threshold for SNR. The NLOS cases have been assumed to occur 20% of the time.
Figure 2.16: SNR (NLOS case) versus distance for different antenna arrays simulated at $R = -7dB$ and $L = 1m$. 

while the LOS ones with multi-path have been assumed to occur 80% of the time. The calculated coverage represents statistical averages across many simulations for different practical values of $R$ and $L$ in indoor (office) environment.

<table>
<thead>
<tr>
<th>$N$</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coverage</td>
<td>41%</td>
<td>77%</td>
<td>97%</td>
<td>99%</td>
</tr>
</tbody>
</table>

Based on Table 2.2 results, an antenna array of $4 \times 4$ elements is needed for the proposed application. The beam steering itself it can be realized using either beam-switching techniques (discrete scanning) or using phased array (continuous or quasi-continuous scanning). Since the number of elements is $4 \times 4$, phased array antenna technique should provide slightly better performances. For smaller arrays, phased array antennas and switched-beams antennas provide similar performances. In some applications, fixed arrays with mechanical rotation/steering is also possible. However, this approach is not feasible due to the size, the cost and the speed limitation$^3$.

---

$^3$The beam switching requirement should be less than 10 nsec to switch between two beam locations in
We have recently proposed a novel design for a $4 \times 4$ phased array antennas which significantly simplifies the integration [1]. The proposed architecture significantly reduces the number of phase shifters from $N^2$ to $2N$ (in this case $N=4$), the packaging complexity, and the power consumption. Simple schematics that show how this has been done are shown in Fig. 2.17 and Fig. 2.18. The idea is based on the inherent orthogonality in the feeding network between the column and row excitation modes.

![Figure 2.17: Conventional 4×4 phased array patch antenna [1].](image1)

![Figure 2.18: Proposed 4×4 phased array patch antenna [1].](image2)

### 2.2 Example 2: Automotive Radar (77GHz/79GHz)

The automotive radar is becoming a key technology for the future intelligent transportation systems. However, the antenna requirements of automotive radar systems are yet very challenging. These requirements include the antenna size, cost, loss, range, angular resolution, field of view, thermal stability, and bandwidth [5]. In this example, the antenna and beam-steering requirements for a typical 77GHz/79GHz short-range FMCW 2D automotive radar will be analyzed briefly.

#### 2.2.1 Antenna Requirements

**Angular Resolution**: The resolution represents how close two objects can be before the radar fails to distinguish between them. For a short range automotive radar, the required
angular resolution is typically 10°. This imposes a condition on the beam-width of the antenna. For antenna array implementation, the number of elements is at least 8 elements in the scanning plane (see Fig. 2.11).

**Range**: For a short-range automotive radar, the detection range is typically 50 meter (see Fig. 2.19). This imposes a certain antenna gain requirement. A simple formulation to calculate the required gain is shown below.

\[ P_{RXsensitivity} = \frac{P_{out}G^2\sigma\lambda^2}{(4\pi)^3Range^4} \]  \hspace{1cm} (2.4)

Using these equations and for the radar system specified below, the required antenna gain \( G \) is found to be 21dBi. For antenna array implementation, this can be satisfied with 64 \((8 \times 8)\) elements patch antenna array.

- \( P_{out} = 10\text{dBm} \)
- \( \text{BW} = 4\text{GHz} \)
- \( P_{RXsensitivity} = -53\text{dBm} \) (This is calculated based on the NF, the BW and the minimum detectable SNR.)
- \( G_{TX} = G_{RX} = G \) (Same antennas for TX and RX.)
- Margin = 5dB (A value added to the sensitivity analysis to allow some margin for other types of losses not taken into consideration in the simplified equations.)

**Field-Of-View**: The Field-Of-View (or the field of detection) is a critical spec for automotive radar as it defines the maximum angular range that can be detected by the radar. Normally, detection in all directions is preferred; however, the front FOV is the most critical requirement. This front FOV can be easily calculated based on the maximum number of lanes in a street/high-way.

Typically, the short-range radar FOV is ±40° (see Fig. 2.20). For antenna array implementation, the FOV value determines the required antenna spacing since the FOV has to be grating-lobes free. The maximum element spacing (based on ±40°) is 0.65 \( \lambda \).
2.2.2 Example 2: Summary

Based on the previous discussion, an antenna array of 0.65 \( \lambda \) spaced \( 8 \times 8 \) elements is suitable for the 77GHz/79GHz short-range 2D automotive radar. Because it is 2D scanning radar, the antenna can be considered as a 1D array of 8 elements. While each element can be a travelling wave antenna of 8 patches. The antenna gain has to be at least 21dB which is quite possible since the ideal gain is 24dB. A 3dB is considered as a margin for the feed and the antenna losses.

The bandwidth for the antenna is 4GHz. This will require a non-uniform design for the antenna array to avoid frequency scanning. For eight elements antenna, the performance of a phased array system is quite similar to RF beam-switched configuration. A schematic for the proposed implementation is shown in Fig. 2.22.
Figure 2.21: Array factor for eight elements antenna array with a 0.65 $\lambda$ spacing showing the center beam and the $\pm 40^\circ$ beams.

Figure 2.22: A schematic for the proposed radar antenna.
Chapter 3

Novel HRS DWG-based Antennas

HRS DWG based platform has been proposed as a low cost and a high efficiency solution for mmWave/sub-THz applications. This Chapter discusses the design, optimization, fabrication and measurement of novel fully dielectric antenna structures for mmWave beam-steering applications. The proposed high performance antennas can be easily integrated with the HRS DWG based platform.

3.1 Dielectric Waveguide

DWG-based platform provides excellent performance characteristics for mmWave applications. In this Section, some well-known dielectric waveguide options which will be used later in this research are briefly discussed. Simple design techniques are also covered in this Section. The dielectric material used in this study is High Resistivity Silicon (HRS) with a dielectric constant \(\epsilon_r\) of 11.9 and a resistivity of \(\rho\) 3.2k\(\Omega\)cm.

Why DWG at mmWave?

Planar transmission lines (CPW, MSL and SL lines) are well-established guiding structures for microwave applications. However, at these high frequencies, high conductor losses and manufacturing tolerance problems start to appear. For example, the small skin depth at mmWave results in high losses related to the conductor surface roughness. The skin depth is defined by Equation 3.1 [13]. Fig. 3.1 shows the skin depth frequency variations for
different metals. As an example, the copper skin depth at 77GHz is 0.24\(\mu m\) while the typical surface roughness value varies from 1 to 2\(\mu m\). This means that the current flow in such structure (see Fig. 3.2) introduces parasitic inductances which change the surface impedance and create losses.

\[
\delta = \frac{1}{\omega \sqrt{\mu \epsilon}} \frac{1}{\sqrt{\frac{1}{2} \left[ \sqrt{1 + \left( \frac{\sigma}{\omega \epsilon} \right)^2} - 1 \right]}}
\]  

(3.1)

![Skin depth variations with frequency for different conductors.](image1)

**Figure 3.1:** Skin depth variations with frequency for different conductors.

![surface roughness effect at mmWave.](image2)

**Figure 3.2:** surface roughness effect at mmWave.

In addition to this type of loss (which is normally the dominant component at mmWave range), there is the conductor attenuation due to the finite conductivity of the metal as well as the dielectric loss. Furthermore, for CPW and MSL transmission lines (the copper is exposed in air) different types of surface finishing (such as ENIG\(^1\)) are usually used.

\(^1\)ENIG is electroless nickel immersion gold surface finishing which is usually used in PCB for protecting the copper and for flip-chip bonding.
This results in even higher loss. Typically a good CPW line design at 77GHz is expected to have about -2dB of loss in 1cm while a good DWG, as will be shown later, has less than half of this loss since it suffers only one type of loss which is the dielectric loss.

To further investigate the loss characteristics of CPW lines. We have designed and fabricated a 1 mm long CPW line of gold on the same high resistivity Silicon substrate (see Fig. 3.5). As shown in Fig. 3.3, we have measured the gold surface roughness and its RMS value has been found to be $0.5\mu m$. Fig. 3.4 shows the insertion and the return loss of the CPW line measured up to 50GHz. The loss at 40GHz is -0.28dB. If we ignore the mismatch, the intrinsic loss will be -0.14dB (-1.4dB in 1cm or -1.87dB/$\lambda_0$). Since we have fabricated this CPW line with expensive gold evaporation process on HRS substrate, the loss characteristics are much better than the normal PCB CPW lines which use rough copper foils on low-cost polymer substrates. The loss gets higher at higher mmWave frequencies. This loss usually limits the use of these types of transmission lines in high performance antenna feed circuits to frequencies below 100GHz.
Figure 3.3: Measured surface roughness of CPW metallization on HRS substrate.

Figure 3.4: Measured S-parameters for 1mm CPW line on HRS substrate.
Figure 3.5: Picture of the fabricated test structure.
3.1.1 Dielectric Slab Waveguide

The dielectric slab (see Fig. 3.6) is the simplest type of dielectric waveguides and its analysis can be also used in designing the rectangular cross section dielectric waveguide (which is of more interest to us) as will be shown later. As shown below, the dispersion equations of the dielectric slab which can be deduced from the boundary conditions. One classical, yet efficient, method to simultaneously solve the dispersion equations is to use a 2D plot, we will refer to this method as the graphical method [67] and Fig. 3.7 shows the application of the graphical method.

\[(k_c d)^2 + (h d)^2 = (\epsilon_r - 1)(k_o d)^2,\]  \hspace{1cm} (3.2)

TM

\[(k_c d) \tan(k_c d) = \epsilon_r h d.\]  \hspace{1cm} (3.3)

TE

\[-(k_c d) \cot(k_c d) = h d.\]  \hspace{1cm} (3.4)

Also, the numerical solution for the dispersion can be easily found using many commercial software packages which have eigen mode solver such as COMSOL and HFSS. Fig. 3.8 shows the 2D model we used to solve the grounded dielectric slab in the HFSS eigen mode solver.

![Grounded dielectric slab](image)

Figure 3.6: Grounded dielectric slab [67].

Numerical Example

Having a grounded dielectric slab with $\epsilon_r = 11.9$, and thickness= 0.233$mm$ working at $f = 77GHz$, 
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• First mode solution using an HFSS eigen mode solver (as shown in figure 3.9): $\beta p = 57.2^\circ$, $p = 0.5mm \Rightarrow \beta = \frac{57.2^\circ \times \pi}{0.5 \times 10^{-3}} = 1.99 \times 10^3 m^{-1}$

• First mode solution using the graphical method (as shown in figure 3.10): $\Rightarrow \beta = \sqrt{(\epsilon_r \times (2\pi f/C)^2 - (1.205 \times 2/d)^2) = 2.06 \times 10^3 m^{-1}}$

3.1.2 Rectangular Dielectric Waveguide

As mentioned earlier, the dielectric waveguides are more attractive at mmWave frequencies because of their lower propagation loss and lower cost. In the case of the circular cross section, the electromagnetic problems related to the dielectric waveguides can be solved in closed form in terms of the Bessel functions [29]. In the case of the rectangular cross section however, no closed-form solution exists. There is no rigorous analytical method
suitable for the analysis of rectangular dielectric waveguides. But since rectangular cross section waveguides are easier to fabricate and easier to integrate, it is of great interest to this research. The detailed discussion on the analysis of these waveguides are presented in [54]. There are some approximate models, like the Marcatili's method, which can be used to design rectangular waveguides [58]. The Marcatili’s method solves two dielectric slabs to find the solution for the waveguide (see Fig. 3.11).

![Figure 3.11: The geometry of a rectangular dielectric waveguide in Marcatili’s method and the distribution of $H_x$ for the $E_{12}^y$ mode][58].

For this research, a commercial solver (HFSS) has been used to extract the dimensions of the waveguide design. Dielectric Image Guide (DIG) is the easiest (from the realization point of view) type of DWG. It has perfect performance characteristics at the mmWave range up to 200GHz approximately. Beyond this frequency, DWG is significantly better. The cross section is shown in Fig. 3.12. The dimensions of the cross section are $0.7\,mm \times 0.5\,mm$. The dominant mode is $E_y$ (y is normal to the ground conductor).

![Figure 3.12: Silicon image waveguide](#)

**Experimental Example**

For verification purpose, we have fabricated a rectangular cross section Dielectric-Image-Guide (DIG). A picture of the fabricated DIG in the measurement setup is shown in Fig. 3.12.
3.13. The measured magnitudes variations with frequency for $S_{21}$ and $S_{11}$ are shown in Fig. 3.14. The total insertion loss is -1.8dB at 90GHz. This is -0.9dB after de-embedding the transition loss which means that the DIG loss is -0.45dB in 1cm or -1.35dB/$\lambda_o$. The structure is matched over the frequency band of interest except for small Fabry Perot resonances due to the mismatch introduced by the two transitions (the transition details is covered in the Chapter 5).

Figure 3.13: Measurement Setup.
Figure 3.14: Measured $S_{21}$ and $S_{11}$ magnitudes variations with frequency.
3.2 Novel DWG-based Multi-Beam Grating Antenna

The simplest and the fastest electronic beam-steering approach is beam-switching. The beam-switching is usually achieved by using an antenna system with a fixed set of directional beams. The system selects the desired beam/direction using an RF switch(s). This technique provides lower cost and faster beam-steering (compared to phased arrays) but it also normally has a low spatial resolution due to the finite number of beams. The typical switching time of the available commercial switches operating at the mmWave band is in the order of few nanoseconds. This makes the beam-switching based antenna systems ideal for many mmWave applications with strict timing requirements. In addition, for low antenna gain (small antenna/fewer number of elements) applications, the angular resolution is already limited by the wide beam-width of the antenna array. In such cases, the discrete nature of beam-switching based antenna systems can not be considered as a significant disadvantage.

To achieve a very wide scanning coverage, quasi-optics type Beam-Forming Networks (BFNs) are mainly used, such as the Rotman lens [70], [74]. The Rotman lens based switched beam system has been extended to 360° of scanning. The Rotman lens design procedure at mmWave is a bit complicated. In addition, Rotman lens suffers from problems such as the low efficiency, the high side lobes levels and the phase errors (which eventually results in some distortion in the radiation pattern).

This dissertation presents a solution that combines the BFN and the antenna into one structure. The proposed antenna is planar and fully dielectric (all-silicon). The radiation mechanism is based on the dielectric grating. The antenna has been designed in the vehicular radar band (77GHz); however, the proposed idea is also applicable for higher frequencies where the dielectric antennas are the best candidates.

3.2.1 First Configuration: Twelve Beams Annular Grating Antenna

This section presents a new idea for a twelve beams, all-Silicon (HRS) mmWave antenna. The whole structure is (as shown in Fig. 3.15) planar and the radiation mechanism is based on dielectric grating. This structure significantly simplifies the integration which is
crucial for mmWave systems.

Figure 3.15: Proposed twelve-beams dielectric grating antenna

The proposed structure consists of a disk with an annular dielectric top grating. The cross section of these top grating grooves is rectangular to simplify the fabrication and the analysis. The antenna has a full symmetry about the z-axis. This symmetry is essential for full range scanning, as the beam angle should (intuitively) depend only on the location of the excitation port. For each port, the feeding structure is a simple rectangular DWG. Tapering is used to match the DWG to the WR10 waveguide interface used for testing.

Design Optimization: A- Optimization Objectives

The first step in the optimization problem is to set the optimization objective(s). Since high efficiency requirement is already guaranteed by using high resistivity Silicon, we have set the optimization objective to only maximize the realized gain (the realized gain takes into consideration both the antenna efficiency and the mismatch loss) and to minimize the side lobes level.

\footnote{Details about the transition are available in Chapter 5.}
Design Optimization: B- Optimization Parameters

The second step is to define the optimization parameters. In our case, the design parameters are simply related to the antenna geometry, the frequency and the material (the dielectric constant and the loss tangent). The dielectric constant \( \epsilon_r \) and the operating frequency should be considered as the given parameters. However, a very quick test has been conducted to obtain a better understanding of their effect on the given problem. According to [44], we expect that they will significantly affect the beam angle as it strongly depends on \( k_0 \) and \( \beta \) in the circular grating based radiation. A quick simulation is given in Fig. 3.16 to show this effect. For this quick test, the frequency is 77GHz, the grooves depth is half of the Silicon wafer thickness \( (0.5 \text{mm})/2 \), the grating profile is 0.98mm in width with a 1.3mm period. An image waveguide design with a big ground plane under the antenna has been used (this practice is mostly used to eliminate the downward beam. It also simplifies the fabrication and testing).

![Figure 3.16: Effect of \( \epsilon_r \) on the beam direction.](image)

For simplicity, the antenna size will be excluded from the optimization problem. This means that the disk radius will be kept at a fixed arbitrary value (13mm). For an aperture efficiency of 1/12 (12 beams), the maximum expected gain from this antenna is 15dB at 77GHz (the aperture efficiency formula is given in Equation 3.5). Then, the remaining parameters are the grating period and the grating depth/thickness. Changing the grating period, as shown in Fig. 3.17, affects the antenna gain.

Similarly, changing the grating thickness affects the gain too without having a significant effect on the beam angle. Fig. 3.18 suggests that the maximum gain is 14dB which has been found at a grating profile with a thickness of 1.7mm and a 2.4mm periodicity.
Figure 3.17: Changing the grating period (d) slightly changes the gain and has no effect on beam angle

We have defined an optimization problem where the optimization objective is, as mentioned earlier, to maximize the gain (the goal is $14dB$) and to minimize the side lobes ($\leq -10dB$). The parameters to be optimized are the grating width and the grating period. The initial design parameters used are the ones corresponding to the maximum gain grating profile found earlier by a simple sweep (thickness of 1.7mm and periodicity of 2.4mm). The optimized grating has been found to have a period of 1.3mm and a width of 0.98mm. We have used Genetic Algorithm [36] optimization technique to solve this problem. The GA converged (less than 5% criterion) within the first 500 generations. The used algorithm has the following settings (based on some preliminary trials):

- Real encoding for the population,
- The selection criterion used is the survival of the fittest,
- The mutation rate is 1%,
- Simulated binary crossover is used for mating,
Figure 3.18: Changing grating thickness for a fixed period of 2.4mm

- Number of generations is 500 each with a population of 30 individuals.

Simulation Results

Fig. 3.21 shows the radiation pattern for the $\phi = 0^\circ$ excitation. The gain pattern shifts when the excitation port changes. Fig. 3.20 shows the gain pattern (in dB) versus the $\phi$ for the angle of the main beam centered at $\theta_B = 60^\circ$. As it can be noticed, the patterns are identical shifted copies from each other. The antenna simulated reflection has been less than $-18\,dB$ thanks to the tapered WR10 to dielectric image guide transition\(^3\).

3.2.2 Second Configuration: Five Beams Annular Grating Antenna

The size of the aforementioned design is relatively big; therefore, we present a more compact version of the antenna with five ports only. Fig. 3.21 shows the proposed five-beam

\(^3\)Details about the transition will be described in Chapter 5.
dielectric grating antenna. This configuration parameters are the same as the first configuration except that we have an additional optimization objective which is to ensure that the five beams are similar (with a gain difference less than 0.5 dB). This slight beam variability came from the fact that the antenna now is no longer symmetric. The optimized grating pattern has been found to have a period of 3.19 mm and width of 1.7 mm.

Similar to Design 1, by switching the excitation/receiving port we steer the azimuth angle $\phi$ of the beam keeping the elevation one $\theta$ fixed (in the proposed design it was set to $\sim 60^\circ$). The following are the simulation results for this antenna.

**Simulation Results**

As shown in Fig. 3.22, the gain pattern shifts when switching the input port. This figure shows the linear gain pattern versus the $\phi$ (at the angle of the main beam $\theta$=60 $^\circ$). The results show that the patterns are slightly different (the change is less than 0.5 dB). This change is because the structure is not fully symmetrical as only half of the disk has been used.
3.2.3 Fabrication

A two-mask fabrication process has been developed and used. The substrate is a high resistivity Silicon $[1\ 0\ 0]$ with a dielectric constant ($\epsilon_r$) of 11.9 and a resistivity ($\rho$) of $3.2 K\Omega cm$. The used Silicon wafer has a diameter of $10 cm$ and a thickness of $500\mu m$. The fabrication process steps have been developed/optimized in the nanoFAB at the University of Alberta and in the Quantum NanoFab at the University of Waterloo. The process steps can be summarized as follows:

**Process**

(a) Piranha Cleaning (see Fig. 3.23(a))
   - Prepare $H_2SO_4 : H_2O_2 \Rightarrow 3 : 1$
   - Immerse the silicon wafer for 15 minutes

(b) Sputtering Al 0.5microns at each side

(c) Coating with thin photo resist $\sim 1.25$microns
   - Use HPR 504, Pour 5-10mL
Figure 3.21: shows the uniform Multi-Beam Dielectric Grating Antenna (MB DGA): configuration 2.

- Spread 10 seconds at 500RPM
- Spin 40 seconds at 4000RPM
- Use the hotplate set to 115°C for 90 seconds
- After soft baking the wafers, they must be rehydrated for approximately 15min

(d) Litho and patterning the PR with mask 1
- The optimum exposure time is typically between 2-3 seconds
- The developer used is 354. The resist should develop in approximately 15-20seconds.

(e) Patterning the Al
- Al wet etchant ~ 60 seconds

(f) Coating with thick photo resist ~ 12.5microns
- Use AZ4620, pour 5-10mL
- Spread 10 seconds at 500RPM
- Spin 25 seconds at 2000RPM
- Use the hotplate Set to 100°C for 90 seconds
- After softbaking of wafers, place in a box with a damp cleanroom wipe, close, and leave for 2 hours.
Figure 3.22: Polar plot for the five-beams gain (dB) for different ports vs $\phi(\theta_B = 60^\circ)$

- After the hydration period, the wafers are ready to be exposed.

(g) Litho and patterning the PR with mask 2
- The exposure is 730 mJ (12 sec)
- The developer used is diluted AZ400K developer, the resist should develop in approximately 1 minute.

(h) Deep RIE for a thickness of $l_1$
- Standard Bosch process.

(i) Stripping the PR mask

(j) Deep RIE for a thickness of $l_2$
- Standard Bosch process.

(k) Stripping the Al mask with wet etching

(l) Dicing

The Coventor model is shown in figure 3.24
The sample of the fabricated antenna is shown in Fig. 3.25
3.2.4 Measurement Results

A quick test has been conducted for the fabricated antenna to verify the design. Two test setups in the CIARS (Centre for Intelligent Antenna and Radio Systems) lab at the University of Waterloo have been used, one for measuring the magnitude of reflection coefficient ($|S_{11}|$) and the other for measuring the radiation pattern.

- $S_{11}$ measurement setup (see Fig. 3.26):
  - AUT,
  - PNAX and W-band mixer,

- Radiation pattern measurement setup (see Fig. 3.27):
Figure 3.25: Fabricated MB DGA.

Figure 3.26: $S_{11}$ measurement setup.

- AUT,
- Standard WR10 horn antenna,
- Signal generator and harmonics mixer for WR10,
- Spectrum Analyzer and passive mixer for WR10,

The test has been done for the antenna excited from the center port. Ideally, the other ports should be terminated but since the coupling between ports is always less than $-20\,dB$, the reflected power from the open termination can be neglected. This makes the measurement setup simple. The measured and the simulated radiation patterns have good agreement as shown in Fig. 3.28. Fig. 3.29 shows the matching measurement. The measurement has more reflection than the simulation. This may be attributed to the imperfect alignment; yet, the antenna is well-matched across the band from $75\,GHz$ to $110\,GHz$. 
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80GHz.

The dielectric grating antenna has a high efficiency of 91% (simulated value). The antenna is capable of generating five beams at 77GHz with a 5GHz radiation (with less than $1\,\text{dB}$ variations in the pattern) and matching bandwidth. The most popular competitive design at this frequency range is the Rotman lens approach[53]. Compared to this approach, the presented multi-beam antenna has the following advantages;

- No need for the integration between the Beam Forming Network and the Antennas; because the antenna is naturally integrated to the feed network which makes the design much simpler.

- Due to the symmetry of the structure, the phase errors are minimal and hence no gain/pattern variabilities between beams.

- No wasted power in the dummy ports; simply because we don’t have ones.

- The proposed structure is fully dielectric hence it has higher efficiency and better chance for scalability to higher frequency range.

- The isolation between ports is better than -20dB which makes the testing much easier (No need for termination).
On the other hand, there are some Rotman lens designs (that use multi-layer implementations) which have slightly more compact dimensions. However, for the automotive radar application, the size of the presented design (2.6cm × 1.3cm) is totally accepted.

Another classical approach for beam-switching is using Luneberg lens [82], few designs have been reported in the millimeter-wave band [39]. However, a low cost planar implementation is yet challenging. This is mainly due to the Lunebergs law which requires inhomogeneous dielectric constant. This is usually simulated by complex or non-planar designs.
3.3 Novel DWG-based Pixelated Antenna

In this Section, a new approach for designing a single-mask antenna for mmWave/sub-THz applications is presented. Since, the antenna space is critical to almost all mmWave applications, the available antenna space should be optimally used to serve the required application. Wireless mmWave devices targeting consumer electronics market are examples for applications with restricted antenna sizes. In such applications, the whole transceiver, including the antenna, has to fit in a very compact area (approximately 1-2 cm$^2$). Similar restrictions exist in automotive radar industry. In addition, generally speaking, smaller mmWave antenna structures have less conductor and dielectric loss.

We have developed a method using Genetic Algorithm [61] to optimize the shape of the antenna in a given allocated space for certain performance metrics. In [62], some theoretical performance limitations for planar antennas are investigated. In our proposed approach, the practical performance bounds for dielectric antennas are explored. Although the proposed method is not supported with theoretical derivations, it offers a fast approach to flexibly engineer the shape of the mmWave dielectric-based antenna for the given specifications/requirements. Since the optimization algorithm takes into consideration both near field (while optimizing the matching) and far field (while optimizing the radiation pattern) simultaneously, the resultant antenna shape would look irregular and complex.

The building block of the dielectric pixelated antenna is the dielectric pixel which, for the proposed antenna, is a high resistivity Silicon cube of $\lambda/2$, which is 0.5mm in Silicon at 77GHz. Higher resolution (smaller pixel/cube size) is expected to result in better performance to some extent. Based on some initial gain requirement (15dBi at 77GHz), the proposed antenna has been chosen to have 10×20 pixels (or 5 × 10 mm$^2$). Fig. 3.30 shows the allocated space for the proposed antenna.

For this particular example, there are $2^{20\times10} = 1.6 \times 10^{60}$ different designs that can be realized by different combinations of pixels allocation. Only specific combination of pixels would result in a design which meets the required performance objectives. Such design can be found by applying binary variable optimization techniques. The Genetic Algorithm (GA) is known to be efficient in achieving the global optimum with less sensitivity to the initial condition [3]. GA is also suitable for the problems with a high number of unknowns, and, hence, it is suitable for this problem. The optimization parameters are the binary elements of the 10×20 matrix, representing the existence/absence of the dielectric pixels.
Figure 3.30: The general schematic of a pixelated antenna.

For the proposed antenna, we have used HFSS solver along with the MATLAB built-in Binary Genetic Algorithm optimizer. Based on some preliminary tests, the setting of the GA has been set as follows based on some preliminary tests:

- Population Size = 20
- Maximum number of generations = 200
- Elite Group Size/Migration = 20%
- Cross-over Group Size = 80%
- Mutation Group Size = 1%
- Cross-over Type = Scattered
- Mutation Type = Uniform

As shown in Fig. 3.31, the user starts with defining the antenna allocated space as well as the required pixels resolution. Then the user defines the optimization objective which could be defined at a single frequency or over a range of frequencies. For example, the optimization objective can be the minimization of the magnitude of $S_{11}$ at 100GHz. Then, the user defines the GA settings (as previously explained) before he runs the optimizer.

The GA optimizer starts with a random population of individuals. This is the initial population (the first generation). The number of individuals (the population size) is 20. Each individual is essentially a binary string of 200 bits. For each individual, HFSS is called
with the corresponding antenna configuration. After the full-wave problem is solved, the cost function is calculated and stored in a log file. Since the HFSS simulation is very time consuming, before the HFSS is called, the scripts searches the log file history and if the design values matches a record that has been already simulated, it updates the cost function without executing the HFSS solve command. This process is done for each individual in the generation before sorting based on the objective function is performed then a new set of individuals is created (Next generation). The next generation is formed based on three elements, namely:

1. Elite group: This is the top 10% individuals from the previous generation. They are kept without changing for the new generation.

2. Cross-over: This is a group generated by uniformly swapping parts of the binary string between two individuals from the previous generation.

3. Mutation: This is randomly generated individuals in the new generation to prevent fast stagnation.

3.3.1 Example 1: Pixelated antenna optimized for maximum gain

The relation between the gain of an aperture antenna and the physical area is governed by Equation 3.5. The aperture efficiency is a dimensionless parameter with a maximum value of 1.0. However it is practically impossible to achieve this value since all the antennas have losses. These losses include power dissipation, non-uniform illumination, and edge diffraction. An estimate of the practical values of the aperture efficiency, for some recently reported antennas in the V-band, is shown in Table 3.1. It can be observed that the simplest approach to obtain better aperture efficiency is to have a higher number of elements which is not feasible for applications with restrictions on the antenna size. For smaller aperture size, optimal configuration of elements and their excitation should be optimized for maximum gain. In the pixelated antenna concept presented here the feed structure and the configuration of the antenna elements are optimized at the same time.

\[
Gain = \eta_{\text{aperture}} \frac{4\pi A_{\text{physical}}}{\lambda^2} \tag{3.5}
\]
In this example, the optimization objective is to simply maximize the gain at 77 GHz. This also includes obtaining a matched design (-10dB). The convergence plot is shown in Fig. 3.32. It shows the cost function (which is the antenna gain in this example) versus the generation index. The optimal value of 29 has been achieved within the 200 generations. From computational point of view, one can think that the design costs 40000 HFSS simulations (200 generations × 20 individual at each generations). However, this is not correct since the elite group are kept for each generation (no re-simulation). In addition, for this binary type of variables, some values are statistically repeated many times during the optimization search. These values are calculated once and stored. The average total run time for this example of optimization process (including the HFSS simulation) is approximately 8 hours on a 4 core machine.

The 3D model of the optimal design is given in Fig. 3.33. The feed structure is a Silicon image waveguide with the same thickness as that of the antenna (500µm). This leads to a smooth transition and lower fabrication cost. The Silicon image guide has a tapered input section that works as a matching transition to the metallic waveguide (WR10) port of the PNA-X millimeter-wave extender. The field distribution is shown in Fig. 3.34. By carefully examining the plot, we will notice that effectively half of the structure is contributing to the radiation. Hence, the optimized compact structure can be only $5 \times 5 \text{ mm}^2$. This is another advantage of this algorithm. The radiation pattern is shown in Fig. 3.35. The achieved gain is 14.6dB. By simulating half of the structure, the achieved gain is also 14.6dB.
Figure 3.31: Flow chart of the proposed antenna design method.
Figure 3.32: Convergence plot for Example 1.

Figure 3.33: 3D model of the optimal design of Example 1.
Figure 3.34: E field distribution of Example 1.

Figure 3.35: Gain pattern of Example 1.
3.3.2 Example 2: Pixelated antenna with multiple optimization objectives

In this example, the optimization objectives are more complex. The optimization objectives along with the optimal values are given in Table 3.2. The cost function for these objectives is shown in Equation 3.6. As can be seen, the values were represented in linear scale instead of logarithmic (dB) scale. This scale has been found to be better in the optimization process. Since the dB scale is less sensitive to small variations, it causes the optimization process to saturate quickly.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Objective</th>
<th>Optimal Value</th>
<th>Measured Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{11}$</td>
<td>-15dB</td>
<td>-9.1dB</td>
<td>-12.6dB</td>
</tr>
<tr>
<td>Gain</td>
<td>15dB</td>
<td>13.0dB</td>
<td>NA</td>
</tr>
<tr>
<td>Beam Angle</td>
<td>25°</td>
<td>27°</td>
<td>25°</td>
</tr>
</tbody>
</table>

\[
Cost = -[32 - \text{Mag}(\text{Gain}(\theta = 20^\circ, \phi = 180^\circ)) + 100 \times (0.17 - \text{Mag}(S_{11}))] \quad (3.6)
\]

The GA optimization process has been performed for a single frequency (77 GHz) and converged within the first 50 generations/populations. The 3D model of the optimal design is given in Fig. 3.36.

As can be seen in Fig. 3.37, the fabricated antenna includes, unlike the model shown in Fig. 3.36, 15$\mu$m beams grid to mechanically support the antenna and keep the disconnected pixels in their specified positions. The effect of these beams is a slight shift in the frequency response. The antenna has been fabricated and tested. A single-mask dry etching process has been developed and used. Fig. 3.38 shows the reflection coefficient of the proposed antenna. The $S_{11}$ measurement has been conducted using Agilent PNA-X (N5242) attached to W-band OML extenders. A simple WR10 to DIG tapered transition is used.
The antenna radiation pattern has been measured using CIARS NSI planar near field scanning system\(^4\). The measured and simulated E plane patterns at 77 GHz are shown in Fig. 3.39. Some ripples in the measurement pattern are mainly due to a small air gap (50-100\(\mu\)m) between the antenna and the test fixture (due to assembly). Fig. 3.40 shows the revised simulation after including the air gap effect as well as the finite ground.

\(^4\)http://ww2.nearfield.com/Sales/300Vs Gunnars.htm
Figure 3.38: $S_{11}$ in dB (simulated and measured).

Figure 3.39: E-plane normalized gain (simulated and measured) at 77 GHz.
Figure 3.40: Simulated pattern (solid line) after including non-idealities in test fixture. The dotted line shows measured results.
3.3.3 Comparison with Tapered Rod (Reference Antenna)

In this sub-Section the pixelated antenna radiation pattern is compared with that of a tapered rod antenna as a reference. The tapered rod antenna is simply a tapered section of the DIG with a length of 10mm. This tapering section makes the structure radiates with small impact on the overall impedance matching. A picture of the tapered antenna is shown in Fig. 3.41. The S-parameters of the tapered antenna is shown in Fig.3.42 while the radiation pattern at 77GHz is shown in Fig. 3.43. The pixelated antenna sample designs of the previous sub-Sections are compared to the reference antenna in Fig. 3.44.

Figure 3.41: Picture of the tapered antenna mounted on the test fixture used for measurements.
Figure 3.42: Picture of the tapered antenna mounted on the test fixture used for measurements.

Figure 3.43: Radiation pattern at 77GHz for the reference antenna.
Figure 3.44: Gain comparison between the three examples.
3.4 New DWG-based Travelling Wave Antenna

One of the potential antenna candidates that can be easily integrated with the dielectric waveguide is the dielectric grating antenna. The dielectric grating antenna has interesting radiation properties which can be used in beam-steering. In 1D linear grating, changing the grating period directly steers the beam as shown in Equation 3.7.

\[ \theta_n = \sin^{-1} \left( \frac{\lambda_o}{\lambda_g} + \frac{n\lambda_o}{d} \right), \left| \frac{\lambda_o}{\lambda_g} + \frac{n\lambda_o}{d} \right| \leq 1 \]  

(3.7)

Where \( \theta_n \) is the beam angle, \( \lambda_o \) is the wavelength in free space, \( \lambda_g \) is the wavelength in the guiding structure, and \( d \) is the grating period.

Structures with this type of radiation are usually referred to as leaky wave antennas [20],[12] which are of significant interest for beam-steering applications [65],[68]. In [89], a new dielectric grating antenna for mmWave applications is proposed. The antenna is based on rectangular dielectric image guide with grating on its sides which simplifies the fabrication process and introduces flexibility in the grating profile. The antenna achieves an efficiency of 90% and a gain of 18dB at 100GHz. It provides a frequency scanning capability up to 25°. The proposed structure is a one-dimensional periodic leaky-wave antenna, a structure supporting the propagation of a slow wave which is modulated through the periodic discontinuities. Typically, open structures provide the slow-wave guiding media. This kind of periodic antenna can be beneficial of realizing beam steering from the backward direction to the forward direction since it is capable of supporting both backward and forward waves.

The antenna has been built and tested (see Fig. 3.45). To define the bandwidth of the antenna, reflection coefficient and maximal gain of the antenna is taken into account. These two parameters are shown in Fig. 3.46.

A new CPW-fed dielectric antenna with side grating has also been developed. The CPW to DIG transition details will be described in Chapter 5. The proposed structure is essentially a travelling wave antenna which is highly desirable for high gain and frequency scanning applications. The proposed antenna is operating in the V-band.

The antenna model is shown in Fig. 3.47. The simulated gain versus frequency curve is shown in Fig. 3.48. As can be seen the antenna has a peak gain of 18dBi around 62.5GHz. The 3D gain pattern at this frequency is shown in Fig. 3.49. This type of travelling
wave antenna structure provides frequency scanning feature which can be very useful in applications such as imaging and radar. Fig. 3.50 shows the frequency sweep feature of the proposed antenna.

The proposed antenna has been fabricated and tested. The antenna length is 30mm while the grating period is 2mm. Fig. 5.17 shows a picture of this antenna fed by a CPW line. More details are available in Chapter 5.
Figure 3.47: 3D model of the proposed CPW-fed side grating antenna.
Figure 3.48: The gain frequency response of the proposed antenna.

Figure 3.49: Gain pattern of the proposed antenna at 62.5GHz.
Figure 3.50: E-plane gain pattern for different frequencies.

Figure 3.51: A fabricated sample of the proposed CPW-fed side grating antenna.
Chapter 4

Novel HRS DWG-based Phase Shifters

Phased array technology is rapidly advancing due to the emerging mmWave applications which require high resolution beam-steering [72]. Compared to switched beam antenna systems, phased arrays provide more degrees of freedom in beam-steering. However, they are usually more preferable in systems with large number of antennas due to the associated complexity. Phased arrays commonly consist of four building blocks: the active elements, RF manifold (feed network), phase shifters, and antennas. High performance integrated phase shifter is a key component in mmWave phased array systems. Passive phase shifters can significantly reduce the cost in TDD (Time Division Duplex) based phased array transceivers since they are usually bi-directional (phase shifters and antennas can be shared between the transmitter and the receiver). In addition, passive phase shifters generally have lower power consumption compared to their active counterparts.

Low-cost compact integrated phase shifters with low insertion loss and low power consumption are highly desirable for the aforementioned applications. In addition, minimal insertion loss variation for the full range of phase shift over a wide frequency band is a crucial requirement. Various phase shifter technologies have recently been reported [25],[30],[69]. Among them, the ferroelectric phase shifters [25] provide fast tuning speed, high power handling capability, and low power consumption; however, they suffer from high insertion loss variations. Liquid crystal phase shifters [30] are usually not very lossy but they are too slow for phased array applications and suffer from considerable insertion loss variation with phase shift as well as the well-known hysteresis problem. In addition, they are sensitive to temperature variations, which is a significant concern for automotive or outdoor
applications. Low-loss mmWave phase shifter driven by dielectric elastomer actuators has been recently reported \[69\]. However, this phase shifter is bulky and the control voltage is too high (in the range of kVs) which limits its practical application. Phase shifter based on dielectric loading has also been reported \[73\]. Although, the performance of this MEMS-based phase shifter \[73\] is acceptable for some mmWave phased array applications, the size and the high cost are the main limitations.

### 4.1 Phase Shifter Loss Variation Requirement

The phase shifter insertion loss variation effect on antenna pattern is shown in Fig. 4.1 which depicts the array factor of eight elements antenna array with non-uniform excitation for a different phase shifter characteristics (1-ideal phase shifter which has 0dB loss variation, 2- phase shifter with 2dB loss variation, and 3- phase shifter with 6dB loss variation). The antenna array model is shown in Fig. 4.2. The array factor has been calculated based on Equation 4.1.

\[
AF(\theta) = \sum_{i=1}^{8} a_i IL(\phi_i)e^{-j(kx_i\sin(\theta)+\phi_i)}
\]  

(4.1)

Where \( IL(\phi_i) \) is the insertion loss of the phase shifter for a phase shift \( \phi_i \), \( k \) is the wave number, \( x_i \) is the location of the \( i \)th antenna element (the antennas are spaced at half
wavelength) and \( a_i \) is the excitation coefficient of antenna element number \( i \) (linear amplitude tapering is used to suppress the side lobes).

Fig. 4.3 shows the effect of insertion loss variation on the SLL of an eight elements phased array. Three different array tapering (non-uniform excitation profiles) are shown as well as a uniform array. As can be seen the SLL is strongly dependent on the loss variation value (\( ||\Delta IL|| \) is defined as the phase shifter maximum insertion loss variation across all the phase shift values). Phase shifter loss variation also reduces the peak gain.

The insertion loss variation with phase shift is typically compensated in phased array antennas by adding a variable gain amplification/attenuation stage to each phase shifter (as shown in Fig. 4.4). This solution adds to the complexity, cost, power consumption, and the noise level of the phased array antenna system. In this work, we have been investigating an alternative approaches by realizing high performance phase shifters with both minimal average loss and minimal loss variation over the full phase shift range.

In the following Sections, two new phase shifting concepts are presented. Both are based on HRS DWG technology which provides perfect performance at the mmWave/sub-THz range. In addition, it can form a fully homogenous low-cost/low-loss platform suitable for mmWave/sub-THz antenna system that can be easily integrated with active devices.
4.2 Wiggling Dielectric Waveguide Delay Line/Phase Shifter (WWDWG)

This Section introduces a novel modified version of the conventional rectangular cross section dielectric waveguide/image-guide and a new variable phase-shifter/time-delayer structure, which is suitable for phased array antenna applications in mmWave/sub-THz band.

The idea of the proposed structure is based on modifying the signal path physical length. To change the phase shift or the time delay, a part of the dielectric waveguide is cut into small disjoint segments, which can be moved back and forth, causing a variable signal path length. Fig. 4.5 illustrates the proposed idea. A number of movable dielectric blocks (in the particular example shown in Fig. 4.5, this number is 7) lie in the middle

Figure 4.3: The effect of phase shifter insertion loss variation on the side lobe level of eight elements array.

in this range of frequencies [15]. The main difference between the two new phase shifters is the actuation plane; one is vertical while the other is horizontal/lateral. The size and the performance of slightly different which make each one suitable for different applications.
of each structure. The rest of the structure is the conventional rectangular cross section dielectric waveguide. Our proposed structure is full Silicon and can be implemented using the deep reactive-ion-etching [59] fabrication process. The proposed design can tolerate less than $1:30$ etching aspect ratio (low cost fabrication process).

Fig. 4.6 shows one particular design that has three free blocks only. This represents the simplest form of the new phase shifter. In the middle of the structure lie three sliding blocks (which can be displaced independently by adding transversal planar displacements), the rest of the structure is the conventional dielectric waveguide with a rectangular cross
section.

Figure 4.6: Shows three free blocks version of the phase shifter.

Fig. 4.7 shows the field distribution for arbitrarily chosen phase shifts. Interestingly, the EM wave bends to fit in the modified waveguide, these bends lead to an increase in the electrical length, and, hence, the total phase. Also, the larger the shift we achieve, the more the radiation loss we have. This can be noticed from the field plot (note for this design the block length was arbitrary set to be $1.5\lambda$).

Figure 4.7: Shows field modulation while changing the sliding parts.

4.2.1 Simplified Model

Extensive simulations are needed for optimizing the design. This, especially when the number of the free blocks is high, makes the design using full field solver difficult. Therefore, we have developed a simple model to estimate the phase based on a first order fitting for the signal path inside the shifted blocks. In Fig. 4.6, the path difference $(l_1 - l_0)$ has been
calculated for the different block shifts and used to calculate the overall phase shift.

For simplicity, we will verify our model on the three block phase shifter, and for further simplicity, we will assume that the three displacements are dependent, in that the first and the last block should have the same shift, while the displacement of the middle block is 2× shift. These assumptions are for the simplification of the verification step; however, the model generality is still valid. Fig. 4.8 shows a good agreement and verifies the basic idea of relating the phase shift with the transversal displacement.

Figure 4.8: Shows the phase shift for both full field simulations and model.

This model is insufficient to estimate the insertion and the return loss; therefore, we have developed a complementary model based on macro-modeling. Macro-modeling uses a divide-and-conquer technique where the given problem is divided into smaller parts, and then those smaller parts are matched to a pre-defined model library. In our case, as shown in Fig. 4.9, the model library is done for a single step with all possible shifts it can take. Then to match a complete structure we simply cascade the $S$ parameters of the individual steps. This library is done by full 3D simulations. Although, the problem was simplified by selecting a single mode of modeling, higher order modes can be easily added if a more accurate model is needed.
Fig. 4.10 shows a good agreement between our model and the full field simulated structure. The average time saved was 50% for the three blocks structure. This is a significant time reduction given that the optimizer needs to simulate 15000 different structures for each phase point.

**Figure 4.9:** Shows the macro-modeling structure.

### 4.2.2 Gap size

Transition gaps are the gaps between the sliding blocks. This gap allows for moving the blocks. The gap size is limited by the fabrication constraints. We are using deep reactive-ion-etching to etch this device and it is expensive to have an aspect ratio higher than 1 to 30. Any perpendicular component of the electric field at the gap interface will cause a high reflection; therefore we had set our propagating mode to be TE polarized.

### 4.2.3 Example 1: Seven blocks 77GHz phase shifter

After presenting the concept, we now present our first design. We have arbitrarily chosen the number of sliding blocks to be seven. It is up to the designer to choose the number of elements he can afford in his design, the more elements you introduce the smoother performance you can achieve, but the layout will get more complex. The design frequency
Figure 4.10: Shows the magnitude of S parameters for both full field simulation and cascaded macro-models.

is 77GHz and the silicon waveguide ($\epsilon_r = 11.9, \tan\delta = 0.005$) has a cross section of 1.6x0.5mm, while each block has a length of 1mm ($\lambda$) and the transitional gap is of 17ummm (which is $\sim 1/30$ of the 0.5mm wafer’s thickness).

**Optimization**

As introduced earlier, the signal experiences an amount of delay proportional to the physical path length that can be controlled by the proper positioning of the free blocks. Each delay value can be achieved by a variety of configurations of these free blocks; however, we are interested in the configuration that minimizes the losses (radiation and reflection). Therefore, we have defined an optimization problem with the displacements’ values for all the sliding blocks as the problem unknowns (see Fig. 4.12) and the optimization objective is to maximize the guided transmission for a given center frequency and phase shift. This optimization will be conducted once in the design phase when the optimal sets are tabulated in a look up table. The actuation controller shall recall these values when phase shift changing is needed.

We have chosen to go with GA as it easily matches the problem. The GA chromosome will be a vector of the different blocks’ displacements (genes) and we will use real encoding
for the population; hence, the length of the chromosome string is the number of sliding blocks. The selection criterion used, based on some preliminary trials, is the survival of the fittest and the mutation rate is 1%. A simulated binary crossover is used for mating. Each generation of the 500 generations has a population of 30 individuals.

Simulation Results

Fig. 4.13 shows the combined performance of a set of wiggling configurations, resulted from an extensive optimization, with phase shift varying from 0° to 360° in 2.5° steps, an insertion loss between -1.8dB and -4.3dB, and a return loss better than -13dB. Although, a simplified model based on cascading the simulated and stored scattering parameters for arbitrarily shifted 2 wiggling blocks has been used for speeding up the optimization, the final designs were verified and fine-tuned by a commercial full-wave solver (HFSS).

The structure literally increases the signal path, and, hence, introduces a True Time Delay (TTD). In other words, different frequency components shall experience linear phase shifts; therefore, as far as the linearity in phase shift is concerned, all frequencies should be accommodated with our design. By restricting the IL for a tolerance less than 0.5dB
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across the entire band of operation, a band width from 75GHz to 80GHz was obtained. Fig. 4.14 verifies the proposed conclusion about the phase linearity (phase variation slope is constant: $\Delta \phi / \Delta f = -153.6^\circ / GHz$).

**Experimental Results**

To prove the concept, three configurations have been optimized for three different phases. Configuration 1 represents the reference sample where no wiggling occurs. The wiggling values of the other two configurations are shown in Table 4.1. The simulated E field distribution across the top surface of the test structures is shown in Fig. 4.16. The expected values for phase and amplitude normalized to the non-wiggling case are shown in Table 4.2.

A tapered part of the DIG is used as a transition to the WR10 waveguide. WR10 is the PNA-X interface at W-band. The tapered transition has a length of 7mm. The loss of the tapering transition has been characterized separately and its effect has been de-embedded from the measured data. A simple single-mask fabrication process with standard steps and recipes has been used to achieve both low cost and reproducibility. The used substrate
Figure 4.14: $S_{21}$ magnitude variations with frequency for 150° phase shift setup.

Table 4.1: Optimized Configurations.

<table>
<thead>
<tr>
<th>Config.</th>
<th>d1-ref</th>
<th>d2-ref</th>
<th>d3-ref</th>
<th>d4-ref</th>
<th>d5-ref</th>
<th>d6-ref</th>
<th>d7-ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>610μm</td>
<td>535μm</td>
<td>121μm</td>
<td>-245μm</td>
<td>-423μm</td>
<td>9μm</td>
<td>20μm</td>
</tr>
<tr>
<td>3</td>
<td>338μm</td>
<td>567μm</td>
<td>63μm</td>
<td>-365μm</td>
<td>-607μm</td>
<td>-315μm</td>
<td>-223μm</td>
</tr>
</tbody>
</table>

is high resistivity silicon (1 0 0) wafer with a diameter of 100mm and a thickness of 475μm.

The fabrication process steps can be summarized as shown in Fig. 4.17. Simply, [Step (a)] we clean our high resistivity silicon wafer in Piranha solution before [Step (b)] we sputter 0.5m of Aluminum at each side of the silicon substrate. Then, [Step (c)] we coat it with a thin photo resist (Shibly 1811 with a thickness of 1.3m) on one side of the Aluminum before [Step (d)] performing an optical lithography with a 130mm Chrome mask. [Step (e)] The Aluminum is then patterned using the wet etching process. Meanwhile the back side Aluminum is kept protected with tape. After that, [Step (f)] Deep Reactive-Ion-Etching (DRIE)(Standard Bosch process) is performed for the whole wafer thickness (a carrier wafer is used during the through wafer etching). Then, [Step (g)] we strip the Aluminum mask with Aluminum wet etchant again.
Figure 4.15: $S_{21}$ phase frequency dependence for 150° phase shift setup.

Table 4.2: Configurations simulated performance normalized to Config. 1 at 77GHz.

<table>
<thead>
<tr>
<th>Config.</th>
<th>$\Delta \phi$ (unwrapped phase)</th>
<th>$\Delta \phi$ (wrapped phase)</th>
<th>$\Delta IL$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>-242°</td>
<td>118°</td>
<td>-1.4dB</td>
</tr>
<tr>
<td>3</td>
<td>679°</td>
<td>-40°</td>
<td>-5.1dB</td>
</tr>
</tbody>
</table>

Fig. 4.18 shows the fabricated samples along with the measurement setup. The S parameters have been captured using Agilent PNA-X (N5242) attached to W-band OML harmonic mixers.

The simulated and measured (after de-embedding the transition effect) results for the proposed test structures are shown in Figs 4.19 and 4.20. The phase-frequency variations are shown in Fig. 4.19 while the amplitude-frequency variations are shown in Fig. 4.20. A frequency shift of $\sim 0.5\text{GHz}$ is observed which could be attributed to inaccurate dielectric constant. The measured insertion loss matches the trend of the simulated one; however there is an additional loss in the measurements which could be due to radiation or mismatch loss created by the test structure non-idealities which are not captured in the simulations.
4.2.4 Phase Shifter Implementation

There are two approaches to implement an electrically controlled phase shifter using the presented structure. The first one is to implement a switched line type phase shifter. This approach is simple but the area is relatively big and the resolution is limited to the number of the WDWGs that can fit in the allocated space. Fig. 4.21 shows this phase shifting concept.

The second approach is to implement vertical actuation using MEMS or piezoelectric effect. This is more complex to implement but provides better performance, compact area and fine resolution.
Figure 4.17: Single print through wafer silicon etching process for the wiggling dielectric waveguide fabrication.

Figure 4.18: a) Three fabricated samples, (b) Measurement setup for the sample with the Configuration 3.
Figure 4.19: $S_{21}$ phase variations with frequency for the three test structures.

Figure 4.20: $S_{21}$ magnitude variations with frequency for the three test structures.
Figure 4.21: WDWG based Switched Line Phase Shifter.
4.3 Novel BLT Phase Shifter

In this Section, another new phase shifting structure based on HRS DIG is presented [8]. The proposed structure changes the phase shift of the propagating mode by varying the DIG propagation constant using a high dielectric constant slab of Barium Lanthanide Tetratitanates (BLT) ceramic made of BaO-Ln2O3-TiO2 (where Ln = La, Ce, Pr, Nd, Sm, or Eu). BLT compositions are well known as commercial dielectrics for RF applications due to their high permittivity ($\epsilon_r$ can go up to 170), low temperature coefficient, and low dielectric losses over a wide range of temperatures and frequencies [63]. The used BLT samples have accurate measured dielectric constants with ±0.3% tolerance (provided by supplier).

The high dielectric constant leads to a significant size reduction, which is highly desirable in many practical applications. Recently, we have presented a microwave phase shifting structure based on a BLT ceramic loaded CPW line[4]. The proposed CPW-based phase shifter is shown in Fig. 4.22. Although this structure has a superior performance in the Ka-band, it is not very practical in higher mmWave/sub-THz frequency range due to the loss and the fabrication limitations; therefore, here we extend the concept proposed in [4] to a new BLT loaded HRS DIG phase shifter.

![Figure 4.22: 3D model of a test structure for the proposed phase shifter.](image-url)
4.3.1 Design

As shown in Fig. 4.23, the proposed concept uses a DIG using HRS substrate. The propagation constant and the mode of the DIG is changed by placing a high dielectric constant BLT material on top of it at a small distance (few microns). A large variation of the phase shift is obtained by changing the air gap only by several microns. To prove the concept, phase shifters with different types of BLT materials with dielectric constants up to $\epsilon_r = 165$ have been simulated, fabricated and successfully tested. The resulting tuneable phase shifter has minimal insertion loss variation, less than that other techniques reported so far, over the full range of phase shift.

The design procedure of this phase shifter test structure is summarized in the following steps:

**Step 1: Design of a W-band HRS based DIG**

The HRS rectangular cross section DIG is designed to ensure a single mode operation $E_{11y}$ across the bandwidth of interest. The design sample under consideration is optimized to
operate over the W-band (75\(GHz\) to 110\(GHz\)). For the particular design example reported in this work, the DIG has a width of 700\(\mu m\) and a height of 500\(\mu m\). The total length of the waveguide is 10\(mm\). A cross section of the DIG showing the E field distribution at 100\(GHz\) is depicted in Fig. 4.23.

![Cross section in the DIG shows the E field magnitude distribution at 100GHz.](image)

Figure 4.24: Cross section in the DIG shows the E field magnitude distribution at 100GHz.

**Step 2: Design of HRS DIG to WR10 metallic waveguide transition**

To test the proposed phase shifter, a transition from HRS DIG to WR10 waveguide ports has been designed. An HRS dielectric linear tapered section is added to the rectangular DIG\(^1\). The total length of the matching section (5.7\(mm\)) has been chosen to provide a compact but low loss transition. Fig. 4.25 and Fig. 4.26 show the 3D of model in HFSS for the whole test structure along with E field distribution at 100\(GHz\).

![3D model in HFSS](image)

Fig. 4.27 shows the simulated S-parameters for this test structure (this includes the DIG, the transition and the metallic waveguide). The ripples in \(S_{11}\) are due to small mismatches at both ends (Fabry Perot resonances). Although the transition plays important role in testing the phase shifter, it is not a part of the phase shifter itself. For example, the phase shifter can be part of homogenous DIG based phased array antenna system or integrated directly to flip-chip based active components through DIG to CPW transition \([15]\) without the tapered transition. Hence, the phase shifter actual size should not include the tapered transition length.

\(^1\)More details about this transition is available in Chapter 5
Step 3: BLT slab design and air gap calculation

The effect of the high dielectric constant slab top loading on the DIG dominant mode propagation with a small air gap in between has been studied by simulations. Different dielectric materials with different lengths have been placed at different distances from the DIG. An example is given here for a BLT sample with a relative permittivity of 165 and a length of 5\text{mm}. When the spacing between the BLT slab and the DIG is 5\text{µm}, the $S_{21}$ magnitude and phase are $-2\,\text{dB}$ and $113^\circ$ respectively and the field distribution is given by Fig. 4.28. When we increase the air gap by 20\text{µm} the $S_{21}$ magnitude and phase change to $-1.97\,\text{dB}$ and $-157^\circ$ respectively and the field distribution is given by Fig. 4.29. The difference in phase between the two cases is almost $90^\circ$ ($(180 - 113) + (-157 - -180)$) this can be visually checked by comparing the time domain E field distribution for the two cases shown in Fig. 4.28 and Fig. 4.29.

The used BLT slab has a thickness of 250\text{µm} and a width of 2\text{mm}. Practically, both the width and the thickness of the BLT slab (as long as it is much larger than the air gap) should not have any appreciable effect on the performance. Three different BLT slabs (samples) have been studied for the proposed phase shifter application. Fig. 4.30 shows a comparison between the three samples at 100\text{GHz}. The first sample has a dielectric constant of 42 and a length of 5\text{mm}. Sample 2 has a dielectric constant of 80 and a length of 3\text{mm}. Sample 3 has a dielectric constant of 165 and a length of 5\text{mm}.

Figure 4.25: HFSS model of the whole test structure.
4.3.2 Fabrication Process

Optical lithography and dry etching

The HRS has been fabricated using a single-mask fabrication process. The fabrication details for an HRS single-mask dry etching process have been covered previously in this thesis. The fabrication process steps can be summarized as shown in Fig. 4.31. One of the main advantages of this technique is its high-dimensional accuracy obtained from the photolithography and DRIE processes. With photolithography, depending on the quality of the Chrome mask, very small dimensional errors down to $\pm 0.3\mu m$ are realizable. The DRIE process is able to provide almost vertical sidewalls with a very small roughness.

Fig. 4.32 and Fig. 4.33 show the picture and SEM scans of the fabricated waveguide sample. HFSS simulations show that the effect of roughness on the propagation constant of the waveguide is negligible. The measured width of the fabricated waveguide is $700 \pm 2\mu m$.

The roughness of the Silicon surface was measured by a profiler. The standard deviation value of the surface roughness is $13nm$ (see Fig. 4.34).
Laser micro-machining

The BLT slab has been cut using laser machining. Laser machining is an accurate, chemical-free, and fast process (no mask preparation is needed) which can be used as an alternative solution to etching technique in many emerging applications. The laser machine which is used for cutting the BLT samples is the ProtoLaser U3 UV system from LPKF. The laser wavelength is 355nm. Since the 200µm thick BLT material is very fragile, it can be easily broken with excessive laser power. Therefore all the laser parameters are optimized to achieve a clean edge cut without breaking the sample. Fig. 4.35 shows the surface roughness of the BLT slab after polishing. Based on our measurements, the standard deviation value of the surface roughness is 79nm.

As can be seen from the graph, the BLT slab has (as well as many of ceramic based
material) some surface cracks. Since the width of these discontinuities are in the order of few microns, the effect is negligible on the dielectric constant over the frequency range of interest in this work. This has been verified with the good agreement between simulations (where the BLT slab model does not have these sharp discontinuities) and measurements as will be shown later.

4.3.3 Measurements Results

The measurement is performed using a micro-positioner with a probe end attached to the top side BLT sample. The attachment is done using a $\sim 10\mu m$ drop of silver paste. The paste has insignificant effect on the operation as the E field is highly concentrated under the BLT slab (inside the air gap region), while the glue exists on the other side of the BLT slab.

The measurement is performed using Agilent PNAX connected to OML mmWave
WR10 extenders. The micro-positioner setup is used to move the BLT slab up and down and vary the air gap with high accuracy. The measurement setup along with the test structure is shown in Fig. 4.36 and Fig. 4.37. The surface roughness limits the minimum air gap between the HRS DIG and the BLT slab. The calibration and initial measurement are done for the HRS DIG in the absence of BLT slab and the results are shown in Fig. 4.38.

The measurement results presented in this Section are obtained for the following three different high dielectric constant slab samples:

Figure 4.31: Optical lithography Fabrication Process for the proposed structure.

Figure 4.32: Fabricated sample: Picture of the waveguide.

Figure 4.33: Fabricated sample: SEM scan of the waveguide.
The high dielectric constant slab for Sample 1 has a dielectric constant of 42 and a length of 5mm. Fig. 4.39 shows the $S_{21}$ and $S_{11}$ magnitudes variation versus frequency for different air gaps. The $S_{21}$ phase variation versus frequency is shown in Fig. 4.40. In all the following graphs each micro-positioner step is considered 10µm.

Sample 2

The high dielectric constant slab for Sample 2 has a dielectric constant of 80 and a length of 3mm. Fig. 4.41 shows the $S_{21}$ and $S_{11}$ magnitudes variation versus frequency for different air gaps. The $S_{21}$ phase variation versus frequency is shown in Fig. 4.42.
Sample 3

The high dielectric constant slab for Sample 3 has a dielectric constant of 165 and a length of 5mm. Fig. 4.43 shows the $S_{21}$ and $S_{11}$ magnitudes variation versus frequency for different air gaps. The $S_{21}$ phase variation versus frequency is shown in Fig. 4.44. The main phase change occurs in the first two steps (20µm) which is suitable for practical application.

Summary of measurements

Three different high dielectric constant slabs have been tested. Summary of the measurements results at 100GHz for different dielectric samples are shown in Table 4.3. Fig. 4.45 shows a comparison between the simulations and measurements of the obtained phase shifts for the three tested samples at 100GHz.

It can be noticed that the loss of smaller phase shift 60° is actually higher than the larger phase shift 107°. This can be attributed to the fact that that the larger phase shift is
Figure 4.37: Schematic of the micro-positioner setup.

Table 4.3: Summary of Measurements at 100GHz.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Maximum Phase Shift</th>
<th>Average Insertion Loss</th>
<th>Insertion Loss Variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>60°</td>
<td>-3dB</td>
<td>1dB</td>
</tr>
<tr>
<td>2</td>
<td>107°</td>
<td>-2.8dB</td>
<td>0.6dB</td>
</tr>
<tr>
<td>3</td>
<td>150°</td>
<td>-2.85dB</td>
<td>0.7dB</td>
</tr>
</tbody>
</table>

obtained using a higher dielectric constant slab which makes the fields more concentrated in the lossless air gap.
Figure 4.38: Measured and simulated magnitudes of $S_{11}$ and $S_{21}$ versus frequency for the DIG in the absence of the BLT slab.

Figure 4.39: Measured $S_{21}$ and $S_{11}$ magnitude variation versus frequency for different air gaps.
Figure 4.40: Measured phase variation versus frequency for different air gaps.

Figure 4.41: Measured $S_{21}$ and $S_{11}$ magnitude variation versus frequency for different air gaps.
Figure 4.42: Measured phase variation versus frequency for different air gaps.

Figure 4.43: Measured $S_{21}$ and $S_{11}$ magnitude variation versus frequency for different air gaps.
Figure 4.44: Measured phase variation versus frequency for different air gaps.

Figure 4.45: Phase shift variation simulations (solid line) and measurements (circles) versus air gap at 100GHz for the studied samples.
4.3.4 Electrically Controlled Version

After we have proven the new phase shifter concept using micro-positioner setup, we are going to present a more practical version (from packaging point of view) of the phase shifter[9]. In this Section, an electrically controlled version of the proposed phase shifter is presented.

Design

As shown in Fig. 4.46, the proposed phase shifter is essentially a high dielectric constant slab attached to a piezoelectric transducer and both are kept at a controllable distance from an HRS DIG.

There are various types of piezoelectric actuators that can be used in this application. We chose a commercial piezoelectric actuator [30] that has dimensions of $2 \times 3 \times 13.5\,mm$ and a travel range of $13\mu m$. The dielectric slab used in this work has a dielectric constant of 250 and has a length of $4\,mm$, a width of $2\,mm$ and a thickness of $0.5\,mm$. 

Figure 4.46: 3D model for the electrically controlled version of the proposed phase shifter.
Results

In this test, the HRS DIG has been cut using the laser technique which provides a fast and no-mask prototyping method. An extra step is added to remove the oxidation layer with Silicon wet etching. The dielectric slab is then attached to the piezoelectric transducer with glue. The whole test structure has been tested using the measurement setup shown in Fig. 4.47. The piezoelectric attachment is depicted in Fig. 4.48 and Fig. 4.49.

![Figure 4.47: Measurement setup.](image)

![Figure 4.48: Piezoelectric transducer.](image)  ![Figure 4.49: Piezoelectric attachment to the BLT slab.](image)

For calibration, the HRS DIG was tested alone (without the dielectric slab). In this
Section we modified the test fixture to make sure the HRS DIG is fixed during the test (See Fig. 4.50). The measurement results are shown in Fig. 4.51. The insertion loss is $-1.8\,dB$ at $90\,GHz$. The structure is matched over the frequency band of interest except for small Fabry Perot resonances due to the mismatch introduced by the two transitions and the screws in the fixture.

![Figure 4.50: Modified test fixture.](image)

After measuring the HRS DIG alone, the whole test structure, including the high dielectric constant slab, (shown in Fig. 1) has been tested. The simulated and measured S-parameters are shown in Fig.s 4.52 and 4.53. The graphs show the insertion loss, return loss, and phase shifting characteristics of the developed phase shifter for two values of the piezoelectric transducer voltages. The measurements show a phase shift of $85^\circ$ at $90\,GHz$ with very low insertion loss variation ($-0.2\,dB$).

![Figure 4.51: Measured $\|S_{11}\|$ and $\|S_{21}\|$ of the DIG in the absence of the dielectric slab.](image)

Table 4.4 summarizes the performance of the proposed phase shifter as compared to other good designs reported in the literature. As shown, the $\Delta\phi/IL$ value of the proposed
phase shifter clearly outperforms the other designs.

On the subject of mechanical reliability, from our experience with the measurement setup, the presented BLT phase shifter performance is immune from mechanical vibrations due to movements. The proof is simply that we had the measurement setup for this experiment installed on a normal table inside one of the labs where different researchers have been moving during the measurements; however, the phase shift characteristics are yet quite stable. We think that this is due to the fact that any type of oscillation applies equally to both the dielectric waveguide and the dielectric slab. This makes the change in the air gap value negligible.

As for the thermal stability, when the ambient temperature changes, the dielectric constant of the BLT slab changes and the air gap thickness changes as well. However, the dielectric constant for the BLT material used is fairly stable \( \leq 30 \text{ppm/}^\circ\text{C} \). To make the air gap constant, a fixture with thermal expansion coefficient similar to that of the piezoelectric transducer should be used.
Figure 4.53: Measured phase shift of the test structure for two different states of the piezoelectric transducer. The measurement results are shown in dotted lines while the simulation results are shown in solid ones.

In addition, most of the phased array systems usually have complex calibration systems to deal with the performance deviation over temperature. This drift is normally slow and weak.

Table 4.4: Performance Comparison of Available Phase Shifters.

<table>
<thead>
<tr>
<th>Design</th>
<th>Freq.(GHz)</th>
<th>$\Delta\phi/IL$(°/dB)</th>
<th>Max.IL(dB)</th>
<th>$\Delta\phi/Length$(°/cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref [76]</td>
<td>76.5</td>
<td>55</td>
<td>-5.8</td>
<td>129</td>
</tr>
<tr>
<td>Ref [73]</td>
<td>75</td>
<td>71</td>
<td>-3.5</td>
<td>715</td>
</tr>
<tr>
<td>This work</td>
<td>90</td>
<td>405</td>
<td>-2.8</td>
<td>210</td>
</tr>
</tbody>
</table>
Chapter 5

HRS DWG Integration with Active Components

This Chapter is focused on the integration of the aforementioned passives (the proposed integration techniques are also applicable for any DWG-based passives) with active components. This is an essential task for achieving a low cost and high performance mmWave beam-steering antenna system. Our investigation so far shows that the optimal integration with active components can be achieved through a high performance flip-chip to rectangular DWG transition. The following Section justifies this approach.

5.1 Flip-chip on DWG Packaging Approach

The rectangular DWG has been chosen for this transition because it is easy to fabricate (low cost) and easy to integrate with all of our proposed high performance passive components. As for the assembly method, the flip-chip technology has been chosen. The flip-chip technology provides an RF connection with a short electrical length compared to wirebonding and hence the associated parasitics are considerably smaller [55]. For this reason, the flip-chip has recently attracted huge attention among the mmWave integration and packaging community [35], [37] and [11].

\footnote{For a detailed discussion about the different advantages of using DWG for mmWave applications please visit Section 3.1.}
In order to achieve low loss, low cost, wide band, and compact flip-chip to DWG transition at mmWave frequencies, I present the structure shown in Fig. 5.1. Since the CPW lines are usually used on both sides of the flip-chip connection, a transition from DWG to CPW has been used. For simplicity, the proposed structure can be divided into three transitions (equivalently three design steps):

- Step 1: Metallic waveguide (WR10 has been used in this example) to dielectric waveguide (DWG) transition (this transition has been introduced for testing purposes only),
- Step 2: DWG to CPW transition,
- Step 3: CPW to flip-chip transition,

Figure 5.1: 3D model of the proposed flip-chip integration structure.

The shape of these transitions have been inspired by the modal characteristics of the electromagnetic waves’ propagation in these three types of structures. The silicon waveguide starts with a tapered transition to gradually match the mode diameter of the WR10 waveguide. The CPW starts with a tapered transition as well to minimize the reflection and smoothly focus the field between the metals. The CPW final spacing has the 50Ω impedance to match the flip-chip circuit input impedance. As will be shown later, the impedance should be slightly different than 50Ω to cancel the parasitics introduced by flip-chip bumps and pads. The CPW ground traces are tapered again before the flip-chip
to ensure more confined signal transmission. The design details of the proposed integration technique will be discussed in the following Sections.

5.2 WG to DWG/DIG Transition (Step 1)

The mode diameter of the metallic waveguide should be gradually matched to that of the DWG. This can be achieved with a simple tapered DWG transition as shown in Fig. 5.2. The idea of matching DWG to waveguide using linear tapering has been rigorously explored in literature [54]. In Fig. 5.2, we explore the effect of changing the tapering profile on the matching. The tapering length ($L_t$ in Fig. 5.2) should be optimized to achieve the smallest transition with the maximum transmission and the minimum reflection.

![3D model for the proposed WG to DIG tapered transition with different profiles](image)

(a) Profile 1: $y = \alpha_1 x$, (b) Profile 2: $x = \alpha_2 y^2$ and (c) Profile 3: $y = \alpha_3 x^2$.

Fig. 5.3 shows the HFSS simulation results for V-band WG to DIG transitions with three different profiles. By increasing the tapering length, the matching and the insertion
loss get better but at some point the transition length starts to add significantly to the total loss; therefore an optimal point should be chosen. It can be seen that for a short transition length, the linear profile (Profile 1) is better as it adds only -0.5dB at a length of 6mm. However, if the transition is allowed to be longer, Profile 2 seems to work better (Profile 2 provides -0.4dB at a length of 10mm).

### 5.2.1 Test Structure: Back-to-Back WG to DIG to WG transition

The performance of the WG to DIG transition can be verified by the test structure shown in Fig. 5.4. This test structure is a 20mm long V-band DIG followed by 6mm linear tapered transitions on both ends (total length is 32mm). The simulated S-parameters are shown in Fig. 5.5. A similar test structure for the W-band has been designed and measured. The cross section of the DIG is $0.7\, mm \times 0.5\, mm$ with a length of 10mm. A picture of the fabricated test structure is shown in Fig. 5.6. The used tapered section has a length of 6mm.

Fig. 5.7 shows the measured and simulated results for the proposed W-band test structure. It has been noticed that there is some discrepancy between the simulated and the measured results specially in the matching ($|S_{11}|$) frequency response. This is mainly due to the surface roughness of the test fixture (which introduces air gap in the DIG structure) and the in-accurate positioning of the DIG. To reduce the gap between simulations and measurements, a higher quality test fixture/setup is needed; however, it would be quite
Figure 5.4: V-band back-to-back WG to DIG test structure with linear 6mm tapered transition.

expensive\textsuperscript{2}

\textsuperscript{2}As an example, the results for an experiment we have performed with a higher quality test fixture is given in Section 3.1.
Figure 5.5: Simulated S-parameters for a V-band back-to-back WG to DIG test structure with linear 6mm tapered transition.

Figure 5.6: Fabricated W-band back-to-back WG to DIG test structure.
Figure 5.7: Simulated S-parameters for a W-band back-to-back WG to DIG test structure with linear 6mm tapered transition.
5.3 CPW to DIG Transition (Step 2)

A CPW to DIG transition is presented in this sub-Section. A gradual tapered transition is used to match the CPW line to the DIG. Fig. 5.8 shows two tapered profiles we have explored for this type of transition. The tapering is done on the ground traces of the CPW line only (Since it is already narrow, we decided not to taper the signal trace). We have proposed two tapering profiles; one is the simple linear tapered profile while the other is a quadratic profile. The transition is essentially defined by two variables. The first variable (which will be referred to as $L_{t1}$) is the extension of the ground traces after the 50Ω CPW line section. The other variable (which will be referred to as $L_{t2}$) is the extension of the signal trace (middle conductor) after the 50Ω CPW line section.

The performance of the proposed CPW to DIG transition can be tested by making either a test structure with a back-to-back CPW to DIG transition followed by a DIG to

![Diagram](image)

Figure 5.8: 3D model for the proposed CPW to DIG tapered transition with different profiles; (a)Profile 1: Linear, and (b)Profile 2: Quadratic.
CPW transition or a test structure with a DIG to CPW followed by CPW to DIG. Since the input/output interface of the available mmWave measurement equipment is normally waveguide based, a transition from the DWG/DIG to waveguide is needed. This makes the second test structure (DIG to CPW followed by CPW to DIG) a bit longer and more complex to de-embed. In Section 5.4, the details for this type of test structures are provided.

5.3.1 Test Structure: Back-to-Back CPW to DIG to CPW transition

As shown in Fig. 5.9, the test structure is a 50Ω CPW line designed on HRS substrate followed by a CPW to DIG transition. Quadratic tapering profile has been used in this test structure. The transition is then followed with a long DIG section (long enough to eliminate direct coupling between the two CPW sections -input and output-). The same CPW line and transition are then used in the reverse order to form the back-to-back test structure. The total length for this test structure is 30mm. Fig. 5.10 shows the simulated S-parameters for a V-band back-to-back test structure with 50Ω CPW interface. The insertion loss at 60GHz is -2.5dB. After de-embedding the DIG loss, the loss of the CPW to DIG transition is calculated to be -0.7dB at 60GHz.

![Figure 5.9: 3D model for the proposed back-to-back CPW to DIG test structure.](image)

A similar test structure has been designed to operate in the W-band. The simulated and measured S-parameters are shown in Fig. 5.11. The measured results are in good agreement with the simulated ones. The insertion loss at 80GHz is -4.4dB. After de-embedding the DIG loss, the loss of the CPW to DIG transition is calculated to be -1.6dB at 80GHz.
Figure 5.10: Simulated S-parameters for the back-to-back test structure operating at the V-band.

A picture of the fabricated test structure is shown in Fig. 5.12. A two-mask process has been developed and used for the fabrication of the proposed transition. The process consists of standard steps and recipes to achieve both low cost and reproducibility. The process steps can be summarized as shown in Fig. 5.13. Simply, [Step (a)] we clean our high resistivity silicon wafer through RCA1 process before [Step (b)] sputtering 0.5m of Aluminum at each side of the silicon substrate, which is then [Step (c)] coated with a thin photo resist (Shibly 1811 with a thickness of $\sim 1.6\mu m$) on one side of the Aluminum. Then [Step (d)] an optical lithography with a 130mm Chrome mask is performed to make a mask on the wafer for Al etching.

In [Step (e)] the Aluminum is patterned using the wet etching process and the thin photo resist is removed. Meanwhile the back side Aluminum is kept protected with a tape. Then, a mask is prepared for silicon etching. In [Step (f)] a thick photo resist (AZP4620 with a thickness of $\sim 10.3\mu m$) is applied on the top side of the wafer before [Step (g)] performing optical lithography. [Step (h)] Deep Reactive-Ion-Etching (DRIE) (Standard Bosch process) is then performed for the thickness of 500m (a carrier wafer is used during the through wafer etching). Then, [Step (i)] we remove the thick photo resist with acetone.

As shown in Fig. 5.14, the setup used for the measurements is simply a Keysight (formerly Agilent) network analyzer with W-band waveguide extender modules (OML)
Figure 5.11: Simulated and measured S-parameters for the back-to-back test structure operating at the W-band.

Figure 5.12: Picture of the fabricated back-to-back test structure operating at the W-band.

connected to waveguide GSG probes (Cascade). Cascade 11K probing station has been used. The setup has been calibrated to the probes tips using standard impedance calibration kit. Additionally, different length CPW lines (fabricated on the same HRS substrate) have been used to verify the calibration.
Figure 5.13: Two-mask fabrication process.

Figure 5.14: On-wafer W-band measurement setup used for testing the back-to-back CPW to DIG transition.
5.3.2 Test Structure: CPW-fed Dielectric Side Grating Antenna

We have proposed a CPW-fed dielectric side grating antenna for frequency scanning applications. This antenna can be considered as a test structure to verify the proposed CPW to DIG transition. Dielectric side grating antenna is essentially a travelling wave antenna\textsuperscript{3}. The proposed antenna is operating in the V-band. The antenna model is shown in Fig. 5.15. The matching parameters $l_{t1}$ and $l_{t2}$ have been optimized with HFSS and their optimal values are 6.4mm and 5.7mm, respectively.

![Figure 5.15: 3D model of the proposed CPW-fed side grating antenna.](image)

The simulated gain versus frequency curve is shown in Fig. 5.16. As can be seen the antenna has a peak gain of 18dBi around 62.5GHz.

The proposed antenna has been fabricated and tested. Fig. 5.17 shows a picture of the proposed antenna fed by a CPW line. A GSG probe connected to a 67GHz network analyzer port is used to excite the antenna. The input matching has been measured and the results are in good match with simulation as shown in Fig. 5.18. As can be seen, the antenna is well matched from 50GHz to 67GHz which makes it ideal for wide band applications.

\textsuperscript{3}More details about the proposed CPW-fed dielectric side grating antenna design are available in Section 3.4.
Figure 5.16: The gain frequency response of the proposed antenna.

Figure 5.17: A picture of the proposed CPW-fed side grating antenna.
Figure 5.18: Simulated and measured input reflection coefficient of the proposed CPW-fed side grating DIG antenna.
5.4 WG to DIG to CPW Transitions (Steps 1 and 2)

As has been mentioned earlier, the input/output interface of the PNA-X is usually waveguide based at the mmWave range. Therefore, a WG to DIG transition is added to our DIG to CPW back-to-back test structure.

5.4.1 Test Structure: Back-to-Back transition

This test structure has been fabricated and measured to assess the performance of the proposed transition. A picture of the proposed test structure is shown in Fig. 5.19. The building blocks of both test structures are as follows;

1. A WG to DIG transition (15mm)
2. A DIG section (5mm)
3. A DIG to CPW line transition (8mm)
4. A 50Ω CPW section (4mm)
5. A CPW line to DIG transition (8mm)
6. A DIG section (5mm)
7. A DIG to WG transition (15mm)

The S-parameters results are shown in Fig. 5.20. After de-embedding, the measured loss per CPW to DIG transition is -2 dB.
Figure 5.19: Picture of the proposed test structure.

Figure 5.20: Measured and Simulated S-parameters for the proposed test structure.
5.5  WG to DIG to CPW to Flip-chip Transitions (Steps 1, 2 and 3)

After having the RF signal delivered to the CPW line, the last step is to carry the signal through the bumps and the RF pads to the on-chip circuit. Although the RF pads (padframe) design is not considered in this study, we will discuss some of the effects and good design practices which affect the transition performance. It is highly desired that the pads are organized in a coaxial like shape as shown in Fig.5.21; however, this arrangement could be practically challenging to achieve due to the on-chip circuit configuration. The pad diameter \(d_{pad}\) is also desired to be minimal to minimize the parasitic capacitance. In our analysis \(d_{pad}\) has been chosen to be 80\(\mu m\).

![Diagram showing different pads assignments.](image)

The pads pitch is critical in two aspects. The first is that if it is too small it can significantly increase the total packaging cost (as it requires advanced technology). This is more critical for substrate/PCB technology; but since we are using thin film/optical lithography technology, the small pads separation is not a significant issue. The second effect of the pads pitch is the bump size, usually the bump size is defined by the pads
diameter and the pads pitch. In our case, the pads pitch (p) has chosen to be 200\(\mu\text{m}\). The solder bump has a significant effect on the RF performance at high mmWave frequencies. To illustrate this effect, Fig. 5.22 shows the HFSS model for a dummy chip which has a 50\(\Omega\) CPW based on HRS substrate. As shown in Fig. 5.23, the solder balls can significantly affect the overall S-parameters of the structure through changing the impedance as well as introducing some radiation loss. Therefore, the transition should be optimized with the solder bumps in place.

![Figure 5.22: 3D model of the flip-chip die with solder bumps.](image1)

The DIG flip-chip integration is similar to the test structure proposed in Section 5.4 except for the CPW line, connecting the input section to the output section, which has to be replaced with a transition to the flip-chip die. The CPW ground traces is tapered before the flip-chip to ensure more confined signal and to allow routing other traces on the same layer. In addition, this shape of the ground traces forms a coaxial-like transition which isolates the RF signal from the bias traces and reduces the parallel plate coupling parasitics as this can significantly deteriorate the circuit’s functionality (see Fig. 5.24).

![Figure 5.23: 3D model of the flip-chip die with solder bumps.](image2)
The proposed test structure can be represented by a computational model shown in Fig. 5.25. Typically, the S-parameters model of the active circuit should be cascaded to the transition model while optimizing its performance; however, for simplicity, we have designed a flip-chip circuit with a 50Ω CPW line (dummy flip-chip). This procedure should provide a transition that is well matched for any circuit with a single ended input impedance of 50Ω. Although we have used DIG design here, both the horizontal ($E_x$ modes) and vertical polarizations ($E_y$ modes) can be easily coupled to the CPW line as they have a good projection on the CPW quasi-TEM mode.

Figure 5.25: HFSS model for the DIG integrated flip-chip.
The transition dimensions have been optimized with the dummy flip-chip and the solder bumps in place. The optimization objective has been to simultaneously minimize the $|S_{11}|$ and maximize the overall $|S_{21}|$. The DIG and the flip-chip are considered fixed for the optimization problem while the rest of the structure geometry parameters have been subjected to optimization. The optimal design dimensions are shown in Fig. 5.26.

Figure 5.26: Dimensions of the proposed test structure.

Fig. 5.27 shows the E-field distribution across the test structure at 77GHz. The optimal design has the S-parameters shown in Fig. 5.28. The overall loss at 77GHz is $-3.18$ dB. After de-embedding the dummy flip-chip loss, the loss per transition (DIG to flip-chip pads) is calculated to be $-1.45$ dB.

### 5.5.1 Test Structure: DIG integrated LNA flip-chip with WR10 interface

Another 77GHz test structure at has been designed for a flip-chip amplifier. The new test structure has the same transitions (DIG to CPW and CPW to flip-chip GSG pads) and in addition it has a WR10 to DIG tapered transition (for the sake of testing). The model of this transition is shown in Fig. 5.1. As can be noticed, the LNA has input and output in the south and north directions while the bias pads are arranged in the east and west sides of the die.\(^4\) Therefore, we have routed the DC traces in the middle of the DIG structure.

\(^4\)The amplifier has been designed and tested by another member of the group using 60nm CMOS technology [26].
normal to the RF path as shown in the model.

The test structure has been designed and fabricated using the same two-mask process. A picture of the proposed test structure is shown in Fig. 5.29. The simulated overall loss per transition is $-2.4\, \text{dB}$. The overall simulated loss of the test structure is $-4.8\, \text{dB}$.
at 77GHz. With a 20dB gain LNA, the expected overall $|S_{21}|$ is expected to be $\sim 15dB$. The structure assembly has been delayed. However, we plan to measure it and report the results as a future work of this thesis.
Chapter 6

Conclusion and Future Plan

The development of low cost and high performance mmWave beam-steering solutions drives the future of broadband wireless applications. These applications include, but are not limited to, high resolution automotive radar, imaging, 5G wireless communication, and 60GHz multi-gigabit wireless personal and local area network (WPAN/WLAN). In this work, design procedures and implementation details for novel high efficiency, low cost and easy to integrate mmWave beam-steering solutions have been proposed. In this Chapter, a summary of the topics that are presented. Also, future work and related ideas/designs are discussed.

6.1 Summary of Results

This study has introduced a new systematic design approach that uses a simple channel model which we have developed based on ray-tracing approximation to extract antenna and beam-steering related requirements starting from the system level specifications. The two main types of passive beam-steering at mmWave have been covered in this work; namely, the RF beam-switching and phased arrays. New HRS dielectric waveguide technology has been explored for the implementation of the presented high performance passive mmWave beam-steering solutions. The different aspects of the proposed technology have been presented highlighting the ones that make this technology a perfect candidate, compared to other the other existing technologies, for low cost and high performance mmWave applications. Since the cost is so critical to the emerging mmWave applications, various fabrication process considerations and details have been discussed along with the actual
implementations.

Novel passive beam-steering HRS DWG-based components for both beam-switching and phased arrays have been proposed. These components include phased array antenna elements, phase shifters and a switched-beam antenna. The proposed switched-beam antenna is fully made of dielectric and operates at the 77GHz vehicular radar band. The antenna has the advantages of the high efficiency and the ease of integration which are critical at mmWave.

Novel DWG-based antenna element (for phased array configurations) has been presented along with a new approach for designing fully dielectric mm-wave/sub-THz antennas for a given gain pattern specifications. The method has been used to design a 77 GHz high resistivity Silicon antenna. The proposed antenna has a size of 5mmX10mm and a gain of 13dB at 77GHz. The antenna has been fabricated and tested. The measured results are in good agreement with the simulations.

In addition, the thesis presented a new idea for phase shifting based on changing the physical length of the signal path by introducing planar displacements to some free blocks that constitute the dielectric waveguide. A complete design at 77GHz has been presented as well. The whole structure is planar and Silicon-based allowing the maximum level of integration. The Genetic Algorithm has been used to optimize the design. The proposed design was able to continuously cover the 360° phase shifts with the IL ranging from $-2.4\,\text{dB}$ to $-4.4\,\text{dB}$ and a RL better than $-13.5\,\text{dB}$. Moreover, the performance is expected to be scaled up by increasing the number of movable blocks. To speed up the optimization process, a fairly approximate but very fast model based on path fitting and macro-modeling has been developed.

The thesis also presented a low cost and low loss piezoelectric transducer controlled phase shifter for mmWave/sub-THz applications. The proposed idea is based on reducing the propagation constant and modifying the modal distribution of the field in a high resistivity Silicon image guide by a high dielectric constant slab loading. The proposed phase shifter has a measured insertion loss less than -2dB across the range from 87GHz to 94GHz. A phase shift of 85° at 90GHz is obtained by a device length of 4mm. The proposed phase shifter has an insertion loss variation less than 0.2dB for 85° of phase shift at 90GHz. Measurement results are in good agreement with the simulations. In addition, three different BLT ceramic samples have been tested for the mechanically controlled (manual) version of
the phase shifter. The measured maximum phase shift variation reaches 150° at 100GHz with an average insertion loss of 2.85dB and an insertion loss variation less than 0.7dB for a sample of a 5mm length. The proposed phase shifter has a bandwidth from 95GHz to 105GHz.

Finally, an efficient integration solution has been presented to interconnect the proposed beam-steering antenna systems/components with active components. This includes the development of new wide-band, low loss and low cost transitions.

6.2 Future Work

Following is a list of potential research activities can be considered in the future;

6.2.1 MEMS-based BLT phase shifter

Although, we have proposed an electrically controlled version of the BLT phase shifter using piezoelectric transducer, an integrated MEMS actuator is preferred from packaging and cost perspectives. A collaboration project with the UW-CIRFE lab is underway to implement a MEMS actuator on BLT. The initial test structures using BLT material have been made and successfully tested.

6.2.2 MEMS-based switched-beam antenna

A novel MEMS-based switched-beam antenna has been fabricated and successfully tested within a collaboration project with the UW-CIRFE lab. The antenna is based on Alumina substrate and operating at the Ka-band. The plan is is to extend this project and build a similar structure but using the proposed HRS-based annular grating antenna operating at the W-band.
6.2.3 DIG integrated flip-chip

The integration is one of the most critical aspects in mmWave applications. We plan to continue improving the DIG to flip-chip transition characteristics and to verify the simulated data with measured ones.
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