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Abstract

In recent years, display technology has evolved to the point where displays can be both non-
stereoscopic and stereoscopic, and 3D environments can be rendered realistically on many types
of displays. From movie theatres and shopping malls to conference rooms and research labs, 3D
information can be deployed seamlessly. Yet, while 3D environments are commonly displayed in
desktop settings, there are virtually no examples of interactive 3D environments deployed within
ubiquitous environments, with the exception of console gaming. At the same time, immersive 3D
environments remain — in users’ minds — associated with professional work settings and virtual
reality laboratories. An excellent opportunity for 3D interactive engagements is being missed
not because of economic factors, but due to the lack of interaction techniques that are easy to use
in ubiquitous, everyday environments.

In my dissertation, I address the lack of support for interaction with 3D environments in ubiq-
uitous settings by designing, implementing, and evaluating 3D pointing techniques that leverage
a smartphone or a smartwatch as an input device. I show that mobile and wearable devices
may be especially beneficial as input devices for casual use scenarios, where specialized 3D
interaction hardware may be impractical, too expensive or unavailable. Such scenarios include
interactions with home theatres, intelligent homes, in workplaces and classrooms, with movie
theatre screens, in shopping malls, at airports, during conference presentations and countless
other places and situations.

Another contribution of my research is to increase the potential of mobile and wearable de-
vices for efficient interaction at a distance. I do so by showing that such interactions are feasible
when realized with the support of a modern smartphone or smartwatch. I also show how multi-
modality, when realized with everyday devices, expands and supports 3D pointing. In particular,
I show how multimodality helps to address the challenges of 3D interaction: performance issues
related to the limitations of the human motor system, interaction with occluded objects and re-
lated problem of perception of depth on non-stereoscopic screens, and user subjective fatigue,
measured with NASA TLX as perceived workload, that results from providing spatial input for
a prolonged time.

I deliver these contributions by designing three novel 3D pointing techniques that support
casual, “walk-up-and-use” interaction at a distance and are fully realizable using off-the-shelf
mobile and wearable devices available today. The contributions provide evidence that democra-
tization of 3D interaction can be realized by leveraging the pervasiveness of a device that users
already carry with them: a smartphone or a smartwatch.
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Chapter 1

Introduction

In 1991 Mark Weiser offered a vision of calm computing, where computing devices “weave
themselves into the fabric of everyday life until they are indistinguishable from it” (Weiser,
1991, p.1). He predicted that in the future technology will be omnipresent, but non-invasive
and will facilitate interactions that do not require learning or specialized input devices. In 2015
we are much closer to fulfilling that vision, largely thanks to the vast proliferation of mobile
technologies and the pervasiveness of digital displays. A few years after their introduction to the
consumer market, smartphone proliferation rose to 77% in North America (Dediu, 2015), and it
is predicted that 84% of the world’s population will be using some kind of mobile technology by
2018 (Radicati, 2014). Now we are on the verge of yet another revolution: smartwatches, which
may proliferate to a similar extent and at a similar speed.

However, Weiser’s vision is far from being fully realized, despite the fact that end-users fre-
quently possess a device that is convenient and available for interaction — such as a personal
smartphone or a smartwatch. Rather than forming a rich ecology, displays, mobile devices and
wearables exist largely independent of each other. Some efforts have been made towards com-
patibility, but the everyday use of interconnected devices is still not fully exploited. There is
insufficient support for interaction techniques that seamlessly utilize mobile and wearable de-
vices for input, thus facilitating casual, intuitive, low effort interaction with any and all displays.

Researchers have recognized the benefits of using mobile and wearable devices as conve-
nience input devices for computing environments (Ballagas et al., 2006). The advantages of
mobile devices have been discussed previously by Ballagas et al., who note that:

“Mobile phones’ prevalence gives them great potential to be the default physical
interface for ubiquitous computing applications... However, realizing this potential

1



will require intuitive, efficient, and enjoyable interaction techniques for applications
in the ubiquitous computing domain” (Ballagas et al., 2006, p.1)

Yet, while researchers have already exploited mobile devices (Boring et al., 2010, 2009;
Katzakis, 2012; Medeiros et al., 2013) and wearables (De La Hamette et al., 2002; Kim et al.,
2012; Haque et al., 2015; Houben et al., 2015) as input devices for 2D interaction in comput-
ing environments, mobile- and wearable-based interaction with 3D environments is an under-
explored topic (Pietroszek et al., 2014). Because display technologies continue to evolve to the
point where displays can be both non-stereoscopic and stereoscopic and 3D environments can
be rendered realistically on almost any kind of display, the need for seamless 3D interactions
is more critical than ever. From movie theatres and shopping malls to conference venues and
research labs, 3D information can be deployed seamlessly, but cannot be seamlessly interacted
with.

Among a myriad of 3D interaction that can be performed in 3D environments, the most
elementary is the 3D target acquisition task. 3D target acquisition is a pre-requisite for further
object manipulation and 3D pointing is one of the ways in which 3D target acquisition can be
realized. In my dissertation, I focus on facilitating 3D target acquisition through distant pointing
by using mobile and wearable devices for input.

1.1 Thesis Statement

Mobile and wearable devices are carried by everyone. At the same time, for many application do-
mains the presentation of 3D content is already realized through off-the-shelf display technology,
both stereoscopic and non-stereoscopic. Advances in 3D image rendering such as autostereo-
scopic, volumetric, fog and holographic displays imply that 3D environments will become even
more commonly deployed in the future than they are today. Yet, while 3D environments can be
and are deployed everywhere, users cannot point at them from a distance. Thus:

Mobile and wearable devices can serve the attendant, unfulfilled need to support
pointing for 3D environments without a use of specialized input devices.

While some progress has been made in the domain of pointing in 2D environments, the need
for casual pointing techniques is apparent in the context of 3D environments. Pointing techniques
are needed that will help the proliferation of interactive 3D environments within computing envi-
ronments other than virtual reality laboratories and similar professional settings. My dissertation



attempts to break the barrier to proliferation of 3D environments by leveraging current mobile
and wearable devices as a platform of opportunity to interact with 3D environments rendered on
ubiquitous displays.

1.2 Contributions

I address the lack of support for distant pointing in 3D environments with use of mobile and
wearable devices by designing, implementing, and evaluating thee novel 3D pointing techniques
that leverage a smartphone or a smartwatch. I show that mobile and wearable devices may be
especially beneficial as pointing devices for casual use scenarios, where specialized 3D inter-
action hardware may be impractical, too expensive or unavailable. Casual interaction scenarios
happen in settings such as home theatres, intelligent homes, in workplaces and classrooms, with
the movie theatre screens, in shopping malls, at airports, or during conference presentations.

The contributions of my dissertation can be grouped into three categories:

1. Leveraging mobile and wearable devices for casual 3D pointing

While 3D environments are commonly displayed in desktop settings, there are virtually
no examples of interactive 3D environments deployed within casual environments such as
public and semi-public settings, with the exception of console gaming. At the same time,
immersive 3D environments remain — in users’ minds — associated with professional work
settings and virtual reality laboratories. I hypothesize that an opportunity for 3D interac-
tive engagements is being missed not because of economical factors, but due to the lack of
interaction techniques are easy to use and that have no need for specialized equipment. As
the first step toward easier casual interaction with 3D environments, I present three novel
3D pointing techniques that are implemented on an off-the-shelf mobile and wearable de-
vices.

2. Enabling mobile and wearable pointing at a distance

Research on casual pointing often relates to interaction performed from close proximity to
the display, such as touch interfaces. Work on display interaction seems to assume that the
interaction intensity is a function of a distance from the display: the further from the dis-
play users are, the “less” interactivity is offered to them (Vogel and Balakrishnan, 2004).
At the same time, technological limitations inherent to interaction at arm’s length prevent
large groups of users from simultaneously interacting with a single display. Despite these



limitations of direct, arm’s length pointing, mobile and wearable pointing at a distance is
much less explored in the literature than multi-touch pointing. My dissertation shows to
what degree 3D pointing at a distance can be realized with the support of a modern smart-
phone or smartwatch.

3. Identifying and addressing challenges of 3D pointing

Hardware developments in mobile and wearable technology open new opportunities in
multi-modal interaction. For example, a touchscreen combined with motion sensors offers
multi-modal — yet single-handed — input that can read touch events, recognize non-touch
gestures and provide an additional screen. My dissertation shows how multimodality, when
realized with mobile and wearable devices, helps to address challenges for 3D pointing:
performance issues related to the limitations of the human motor system, selecting oc-
cluded objects and related problem of perception of depth on non-stereoscopic screens,
and high fatigue that results from providing spatial input for a prolonged time.

I realize these contributions by designing and evaluating three novel 3D pointing techniques
that are implemented on off-the-shelf mobile and wearable devices available today. The contri-
butions provide evidence that pointing in 3D environments can be implemented by leveraging
the pervasiveness of a device that users already carry with them: a smartphone or a smartwatch.

1.3 Definitions

Due to the interdisciplinary nature of human computer interaction, the terminology used in this
dissertation comes from a number of fields, such as large display interaction, immersive envi-
ronments, and 3D user interfaces. To clarify my terminology, I hereby provide an definition of
essential terms.

Unless explicitly stated otherwise, I use the word “smartphone” and “mobile device” inter-
changeably, although mobile devices include larger form factor devices such as tablets and, more
recently, phablets. Similarly, I use the word “wearable” as a synonym of smartwatch, although
wearable devices come in various forms and include devices such as smart glasses, armbands,
and smart rings.

The term “large display” evolved over time. A 17” computer monitor that was considered
“large” twenty years ago is no longer is considered as such today. In the field of large display



interaction, displays that are multi-view, and support more than one user simultaneously inter-
acting with them, are usually designated as “large”, even if their diagonal size is only 50 or so,
and that is how I use the term “large display”.

The term “fatigue” may be understood as a quantitative measure of consumed endurance
(Hincapié-Ramos and Guo, 2014) of muscles, or a subjective “feeling” of fatigue. Because I
am interested in the subjective perception of the comfort or discomfort felt by users during 3D
pointing task, throughout this dissertation I use an established NASA Task Load Index (Hart
and Staveland, 1988) measure of perceived workload, instead of measuring the muscle’s fatigue
directly.

I use the term “3D pointing” as a shortcut for “pointing at an object in a 3D environment”.
Sometimes I use the words “pointing” and “selection” interchangeably, as is common in the
literature, keeping in mind that pointing is just one of the methods that object selection may
be initiated with, while selection itself additionally requires a selection confirmation (Bowman
Doug A. et al., 1999).

When referring to “3D environment” in my dissertation, I mean a computer-generated graph-
ics environment that preserves information on the depth of the object, in addition to its x and y
location and size. For example, an image that creates an illusion of depth by using perspective
or stereoscopic rendering does not, in my definition, constitute a 3D environment, while a 3D
model rendered on a non-stereoscopic screen does constitute a 3D environment.

1.4 Overview of Research

The remainder of this dissertation is organized as follows.

In Chapter 2, I review relevant literature on 3D environment technologies and 3D interaction
techniques, with a focus on 3D pointing and selection techniques. I discuss in detail techniques
for pointing at a distance, as opposed to at arm’s length, as well as pointing techniques that
leverage a mobile or wearable device for input. Finally, I review research where mobile or
wearable devices are leveraged for 3D pointing. I identify areas the literature does not address
comprehensively, including use of Bring Your Own Device (BYOD) approach to 3D pointing
and interaction, support for interaction on non-stereo 3D environments, and designing for low
perceived workload by utilizing multimodality of mobile and wearable devices.

In Chapter 3, I list challenges that 3D pointing techniques must address: speed-accuracy
tradeoff, problems related to occlusion and depth perception, and high perceived workload. First,
I discuss how the tradeoff between selection accuracy and speed is modelled with Fitts’s Law,



and how hand tremor (Myers et al., 2002) and the Heisenberg effect (Bowman Doug A. et al.,
2001) affect selection time. Second, I discuss three problems related to the perception of 3D
environments. [ start with the problem of occlusion, when a 3D target is hidden behind (or
within) another object. Related to occlusion is the problem of depth identification: a user’s
inability to determine the z-position of a 3D target. Then I discuss the target disambiguation
problem that is common in dense environments. I also discuss how 3D pointing techniques often
result in high perceived workload and the related gorilla-arm effect (Schultz, 1988). The list of
challenges identified in Chapter 3 provides a framework against which all my novel 3D pointing
techniques are evaluated. I describe an experimental design that I use through this dissertation.

In Chapter 4, I develop a 3D pointing technique called Smartcasting (Pietroszek et al., 2014).
Smartcasting is a smartphone-based interaction technique based on Raycasting (Liang and Green,
1994) that allows for the manipulation of a 3D cursor with the use of two modalities: a wrist ro-
tation and a touch input. Smartcasting comes in two versions: a basic design where selection of
3D objects does not require manipulation of depth position of a cursor, but also does not support
dense, occluded 3D environments, and an advanced version that allows for fully addressable 3D
pointing (accessing any point in a 3D control space) and provides an occlusion removal mecha-
nism that enables selecting targets hidden behind other objects. I formally evaluate Smartcasting
and verify that it performs on a par with a Raycasting implementation for specialized input de-
vices, such as a WiiMote. I conclude that a smartphone can replace specialized input hardware
for casual 3D interaction.

In Chapter 5, I extend my work to wearable devices, such as a smartwatch, by designing
and evaluating a technique called Watchcasting, I validate the extent to which a wearable de-
vice can be used in place of a smartphone, or other specialized devices, such as Thalamic Myo
(www.thalmic.com), in order to perform 3D pointing tasks. While Watchcasting borrows from
Smartcasting, its design is tailored for wrist-worn devices. I show that Watchcasting performs
on a par with both Myo-based and smartphone-based 3D pointing.

In Chapter 6, I describe the design of a novel 3D interaction technique called Tiltcasting.
Tiltcasting is a smartphone-based 3D interaction technique that takes full advantage of a modern
smartphone’s modalities. Tiltcasting’s design is an extension of my work on the Smartcasting,
but it also incorporates elements of spatial correspondence targeting (Pietroszek and Lank, 2012),
a smartphone-based 2D interaction paradigm. My goal in developing Tiltcasting was to design a
3D pointing technique that both outperforms specialized low cost input hardware and addresses
the challenges of 3D interaction. Through a formal evaluation I find that Tiltcasting speeds
up selection of 3D targets in dense occluded environments, improves the target disambiguation
process, offers perspective and depth cues that eliminate depth confusion, reduces the Heisenberg
effect and hand tremor inaccuracy and reduces perceived workload.



In Chapter 7, I reflect on the proposed interaction design and techniques, pointing at the lim-
itations of human motor system and the constraints imposed by mobile and wearable devices.
I also discuss approaches to design that may improve future interaction design for 3D environ-
ments leveraging mobile and wearable devices such as a smartphone or a smartwatch.

Finally, in Chapter 8, I conclude my dissertation by summarizing the work presented and
discussing the future directions in which the work can be extended.



Chapter 2

Literature Review

To identify what is needed to advance Weiser’s vision, in this Chapter I review previous research
on pointing techniques that utilize mobile and wearable devices and identify gaps in the litera-
ture that I bridge in my dissertation. I start by providing a brief overview of 3D environments
and display technologies that enable rendering 3D content. Next, I provide an in-depth review
of the relevant literature on interaction technologies, and the division of interaction techniques
into two categories: interaction at arm’s length and interaction at a distance. I focus on “at
a distance” pointing as these are most relevant to the 3D pointing techniques I propose in the
later chapters of this dissertation. Because I have identified mobile and wearable devices as the
convenience device for casual pointing, I review research on mobile and wearable device-based
pointing techniques, noting limited research on 3D pointing techniques that leverage these types
of devices. I summarize my related studies chapter by discussing how gaps in the previous work
have motivated my dissertation.

2.1 3D Environments

3D environments are computer-generated graphic environments that preserve the information
about the depth dimension of presented objects. Such defined 3D environments are common —
to different degrees of pervasiveness — in all kinds of settings, from home desktop computers
to public 3D cinema screens. Each setting poses different requirements and constraints on the
pointing techniques that are commonly used. While in some settings the user may expect to be
equipped with or have access to a specialized 3D interaction device, such a requirement is not
always feasible. For example, in public settings users usually do not carry specialized 3D input



devices, while installation of alternative 3D input hardware in such settings may be too expensive
or may not work well due to occlusion of some users by other users.

Desktop interaction with 3D environments is quite common and varies from 3D modelling
software, Computer-Aided Design (CAD) software, scientific visualization software to 3D en-
tertainment such as games and movies. The technology facilitating the 3D interaction includes
desktop 3D mice, 3D joysticks, and game controllers such as a WiiMote. Desktop 3D envi-
ronments can be rendered on consumer displays that support active or passive 3D stereoscopy.
Polarized TVs that create a 3D rendering effect through passive polarized glasses use similar
technology to the one used in many 3D movie theatres. More recently, head-mounted displays
like Oculus Rift are entering the consumer market, especially for gaming applications. Earlier,
active shutter glasses (NVIDIA 3D Vision) and anaglyph 3D rendering were commonly used to
create the illusion of depth on the 2D surface of a monitor or projection screen.

For specialized applications such as flight simulation, modelling, scientific visualization, ex-
hibitions, or virtual reality research, 3D environments are often realized in immersive systems,
such as CAVE, or spherical (360°), or semi-spherical projection systems. Such environments
usually come with specialized input devices. Use of a mobile device for these environments was
criticized by Medeiros et al. (2012), who argue that engineering applications require precision
tests that cannot be performed easily for mobile devices. Yet, it is possible that some 3D applica-
tions that do not require high precision, such as architectural or interior design walk-throughs for
customers, could benefit from the cost-to-quality ratio and ease of use that mobile devices afford
when used as inputs for 3D environments.

The settings in which the 3D environments are deployed are important for my dissertation,
because they constrain and guide the design of the 3D pointing techniques that I am proposing
in the next chapters. Although smartphones and smartwatches as convenience devices may be
useful in every kind of setting, I expect that they will be used primarily for casual interaction,
and thus should support “walk-up-and-use” scenarios. Users who often interact with 3D envi-
ronments (e.g. architects, graphic artists, scientists) may be expected to have a specialized 3D
input device. However, even in these settings, smartphones and smartwatches may still be useful
as input devices for economical reasons. Those users who are interested in exploring 3D en-
vironments, but want to avoid the additional expense of specialized 3D input devices, may be
interested in using the device they already own as long as it performs on a par with a specialized
device.



2.2 Rendering 3D content

Recent advances in display technologies have rendered all kinds of displays cost effective, ac-
cessible, and mass-deployable. Specialized displays, such as obstructive head-mounted displays
(Bowman Doug A. et al., 2004): the Oculus Rift (www.oculus.com) and Sony’s “Project Mor-
pheus”, or non-obstructive holographic (Grossman and Balakrishnan, 2004), volumetric (Gross-
man and Balakrishnan, 2006), fog (Diverdi et al., 2006), autostereoscopic displays (Lee et al.,
2008) and CAVE systems (DeFanti et al., 2009) are also slowly making their way from research
labs to the consumer market, mainly for immersive gaming, modelling and scientific applications.
Smaller displays are present on most electronic devices and commonly have direct interaction,
through touch input or peripheral devices such as a mouse, a keyboard or a trackpad. Large
displays are also more common than ever, available in both vertical and horizontal (tabletop) de-
ployments and appearing in private (e.g. home theatre), semi-public (e.g. workspace) and public
(e.g. digital signage) settings.

Large displays have attracted the attention of multiple researchers, who have noted produc-
tivity gains (Czerwinski et al., 2003) and improved collaborative interactions around displays
(Russell et al., 2002; Wallace et al., 2009). Czerwinski et al. (2003) list the cognitive benefits
of larger size displays, noting that they improve information recognition and peripheral aware-
ness. These properties make large displays well-suited for many applications, such as command
and control (Dudfield et al., 2001), automotive design (Buxton et al., 2000), geospatial imagery
(Sandstrom et al., 2003), scientific visualization (Sandstrom et al., 2003), tele-medicine (Garner
et al., 1997), collaboration in tele-immersive environments (Maimone and Fuchs, 2011), edu-
cation and training (Lanir et al., 2008), and virtual reality applications (DeFanti et al., 2009).
Another common application of large displays is their deployment as digital signage. Digital
signage deployed in shopping malls, amusement parks, airports, stadiums, hospitals, city halls,
shop windows, workspaces and building walls often aims to provide personalized or shared user
experiences. Many research questions arise in this context, with recent research paying particular
attention to interactivity awareness, territoriality, proxemics, and interaction techniques for these
displays.

Rendering 3D environments can be realized on all the above displays, even those that are
not able to render depth dimension. However, recent advances in stereoscopic, autostereoscopic
(Ueda et al., 2014; Nii, 2013; Liao et al., 2011; Lee et al., 2008; Travis, 1990) and fog display
technologies (Diverdi et al., 2006) enable rendering of 3D environments that presents depth in-
formation, often on large format displays and in non-private settings. While the presentation of
3D content can be realized, it comes with certain limitations. For example, stereoscopic displays
require active or passive glasses to be worn by the user, with the exception of head-mounted
displays that can provide separate images for each eye. Stereoscopic rendering is also known to
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create visual discomfort in humans (Lambooij et al., 2007). Autostereoscopic displays do not
require glasses, but provide a 3D effect only from a limited number of “sweet spots”, resulting
in disappearance of the 3D effect if the user moves his head or walks by the display.

2.3 Interaction Techniques for 3D Environments

Interaction with displays can be more engaging for users than a passive presentation of infor-
mation. However, while interaction with 2D environments is well understood in research and
supported by many input technologies, interaction with 3D environments continues to be a chal-
lenge (Bowman Doug A. et al., 2004). In general, interaction with 3D environments can be
realized in two ways: at arm’s length or at a distance.

2.3.1 Interaction at Arm’s Length

Arm’s length interaction is possible by making the display itself interactive, a metaphor com-
monly realized through a multi-touch interface (Lee et al., 1985; Azad et al., 2012). Techniques
developed for multi-touch displays usually implement multi-touch gestures, either similar to the
gestures used on mobile devices such as smartphones and tablets, or specific to the size of the
display (Voelker et al., 2013). Some techniques combine mid-air gestures close to the display
with multi-touch gestures on the display itself, e.g. MirrorTouch (Miiller et al., 2014). In “walk-
up-and-use” (Izadi et al., 2003) interaction scenarios, interaction must support first-time users
who have no previous experience with similar systems. One of the most comprehensive studies
of large display deployment that supported this assmption was CityWall (Peltonen et al., 2007),
yet it was a 2D environment study. Jacucci et al. (2010) implemented a version of CityWall that
featured 3D spherical widgets to manipulate 2D photos. However, the study focused on observed
user behavior rather than the interaction technique itself.

With the noted exception of immersive environments that are outside of the scope of this
work, the use of arm’s length interaction techniques to select and manipulate objects in 3D en-
vironments is less common than it is for 2D environments. One method of direct multitouch
interaction with 3D objects is to point at the 2D coordinates of the 3D target projection on the
viewport (the 2D plane of the monitor). The position of the viewport can be also manipulated
by changing the virtual camera position. Alternatively, a separate viewport may be provided for
each of the x, y, and z axes. A single view is sufficient to select a 3D object via its 2D projection
as long as objects are sparsely distributed.
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When stereoscopy is used, an essential problem with touch-based direct selection is the very
presence of the depth dimension: the z-axis point of any object that is positioned in non-zero
parallax space (e.g. inside the displayed scene) by definition cannot be touched. Direct touch
interaction within a 3D environment becomes a form of interaction at a distance. Due to the
close distance of the user to the display, the problem here is a mismatch between the eye line
and the imaginary extension of the finger into the depth dimension of the display. One solution
is to adjust the pointing direction based on the eye-line direction (Mdllers et al., 2012). Another
solution was presented by Valkov et al. (2011), who provided a set of techniques in which 3D
objects are shifted onto the 2D surface when the user touches an object at depth. The disadvan-
tage of this solution is that the 3D environment is temporarily modified, complicating tasks such
as translation.

When 3D objects are rendered using stereoscopy, direct pointing is technically challenging
because stereoscopic effects rely on eye convergence (Reichelt et al., 2010) to convey 3D infor-
mation. Perceiving stereoscopy requires a user to stand within a certain range from the display
when interacting, thus limiting the possibility of touch interaction with large displays that require
standing at a distance that excludes possibility of direct interaction. Another issue, called stereo
fusion, arises when using 2D cursors to select 3D content rendered with stereoscopy (Argelaguet
and Andujar, 2009), resulting in a depth mismatch between the cursor and the target object, thus
preventing the user from “fusing” both objects in order to complete the selection.

Other challenges of direct interaction include multi-touch technologies that usually support a
limited number of simultaneous touch points, thus limiting the number of users who can interact
concurrently with the same display. The maximum number of users simultaneously interacting
with a display is also limited by the number that can physically fit in front of a vertical or around
a horizontal (tabletop) display. Another problem is that multi-touch interaction with content
distributed across the entire display may not be possible, as large public displays may stretch
beyond arm’s reach.

When the display is out of arm’s reach (e.g. it is mounted too high), or is shared between
large number of users, all of whom would not fit in front of the display, or in settings when the
position of user is fixed at a certain distance from the screen (e.g. in movie theatre), interaction
at arm’s length must be replaced by interaction at a distance, discussed next.

2.3.2 Interaction at a Distance
The distinction of interaction at a distance vs. interaction at arm’s length is somewhat blurred
as there exists a mixed approach that combines touch input with mid-air gestures in front of

the display (Vogel and Balakrishnan, 2005; Miiller et al., 2014) or above the display (Bruder
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et al., 2013). Thus, for the purpose of this dissertation, I define distal pointing as direct pointing
performed at such a distance from the display that direct interaction is out of arm’s reach. Such
defined “pointing at a distance” techniques typically make use of two metaphors: virtual hand
and virtual pointing (Poupyrev et al., 1998).

2.3.2.1 Virtual Hand Metaphor

In the virtual hand metaphor, objects are acquired and manipulated in a way that closely resem-
bles real-world touching and grabbing. That is, users make use of a virtual hand that they control
in order to acquire and reposition objects in the 3D world. Grabbing is too difficult to be reliably
implemented without specialized equipment such as Leap Motion (Sutton, 2013), Virtual User
Concept (VICON) motion capture system or a virtual glove (Bowman Doug A. et al., 2001).
Some research towards achieving this goal was presented by Kim et al. (2012) and Quian et al.
(2014), who showed how robust hand tracking can be realized using depth cameras. When spe-
cialized equipment is used, virtual hand techniques are prone to many of the same disadvantages
as interaction in the real world such as limited reach and the potential for high perceived work-
load (Liao et al., 2011). Variants, such as the Go-Go technique (Poupyrev et al., 1996), address
reach limitations by extending a user’s arm using a nonlinear transformation: The user’s hand is
represented as a virtual hand in 