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Abstract

Heterogeneous networking paradigm addresses the ever growing need for capacity and

coverage in wireless networks by deploying numerous low power base stations overlaying

the existing macro cellular coverage.

Heterogeneous cellular networks encompass many deployment scenarios, with different

backhauling techniques (wired versus wireless backhauling), different transmission coor-

dination mechanisms and resource allocation schemes, different types of links operating

at different bands and air-interface technologies, and different user association schemes.

Studying these deployment scenarios and configurations, and understanding the interplay

between different processes is challenging. In the first part of the thesis, we present a flow-

based optimization framework that allows us to obtain the throughput performance of a

heterogeneous network when the network processes are optimized jointly. This is done un-

der a given system “snapshot”, where the system parameters like the channel gains and the

number of users are fixed and assumed known. Our framework allows us to configure the

network parameters to allocate optimal throughputs to these flows in a fair manner. This

is an offline-static model and thus is intended to be used at the engineering and planning

phase to compare many potential configurations and decide which ones to study further.

Using the above-mentioned formulation, we have been able to study a large set of deploy-

ment scenarios and different choices of resource allocation, transmission coordination, and

user association schemes. This has allowed us to provide a number of important engineering

insights on the throughput performance of different scenarios and their configurations.

The second part of our thesis focuses on understanding the impact of backhaul in-

frastructure’s capacity limitation on the radio resource management algorithms like user

scheduling and user association. Most existing studies assume an ideal backhaul. This

assumption, however, needs to be revisited as backhaul considerations are critical in het-

erogeneous networks due to the economic considerations. In this study, we formulate

a global α-fair user scheduling problem under backhaul limitations, and show how this

limitation has a fundamental impact on user scheduling. Using results from convex opti-

mization, we characterize the solution of optimal backhaul-aware user scheduling and show

that simple heuristics can be used to obtain good throughput performance with relatively
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low complexity/overhead. We also study the related problem of user association under

backhaul-limitations. This study is a departure from our “snapshot” approach. We dis-

cuss several important design considerations for an online user association scheme. We

present a relatively simple backhaul-unaware user association scheme and show that it is

very efficient as long as the network has fine-tuned the resource allocation.
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Chapter 1

Introduction

1.1 Overview

Cellular networks were initially designed for voice applications. However, with the in-

troduction of data service with ubiquitous connectivity to the Internet, cellular network

operators are facing an overwhelming growth of data traffic demands mainly fueled by the

rapid development of high-end mobile devices including smart-phones and tablets. A large

portion of this data is expected to be mobile video that has a much larger rate requirement

than voice or web-browsing [34]. Fig. 1.1 summarizes the findings of a recent industry

report [34] that shows a 65% increase in mobile traffic demand between the years 2013

and 2014. It also forecasts a 10 folds increase in mobile traffic between the years 2013 and

2019. Different generations of wireless cellular networks (3G, LTE, 4G etc.) have tried

to keep up with this ever-increasing demand. The next generation of these technologies,

often referred to as the fifth generation (5G), is expected to support even more traffic [97].

Unlike in wired networks, capacity expansion of wireless networks is not easy. “Adding

more copper” approach does not work for wireless networks, mainly due to the limited

availability of wireless spectrum. Improving the utilization of the spectrum by employing

smart radio technologies like cognitive radio has been the subject of many recent studies

[10] [48]. Improving the spectral efficiency of a point-to-point link has always been a major

1



source: Ericsson Mobility Report, June 2014

(a) Growth of mobile traffic between 2011 and 2014

source: Ericsson Mobility Report, June 2014

(b) Expected growth in mobile traffic

Figure 1.1: Statistics showing the growth in mobile traffic and the expected forecast (Er-

icsson Mobility Report, June 2014 [34])
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focus in wireless research. Important innovations in physical layer technologies have made

wireless broadband access to Internet feasible. However, as the spectral efficiency of a

point-to-point link is quickly approaching theoretical limits [31], this line of thinking alone

is not going to be sufficient. Obviously, if more spectrum are being made available for

wireless network operation, that would bring many-fold increase in network capacity. Due

to some recent policy-level decisions, more spectrum is indeed available especially at higher

frequencies (e.g., mmWave bands). However, communication technologies at these bands

are still far from mature, and are not expected to be main-stream any time soon.

In the recent years, solutions based on topological and architectural innovations have

gathered a lot of interest, both in the industry [1] and the academia [30] [64] [57]. The

main idea involves network densification in the form of Heterogeneous Cellular Networks

[51].

1.2 Heterogeneous Networks

Heterogeneous Networks (HetNets) comprise a set of low-power base stations (BSs) over-

laying the existing macro cellular system [31]. These low power BSs form small cells within

the macro cellular coverage area of macro base stations (MBS). These BSs are simply re-

ferred to as small cells (SC)1. These SCs are often connected to the core via some backhaul

infrastructure. Pico base stations (PBS) are operator-deployed small BSs connected to the

core via wired backhaul links. Femto base stations (FBS) are much smaller in form-factor

and coverage, and are often used for indoor coverage with inexpensive backhaul links. Re-

lay Nodes (RNs) are small cells with wireless backhaul links to the macro cell. An example

of a HetNet with a mix of PBSs and RNs is depicted in Fig. 1.2.

1.2.1 Small cells with wired backhaul links

Connecting the small cell base stations to the macro base station (MBS) via wired backhaul

links is the most common scenario (wired scenario). In this scenario, there are three types

1The term base station (BS) refers to both the MBS and the SCs.
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Macro Backhaul

SC Wired Backhaul MBS PBS RN

Wireless backhaul

UE

Figure 1.2: A Heterogeneous Network

of links, the direct links (DL) between the MBS and the User Equipments (UEs), the access

links (AL) between the SCs and the UEs, and the wired backhaul links (BL) between the

MBS and the SCs. The first two types are often referred to as user links. If the backhaul

links are sufficiently provisioned, the performance of such HetNet would depend on the

radio resource management (RRM) algorithms and techniques used in the user links. It

is historically the case that the capacity bottlenecks are in the wireless access end, and

hence backhauling is often assumed to be ideal. In the future ultra-dense HetNets, this

assumption might need to be revisited, meaning that backhaul link considerations are to

be incorporated.

1.2.2 Small cells with wireless backhaul links

Deploying wired backhaul links is not always feasible. In many circumstances, the flexi-

bility offered by wireless backhaul links makes deploying relay nodes (RNs) an attractive

alternative to the wired small cells. 3GPP LTE-A standards include HetNets with relay

nodes (RNs) as an important enhancement for improving macro-cell capacity and coverage,

forming the so-called relay-enhanced cellular (REC) networks. Type 1 static RN of LTE-A,

4



as defined in [6], enhances the communication between an MBS and a UE by decoding and

forwarding the data packets. These RNs form cells of their own and can be viewed as

small cell BSs with wireless backhaul links operating in the same set of bands as the user

links. In other words, no additional band is available for operating the backhaul links. In

this thesis, we refer to such a scenario as the user-band relay scenario. Unlike in the wired

scenario, the backhaul links compete with user links for the radio resources (frequency,

time, and transmit power). A number of different configurations can exist which differ de-

pending on the node capabilities (including the number of air interfaces, directivity of each

air interface, etc.), and the way in which the channel resources are allocated to different

links. It is not clear how different configurations perform with respect to each other and

with respect to a wired scenario.

Another wireless backhauling scenario also exists where a separate band is available for

operating the backhaul links. We call such a scenario as the dedicated-band relay scenario.

In recent years, using the mmWave bands for wireless data links is attracting a lot of

attention. However, using this resource for user links is not as straightforward, mainly

due to the fact that designing hand-held UEs for this spectrum is challenging. On the

other hand, utilizing this spectrum for the static backhaul links can be seen as a potential

solution for tackling the spectrum scarcity problem in the wireless industry, provided that

a sufficient bandwidth is available and that the propagation characteristics (path-loss,

shadowing etc.), available transmit power and the underlying physical layer techniques

support the required capacity of the backhaul links. Note that such a backhauling (unlike

the user-band relay scenario) can potentially be configured to approach the performance

of a wired scenario.

1.3 Challenges

1.3.1 Diverse deployment scenarios

It is evident from the above discussion that HetNets comprise different deployment sce-

narios, with different types of backhaul links with different types of limitations, bands and
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air interface technologies, as well as diverse topologies. From an engineering point of view,

it is highly desirable to study these scenarios under the same framework. The ability to

model them using a unified framework would enable us to perform a comparative study of

the different deployment choices. This is one of the main objectives of this thesis.

1.3.2 Different network processes and their complex interplay

A heterogeneous architecture brings in a rich topology to the otherwise flat network archi-

tecture, but the deployment of different low power BSs over existing MBS coverage poses

new challenges on important network processes including resource allocation, user schedul-

ing and transmission coordination, and user association which are all intricately linked to

interference management and throughput performance.

Resource allocation

Resource allocation is the process of allocating wireless resources to the network nodes, i.e.,

to the base stations and the users. In OFDM-based wireless networks, sub-channels2 are

the obvious examples of such resources. A particular resource allocation scheme determines

how the available channel resources are allocated to the different nodes. In homogeneous

cellular networks, resource allocation is often very simple as it involves allocation among

nodes of similar coverage, and load. For example, a reuse-pattern can be used to allocate

equal number of channel resources to different BSs. This approach, not only simplifies

the resource allocation, but also offers a certain level of interference guarantees, as the

influence of interference among the BSs is rather symmetric. In heterogeneous networks,

different nodes have different coverage area and load. Moreover, the power disparity be-

tween the MBS and the SCs makes the interference asymmetric, which together make

resource allocation considerations more complicated.

In the case of wired deployment of small cells, resource allocation involves assigning

the channel resources to the direct links and the access links. In this thesis, we look at

three types of resource allocation schemes: Co-channel deployment (CCD), Orthogonal

2We use the terms sub-channel and channel, interchangeably.
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deployment (OD), and Partially shared deployment (PSD). In CCD, the available radio

resource is used by all the BSs within a given macro coverage. In OD, channels are divided

between the MBS and the SCs so that interference is kept at a reasonable level. In PSD,

MBS is allowed to transmit on the channels available to the SCs, albeit at a lower power.

Some of these resource allocation schemes have parameters that need to be tuned. An

optimal choice of these parameters would yield good performance, but is not trivial. If we

call these parameters the resource allocation variables, a good resource allocation algorithm

would aim at finding good values for these variables. These resource allocation schemes

determine how the channel resources are divided among the SCs and the MBS within a

macro cell. There is another (higher level) resource allocation scheme that determines

what channels are available in a given macro cell.

The case of relay deployment introduces an additional type of link, the backhaul link.

The addition of this new type of link results in more distinct ways in which we could

allocate resources and it is often very difficult to understand which ones are better than

the others.

User scheduling and transmission coordination

Often in homogeneous networks, user scheduling (US) is done locally by each BS on the

channels allocated by RA, to meet some throughput objective (e.g., proportional fairness

(PF)). In that case, a BS schedules its users independently of the other BSs.However,

this per-BS (also called local) user scheduling model needs to be revisited in the HetNet

context. User scheduling is seen as an important network process that can be used to

manage interference among the BSs. This is done by coordinating the transmissions of

the BSs. Such a transmission coordination (TC), in the most general form, can be carried

out by scheduling the BSs in time together with power control at each BS, which is very

complex. In this thesis, we will focus on a simple type of TC called the ON-OFF TC where

transmission coordination is carried out by scheduling BSs such that a BS can either be

transmitting with the maximum available power or not transmitting. 3GPP considers

such a coordination mechanism as a viable option in LTE-A networks [6]. If transmission

coordination among BSs is possible, independent local user schedulings are not optimal
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from the network performance point of view. In this case, user scheduling decision might

need to be taken across different BSs jointly. Thus, the tightly coupled nature of TC

with user scheduling across multiple BSs mandates a global (i.e., across multiple BSs)

optimization approach. It is however not clear what magnitude of gains can be expected

by the introduction of such sophisticated US.

Even without transmission coordination, there is a need to look at user scheduling as

a global process for the scenarios where the backhaul links have capacity limitations. This

includes the wired as well as the relay deployment scenarios. In these cases, it can be shown

that user scheduling decision at a BS impacts another BS, and thus a global approach to

user scheduling can yield the best performance (a local approach could yield infeasible

solutions if not performed properly). However, a global approach to user scheduling leads

to high complexity. The trade-off between local user scheduling and globally optimized

user scheduling is not well understood.

User association

In homogeneous networks, cells are usually non-overlapping (except at the cell-edge) and

thus a user associates to the BS that offers the best Signal to Noise-plus-Interference Ratio

(SINR) value. However, in a HetNet context, such an approach does not work well. Since

the MBS transmits at a higher power, the received SINR from the MBS is usually much

higher than the SINR from the low power BSs, thereby making more users associate to the

MBS. This in effect nullifies the vision of the HetNet deployment. It is thus important to

revisit user association in the HetNet context.

Interplay of network processes

Each of the above-mentioned network processes can be fine-tuned to yield good network

performances. But, it is often the case that one process impacts the other, and the interplay

is usually complex. Understanding them, and taking the right deployment configuration is

important to realize the HetNet potential.
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1.4 Contributions

In this thesis, we will focus on the downlink, and will study the HetNet from a throughput

performance point of view. Our contributions can be summarized in two different headings

as follows. A more detailed summary of contributions are presented in the beginning of

the relevant chapters.

1.4.1 Unified optimization framework

As discussed earlier, there is a need for a unified approach that allows us to study the dif-

ferent HetNet deployment scenarios and configurations under the same framework. Such a

framework should allow us to characterize the performance of a deployment option when

the network processes are optimized. Our main contributions in this context can be sum-

marized as follows:

1. We present a flow-based3 optimization framework (in Chapter 3) that allows us to ob-

tain the throughput performance of HetNet deployment when the network processes

are optimized jointly. This is done under a given system “snapshot”, where the sys-

tem parameters like the channel gains and the number of users are fixed and assumed

known. We only consider the active users in the network and hence assume that there

is one flow per user. Moreover, we assume that the users are greedy and hence want

to maximize their individual flow-rates. Our framework allows us to configure the

network parameters to allocate optimal throughputs to these flows in a fair manner.

This is an offline-static model and thus is intended to be used at the engineering and

planning phase to compare many potential configurations and decide which ones to

study further. To make our framework tractable, we have made a key assumption of

multi-path routing, which is equivalent to allowing users to associate to more than

one BS. We validate that the upper-bounds provided by this assumption are tight.

2. Using the above-mentioned formulation, we provide important engineering insights

on the throughput performance of different configurations under a global proportional

3A flow corresponds to a data stream from the network to a particular user.
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fairness (PF) objective function.

• A detailed study of different wired deployment scenarios (in Chapter 4) shows

the performance of different resource allocation schemes, transmission coordi-

nation mechanisms, and user association schemes. It shows how CCD requires

transmission coordination, but OD/PSD can perform well without such compli-

cated coordination. It also shows that associating a UE to more than one BS is

not likely to offer significant throughput gains.

• A detailed study of different wireless deployment configurations (in Chapter

5) highlights the importance of the right configuration for a successful relay

deployment. For a user-band scenario, the results show that some configurations

yield negative to negligible gains, whereas some others offer gains close to the

wired upper-bound. We also show that a mmWave band backhauling is a very

promising solution to achieve huge capacity gains.

1.4.2 Analytical insights and simple algorithms

The afore-mentioned joint modeling approach allows us to study different network pro-

cesses together, but it suffers from some limitations. The model is limited to the offline

study phase, due to its “snapshot” approach. Moreover, since all network processes are

optimized jointly, it cannot reflect the reality of networks where different network processes

are optimized at different time-scales. In order to yield simple models that can result in

useful insights, and to obtain results that can be used to design good online algorithms, we

take a different approach where we study these network processes, one at a time (assuming

that the other ones are fixed).

1. In Chapter 6, we study the global α-fair user scheduling problem under limited back-

haul capacities. Here, we depart from the flow-based approach as we look at a system

where the complexities of such an approach are not required. Our contributions in

this scope are as follows:

• We present the decomposition structure of the global α-fair scheduling problem

under different scenarios of backhaul limitations.
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• We present analytical solutions to the decomposed local α-fair scheduling prob-

lems and show the conditions when the decomposed problems yield global op-

timal solutions.

• For the general case, where decomposition does not yield optimal results, we

present a very good heuristic that can be implemented as a simple online schedul-

ing algorithm.

2. In Chapter 7, we introduce a dynamic user arrival/departure process to the model,

and study optimal and sub-optimal α-fair user association schemes under backhaul

limitations. Some of the key findings in this chapter can be summarized as follows:

• For backhaul unlimited case and with α = 1, we show how a very simple rule

can be used to achieve optimal user association.

• In the general case, the optimal algorithm can be very complex, but we show

that if other network processes are optimized, a very simple user association

scheme can be employed, without a huge penalty in performance.

1.5 Outline

The rest of the thesis is organized as follows. Chapter 2 presents a summary of the

related work. In Chapter 3, we present the flow-based joint optimization model for a given

snapshot of the network that allows us to characterize the network performance when the

network variables are jointly optimized. We use this model in Chapter 4 to study different

transmission coordination, resource allocation, and user association algorithms in HetNets

with wired backhaul links. In Chapter 5, we use the formulated model to study different

scenarios and configurations of relay node deployment. In Chapter 6, we focus on the wired

deployment case and present different analytical results and algorithms on the global α-fair

scheduling under backhaul limitations. In Chapter 7, we extend the model to incorporate

user arrival/departure process and study user association schemes under the α-fairness

framework. Chapter 8 presents a summary and some extensions of this thesis work.
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Chapter 2

Literature Review

In this chapter, we provide an overview of the relevant literature on resource allocation,

transmission coordination, user scheduling, and user association in HetNet. In addition to

providing a context to our research, we present our view on the limitations of the existing

work, and how we approach to address them in this thesis.

2.1 Resource Allocation

2.1.1 Resource allocation under wired deployment

Let us first focus on the SCs with wired backhaul links. Example of such deployments

are pico base stations (PBSs) with dedicated wired backhaul to the network core. Under

such deployment scenarios, two types of wireless links are relevant: direct and access links.

Under downlink, a direct link is identified as the wireless link from the macro base station

to a user equipment (UE). An access link is identified as the wireless link from an SC to a

UE (e.g. PBS-UE link). Resource allocation schemes can be distinguished based on how

the channel resources are allocated to these two types of links.

Orthogonal deployment (OD) allocates orthogonal frequency to the MBS (i.e., the direct

links), and the SCs (i.e., the access links). It is an obvious solution to protect the SC users
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from MBS interference. Such an approach results in a simple interference management

mechanism. Under orthogonal deployment, the following research questions have been

studied.

Channel splitting between tiers In an OFDM-based system, the pool of sub-channels1

can be divided into two disjoint sets, one for the macro operation and the other for

the low power BSs. Performing an optimal split is crucial for a better performance

of the HetNet deployment. Under a given user association, Sundaresan et al. showed

that the optimal spectrum allocation to the low power BSs is proportional to the frac-

tion of users allocated to them [91]. They also propose an iterative algorithm that

converges to the optimal split. Their result is based on the assumption of a fixed

user association and a per-base-station (BS) proportional fair scheduling. This result

does not hold for open-access femto cells or PBS deployments with user association

as one of the problem variables. In [23], Chandrasekhar et al. study the optimal

channel splitting problem for a macro cell overlaid with a set of randomly deployed

femto cells. For a given user association, they study the optimal channel splitting

parameter for maximum area-spectral efficiency under a given per-BS scheduling pol-

icy and under the settings where the channel-access by femto-cells are randomized.

Via numerical results, they show that the optimal channel splitting depends on the

density of hot-spots and the data-rate requirements of users. Because of the nature

of random channel access and assumption on user association and per-BS schedul-

ing, the solutions to optimal channel split problem can not be generalized to joint

problems involving other network processes.

Channel allocation in the same tier In [104], Yonezawa et al. apply the idea of chro-

matic polynomial from graph theory to minimize the co-channel interference among

the SCs based on the interference graph which is constructed centrally. Similarly, in

[91], the authors propose a distributed resource allocation mechanism among femto

cells based on the distributed hashing of the largest maximal clique size of the inter-

ference graph constructed among the femto cells. It is a distributed method and the

probabilistic nature of the resource allocation occasionally results in resource collision

1We use the terms channel and sub-channel interchangeably.
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which is corrected by rehashing. In [65], the authors study sub-channel allocation

problem in an OFDM-based femto cell network. A distributed mechanism among

the femto cells is divided into a sensing phase and a tuning phase. Each femto BS

adjusts its sub-channel usage based on the reports that it gets from other femto BSs.

An iterative algorithm like this can suffer from slow convergence behavior and can

often end up in local optimal solutions.

Co-channel deployment (CCD) is an alternative approach to the orthogonal deploy-

ment. Under co-channel deployment, all of the low power and high power (macro) BSs

transmit in the same set of frequency resources. The following benefits of co-channel de-

ployment have been highlighted in the literature [31] and in industry reports [1].

• Simplicity of resource allocation: Optimal channel splitting problem is avoided.

• Easier hand-off procedures for mobile UEs as the cell-search is easier.

• Co-channel deployment does not rely on the availability of a large spectrum.

Despite these potential benefits, co-channel deployment incurs severe interference prob-

lems. In downlink, the power disparity between the MBS and the small power BSs (SCs)

is the main hurdle. A great deal of research in co-channel deployment has focused in

interference avoidance or mitigation. Interference in co-channel deployment can be mini-

mized by using advanced physical layer technologies, the most famous being Interference

Cancellation (IC). In [13], Andrews et al. present a high-level description of IC and its

potential use in the future cellular networks. In [80], Sahin et al. propose an iterative

co-channel interference cancellation technique and via simulation demonstrate that an im-

proved symbol error rate performance is possible. Such IC techniques are known to require

sophisticated signal processing and synchronization capabilities. A set of system-level so-

lutions, on the other hand, do not require sophisticated physical layer technologies and

moreover are expected to be flexible to implement. A common system-level solution to

combat interference involves coordination of transmissions at time-domain (as the pure

form of downlink co-channel deployment requires all transmissions to be carried out in the

same carrier frequency). In the most general form, such a coordination entails coordination
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of transmit power, commonly called network-wide power control, where the BSs mutually

coordinate the transmit power so as to maximize the performance (e.g., minimum SINR

maximization or throughput maximization). In [28], Claussen et al. carry out the perfor-

mance evaluation of co-channel deployment of MBS and a number of FBSs in presence of a

power tuning mechanism that maintains a constant femto cell coverage. Even though such

an arbitrary selection of power control rule does not guarantee optimal power control, it

demonstrates that co-existence of MBS and low power BSs is feasible. It also highlights the

importance of auto-configuration and public access. In [46], Guvenc et al. take a slightly

different approach, fundamental focus being the fact that users associating to low power

BS and that are close to MBS face more downlink interference from the MBS. Such power

disparity problem is not severe for users of small BSs which are far away from the MBS.

The authors propose to split the deployment area into an inner area and an outer area.

Co-channel deployment is advocated in the outer area and a split spectrum deployment is

proposed for the inner area.

In [31], Damnjanovic et al. discuss a type of resource allocation where one frequency

resource set is used for macro coverage and the other is shared by both the macro and the

low power base stations. In the shared resource, MBS transmits at a lower than nominal

power for avoiding power disparity. Such an overlapped channel allocation can be thought

of as an alternative to two extremes of pure channel allocation paradigms. This will allow

some protection to the SC users, while maintaining macro coverage, as shown in [49].

A comparative study of orthogonal deployment, co-channel deployment, and the over-

lapped channel allocation is carried out in [60]. Via simulation, the authors show that

orthogonal deployment outperforms the co-channel deployment in terms of control channel

coverage while co-channel deployment achieves a higher system capacity. These perfor-

mance comparisons however are carried out with channel splitting that is not performed

optimally. As the performance of resource allocation heavily depends upon the channel

splitting parameter, these results can not be considered fair. Moreover, the user associ-

ations are carried out following simple SINR based criteria, which are known to perform

poorly. Some other works including [31] also suffer from these shortcomings. In order to

compare different resource allocation schemes more fairly, other network processes have

to be chosen optimally, or at least not arbitrarily. To the best of our knowledge, a com-

15



prehensive model for comparative assessment of the resource allocation schemes with the

joint consideration of other important network variables (including user association and

scheduling) is missing in the literature.

2.1.2 Resource allocation under relay deployment

So far we have discussed the resource allocation schemes proposed for the deployment of

SCs with dedicated wired backhaul. Relay nodes (RNs) are another type of low power

BSs, differing from the conventional PBSs in the sense that they do not have dedicated

wired backhaul to connect to the network core. In relay deployment, in addition to the

direct and access links, a third type of wireless links called backhaul links also need to be

considered for resource allocation.

Wireless backhaul links are the links connecting the RNs to the MBS such that downlink

flow to any user associated with an RN is routed in two hops via a backhaul and an access

link. Let us first look at the case of user-band relay scenario where the backhaul link also

operates on the same band as the user links.

User-band deployment

All three types of resource allocation discussed above are relevant in this case. Two main

categories of relay operation are identified in the literature which are the immediate result

of the specific choice of channel allocation [1].

In-band relays The backhaul (MBS-RN) link of an in-band relay is operated on the same

set of frequency resources as that of the access (RN-UE) link. As the transmission

at access link interferes with the simultaneous reception at the backhaul link, RN

with half-duplex (HD) communication constraint requires to operate the backhaul

link and the access links at non-overlapping times (e.g., Type 1 RN in 3GPP LTE-A

[1]). However, if the backhaul receiver is protected from the interference generated by

the access link transmitter (e.g. by the spatial separation of antennas), a full-duplex

(FD) operation might also be possible (e.g., Type 1(b) RN in 3GPP LTE-A [1]). [22]
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presents the results for the peak spectral efficiency of LTE-Advanced with in-band

backhauling. It proposes an analytical model to calculate the cell spectral efficiency

of such deployments.

Out-of-band relays The backhaul link of an out-of-band relay is operated on different

set of frequency resources as that of the access links. This means that a simulta-

neous transmission at an access link while receiving at the backhaul link is possible

(e.g., Type 1(a) RN in 3GPP LTE-A [1]). Orthogonal channel splitting among the

MBS and RNs is an example of resource allocation that results in out-of-band relay

operation. [45] presents a comparative study of these two types of deployments.

In the general form, different resource allocation schemes in user-band relay deployment

can be distinguished based on the way available frequency resource is divided among the

three types of wireless links. The focus in this thesis is not on the link-level benefits of

relay channels, which has gathered a lot of attention. We want to understand different

choices that we have in terms of resource allocation schemes and how they compare with

each other, as well as with the wired SC deployments. To the best of our knowledge, there

is a general lack of such studies.

Dedicated-band deployment

Millimeter-wave (mmWave) band has been available for use in telecommunication industry,

which has generated a lot of interest in this new field. There have been some recent studies

suggesting that this newly available spectrum can be technologically viable as user band

spectrum [77] [76]. There are however challenges to operate the user links in the high

frequency spectrum. What is clear at this point is using these high frequency bands is

much easier for static backhaul links than the mobile user links. Hence, using mmWave

band for backhauling is seen as an attractive solution. Our approach in this thesis is to

look at them from a system-level perspective, as opposed to link-level perspective. To the

best of our knowledge, the literature lacks studies characterizing the feasibility of mmWave

backhaul in the LTE HetNet context and its comparison with other backhauling options.
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2.2 User Scheduling

Single-cell network

User scheduling in a single-cell network is a well-studied problem and different user-

scheduling policies have been proposed in the literature. User scheduling policy is usu-

ally based on some throughput-based performance objective. A maximum fair throughput

allocation tries to maximize the throughput of the worst user, thereby dedicating more

transmission times to them. This notion of egalitarian fairness however sacrifices the sys-

tem aggregate throughput [98]. Proportional fairness is another scheduling criteria where

the objective is to maximize the geometric mean of the user throughputs. It is known

to provide a good trade-off between fairness and aggregate throughput [55]. Under the

assumption that the channel variations of users are identical around the long-term av-

erage, an opportunistic scheduling scheme is proposed in the literature, which exploits

multi-user diversity and yet maintains the proportional fairness in the long-term [7]. In

such channel-aware proportional fair scheduling, at a given time-slot t, the user with the

best instantaneous rate normalized with the accumulated average throughput, i.e. the user

i∗ where i∗ = arg maxi
Ri(t)

R(t)
is scheduled [16]. Ri(t) and Ri(t) respectively represent the

instantaneous rate at time t and average throughput allocated by time t to user i. The

benefit of such an opportunistic scheduling is the ability to exploit the multi-user diver-

sity (MUD) gain G(N) which increases with the number of users N [19] [59]. Under the

scenario of completely static channel gains, opportunistic scheduling is equivalent to the

RR scheduling [19]. A more general form of fairness has been introduced in [71], which is

commonly referred to as the α-fairness, and has been used often in throughput allocation

frameworks usually under network utility maximization formulations [90], [72]. By chang-

ing the α parameter, different levels of fairness-efficiency trade-off can be achieved, which

is the main strength of this approach.

From single-cell to multi-cell

Under the assumption that the wired backhaul are of unlimited capacities and that all of

the BSs are transmitting all the time, it has been shown that global optimal scheduling
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coincides with independent per-BS local optimal scheduling [99]. But this result can not

be generalized to the case when BSs cooperate and thus channel rates are the result of

not only the channel variations, but also the coordination among the BSs [99]. In general,

performing optimal scheduling independently at each base station does not coincide with

the global optimal scheduling when other network variables (like user association decisions)

are jointly allocated [21]. The study of user scheduling as a global process is thus impor-

tant in HetNets. However, because of the intricate dependencies of the scheduling with

other network processes, a global scheduling problem can be a very difficult problem to

solve. An ability to decouple user scheduling processes at per-BS levels would certainly be

attractive from the implementation point of view, but can potentially lead to performance

degradation. To the best of our knowledge, there have not been many studies that explore

these aspects.

2.3 User Association

The problem of user association arises whenever a user can get service from more than one

BS (i.e., overlapping coverage). Even under homogeneous cellular networks, user associ-

ation (also sometimes called cell-site selection) problem was studied at least as early as

1995. In [103] and [47], the authors study the user association problem jointly with power

control in the context of homogeneous CDMA networks. In particular, they formulate

an optimization problem of optimal power control and cell-site selection for minimization

of total transmit power, subject to maintaining individual Carrier-to-Interference Ratio

(CIR) targets for each mobile. These studies look at the problem from the physical layer

capacity point of view and can be seen as the techniques of exploiting user assignment for

interference reduction.

User association in homogeneous networks is perhaps not as critical as in heterogeneous

networks. Study of user association has thus gathered much more interest recently, as it

seems to be crucial for a successful HetNet deployment. Below, we survey a class of

user association problems and proposals in the literature, under a heterogeneous network

settings.
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2.3.1 Optimal user association

Optimal user association problems are combinatorial in nature and the resulting optimiza-

tion formulations are usually NP-hard. In [21], the authors formulate a user association

problem under a global proportional fair throughput allocation framework. In a system

with a given number of users and a given number of BSs, they show that arbitrary user

association can lead to non-Pareto optimal results. In addition to highlighting the need

for a globally optimal user association, they also present offline and online algorithms for

user association. Among a big list of papers relating to user association problem, this par-

ticular work is special in the sense that it presents a rigorous and yet simple formulation

for optimal user association under a global throughput objective. Under a related scenario

of multiple access-points of a WLAN, authors in [61] study similar problem and propose

a method for obtaining user association with one user per access-point restriction using

rounding of fractional solution via generalized assignment problem (GAP).

2.3.2 User association rules

Due to the high complexity of computing the optimal user association, different simple

user association rules have been introduced in the literature. These rules simplify the

user association process at the expense of some performance degradation. Good rules are

expected to be simple to implement and yet perform well with respect to the optimal

association. The simplest model that was popular (and to some extent meaningful) in

homogeneous network setting was the best-SINR rule. In this rule, a user associates to a

BS that provides the highest SINR. Such a rule performs poorly in HetNet mainly because

of the power disparity. As the MBS transmits with high power, a large number of users

tend to associate to the macro cell. This might result in highly loaded MBS. In order

to overcome this problem, a user association rule called range extension is introduced in

[57]. Under range extension, a user associates to the BS that has the highest channel-gain.

This allows more users to associate to the nearby SCs, as the power disparity is avoided

to some extent by normalization. Via simulation, it was shown that range extension can

improve the throughput performance as compared to the conventional best-SINR based

user association [57].
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Some other user association rules have also been proposed in the literature (e.g. “Based

on Queue” in [75]). The main idea behind these heuristic approaches is to bias user

association in favor of the small power BSs. A class of user association rules can be

abstracted well with a user association rule called Small-cell first (SCF), proposed by

Fooladivanda et al. in [36]. Under a small-cell first user association rule with a given

parameter δ, a user associates to an SC as long as the received SINR from the SC is

greater than or equal to δ. Since δ is a parameter that can be tuned, this rule can be

tuned to obtain very good performance. However, this introduces a new parameter-tuning

problem, and thus increases the complexity. Rules very similar to SCF have been proposed

in recent 3GPP technical reports, for the heterogeneous deployment of LTE-A [2].

Even though simple rules greatly simplify user association, it is in general difficult to

establish that these rules will work over a large set of scenarios and network instances.

Moreover, most of these user association rules do not incorporate the network-load infor-

mation and thus might result in sub-optimal load distribution.

In a dynamic scenario, a closely related problem is the problem of re-association. De-

ciding when to trigger re-association is an equally important problem, and understandably

has gathered a lot of attention. In our thesis, we have not studied this aspect in any details,

and hence we have not included a survey of the literature on re-association.

2.3.3 User association and in-cell routing under relay deploy-

ment

User association problem under relay operation involves the effective routing of downlink

flow, assumed to have originated at the MBS to a user either directly, or via one or more

relay nodes in two hops. Some recent works in the literature extend the idea of user as-

sociation from wired deployments to relay deployment. Under a local PF (proportional

fair) scheduling, in [8], Ahn et al. formulate a user routing problem. As evident from the

NP-hardness of similar problem in the wired scenario, they resort to a sub-optimal user

association method which is based on the ordering of users in terms of the throughput

difference between the MBS-UE link and the MBS-RN-UE link. They compare the perfor-

mance of their simplified solution with the optimal solution obtained based on exhaustive
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search for very small number of users (less than 17). They consider a simple scenario of

one MBS and one RN and the analysis is carried out under a given relay link resource

allocation.

In [67], Ma et al. acknowledge the limitations in [8] and present a formulation with mul-

tiple RNs and also consider the effect of backhaul link resource allocation. The complexity

of the resulting in-cell routing formulation is tackled by using a set of greedy iterations.

For each new user (whose association is yet to be determined), the improvement in the

throughput objective is predicted for each of the available association options. The best

of such options is chosen. This method can reduce the complexity associated with user

association. However, such an arbitrary ordering of users is susceptible to the obvious

problems a greedy sequential algorithm inherits.

2.4 Transmission coordination

Transmission coordination is considered as a tool to improve the coverage, cell-edge through-

put, and system capacity, in both high and low load scenarios. Two general categories of

coordinations are envisioned for 4G networks [1]:

Joint processing (JP) Under joint processing, a set of BSs form a cooperation set (also

called the CoMP cooperating set in LTE-A). A user can be served jointly by any

number of these BSs within the same cooperation set. Under joint transmission

mode, downlink transmission can be done simultaneously from multiple transmission

points to improve the effective SINR and/or actively cancel interference for other UEs.

Under dynamic cell selection mode, at any given slot, only one BS can transmit the

data to a UE. However, the transmission point can be changed in subsequent slots.

Both of these mechanisms require each BS in the cooperation set to have a copy of

the downlink data. There are a number of studies that propose techniques to form

good cooperation sets (or clusters), for example, [81] [69].

Transmission coordination by power control This is another method where BSs mu-

tually coordinate their transmission powers to result in optimal network operation.
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Sophisticated power control are shown to result in intractable problems. A particu-

larly simple form of power control is the binary power control where a BS can choose

one of the two states: either transmit with the maximum power or stay idle [44]. It

can be also be seen as the “coordinated scheduling” [99]. Coordinated scheduling

has been proposed for LTE-A systems in [1]. In [32], Das et al. propose schedul-

ing schemes in which scheduling decisions are made centrally by a central controller

jointly for a cluster of BSs. Via simulation experiments, they show that gain resulting

from coordinated scheduling is significant in a multi-cell CDMA network. They call

it interference gain. Optimal coordinated scheduling is a result of trade-off between

spatial reuse where more number of simultaneous transmissions are intended and

interference minimization which favors small number of simultaneous transmissions.

It is clear that the level of interference among co-channel BSs dictates the benefit of

coordinated scheduling. In a fully orthogonal deployment, there is no benefit of coor-

dinated scheduling whereas a complete co-channel deployment requires coordinated

scheduling for acceptable performance.

Almost blank sub-frame (ABSF) proposal in LTE-A is another example of transmis-

sion coordination. The MBS mutes its data transmission in ABSF so that the SCs

can get better SINR. This offers some protection of the SC users from the macro in-

terference. There are a number of studies that present algorithms to perform optimal

muting of the MBS [14] [63].

2.5 Joint Resource Allocation, User Association, Trans-

mission Coordination, and User Scheduling

In [36], Fooladivanda et al. have formulated a joint resource allocation, user association,

and reuse pattern optimization problem in a heterogeneous network comprising a macro cell

and a set of pico base stations. Under a channel splitting resource allocation, they present

a method for obtaining the optimal channel split as well as the optimal user association.

They showed that a full reuse of the available channels among the PBSs results in optimal

solution, thereby showing that if channel allocation and user associations are carried out
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optimally, co-channel interference among the PBSs does not degrade the performance of

the deployed HetNet. Moreover, they have shown that user association is very important

and the current practice is far from optimal. In [68], Madan et al. have studied a joint

user association and resource allocation problem in HetNets. They formulate a “semi-

static resource allocation” problem with transmit power, user scheduling and association

as problem variables. The resulting problem is a combinatorial problem of very large

complexity (given as (Ø(PRNNM)) for P power levels, R sub-channels, N BSs and M

users). Owing to this complexity, few heuristic algorithms with restrictions on either

power control or on user associations are carried out. This formulation with a large set

of variables as well as a global proportional fair throughput objective captures the true

complexity of the throughput optimization problem, for HetNet deployment. However, the

problem is intractable and thus there is a need for more tractable models.

Under relay deployment scenario, the benefits of joint resource allocation, routing,

and scheduling have not been studied as well as under the wired deployments. In [96],

Vishwanathan et al. study the throughput-optimal scheduling policy derived from the work

of Tassulas and Ephremides [93] where they find the queue-aware optimal scheduling policy

that maximizes the user throughput while maintaining that the system is stable under all

arrival rates that can be stabilized. Via simulation, they show that relay deployment

offers user throughput enhancements. In [84], Salem et al. also propose similar queue-

aware scheduling policies and study the fairness property of such schemes. Numerous

other recent works have studied some aspects of relay deployment, but often from a link

level perspective. Despite this rich set of works, we believe that the following aspects are

missing.

• A powerful and yet tractable framework that allows us to evaluate and benchmark dif-

ferent resource allocation schemes (including the co-channel deployment and optimal

orthogonal deployments), user association rules (optimal user association, and other

simple user association rules) and transmission coordination mechanisms (including

the ones with and without coordinated scheduling) under a global throughput-based

metric that incorporates a guaranteed fairness performance.

• Unifying models for the wired deployment and the relay deployment scenario so that
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mixed model systems can be analyzed under the same framework.

2.6 Backhaul Limitations

Network operators see small cell (SC) backhauling as an immediate challenge for the suc-

cessful deployment of HetNets, as discussed in [29] and [73]. The following three aspects

have been identified as the reasons why SC backhaul can be limited:

1. Economic consideration: [73] presents some statistics showing how the ultra-

dense deployment of small cells with low average number of users per BS means

that the cost of backhauling for small cells becomes a significant part of the total

Capital Expenditure (CAPEX), in some cases exceeding the cost of the small cell BS

equipment. It is thus desirable that the backhauling cost for small cells is kept low.

This economic consideration can often limit the capacity of the installed SC backhaul

links. For example, a number of cheap solutions are being proposed, including ADSL

[35], mesh networks [94], and even non-licensed microwave links [35].

2. Need for a flexible infrastructure: Besides economy, flexibility is also a key

requirement as there will be numerous SCs added or moved frequently. Many industry

reports like [29], [11] have acknowledged that fiber or copper infrastructures are often

not flexible. This has given rise to different mobile backhauling solutions (e.g., [11],

[17] ).

3. Physical constraints: The third constraint is physical. A small cell might be at an

inaccessible street furniture where bringing a fiber link can be infeasible. In [29], it is

argued how a low capacity solution like non-line-of-sight (NLOS) wireless backhauling

might be the only available option in such a case.

Macro base-station (MBS) backhaul limitations, on the other hand, are less likely to

be a concern right now, since MBS backhauling is a small portion of the CAPEX [73], and

thus can be well provisioned (with high capacity fiber). However, in the future, wireless

networks are expected to operate with highly efficient wireless links (e.g., using massive
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MIMO [18]) and on very high bandwidth spectrum (e.g., mmWave [77]). This will translate

to a huge increase in traffic load on the backhaul. Moreover, many multi-cell architectures

are emerging where signaling for coordination between BSs is done via the backhaul links

(e.g., Joint Processing (JP) CoMP [58]), which increases the traffic load on the backhaul

links as well as pose more stringent delay requirements. The deployment of cloud-RAN

(C-RAN) [26] architectures is also going to put a lot of pressure on the MBS backhaul.

Finally, in the future, the sharing of fiber among different operators, i.e., the virtualization

of the backhaul, might result in capacity constraints. So, it is possible that MBS backhaul

limitation might also become a concern for future networks.

In summary, small cell backhaul limitation has been identified as an immediate concern

for the ultra-dense HetNets. MBS backhaul, on the other hand, is not as likely now to be

a bottleneck, but can be a problem in the future.

Recently, the backhauling aspect of wireless networks has started to attract some at-

tention in the research community. Its study can be broadly divided into two types:

provisioning-related and impact-related.

Provisioning-related studies try to characterize the traffic load that a typical cellular de-

ployment imposes on the backhaul network. For example, [53] looks at the LTE-Advanced

HetNet deployment and characterizes the traffic load and delay requirements that it can

impose in the presence of Joint Transmission based Coordinate Multipoint (CoMP) trans-

mission.

Impact-related studies try to characterize how a limited backhauling can affect the sys-

tem performance. [89] surveys the impact of limited backhaul on the link level performance

due to the reduction in cooperation related capacity gains. Beyond link level performances,

backhaul limitations can also impact the user scheduling process in HetNets. There are

some studies in the literature that have studied the interplay between backhaul limitation

and user scheduling. A number of these works including [101], [105] deal with coordination

cluster formation as part of user scheduling decision and they try to make BS clusters so

as to reduce the backhaul communication.

Backhaul limitation is not only relevant in multi-cell cooperative transmission. Even

in HetNets without BS cooperation, limited backhauls can impact performances due to
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the delay and/or the rate constraints. Even in the absence of cooperation, the total flow

(user-plane traffic or data-plane traffic) to/from a BS is affected by the capacity of the

backhaul network. Under such limitations, user scheduling decisions have to be made so

as to maximize a given system performance by properly utilizing the constrained backhaul

resource as well as the precious radio resource. A number of optimization formulations

based on network utility maximization framework have been proposed in the literature for

user scheduling in HetNets (e.g., [37], [68]) for different network-level performance metrics,

in the absence of backhaul limitations. In this thesis, we build on these work and study

the impact of backhaul limitations on user scheduling and user association.
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Chapter 3

Flow-based Optimization Framework

Summary: In this chapter, we

• introduce the diverse set of scenarios/configurations arising in HetNets,

• present a unified view of the network, and

• formulate a flow-based framework for throughout optimization, under a given

network “snapshot”.

3.1 Introduction

In Chapter 1, we presented a number of important network processes, namely resource al-

location, user scheduling and transmission coordination, and user association which impact

the throughput performance of a HetNet greatly. We also discussed how these network

processes have a complex interplay, which is not clearly understood. In this chapter, we

propose a unified framework to study them and to enable their fair comparisons under

different types of HetNet deployment scenarios. We will use the developed optimization

framework in the next two chapters to study in details the performance of different options

available.
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Our framework is based on a flow-model, with a focus on the downlink. In that case, a

flow1 corresponds to a data stream from the network to a particular user. In the literature,

optimization frameworks have been proposed for HetNets with small cell deployment in

[36], and [68], which do not require a flow-based framework. However, the notion of

flow helps us model the ON-OFF transmission coordination mechanism, as well as the

relay deployment, which can be seen as a two-hop wireless network. Network-flow based

modeling is a common approach taken for the study of wireless multi-hop networks [86, 66].

We formulate our optimization model for a system “snapshot”. Under a given system

“snapshot”, the system parameters like the channel gains and the number of users are

assumed to be fixed and known. We consider only the active users in the network and

hence assume that there is one flow per user. Moreover, we assume that the users are

greedy and hence want to maximize their individual flow-rates. Our framework allows us

to configure the network parameters to allocate throughputs fairly and optimally to these

flows. This is an offline-static model and thus it is intended to be used at the engineering

and planning phase to compare many potential configurations and decide which ones to

study further. Chapters 4, and 5 present detailed offline studies based on this framework.

3.2 System Overview

We consider a cellular network comprising a set of macro cells as shown in Fig. 3.1. Each

macro cell, in addition to a centrally placed MBS, has X low-powered BSs making X

small cells (SCs)2 (see Fig. 3.1). These small cells are connected to the network core via

backhaul links, either with wired backhaul links, or with wireless backhaul links. Recall

that, in addition to the backhaul links, there are two other types of links, namely the direct

links (DL) from the MBS to a UE, and the access links (AL) from an SC to a UE. The

direct and the access links are collectively called the user links.

1This notion of flow is similar to the notion used in multi-commodity network-flow problems [56]. It is

the same notion used in the existing literature on wireless networks in similar contexts (e.g., [86], [66]).
2Note that SCs are not always contained within a macro cell (for example, [85] considers SCs located

over multiple macro cells).
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MBS SC/RN UE 

Figure 3.1: Multi-cell system and a HetNet

3.2.1 Scope

We consider each macro cellular area, with its MBS, X SCs, and N UEs as a standalone

HetNet system, and we optimize a number of network processes (resource allocation, user

association, user scheduling/coordination) within the scope of such a single macro cellular

area only. However, a physical layer signal-to-interference-and-noise ratio formulation al-

lows us to take into account the interference coming from nearby macro cells. Restricting

our formulation to one macro cell level is justifiable since inter-cell resource allocations to

different macro cells are usually carried out via planning. Also, to keep the complexity

of network operation at a reasonable level, such decoupling can be desirable. However,

decoupling the multi-cell system at a macro cell level can sometimes come with a penalty

in throughput performance due to the inability to exploit some degrees of freedom (e.g.,

inter-cell coordination, load-balancing etc.).

3.2.2 Main features to be modeled

Below, we outline the features that we want to incorporate in our optimization framework.

Different types of backhaul links As already mentioned, a HetNet can comprise SCs

with wired backhaul links, or SCs with wireless backhual links. We can identify the

following two broad categories of deployment based on this property:

1. Wired SC deployment, sometimes referred to as pico deployment, refers to the

network comprising of only SCs with wired backhaul links, and
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2. Relay deployment, sometimes referred to as wireless SC deployment, refers to

the network comprising of only relay nodes (with wireless backhaul links).

Multiple Bands The future HetNets are expected to be operating at diverse set of bands,

with potentially different radio-access technologies. Some links (e.g., the user links)

are expected to be operating in some specific bands, whereas some other links (e.g.,

the backhaul links) are expected to exploit new types of bands3 (e.g., mmWave bands,

in addition to LTE bands). In our study, we assume that the user links operate all

on the same specific band, for example the LTE band. The backhaul links, if they

are wireless, can operate either on the same band as the user links or on a different

band with the same technology (say a different LTE band), or even on a completely

different band and technology (say, a non-LTE band).

Different Resource Allocation Schemes The resource allocation scheme involves chan-

nel allocation and is crucial as it affects the interference between links, as well as can

be used for proper resource provisioning of different links. A large number of channel

allocation schemes can be envisaged with different complexity. For some deployment

scenarios, resource allocation also involves the allocation of the total transmit power

to different links, for example, an MBS allocating certain power to the direct links

and certain power to the backhaul links if the backhaul links are wireless. We want to

define our model so that it is able to incorporate many resource allocation schemes.

Different User Association Schemes A lot of user association schemes have been pro-

posed in the literature, with different potential effects on the network performance.

We want to formulate our model so that our model can incorporate the existing

schemes, and also provide the optimal user association.

Transmission Coordination There has been a growing interest in coordinated transmis-

sions in the HetNet context. We want to model ON-OFF transmission coordination

between the BSs.

The complexity of a two-hop wireless network with multiple bands, channels, and po-

tentially multiple types of radio-access technologies, and diverse choices of radio-resource

3Our usage of the term “band” is to refer to the band as well as the associated radio access technology.
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management algorithms motivates us to formulate an optimization problem that can model

these complexities and details into a unified framework.

3.3 General Optimization Model

Let 0 represent the MBS, and P = {1, 2, · · · , X} be the set of SCs in the macro cell under

study. Let U be the set of UEs corresponding to a random realization ω, which constitutes

a snapshot of the UEs in the system. We focus on the downlink with a set of flows F ,

where each flow f originates at the MBS (node 0) and terminates at one of the UEs u.

The source and destination of a flow f are represented by fs and fd respectively. We take

a full-buffer traffic model, and assume that the flows are greedy. We assume that the MBS

has a fixed transmit power budget of PM and each SC has a fixed transmit power budget of

PS. N = {0} ∪ P ∪ U represents the set of all nodes in the HetNet. Let B = {1, 2, · · · , S}
be the set of available bands4. Band i ∈ B is associated with its own technology (e.g.,

LTE) and has a number of channels M(i), and a per-channel bandwidth bi. We assume

that at least one of them is LTE (say, Band 1) with M(1) OFDM channels.

Remark 1. Even though we will finally present an optimization model that can encompass

both the wired and relay deployment scenarios (and even a mixed deployment), we will

first develop modeling concepts by restricting ourselves to the relay scenario,

where all the three types of links are wireless. Then, we will show how we can incorporate

wired backhaul links into our model. So, until we explicitly discuss how we can incorporate

wired links, the concepts discussed below apply to the relay scenario.

3.3.1 Air interfaces

Each node is equipped with one or more air interfaces (AI)5. An air interface m is associated

with one of the available bands given as B(m) ∈ B. A node needs to have at least one

AI for each band at which it is operating. A node can have more than one AIs operating

4Even though the model allows for more bands, we study S = 1 and 2.
5Note that, for a wired deployment, there is only one air interface per node.
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on a given band. Having multiple AIs for the same band allows a node to have multiple

simultaneous links on that band. More precisely, a node with x (x > 1) AIs on the same

band could transmit simultaneously on up to x AIs in a given channel in that band6.

In a given channel c in M(B(m)), at any given time, an AI m can either transmit or

receive, but not simultaneously. We also assume that an AI can transmit in a set of

channels of the associated band while receiving in an orthogonal set of channels of the

same band. We assume that a node cannot transmit on channel c in one of its AIs while

receiving on the same channel in another AI. Note that such considerations would be non-

existent for the wired deployment. We also assume that a UE has only one AI in the LTE

band. Each AI has an associated directivity. Let Dm(φ) be the directivity of AI m on

direction φ. Directional AIs with very narrow beams can be used to avoid interference

between AIs operating on the same set of channels. Different deployment scenarios can be

identified based on the number and types of AIs. We show some examples in Table. 3.1.

For example, in the case of wired SC deployment, each transmitter has 1 AI, where as for

user-band relay deployment, Configuration 1 has 1 AI in the MBS where as Configuration

2 has X + 1 AIs in the MBS.

For the ease of exposition, we logically separate an AI into a transmit AI (tAI) and a

receive AI (rAI). Note that such a distinction is not necessary in a pure wired deployment

because in that case nodes are full duplex while in the wireless case, they are half-duplex.

A node n ∈ N contains a set of transmit AIs (tAIs) Tn and a set of receive AIs (rAIs) Rn

7. Let Gc
m,n be the channel gain between AI m and n in channel c, which is determined by

the realization ω. Let T and R be the set of all tAIs and rAIs in the HetNet, respectively.

Each tAI m ∈ Tn is allocated a transmit power Pm such that
∑

m∈Tn Pm ≤ P n for all

n ∈ N , where P n is the total power budget of node n (e.g., P 0 = PM). We focus only on

the transmit power. Hence, no such power constraints exist for the rAIs.

Let Km ⊆M(B(m)) be the set of channels allocated to AI m. Here, we discuss channel

allocation in the most general form, and this will help us formulate a general model. It

6LTE AI capable of transmitting on multiple LTE bands (carrier aggregation) is viewed as two AIs on

different bands.
7This distinction is merely logical and hence we have |Tn| = |Rn|.
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Table 3.1: Different configurations based on the available air-interfaces

Wired SC Deployment

• MBS: 1 omni-directional AI in the LTE band, used for the direct links

• SC: 1 omni-directional AI in the LTE band, used for the access links

• UE: 1 omni-directional AI in the LTE band, used for both the direct and the access

links

User-band Relay Deployment

• MBS:

– Config. 1: 1 omni-directional AI in the LTE band, used for both the direct and

the backhaul links

– Config. 2: 1 omni-directional AI in the LTE band for the direct link and X

directional AIs in the LTE band for the backhaul links

• SC: 1 omni-directional AI in the LTE band, used for both the backhaul and the access

links

• UE: 1 omni-directional AI in the LTE band, used for both the direct and the access

links

Dedicated-band Relay Deployment

• MBS:

– Config. 1: 1 omni-directional AI in the LTE band for the direct links. and 1

omni-directional AI in a non-LTE band (e.g., LMDS) for the backhaul links

– Config. 2: 1 omni-directional AI in the LTE band for the direct links and X

directional AIs in a non-LTE band for the backhaul links

• SC:

– Config. 1: 1 omni-directional AI in the LTE band used for the access links, and

1 omni-directional AI in a non-LTE band for the backhaul links

– Config. 2: 1 omni-directional AI in the LTE band used for the access links, and

X directional AIs in a non-LTE band for the backhaul links

• UE: 1 omni-directional AI in the LTE band, used for both the direct and the access

links
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should however be noted that there will be different constraints and limits on the set of

feasible channel allocations, based on the exact channel allocation scheme being deployed.

We will study a number of concrete channel allocation schemes later while studying different

scenarios. A tAI m has to divide the transmit power Pm to its channels, allocating P c
m to

channel c, i.e., ∑
c∈Km

P c
m ≤ Pm, ∀m ∈ Tn,∀n ∈ N . (3.1)

Power allocation of the total transmit power to individual subchannels can be seen as part

of scheduling.

3.3.2 SINR, rate functions, and links

SINR γcm,n between tAI m and rAI n is defined as the ratio of the received signal power

from m to n and the total interference and noise at node n, at channel c, i.e.,

γcm,n =
P c
m ·Gc

m,n ·Dm (φm,n) ·Dn (φn,m)

NB(m) + I

where I is the interference from nearby BSs transmitting on channel c, and Ni is the

per-channel noise power in band i. Each band i is characterized by rate functions that

map a per-channel SINR to communication rate. Let θ
(i)
(m,n)(.) represent the mapping from

SINR γ between tAI m and rAI n in any channel c ∈ M(i) to one of the supported rates

R = θ
(i)
(m,n)(γ) ∈ R(i)

(m,n) where R(i)
(m,n) is the set of supported rates between tAI m and

rAI n in band i. The mapping function is determined by the available Modulation and

Coding (MCS) schemes in the given band, between two AIs. Note that a band can have

different rate functions for different pair of AIs (e.g., LTE backhaul links support up to

256 QAM whereas LTE user links support up to 64 QAM). R(i)
(m,n) can be discrete and

finite (in which case the mapping is called a discrete rate function) or it can be continuous

(in which case the mapping is called a continuous rate function). In this case, R(i)
(m,n) is

an uncountable set. For a given rate R, we can define the minimum required SINR as

follows: β
(i)
(m,n)(R) = min γ s.t. θ

(i)
(m,n)(γ) ≥ R. Next, we define two notions of wireless link:

a physical link and a logical link. This distinction between a physical and a logical link
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allows us to view scheduling as a process of activating a feasible set of logical links, to be

defined later.

A physical link l̃ is defined as a tuple (m,n) where m ∈ T and n ∈ R. Each HetNet is

characterized by a set of adjacency indicators A. A[j, i], if equal to 1 means tAI j can form

a physical link with rAI i, if equal to 0 means otherwise. For example, a tAI of one RN

cannot form a link with an rAI of another RN since we do not allow direct links. Also, two

AIs in different bands cannot form a physical link. Adjacency indicators are a reflection of

the network’s topology. By introducing this notion, we have the ability to use our model

for diverse topologies.

Given the adjacency indicators, the set of possible/potential physical links can be de-

fined as follows:

LPhy = {(m,n) : m ∈ T, n ∈ R s.t. A[m,n] = 1}.

For a given channel allocation (Km) for all m ∈ T ∪R, let K(l̃) represent the set of channels

at which physical link l̃ = (m,n) operates, i.e., K(l̃) = Km ∩ Kn.

3.3.3 Assumptions

Even though in the most general form, channel allocation as well as power allocation to AIs

can be performed arbitrarily, we make the following assumptions to simplify the resulting

optimization model.

A1. A physical link operates on all channels allocated to its tAI, and there is no partially

overlapped channel allocation across links. i.e., if K(l̃1) ∩ K(l̃2) 6= ∅ for some l̃1, l̃2 ∈
LPhy, then we have K(l̃1) = K(l̃2).

A2. Transmit power allocated to a given physical link l̃ = (m,n), represented as P (l̃),

equal to Po(l̃), is equally divided among the allocated channels. So, if p(l̃) is the power

per-channel in l̃, then we have P c
m = p(l̃) = P (l̃)/|K(l̃)| for all c ∈ K(l̃).

A3. Channel gains for different channels in a given physical link are equal, i.e., Gc
m,n =

Gc′
m,n = Gm,n.
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Since channels have identical channel gains, and an rAI of a physical link observes the

same set of interferers with identical power for all allocated channels, these assumptions

make all channels of a physical link identical in terms of SINR and supported rate.

We define a logical link l as a tuple (o(l), d(l), R(l)) where o(l) is the tAI, d(l) is the

rAI, and R(l) is its communication rate per channel. Each logical link is thus associated to

a unique physical link. Let l̃ = (o(l), d(l)) represent the physical link associated to logical

link l. Given the set of all physical links, the set of all logical links, can be defined as

follows.

LAll = {(o(l), d(l), R(l)) : l̃ = (o(l), d(l)) ∈ LPhy,
R(l) ∈ R(B(o(l)))

l̃
}. (3.2)

User scheduling can be seen as a process to activate these logical links for a certain amount

of time, as discussed next.

3.3.4 User scheduling and independent sets

In the most general form, the scheduling process in a multi-hop network with a given set

of logical links LAll can be represented as the time-fraction βs for which a given sub-set of

logical links s ⊆ LAll is activated. We will call such a subset an independent set. Clearly,

not every subset of logical links can be activated simultaneously. There are at least three

fundamental limits:

1) Two links can be activated simultaneously on the same set of channels only if they do

not share a tAI or an rAI.

2) SINR feasibility constraints : When a number of logical links are activated simultane-

ously, the SINR at each rAI should be large enough so that the signals can be decoded

successfully.

3) Half-duplex communication capability : Depending on whether a tAI and an rAI of a

given node are allocated the same set of channels, there is limit on whether a tAI can

transmit while an rAI in the same node is receiving. For our cellular HetNet in downlink,

RNs are the only nodes that could use both a tAI and an rAI. Thus, this limit is associated

with the RNs only.
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We are now ready to formally define an independent set (ISet) as follows.

Definition 1. For a given channel allocation (K(l̃)) and a given power allocation per

channel (p(l̃)), s ⊆ LAll is an ISet if the following conditions are satisfied.

∀l = (m,n,Rl) ∈ s :

p(l̃) ·Gm,n ·Dm (φm,n) ·Dn (φn,m)

NB(m) + Ĩn + Il(s)
≥ β

(B(m))

l̃
(Rl). (3.3)

∀l, l′ ∈ s s.t. l 6= l′ : o(l) 6= o(l′) and d(l) 6= d(l′). (3.4)

∀l, l′ ∈ s s.t. l 6= l′ and K(l̃) = K(l̃′) :∑
n∈N

1{o(l)∈Tn}1{d(l′)∈Rn} = 0. (3.5)

where Il(s) is given as∑
l′∈s:
l′ 6=l,

K(l̃)=K(l̃′)

p(l̃′) ·Go(l′),n ·Do(l′)

(
φo(l′),n

)
·Dn

(
φn,o(l′)

)
.

φm,n is the angle of AI n from AI m. Ni is the noise power per channel in band i. Ĩn is

the interference from nearby macro cells to rAI n (determined by the reuse pattern).

(3.3) guarantees that the SINR feasibility constraints are satisfied for each logical link.

(3.5) guarantees that the half-duplex communication constraints of the nodes are satisfied,

so that a node cannot activate a tAI if one of its rAI is receiving in the same set of channels.

This constraint represents a rather important concept, that is associated with the ability

to have a simultaneous transmission and reception at a relay node. LTE-A standard puts

an emphasis on this distinction and introduces the notion of an in-band relay deployment

and an out-of-band relay deployment. With respect to channel c, we can call RN j to be an

in-band relay if c is allocated to both the tAI as well as the rAI of this relay. In this case,

the half-duplex constraint affects the definition of an ISet. Our generalization, in terms of

ISets, can model many more scenarios, some of which we will present later.

Let IAll be the set of all ISets s ⊆ LAll. If R(i)
(m,n) is continuous (i.e., there exists a

continuous rate function) for some m and n in band i = B(m), then LAll contains infinitely
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many links and hence it is not possible to compute IAll. In order to overcome this difficulty,

we define the notion of dominant ISet as follows.

Definition 2. Let LPhy(s) = {(o(l), d(l)) : l ∈ s} be the set of physical links in ISet

s. Then, s ∈ IAll dominates s′ ∈ IAll (written as s ≥ s′) if LPhy(s) = LPhy(s
′) and

R(l) ≥ R(l′) whenever l̃ = l̃′ for all l ∈ s and l′ ∈ s′.

It can be shown that, for a given channel and power allocation, we can find one ISet

Smax[v] such that LPhy(Smax[v]) = v and that dominates all ISets s′ with the same set of

physical links v.

Smax[v] = s ∈ IAll s.t. s ≥ s′,∀s′ ∈ IAll, LPhy(s′) = v.

Then, from the point of view of throughput optimization, we can easily show that it is

sufficient to consider only the set of dominant ISets I ⊂ IAll , which is defined as follows.

I = {Smax[v] : v ⊆ LPhy}.

Note that I (unlike IAll) is finite even if R(i)
(m,n) is a continuous set. Then the set of relevant

logical links can also be reduced to a finite set: L = {l ∈ s : s ∈ I}.

ON-OFF transmission coordination

If all of the ISets s ∈ I defined as above were allowed to be scheduled, it means that we are

implicitly assuming that the MBSs and SCs perform a transmission coordination where

a BS can improve the transmission rate of a physical link in another BS by occasionally

pausing its own transmission. We call this the ON-OFF transmission coordination among

the BSs. Let IO = I be the set of all ISets as defined in Def. 1. At any given time, only

one ISet from each IO can be activated. Then, scheduling problem involves finding the

values of βs that satisfy the following constraints.∑
i∈I0

βs ≤ 1 (3.6)
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Remark 2. In the LTE-A context, this can be seen as a generalization of LTE-A proposal

of almost blank sub-frame (ABSF) during which the MBS does not schedule on any data

channels. In other words, all SCs always schedule their transmissions whereas the MBS

does not schedule its transmission for a certain proportion of time α (say). Clearly, by

admitting only a sub-set of I0 such that the above condition is satisfied (meaning each SC

is necessarily transmitting on its tAI all the time), our approach can easily model ABSF.

No coordination (NC)

ON-OFF coordination involves a large set of independent sets (whose cardinality grows

exponentially with the number of AIs). Such complexity might not always be desirable.

In another extreme, we could employ no coordination at all. Under no coordination (NC),

all transmit AIs in the network would stay scheduled all the time, as long as it is possible

to do so. The only exception would be the case when a backhaul link and an access link in

RN j are both operating on the same set of channels. In such a case, tAI of RN j has to

be turned-off when the backhaul link to j is active. Such restrictions do not appear when

m ∈ Tj and n ∈ Rj are allocated orthogonal sets of channels. By restricting the set of

ISets to a subset of IO that satisfies this condition, we can define the set of ISets INC for

NC.

Incorporating wired backhaul links into the model

So far, the notions of physical as well as logical links, and the independent sets dealt with

the relay cases, i.e., the cases with only the wireless links. We have not considered how

one or more wired backhaul links can be incorporated into our general notions of links and

ISets. Without incorporating these wired links, we will not be able to use our model for

the scenarios with wired backhaul links. A wired link is different from a wireless link in

the following ways:

• A wired backhaul link to SC j has a fixed capacity Cj, which is analogous to the

link-rate in the wireless case.
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• A wired link is always feasible and thus can be included in any independent set.

Let a wired backhaul link to SC j be represented as (o(l), d(l), R(l)) where o(l) = 0,

d(l) = j, and R(l) = Cj. Since the capacity is independent of channel allocation, we

assume that |K(l̃)| = 1 for all wired links l.

In order to allow for an identical treatment of the two types of links in our formulation,

we will assume that 0 is a dummy tAI at the MBS and j is a dummy rAI at SC j, and

thus the set of tAIs at the MBS is updated to include tAI 0, and the set of rAIs at SC j

is updated to include rAI j. Let T̃j and R̃j respectively represent the set of tAIs and rAIs

at node j after incorporating the dummy AIs.

Let Lwired ⊆ {(0, j, Cj) : j ∈ P} be the set of all wired backhaul links. Then, we can

expand the set of all relevant logical links in the network to

L̃ = L ∪ Lwired (3.7)

Now, if I was the set of ISets defined purely with the wireless links as before, the set of

ISets after incorporating the wired links can be defined as follows.

Ĩ = {s ∪ Lwired : s ∈ I} (3.8)

This will allow us to consider either wired, or relay, or a mixed deployment where some

SCs are pico BSs, and some others are RNs.

3.3.5 User association as flow routing: multi-association

User association determines whether user i is associated to BS j or not. We incorporate user

association into our framework by introducing the “routing variables” xfl which represents

the amount of flow f routed through logical link l. Typically a user associates to exactly

one BS. Such a single-association would then impose single-path routing constraints on the

routing variables which would thus result in an Integer Problem (IP), which is very hard to

solve (since the problem that we will formulate later is non-linear). While formulating our

optimization model, for tractability, we make the assumption that a user can associate to
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multiple BSs. Clearly, such a multi-association can be modeled under a multipath routing

framework. Such an assumption yields a much more tractable model and the solution

based on optimal multipath routing is an upper bound to the optimal single-association

solution8. It is however unclear a priori if such an upper-bound is tight. We will later show

that it is indeed the case.

3.3.6 Problem formulation

Our aim is to obtain proportional fair throughput allocations {λf}f∈F under optimal

scheduling/transmission-coordination and flow-routing/user-association within a macro cell

coverage. Given a set of nodes N , a set of flows F , a set of bands B, the associated channels

and the rate functions, channel gains Gm,n between any two AIs, a set of tAIs {Tn}n∈N
and rAIs {Rn}n∈N , their directivity properties {Dm(φ)}m∈T∪R, a set of wired links Lwired,
the adjacency indicators A[m,n], and given the channel allocations K(l̃), and the

power allocations P (l̃) for all physical links, the set of ISets Ĩ can be constructed

a priori. Our problem of proportional fair throughput allocation under a joint optimal

scheduling/coordination and flow-routing/user-association, can then be stated as follows.

8The newer cellular standards (e.g., LTE-A) are considering the possibility of allowing a UE to be

associated to more than one BS at the same time, in which case, our assumption of multi-association is

applicable.
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[PJoint(K,P )] max
λ,x,β

∑
f∈F

log(λf )

∑
m∈T̃n

 ∑
l∈L̃:o(l)∈m

xfl

− ∑
m∈R̃n

 ∑
l∈L̃:d(l)∈m

xfl


= λf1{n=fs} − λf1{n=fd},∀n ∈ N ,∀f ∈ F (3.9)∑

f∈F

xfl ≤ |K(l̃)|
∑

s∈Ĩ:l∈s

βsR(l), ∀l ∈ L̃ (3.10)

∑
s∈Ĩ

βs ≤ 1 (3.11)

βs ≥ 0, xfl ≥ 0, λf ≥ 0, ∀s ∈ Ĩ,∀f ∈ F ,∀l ∈ L̃

where λ is a tuple containing the throughput variables λf , x is a tuple containing the

flow-association variables xfl , and β is a tuple containing the user scheduling variables

βs. (3.9) is the flow-conservation constraint. (3.10) is the capacity constraint that limits

the total amount of flow in a link l. (3.11) is the scheduling constraint. The above

problem solves for optimal user scheduling (possibly with transmission coordination), and

user association/flow-routing when channel and power allocations for all physical links are

given.

Remark 3. The problem [PJoint(K,P )] is for a given realization ω. This explicit depen-

dence is not mentioned, but is to be understood.

Remark 4. The problem is parameterized with (K,P ). K represents the tuple of the

channel allocation variables K(l̃), and P is the tuple of the power allocation variables P (l̃).

Let us call them the model parameters. In order to solve the model, these parameters have

to be chosen and fixed. A joint optimal resource allocation, user scheduling/transmission

coordination, and user association can thus be obtained by solving a set of parameterized

problems 9 to find the optimal model parameters:

arg max
K,P

PJoint(K,P )

9Note that, we use the symbol A to represent the optimal value (i.e., the value of the objective function

when the variables are chosen optimally) of problem [A].
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The set of possible choices on the model parameters will depend on the deployed resource

allocation scheme. For example, under co-channel deployment (introduced in the next

chapter), there are no choices, where as under orthogonal deployment (also introduced

in the next chapter), there are a discrete number of choices.

Maximizing the objective
∑

f∈F log(λf ) is known to yield a proportional fair through-

put allocation [55]. A PF throughput allocation is known to maximize the geometric mean

(GM) throughput
(∏

f∈F λf

)1/|F|
and hence we will use the GM throughput as the per-

formance metric. We chose proportional fairness as a metric as it is known to strike a

good trade-off between fairness and efficiency. The above formulation will be used as the

main tool to perform studies in the next two chapters (Chapters 4 and 5). We will study

a more general objective function, but with a restricted (non-flow based) model while pre-

senting an in-depth study on user scheduling and user association under limited backhaul

capacities in Chapters 6 and 8.
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Chapter 4

Detailed Study: Wired SC

Deployment

Summary: In this chapter, we use the optimization formulation obtained in Chap-

ter 3 to study different scenarios of wired SC deployment, and present insights on the

interplay between resource allocation, transmission coordination, and user association.

4.1 Introduction

In this chapter, we will use our framework introduced in the previous chapter to study the

performance of HetNet under different choices of resource allocation, transmission coordi-

nation, and user association schemes, by restricting ourselves to the wired SC deployment

scenarios. In the next chapter, we will present a detailed study for the relay deployment

scenarios.

The wired SC deployment scenario corresponds to one LTE band (S = 1) with a total

of M OFDM subchannels available for the given HetNet. The direct and the access links

operate on this band. The MBS as well as each of the SCs have one LTE omni-directional
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AI, used for the direct and the access links respectively. Let, o0 represent the tAI at the

MBS and oj represent the tAI at the SC j. Also, UE i has one omni-directional AI for the

reception on both the direct and the access links. Let i refer to this rAI. The set of wired

backhaul links is given as Lwired = {(0, j, Cj) : j ∈ P}. We will assume that the backhaul

capacities Cj are very large.

Given this set-up, we can solve [PJoint(K,P )] as long as the following parameters are

given:

• Channel Allocation K(l̃) for all l̃ ∈ LD ∪ LA where LD = {(o0, i) : i ∈ U} is the

set of direct links and LA = {(oj, i) : j ∈ P , i ∈ U} is the set of access links

• Power Allocation P (l̃) for l̃ ∈ LD ∪ LA

We consider three types of RA schemes: co-channel deployment (CCD), orthogonal deploy-

ment (OD), and partially shared deployment (PSD), that dictate how the M subchannels

are allocated to the direct and the access links. As mentioned earlier in Section 3.3.3,

we consider a simple power allocation strategy, based on equal sharing of available power.

Note that for each RA scheme, determining the channel allocation {K(l̃)} and power alloca-

tion {P (l̃)} requires a number of scheme-specific parameters to be fixed. Let Vs represent

the set of these parameters for RA scheme s. Then, by fine tuning Vs, we can obtain

the optimal performance for the corresponding RA scheme s, under joint optimal user

scheduling/transmission coordination, and user association, as follows:

Λ∗i = max
Vs

Λ∗s(Vs)

where Λ∗s(Vs) is the optimal value of [PJoint(K,P )] for RA scheme s when the scheme-

specific parameter set is set to Vs. Recall that the optimization model [PJoint(K,P )]

allows us to study different transmission coordination schemes. We will focus on ON-OFF

coordination (O) and no coordination (NC). Also, recall that our framework allows us to

study the performance of, not only the optimal user association, but also a number of

simple user association rules. By obtaining results for realistic networks, we will provide a

number of interesting engineering insights1:

1Some of the results in this chapter were published in [39] and [42].

46



• The upper bounds obtained under the multi-BS association assumption are tight

and hence allowing a user to associate to more than one BS will not offer significant

performance gains.

• PSD/OD perform very well even in the absence of sophisticated transmission coordi-

nation whereas transmission coordination is essential for the satisfactory performance

of CCD.

• A simple small cell first user association rule performs well even with ON-OFF TC

if properly tuned. Its effectiveness under no coordination was shown earlier in [36].

The rest of this chapter is organized as follows. Section 4.2 presents the details of the three

resource allocation schemes. In Section 4.3, we present different configurations based on

the choice of RA and TC. After that, we present a number of user association rules. In

Section 4.5, we present the numerical results before concluding the study.

4.2 Resource Allocation Schemes

Under wired deployment, RA affects two types of links, the direct and the access links2.

We study the following three RA schemes.

Co-channel deployment (CCD)

Under CCD, all wireless (direct and access) links operate over all the M subchannels.

Thus, the direct and the access links interfere with each other. Also, there is no resource

allocation specific parameter to configure.

2Under relay deployment however, an RA affects all three types of links (i.e., the backhaul links in

addition to the direct and the access links). This in effect requires more complex considerations to be

taken while dealing with the relay deployment, as will be evident in the next chapter.
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Orthogonal deployment (OD)

OD corresponds to channel splitting where a set of K subchannels is allocated for SC

operation (i.e., the access links) and the remaining set of M −K subchannels is dedicated

for MBS operation (i.e., the direct links). Such an orthogonal set of frequencies at the two

tiers allows for low interference operation. Additionally, a frequency reuse pattern could be

used among the SCs so as to guarantee low interference at the SC-tier also. However, [36]

has shown that if other network processes are chosen optimally, an aggressive full frequency

reuse performs better than more conservative frequency reuse patterns. Accordingly, in

our work, we consider that all K subchannels are used by each SC. Under this RA, K is

a parameter to be configured and we call it the channel split parameter.

More formally, with P = {1, 2, · · · , X}, Kl̃, the number of subchannels on which wire-

less physical link l̃ can operate, is given as follows3.

Kl̃ =(M −K)1{o(l̃)=o0} +K1{o(l̃)∈{oj :j∈P}} (4.1)

where 1{A} is an indicator function evaluating to 1 if statement A is true, and 0 otherwise.

Partially shared deployment (PSD)

Under PSD, K subchannels are allocated to each SC and the remaining M−K subchannels

are dedicated to the MBS, as in OD. However, the MBS can also transmit in the K

subchannels allocated to the SCs, albeit at a lower power. Clearly, OD can be viewed as

a special case of PSD when the MBS does not transmit at the K subchannels.

For our modeling convenience, we introduce a dummy BS corresponding to the MBS

when it is transmitting on the K shared subchannels. This dummy BS is represented as

0′ and can be viewed as an additional SC that is connected to the MBS (node 0) with a

wired link (0, 0′, C ′0) of infinite capacity, i.e., C0′ =∞. Clearly, the set of SCs under PSD

includes X + 1 elements, i.e., P ′ = {1, 2, · · · , X} ∪ {0′}. The channel gains of the dummy

BS correspond to the channel gains of the MBS, i.e., G0′,n = G0,n. Also, the set of access

links has to be redefined as L′A = {(oj, i) : j ∈ P ′, i ∈ U}.
3For relay deployment, OD can take multiple forms as we will explain in the next chapter.
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4.2.1 Power allocation

MBS can transmit at the maximum total power of PM and each SC can transmit at the

maximum total power of PS. Under CCD, the power per subchannel is chosen by assigning

equal power to all of the allocated subchannels. Hence, it is simply given by,

p(l̃) =
PM
M

; p(l̃) = P =
PS
M
, ∀l̃ ∈ LD ∪ LA (4.2)

Recall, p(l̃) represents the power per subchannel for physical link l̃.

Under PSD, MBS allocates P ′ for transmission on the shared K subchannels and the

remaining power (PM − P ′) for transmission on the dedicated M −K subchannels. The

power per subchannel for different physical links is simply given by,

p(l̃) =

P ′

K
if o(l̃) = o0′

Ps
K

if o(l̃) ∈ {oj : j ∈ P}
∀l̃ ∈ L′A (4.3)

p(l̃) =

(
PM − P ′

M −K

)
∀l̃ ∈ LD (4.4)

Recall that we decomposed MBS into node 0’ (resp. node 0) transmitting on K (resp.

M −K) subchannels. Clearly, OD corresponds to PSD with P ′ = 0.

4.3 Configurations

We call a configuration the exact choice of resource allocation and the transmission coordi-

nation mechanism. Generically, [X-Y] denotes a configuration where X is the RA (either

CCD, OD, or PSD), and Y is the type of employed transmission coordination mechanism

(either O for ON-OFF TC or NC for no coordination). For example, [CCD-O] repre-

sents a configuration under CCD with ON-OFF TC. For each configuration, UA is either

performed optimally or is based on some simple rules that are defined next.
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4.4 User Association

Our optimization model [PJoint(K,P )] can yield optimal user association under multi-

association assumption. UA is captured by the flow variables {xfl }. We can also incorporate

other user association schemes in the model. We study three different simple but sub-

otpimal user association schemes, which are based on simple rules that a UE can use to

perform its association decision.

1. Best-SINR: In this scheme, an UE associates to the BS that offers the highest SINR.

This approach had been used often in homogeneous settings. In HetNet case, though,

it is shown to perform poorly mainly due to the power disparity between the MBS

and the SCs, thereby resulting in overloaded MBS [36].

2. Range Extension (RE): In RE, the problem of power disparity is addressed to some

extent by associating a user to the BS with the smallest path-loss [57].

3. Small-cell First (SCF(δ)): UE i associates to small cell j ∈ P if j provides the best

per-subchannel SINR γji among all SCs and if this SINR is greater than δ, i.e., if

j = arg maxj′∈P γj′i and if γji > δ. If no such small cell j exists, UE i goes to

BS j̃ that provides the best SINR, i.e., j̃ = arg maxj′∈{0}∪P γj′i [36]. δ is the UA

configuration parameter that can be adjusted to change the relative association bias

between the MBS and the SCs.

All of these three rules are simple in the sense that they do not involve any real-time

load-balancing and are easy to calculate (each UE can do it itself). They also provide fea-

sible single-association solutions and thus provide the lower bounds on the optimal single-

association solution. These UA rules can be applied to our earlier problem by translating

the association structure into the routing variables (xfl ) of our model. As an example, let

UE i associates to BS j under the given association rule. Then the corresponding flow

routing variable xfl (where flow f is the downlink flow to user i and thus fd = i) will be 0

for all wireless links l that do not belong to BS j. Once xfl captures the user association

structure imposed by this rule, we can easily compute the other parameters by using our

problem formulation [PJoint(K,P )].
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X = 4 X=3 X=2X = 6

Figure 4.1: X SCs placed in a grid layout on a macro coverage of a 500m × 500m square

Table 4.1: Path-loss model

Transmitter Link (j, i) Path-loss at the medium (φj,i) Antenna gain (AGj) Cable losses (ζj)

MBS (0, i) 128.1 + 37.6 log10

(
d0i

1000

)
, d0i ≥ 35m 15 20

SC (j, i) : j ∈ P 140.7 + 36.7 log10

(
d

1000

)
(dB), dji ≥ 10m 5 20

Total path-loss (Lj,i) (dB)

Lj,i = φj,i + ζj −AGj

Studying these simple UA rules serves us with two purposes. The first is to obtain

lower-bounds so that we can validate our upper-bounds. The second is to understand how

these simple UA rules perform. In the absence of transmission coordination, [36] already

shows that SCF(δ) works well. Our study allows us to see whether this observation extends

to the case of ON-OFF TC as well.

4.5 Numerical Results

We consider a 500m × 500m square as the user deployment area with an MBS placed at

the center. We consider scenarios with X = 2, 3, 4 and 6 SCs deployed as shown in Fig. 4.1.

The path loss Lj,i for the transmitter-receiver pair (j, i) separated by a distance dji (m) is

given in Table 4.1, together with the appropriate values of antenna-gains and miscellaneous

losses. This is a path-loss model recommended by 3GPP [6]. We further apply a log-normal

shadowing with zero mean and standard deviation of 8 dB to obtain the random path-loss

L, i.e., Lj,i = Lj,i + N(0, 8) where N(µ, σ) is a normal random variable with mean µ and

standard deviation σ. The channel gains can then be obtained as Gj,i = 10−
Lj,i
10 . We take

PM = 46dBm, a noise power of N0 = −112.4245dBm per subchannel (corresponding to
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Table 4.2: Available rates and the corresponding SNR thresholds

Threshold SNR (dB) -6.5 -4 -2.6 -1 1 3 6.6 10 11.4 11.8 13 13.8 15.6 16.8 17.6

Efficiency (η) 0.15 0.23 0.38 0.60 0.88 1.18 1.48 1.91 2.41 2.73 3.32 3.9 4.52 5.12 5.55

a subchannel bandwidth of b = 180KHz, with a noise figure of 9 dB), and M = 100

subchannels. While computing SINR, we do not consider interference from nearby macro

cells. We have improved this limitation in the subsequent chapters.

We consider an adaptive MCS with 15 discrete rates, used in LTE. The rates (efficien-

cies) and the corresponding required threshold SNRs are listed in Table 4.2. The efficiency

η is related to rate R as R = η nscnts
Tsymbol

where nsc is the number of sub-carriers per OFDM

symbol, nts is the number of OFDM symbols in one subframe, and Tsymbol is the duration

of one OFDM subframe. For LTE, we have nsc = 12, nts = 14, and Tsymbol = 1ms.

We assume that the wired MBS-SC backhaul links are not the bottleneck and thus

we consider these wired links to be of infinite capacity4. For each scenario of X SCs and

N UEs, a network realization is obtained by generating N uniformly distributed random

user positions in the deployment area. For each X and N , we have studied 100 such

random realizations of the network. We obtain the numerical results by solving the con-

vex optimization problem [PJoint(K,P )] formulated earlier to global maximum for each

realization by using the commercial solver, MinosTM[4]. PF is known to maximize the

geometric mean (GM) of the throughput of the users, given as
(∏

f∈F λ
∗
f

) 1
N

. Thus, we

take the GM throughput as the performance metric to compare different configurations.

As mentioned earlier, CCD does not have any channel allocation parameter, whereas OD

has the channel split parameter K. For each realization, the performance for OD is com-

puted for the optimal value of channel-split parameter K∗ ∈ {0, 1, · · · ,M}. Under PSD, in

addition to the channel split parameter K, power P ′ also needs to be computed optimally,

in order to obtain the best possible performance. However, solving for optimal P ′ is a

difficult problem and our models developed so far can obtain the GM throughput only

when P ′ is given. In order to obtain good performance gains for PSD, we coarsely tune

P ′ by selecting the best power from the set of power choices from -10 dBm to 30 dBm at

1 dBm interval. All the results shown for PSD are obtained for the best P ′ from this set,

4We will later present studies that focus on the impact of backhaul capacity limitations.
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and for the optimal choice of K. Recall that, OD corresponds to PSD with P ′ = 0 W.

Throughput gain for each configuration on a particular realization is computed over

the case when SCs are not deployed. This MBS-only configuration is thus a benchmark.

For a particular realization i, the throughput gain obtained by configuration Y is given

by GY (i) = 100× χGMY (i)−χGM0 (i)

χGM0 (i)
where χGMY (i) is the GM throughput of realization i under

configuration Y . Y = 0 corresponds to the MBS only configuration. In order to charac-

terize the average gain in throughput performance of each configuration, we obtained the

average gain in GM throughput over the random realizations.

4.5.1 Validation of the upper bounds

Before continuing with the performance comparison of different configurations, we validate

our assumption of multi-association with the help of a feasible single-association solution

as discussed below.

As will be discussed later, SCF(δ) yields the best performance of the three UA schemes

that we studied. Hence, we present the results obtained under SCF(δ) and show these

results along-side the results obtained with optimal multi-association, averaged over the

100 realizations. In order to get the “best” lower bound, for each configuration and each

realization, we select the value of δ from the set of SINR thresholds specified in Table

4.2 that provides the best performance in terms of the GM throughput. In Fig. 4.2,

we plot the average gain in GM throughput for different configurations with a fine-tuned

SCF(δ) as well as with the optimal multi-association for the scenario with X = 4 SCs and

N = 75 UEs. Our optimal multi-association yields an upper bound to single-association

whereas the (sub-optimal) SCF based association provides a feasible single-association and

hence yields a lower bound to the optimal single-association. The results in Fig. 4.2 show

that the performance of SCF, in terms of the gain in GM throughput with respect to the

base-case, averaged over 100 realizations, is within 4% of the performance with optimal

multi-association, across all configurations. Moreover, the gap between the lower-bound

and the upper-bound was less than 5% for at least 95% of the realizations that we studied.

The numerical closeness of the two bounds thus validates that the results obtained by

considering multi-association are tight bounds for the optimal single-association. Moreover,
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it also means that the optimal multi-association does not provide much performance gains

over the optimal single-association. Hence, introducing multi-association capabilities will

not offer significant performance gains5.

4.5.2 Comparison between different RA schemes, and the need

for transmission coordination

We present the average gain in GM throughput obtained by different configurations in

Fig. 4.3 as a function of PS for X = 4 and N = 75. Next, we discuss these results.

When P ′ is chosen properly, PSD clearly offers the best throughput performance among

all the three RA mechanisms that we have considered. As evident from Fig. 4.3, PSD

outperforms OD. The gains obtained by PSD over OD can simply be attributed to the

5We conducted similar computations for 100 cases of non-uniformly distributed users and randomly

deployed SCs, and obtained similar results.
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added flexibility of allowing MBS to use more channels at a carefully chosen power P ′. It

is however important to stress that any PSD is not guaranteed to perform better than OD if

the power P ′ is not chosen carefully. CCD, on the other hand, performs very poorly in the

case of no transmission coordination. Both PSD and OD outperform CCD significantly.

In fact, the deployment of SCs under CCD provides very little gains (less than 8%) to

the MBS-only deployment. Clearly, co-channel deployment, though attractive due to its

simplicity, might perform poorly in the absence of transmission coordination.

ON-OFF transmission coordination case

For a given RA, allowing ON-OFF TC can only improve over the case with no coordina-

tion. Our results show that the magnitude of improvements brought by ON-OFF TC are

significant, especially for CCD. Under ON-OFF transmission coordination, PSD continues

to perform significantly better (15 to 20 %) than CCD. More important perhaps is the ob-

servation that the relative performance of CCD under ON-OFF transmission coordination

is very different from its performance under no coordination. CCD is a simple resource

allocation mechanism as it does not require the configuration of any resource allocation pa-

rameter. The good performance of CCD under ON-OFF transmission coordination might

motivate us to consider CCD as a favorable choice. However, we have seen that CCD

requires transmission coordination, or otherwise performs too poorly to justify its simplic-

ity. PSD as well as OD, on the other hand, perform very well even without transmission

coordination as evident from the comparison of the performance of [PSD-NC] and [OD-

NC] with the performance of [CCD-O]. ON-OFF transmission coordination involves a

problem of exponential complexity and requires a much fine-grained control as compared

to computing the optimal channel split parameter K (with no coordination). Thus, our

results favor PSD/OD over CCD.

Different number of SCs and UEs

Fig. 4.4a shows the performance of different configurations for N = 75 and PS = 30dBm for

different numbers of SCs deployed. The performance of all configurations except [CCD-

56



0

20

40

60

80

100

120

2 3 4 6

G
a

in
 i
n

 G
M

 t
h

ro
u

g
h

p
u

t 
(%

)

Number of SCs

CCD-NC

CCD-O

OD-NC

OD-O

PSD-NC

PSD-O

(a) Different number of SCs (X) with N = 75

0

20

40

60

80

100

120

30 50 75

G
a
in

 i
n
 G

M
 t
h
ro

u
g
h
p
u
t 
(%

)

N

CCD-NC

CCD-O

OD-NC

OD-O

PSD-NC

PSD-O

(b) Different number of UEs (N) with X = 4

Figure 4.4: Average gain in GM throughput over 100 realizations, with PS = 30dBm

57



NC] improve with more SCs deployed. Notable is the result that with increasing number

of SCs, the gains due to ON-OFF TC increases for each RA scheme.

Fig. 4.4b shows the performance of different configurations for X = 4 and PS = 30dBm

for different values of N . The results show that the performance in terms of throughput

gains do not change significantly with the number of UEs in the system.

4.5.3 Performance of different UA rules

In Fig. 4.5, we show the performance of the three simple UA rules along with the optimal

multi-association for [PSD-O] and [CCD-O] for X = 4 and N = 75. The results for

SCF(δ) are obtained for a fine-tuned δ. This result shows that if properly configured,

the performance of SCF is adequate and that it outperforms both best-SINR and range

extension based UA rules. Similar conclusion was reported in [36] for the case of no

coordination.

4.6 Conclusion

In this chapter, we used our flow-based optimization framework for the joint optimization

of resource allocation, transmission coordination, and user association in a heterogeneous

network comprising a macro base station and a set of SCs with wired backhaul links. This

chapter demonstrates how our formulation can be used for the offline study of heterogeneous

networks. We also obtained important engineering insights on the interplay of different

network processes. Our results showed that the gain offered by multi-association as com-

pared to the optimal single-association is small. Also, our numerical results showed that

co-channel deployment requires transmission coordination for a satisfactory performance

whereas partially shared deployment or orthogonal deployment perform well even in the

absence of sophisticated transmission coordination mechanism. PSD/OD, thus can be a

better practical approach as compared to CCD with ON-OFF transmission coordination.
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Chapter 5

Detailed Study: Relay Deployment

Summary: In this chapter, we use the optimization formulation obtained in Chap-

ter 3 to study different scenarios of relay deployment, and answer the following question:

what configurations of relay deployment can yield capacity gains?

5.1 Introduction

In the previous chapter, we used our optimization framework introduced in Chapter 3 to

study the performance of HetNet for the case of SCs with wired backhaul links in the

presence of transmission coordination. In this chapter, we present a detailed study of

different configurations of relay deployment with different resource allocation schemes, and

transmission coordination schemes, under optimal user association settings. Note that, the

relay deployment is more complicated than the wired SC deployment in terms of the set of

configurations that are possible. Though not exhaustive, we have tried to incorporate a rich

set of natural configurations that can be used for relay deployment. We also incorporate

interference coming from nearby cells while computing the SINRs.

Recall that we can divide relay deployment into two different deployment scenarios:
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• user-band relay deployment, where the relay (backhaul) links operate in the same

band as the user links

• dedicated-band relay deployment, where the relay (backhaul) links operate in a ded-

icated band

Under the chosen framework of proportional fair throughput allocation, and under optimal

user-association, we obtain the best performance for each configuration using [PJoint(K,P )].

Based on these results, we obtain a number of interesting engineering insights on wireless

backhauling1:

• Some configurations of user-band relay deployment scenario yield very little or even

negative gains whereas some others can yield performances very close to the upper

bounds corresponding to the wired scenario with infinite backhaul capacities. This

highlights the importance of deploying the right configurations.

• Using a dedicated band for backhauling is a promising solution for small cells, in

particular in the case of the mmWave band, since a small bandwidth is sufficient to

satisfy the demand of a typical small cell backhaul link.

The rest of this chapter is organized as follows. In Section 5.2, we present the three

deployment scenarios, and the details of the associated configurations. We describe the

different requirements that each configuration imposes in terms of the node capabilities.

In Section 5.3, we present the numerical results and finally present the conclusions of this

study.

5.2 Scenarios

We assume that Band 1 is an LTE band with MT LTE OFDM channels available for the

entire multi-cell system. Further, we assume that all user links operate only in this band

and thus a UE is equipped with an LTE AI, exclusively used as an rAI. Let the rAI for

1Some of these results were presented in our work in [43] and [42].
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UE i be simply referred to as i for all i ∈ U . The set of LTE channels available for user

links are allocated to different macro cells by employing a reuse factor of 3.

We consider three scenarios. Scenario 1 corresponds to wired backhauling (the bench-

mark scenario). The other two scenarios correspond to wireless backhauling. In the first of

the two wireless backhauling scenarios (Scenario 2), the backhauling is done on the same

band as the user links (i.e., S = 1) while in the second (Scenario 3), backhaul links use a

dedicated band. Scenario 3 is similar in many ways to Scenario 1. Scenario 2 on the other

hand involves a number of different configurations. Thus, we first discuss Scenarios 1 and

3.

5.2.1 Scenario 1: wired scenario (benchmark scenario)

This scenario consists of one LTE band (i.e., S = 1), and one omni directional LTE AI at

the MBS as well as at each SC, used for the direct and the access links, respectively. In

addition, there are X wired backhaul links, each with a capacity of C. Since all MT LTE

channels are available for user links, a given macro cell gets a pool of LTE channels M(1)

simply written as M with |M| = MT

3
= M . Note, that we have already presented this

scenario in the previous chapter, for different channel allocation schemes. We will take OD

(see Section 4.2 for details) as the resource allocation scheme, where the direct and the

access links operate on orthogonal channels (respectively, M −K and K channels). Note

that with sufficiently large values of C, the wired backhauling scenario can be seen as a

benchmark for wireless backhauling scenarios. In this study, we will use the performance

of the wired scenario for a very large value of C, with optimal OD without coordination

(OD-NC) as an upper benchmark.

5.2.2 Scenario 3: dedicated-band relay scenario

In this scenario, in addition to the LTE band (Band 1) for the user links, a separate

mmWave band (Band 2) is available exclusively for the backhaul links (i.e., S = 2). We

assume that the mmWave band has a bandwidth of F MHz. In order to exploit this new

band, the MBS needs to have at least one additional AI in the mmWave band and each
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RN needs to have one additional AI for receiving on the mmWave band. We consider two

configurations for this scenario:

1) mmWave-TDM: MBS has one omnidirectional mmWave air-interface for transmitting

to all backhaul links. Thus, the backhaul links operate in a time-shared fashion. We assume

that all backhaul links in a given macro cell operate with a reuse factor of 3 (to manage

the interference), and thus get a mmWave bandwidth of B = F
3

.

2) mmWave-SIMUL: MBS has one directional mmWave air-interface for each backhaul

link. Thus, the backhaul links operate as narrow-beam simultaneous links, all operating

on the mmWave band (Band 2). In this case, we assume that the mmWave links do not

interfere with each other, since the beams are very narrow. Hence, we can exploit full

reuse, i.e., a backhaul link operates in entire mmWave band, i.e., B = F .

The mmWave band is assumed to comprise of one wide-band channel of bandwidth B

and a logarithmic rate function, θ(2)(γ) = B log(1 + γ). This scenario is very similar to

Scenario 1 in the sense that the backhaul links do not steal channel resources from the

user links. Thus, both channel allocations, OD and CCD, as defined before are relevant.

Similar to the wired scenario, we consider OD only. However, unlike the wired scenario, the

available transmit power budget at the MBS has to be divided between the direct links and

the backhaul links. Let PB be the power allocated to each mmWave backhaul link, then

the power allocated to direct links will be PM − PB for mmWave-TDM and PM −XPB
for mmWave-SIMUL. In other words, the values of PB and K completely characterize

the channel allocation and power allocation, which can be used to obtain the best GM

throughput Λ∗(PB, K), corresponding to the optimal solution of [PJoint(K,P )]. The best

performance can then be obtained by fine tuning the power and channel allocations:

max
PB∈P∆,K∈{1,2,··· ,M}

Λ∗(PB, K)

where P∆ is a discrete set of available power levels.

5.2.3 Scenario 2: user-band relay scenario

In this scenario, S = 1 and hence the backhaul links have to operate on the same LTE band

as user links. We assume that an SC has one omni AI that it uses for both, transmitting
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Figure 5.1: Configurations of Scenario 2 (DL: Direct Link, AL: Access Link, BL: Backhaul

Link)

on an access link as well as receiving on the backhaul link. Note that this means an SC

cannot simultaneously transmit and receive in the same set of channels (even though it

can do so over orthogonal set of channels). If an SC had two AIs, such limitation could

be avoided. However, in the absence of a mechanism to separate the interference between

a tAI and an rAI of the same node (e.g., interference cancellation, spatial separation), the

additional AI would not be beneficial.

We consider six configurations for this scenario which differ in terms of the number of

AIs at the MBS and the way the LTE channels are allocated to the direct, access, and the

backhaul links. In other words, each configuration is characterized by a given number of

AIs at the MBS and the channel allocation scheme. The configurations are depicted in Fig.

5.1. Even though our selection of configurations is not exhaustive, we believe that we have

included the most natural ones. Next, we discuss the implications of having a number of

AIs at the MBS as well as the choice that we make in terms of channel allocation.

Number of AIs

In terms of the number of AIs at the MBS, we consider two possibilities: 1 AI and X + 1

AIs (recall that X is the number of SCs). We could also consider the case with 2 omni

AIs, one for the direct links and the other for the backhaul links. However, having a

simultaneous direct and backhaul link on the same set of channels would mean a lot of

mutual interference due to the omni directional nature of both AIs.
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• 1 AI: The MBS has only one omni AI. This AI is used for both the direct and the

backhaul links. This means that on a given channel, only one link can be activated

at a time. Configurations 1 to 4 in Fig. 5.1 are such configurations. Let o0 be the

omni AI of the MBS, and let Tj and Rj respectively be the tAI and rAI in RN j,

then the set of direct links is given as LD = {(o0, i) : i ∈ U}, the set of access links

is given as LA = {(Tj, i) : j ∈ P , i ∈ U}, and the set of backhaul links is given as

LB = {(o0, Rj) : j ∈ P}.

• X + 1 AIs: The MBS has one omni AI called o0 for the direct links, and one

directional AI D0j for each backhaul link. This means that on a given channel, up to

X + 1 links can be activated simultaneously. Configurations 5 and 6 in Fig. 5.1 are

such configurations. The set of direct, access, and backhaul links are then given as

LD = {(o0, i) : i ∈ U}, LB = {(Doj, Rj) : j ∈ P}, and LA = {(Tj, i) : j ∈ P , i ∈ U}
respectively.

Channel and power allocation

In addition to a given number of AIs at the MBS, each configuration in Fig. 5.1 has

a specific channel allocation, which is illustrated in Fig. 5.1 and specified in details in

Table 5.1. For Configuration 1, all (direct, access and backhaul) links are allocated all

the available channels (M). For Configuration 2, on the other hand, the direct and the

backhaul links are allocated the same set of channels whereas the access links are allocated

the remaining channels. Table 5.1 also shows the power allocated to each link.

Each channel allocation choice has its own impact:

1. Is a direct link orthogonal to an access link? If no, access links will receive large

interference from the direct links and thus some transmission coordination (i.e., ON

OFF TC) might be required. Configurations 1, 3 and 5 are such configurations where

direct and access links interfere and thus we study both the NC and ON-OFF TC.

For Configurations 2, 4 and 6, however, we only consider the case of no coordination.

2. Is a backhaul link orthogonal to a direct link? If yes, a backhaul link can

operate in parallel to a direct link (Configurations 3 to 6). In that case, the MBS can
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simultaneously have one direct link and either one backhaul link (for configurations

with 1 AI at MBS) or X backhaul links (for configurations with X + 1 AIs at MBS).

In this case, power allocation for the backhaul links is crucial. Let PB be the power

allocated to a backhaul link. Then, the power allocated to each direct link is PM−PB
for Configurations 3 and 4 and it is PM −XPB for Configurations 5 and 6.

3. Is a backhaul link orthogonal to an access link? If no, an RN cannot transmit

while it is receiving on the backhaul link (e.g., Configuration 1). Configuration 1 is

an example of the in-band RN deployment specified in LTE-A [1].

Recall that, for each configuration, given the channel and power allocation per physical

link, our optimization model [PJoint(K,P )] can be used to obtain the optimal geometric

mean throughput. The set of parameters for determining a channel allocation and power

allocation per physical link for configuration i is represented as Vi and is shown in Table

5.1. For example, for Configuration 1, there are no such parameters (in the sense that no

channel/power allocation parameter has to be chosen). For Configuration 6 on the other

hand, there are three parameters (namely, the number of channels allocated to backhaul

links (WT ), the channel-split parameter between direct and the access links (K), and the

power allocated to the backhaul links PB). Let Λ∗i (Vi) be the optimal GM throughput

obtained for a given choice of channel and power allocation Vi, then the best performance

for configuration i is obtained by fine-tuning these parameters:

Λ∗i = max
Vi

Λ∗i (Vi)

.

5.3 Numerical Results

We consider a macro cellular layout as shown in Fig. 1, with a given inter-site distance

(ISD = 1732m.), which corresponds to a rural settings. The central macro cell in Fig.

1 forms the HetNet system with its centrally placed MBS and X = 4 SCs at a radius

of d = 400m., symmetrically. N = 50 users are uniformly distributed in the central
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Table 5.2: Available rates and the corresponding SNR thresholds (the last two are available

for relay links only)

γ -6.5 -4 -2.6 -1 1 3 6.6 10 11.4 11.8 13 13.8 15.6 16.8 17.6 21.04 24.07

η 0.15 0.23 0.38 0.60 0.88 1.18 1.48 1.91 2.41 2.73 3.32 3.9 4.52 5.12 5.55 7.0 8.0

cell. A given realization i of user positions (and the corresponding channel-gains across

all communication links) is taken as a static snap-shot of the system. We study 100 such

realizations, with a condition that each of them is connected even when the macro cell does

not have any SCs. The physical layer parameters for LTE (shown in Table 5.3) correspond

to the parameters recommended on the 3GPP evaluation recommendations [1]. The LTE

path-loss models for MBS and small cells are used along with a log-normal shadowing of 8

dB standard deviation, for generating channel-gains Gji for the direct and the access links.

We assume that the relays are outdoor and thus there is no penetration loss (pen. loss)

for backhaul links. Also, we assume that there exists a line-of-sight (LOS) between the

MBS and an RN of the same cell and thus we take LOS path-loss model between the

serving MBS and its RNs. We use non-LOS (NLOS) path-loss model to compute channel

gains between an MBS and an RN that are located in different cells (i.e., for calculating

interference). Directional backhaul links have an additional directional gain of 20dB and

we assume that the directional links do not interfere with each other.

Also, while calculating inter-cell interference, due to the small transmit power of SCs

and a much faster power attenuation with distance, we ignore the interference from SCs in

nearby macrocells. We however account for the interference from all surrounding MBSs.

We use an MCS with 15 rates for the user links [42]. For the LTE relay backhaul links

(Scenario 2), we have two extra modulation schemes (corresponding to 256QAM with a

rate of 1/2 and 2/2) (see Table 5.2). The efficiency η is related to rate R as R = η nscnts
Tsymbol

where nsc is the number of sub-carriers per OFDM symbol, nts is the number of OFDM

symbols in one subframe, and Tsymbol is the duration of one subframe.

The mmWave parameters are taken from [76] and are shown in Table 5.3. The path-

loss model taken is considered to be a realistic model for links at 28 GHz. As mentioned

already, a logarithmic rate function is assumed for the mmWave links.
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Table 5.3: Physical layer parameters

UE Noise Power -174 dBm/Hz PM 43dBm

PS 30dBm Channel BW 180 KHz

UE Noise-figure 9dB RN Noise-figure 5 dB

UE Pen. Loss 20 dB

MBS Ant. Gain 15 dBi SC Ant. Gain 5 dBi

Directional Gain 20 dBi Tsubframe 1 ms

nsc 12 nts 14

MBS-UE Path-loss 128.1 + 37.6 log10 (d/1000) , d ≥ 35m

SC-UE Path-loss 140.7 + 36.7 log10 (d/1000) , d ≥ 10m

MBS-SC Path-loss LOS: 103.4 + 24.2 log10(d/1000)

NLOS: 131.1 + 42.8 log10(d/1000)

mmWave:

Tr. Gain 25dBi Rcv. Gain 12 dBi

Impl. Loss 3dB Noise-figure 7 dB

Path-loss 157.4 + 32 log10(d/1000)

P∆ = {−10,−5, 0, 5, 10, 15, 20, 25, 30} dBm

For a given backhauling scenario and a specific configuration, we use our optimization

framework to obtain the allocated throughputs for each realization i and obtain the best

GM throughput by fine-tuning the channel and power allocations as explained before.

Also, we take the scenario of MBS-only deployment as the base scenario and express

the performance of different scenarios and their configurations in terms of the gain in

performance w.r.t. that MBS-only deployment.

5.3.1 Scenario 2: user-band relay scenario

Fig. 5.2 shows the percentage gain in GM throughput (with respect to the MBS-only

case) for each of the six configurations of the user-band relay scenario as well as the

wired scenario. The results show that Configurations 1, 3 and 5 (all corresponding to
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Figure 5.2: Scenario 2: Different configurations (NC means no coordination, O means

ON-OFF coordination)
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configurations where the access links get interference from the direct links) in the absence

of interference coordination (NC) do not yield meaningful throughput gains. In fact, with

Configuration 1, there is a negative gain in the performance w.r.t. the MBS-only case.

This means the spatial reuse gain and SINR improvement brought to some poor users

does not off-set the loss in performance due to an overall increased interference. Even for

the configuration with X + 1 AIs (Configuration 5), a very small gain in performance is

observed. These configurations (1, 3 and 5), however do much better in the presence of

ON-OFF coordination. The results are not surprising since ON-OFF coordination is a

means to combat the interference to an access link from a direct link.

The figure also shows performance results for Configurations 2, 4 and 6 without coor-

dination. These configurations do not require the transmission coordination for protecting

access links from the MBS interference. The performance of these configurations show that

the number of AIs and the channel allocation scheme play a very important role in the

performance of an RN deployment. With X+ 1 AIs and an appropriate channel allocation

(Configuration 6), we obtain performance not very far from the upper bound (38% for

Configuration 6, and 44% for the upper bound).

5.3.2 Scenario 3: mmWave backhaul

In Fig. 5.3a, we plot the GM Throughput performance of two configurations of mmWave

backhauling (mmWave-SIMUL and mmWave-TDM), as a function of the available

mmWave bandwidth F , assuming that the best power allocation PB in P∆ is chosen. We

also show the upper-bound which corresponds to the wired scenario with infinite backhaul

capacities. As we can see, a bandwidth of about 2.5MHz can yield a performance within

98% of the upper-bound. This is a very small bandwidth in a typical mmWave spectrum.

This shows that a small fraction of available mmWave bandwidth can be sufficient to satisfy

the load on backhaul links.

In Fig. 5.3b, we plot the GM throughput versus the backhaul link capacity for the wired

scenario, and for the two values of bandwidth of mmWave-SIMUL. For the mmWave

scenario, the backhaul capacity is determined by the power PB we allocate to the backhaul

links. For the wired deployment, it is obvious that the performance improves with an
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increase in backhaul capacity before it saturates. For the mmWave deployment, however,

the results show that it is important to make sure that the relay backhaul power PB is

carefully chosen, or otherwise the performance can degrade significantly.

5.4 Conclusion

We used the optimization framework developed in Chapter 3 to evaluate different con-

figurations of relay node deployment in a HetNet consisting of multiple bands and air

interfaces per node. Our results show that some configurations of user-band relay scenario

can yield negative or negligible performance gains where as some others can yield very

good performances. Also, our results show that for the dedicated-band relay scenario, a

small mmWave bandwidth is sufficient to satisfy the load on a typical small cell backhaul,

provided that available parameters are chosen carefully. Thus, it is quasi-equivalent to the

wired scenario.
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Figure 5.3: Scenario 3 (mmWave) along with Scenario 1 (Wired)

73



Chapter 6

User Scheduling under Backhaul

Limitations

Summary: In this chapter, we study how backhaul capacity limitations impact the

user scheduling. We consider a global α-fair user scheduling problem and characterize

its solution under different scenarios of backhaul limitations.

6.1 Introduction

6.1.1 A different approach

The modeling approach taken so far focused on unifying different network processes to-

gether, and characterizing different set of configuration choices under the same footing.

This approach led us to a very general and powerful optimization model [PJoint(K,P )].

This approach, however, has some limitations. Since all network processes are optimized

jointly, it might not be able to reflect the reality of networks where different network

processes are optimized at different time-scales. For example, user association are not

necessarily jointly optimized across all users in the system. Also, the snapshot approach is

limited to the offline study phase.
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From this chapter onwards, in order to yield simple models providing useful insights,

and results that can be used to obtain online algorithms, we take a different approach

where we will study one network processes at a time while others are given and tuned. In

this chapter, we will focus on user scheduling (by assuming that resource allocation and

user association are given), and in the next chapter we will study user association.

We will restrict ourselves to the wired SC deployment1 with [OD-NC], i.e., orthogonal

deployment with no coordination. Our assumption of no transmission coordination, allows

us to take a model much simpler than the flow-model that we formulated before.

6.1.2 Focus on backhaul limitations

Most of the studies in the literature focus on the wireless access end of the HetNets, and

hence there is an implicit assumption that the backhaul infrastructure is not limiting. Our

studies in Chapter 4 also made this assumption. Such an assumption could be justified in

older cellular networks, where the access network (and not the backhaul network) was the

bottleneck. In the emerging HetNet architecture, this assumption needs to be reexamined.

Network operators see small cell backhauling as an immediate challenge for the success-

ful deployment of HetNets [29], [73]. The ultra-dense deployment of small cells with low

average number of users per BS means that the cost of backhauling for small cells becomes

a significant part of the total Capital Expenditure (CAPEX), in some cases exceeding the

cost of the small cell BS equipment [73]. It is thus desirable that the backhauling cost for

small cells is kept low. This economic consideration can often limit the capacity of the

installed SC backhaul links. For example, a number of cheap solutions are being proposed,

including ADSL [35], mesh networks [94], and even non-licensed microwave links [35]. Be-

sides economy, flexibility is also a key requirement as there will be numerous SCs added

or moved frequently. Fiber or copper infrastructures are often not flexible. The third con-

straint is physical. A small cell might be at an inaccessible street furniture where bringing

a fiber link can be infeasible. A low capacity solution like non-line-of-sight (NLOS) wireless

backhauling might be the only available option in such a case [29].

1Note that wireless backhaul links with dedicated spectrum are quasi-equivalent to wired backhaul

links, as shown in Section 5.3.2 and thus this study can be easily adapted to such cases.
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MBS backhaul limitations, on the other hand, are less likely to be a concern right

now, since MBS backhauling is a small portion of the CAPEX [73], and thus can be well

provisioned. However, the future networks are expected to operate with a high number of

small cells per macro base station, with highly efficient wireless links (e.g., using massive

MIMO [18]) and on very high bandwidth spectrum (e.g., mmWave [77]). This will translate

to a huge increase in traffic load on the backhaul. Moreover, many multi-cell architectures

are emerging where signaling for coordination between BSs is done via the backhaul links

(e.g., Joint Processing (JP) CoMP [58]), which increases the traffic load on the backhaul

links as well as pose more stringent delay requirements. The deployment of cloud-RAN

(C-RAN) [26] like architecture is also going to put a lot of pressure on the MBS backhaul.

So, it is possible that MBS backhaul limitation might also be a concern for future networks.

Finite capacity of a backhaul link translates into two types of limitations: 1) rate

limitation: the maximum amount of traffic (in bits per seconds) that can be carried via

the backhaul link, and 2) delay limitation: the delay/jitter incurred by the backhaul link for

a given traffic load. These two aspects are inter-related, usually via complex relationships,

which are explored using various queuing models. The rate limitation directly affects

the total throughput in the HetNet whereas the constraints imposed on delay are key in

meeting control signaling deadlines. In this study, we focus only on the rate limitation of

the backhaul links, where a backhaul link l has a maximum capacity of Cl Mbps. Note

that, limiting the aggregate amount of traffic on a link to a given rate (lower than Cl) can

also be used to guarantee a certain level of delay performance on that link.

Topology of the Backhaul Infrastructure

The exact topology of the backhaul system can have a major impact on the performance.

We consider a hierarchical topology of the backhaul links where SC j is connected to

the MBS via a backhaul link of capacity Cj and the MBS is connected to the core via a

backhaul link of capacity CBH . In other words, for a downlink system, an SC backhaul

link has to carry the downlink traffic of its users only whereas the MBS backhaul link has

to carry the aggregate traffic of all its users as well as the aggregate traffic from all other

SCs in its cell.
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6.1.3 Objective

The purpose of our study is to understand the impact of backhaul limitations on how user

scheduling is to be performed on the downlink of HetNets. Our main message is that

finite backhaul links have a fundamental impact on user scheduling, i.e., there is a need

for backhaul-aware user schedulers.

We focus on a macro cellular area with one macro base station (MBS), and a number

of small cells connected to the MBS within a macro cell. We only study the downlink and

assume that the resource allocation and the user association scheme are given. For a given

network realization of channel gains, our objective is to schedule the users at these BSs

so as to guarantee fairness. We use the concept of α-fairness, and study user scheduling

scheme that guarantees α-fairness in a global sense (i.e., over all users in the considered

macro cellular area). By choosing the value of α, an operator can strike the trade-off she

wants between fairness and efficiency.

6.1.4 Contributions

Our contributions , summarized in Table 6.1, can be stated as follows2.

1) Our work builds on [37], where Fooladivanda and Rosenberg study the special case

of α-fairness where α = 1, also called proportional fairness (PF), under unconstraining

backhaul capacities. Under this scenario, they have shown that, under some assumptions,

the global proportional fair (PF) user scheduling problem decomposes into independent

local PF user scheduling problems (one per BS). Additionally, they show that the local PF

is equivalent to a local equal-time scheduling scheme. We generalize these results for the

general α-fair utility function and in particular derive closed-form expressions for optimal

schedules.

2) For the scenario where the MBS backhaul is sufficiently provisioned and hence is

not the bottleneck, but where the SC backhaul links have limited capacities, we present

2Some of these results were presented in our work [39]. Our work [40], accepted for publication, contains

the expanded version.
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the results for a general value of α > 0. Our findings for this scenario can be summarized

as follows.

• Similar to the scenario of very large SC backhaul capacities, the global problem

can be decomposed into independent local problems. The nature of the local α-fair

scheduling is different from that of the scenario of very large backhaul capacities. For

example, local PF scheduling under backhaul limitations is not always equivalent to

the local equal-time scheduling.

• In order to achieve global α-fairness, we show that each small cell j has to schedule

its users based on how its backhaul capacity Cj compares to two critical values c∗j
and C∗j,α , which are specific to a given network realization. We show that if Cj ≤ c∗j
then local α-fair scheduling is equivalent to local equal-throughput scheduling, while

if Cj ≥ C∗j,α then it is equivalent to local α-fair scheduling under unconstraining

backhaul capacities.

• Using numerical results, we quantify the impact of limited SC backhaul capacity on

the system performance. We also propose a heuristic scheduler that is simple to

compute and performs very well.

3) For the more general scenario, where the MBS backhaul is also of limited capacity,

we perform a detailed analysis of the global scheduling problem, and obtain a number of

results. Our findings for this scenario can be summarized as follows.

• We introduce a notion of virtual backhaul capacity that allows us to decompose the

global problem into per-BS local problems. We present a simple bisection search

based algorithm to compute the optimal values of the virtual backhaul capacities.

However, these values are realization-dependent and have to be re-computed when-

ever the network realization changes. In other words, the user schedule at a BS is

affected by the channel gains of users in other BSs, which we call the global realization-

dependence of the optimal solution.

• We present two realization-agnostic heuristics where the virtual backhaul capacities

are kept fixed all the time, thereby reducing the complexity of the scheduling problem

78



Table 6.1: Summary of contributions

α = 1 (PF), Unlimited {Cj} and CBH Prior art [37], [61]

α > 0 (General), Unlimited {Cj} and CBH Contribution 1

α > 0 Finite {Cj}, Unlimited CBH Contribution 2

α > 0 Finite {Cj}, Finite CBH Contribution 3

MBS SC UE

Backhaul Link

Core Network

CBH

C1 C2

MBS Backhaul

SC Backhaul

Figure 6.1: Our system.

greatly. We quantify the loss in performance due to these schemes and show that

they both work well.

The rest of this chapter is organized as follows. In Section 6.2, we present the system

model. Section 6.3 shows the formulation of the general optimization problem. In Section

6.4, we consider the scenario of unlimited backhaul capacities. In Section 6.5, we consider

the scenario when the MBS backhaul is very large and thus SC backhaul links are the only

limitations. Section 6.6 considers the general scenario where the MBS backhaul is also

limited. Relevant results are presented in each section. Section 6.7 concludes this chapter.

The relevant proofs are included in Appendix A.
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6.2 System Model

We consider an OFDM-based cellular network consisting of multiple macro cells. Each

macro cell comprises one macro base station (MBS), X small cells (SCs), and N user

equipments (UE) (sometimes simply called users), see Fig. 6.1. We consider each macro

cell, with its MBS, SCs, and UEs as a standalone HetNet system. However, we account

for interference coming from nearby macro cells, as we will describe later. We focus on the

macro cell in the middle. 0 represents the MBS, P , {1, 2, · · · , X} represents the set of

SCs, and N represents the set of all UEs.

In this study, we consider a tree topology of the backhaul network as shown in Fig.

6.1 where small cell j ∈ P is connected to the MBS via a backhaul link of capacity Cj.

The capacity of the backhaul link between the MBS and the backbone is given as CBH .

Since the major portion of the traffic load is usually on the user plane, we ignore the traffic

coming from the control plane3.

We consider only the downlink of the HetNet and assume that all users are active,

i.e., there exists a downlink flow from the MBS (source) to each UE (destination). We

assume that the users are greedy in throughput and that the BSs have an infinite backlog

of packets per UE. The MBS has a transmit power budget of PM and each small cell has

a transmit power budget of PS. We assume that each BS transmits all the time with its

available transmit power.

The system as a whole uses M ′ OFDM subchannels and each macro cell is allocated

M = M ′

r
subchannels, where r > 1 is the reuse factor. Thus, a total of M OFDM

subchannels are available for the HetNet system under study (i.e., to be used by the MBS

in the middle of Fig. 6.1 and its X SCs).

Different subchannel allocation schemes can be used inside the HetNet, with significant

effect on the overall system performance. In this study, we consider Orthogonal Deployment

(OD) (See Section 4.2), where K subchannels are allocated to the small cells and the

remaining M − K subchannels are allocated to the MBS. This exclusive partitioning of

3With more complex cooperative communication (like the CoMP) with joint processing, the control

plane will also carry a large traffic load in the future.
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subchannels between the MBS and the SCs means that the macro transmissions and SC

transmissions do not interfere with each other. In this study, we assume that K is given.

The analysis in this work can be applied to other variants, including the partially shared

deployment (PSD) and co-channel deployment (CCD) (See Section 4.2).

The following assumptions4 will allow us to simplify our subsequent formulations: A1.

A BS transmits on all the subchannels allocated to it; A2. Power allocated to a given

BS is equally divided among all the allocated subchannels; A3. Channels are flat, i.e.,

the channel gains across different subchannels between a BS and a UE are equal. These

assumptions allow us to reduce a time and frequency domain scheduling to pure time

domain single user scheduling problem, where a BS allocates all of its subchannels to one

UE at a given time, as discussed in [42]. However, this means that the channel-dependent

scheduling aspect of an OFDM system cannot be exploited in this framework.

A realization ω , {Gji(ω)}j∈{0}∪P,i∈N represents a set of channel gains between all

(BS,UE) pairs. Channel gain Gji(ω) between BS j and UE i incorporates two random

aspects of the network: 1) the random locations of N users5, which will result in random

path-loss between the BSs and the users, 2) a random slow fading at each location modeled

by a log-normal shadowing of a given standard deviation. Note that, the notations for the

model elements in Chapter 3 did not contain the explicit reference to realization ω, as it

was understood by the context.

6.2.1 Physical interference model and link rates

Let γji(ω) be the signal to interference plus noise ratio (SINR) between BS j and UE i on

each allocated subchannel for a given realization ω, and for a given PM and PS. For all

j ∈ P ∪ {0} and for all i ∈ N , we have

γji(ω) =
PjGji(ω)

N0 + 1{j∈P}
∑

k∈P:k 6=j PkGki(ω) + 1{j=0}Ir0i
(6.1)

4Note that these assumptions are identical to the assumptions in Section 3.3.3.
5N (and hence N ) can also depend upon ω if we consider a random number of users.
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where Pj is the power per subchannel for BS j given as

Pj = 1{j=0}
PM

(M −K)
+ 1{j∈P}

PS
K
. (6.2)

Ir0i is the interference coming to user i from macro BSs in the nearby macro cells using

the same channel resources as MBS 0, based on the reuse factor of r employed among the

macro cells. In order to compute this interference, we assume that the nearby HetNets

have identical channel allocation scheme (i.e., OD with the same value of K) and transmit

power budgets. Interference due to SCs in the nearby cells is often very small. So, for

simplicity, we do not consider the interference from SCs in other macro cells, but we do

consider interference from SCs in the same cell.

There is a discrete function θ(.) that maps the SINR γji(ω) from BS j to user i to the

maximum supportable data rate per subchannel. Then, the maximum supportable rate

Rji(ω) for user i associated to BS j (available only if the UE i is alone in BS j) is given as

Rji(ω) = Kjθ(γji(ω)) (6.3)

where Kj is the number of subchannels allocated to BS j, given by the OD channel allo-

cation scheme, as follows.

Kj = K1{j∈P} + (M −K)1{j=0}, ∀j ∈ {0} ∪ P (6.4)

For a given realization ω, and given backhaul capacities (CBH andC = [C1, C2, · · · , CX ]),

we assume that the channel allocation parameter K as well as the rate-function θ(.) are

given. In this case, the Rji(ω)’s can be computed a priori as input parameters using (6.1),

(6.2), (6.3), and (6.4). Even though our model assumes that the value of K is given, note

that choosing a good value of K is important (and in general not trivial) [42].

6.2.2 User association (UA)

We assume that the user association rule is given, with one UE associating to only one

BS. Without loss of generality, we assume that we employ the Small Cell First (SCF) user
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association rule, presented in Section 4.4. Recall that it has a tunable parameter δ. We

choose it as it had the better performance than the other simple UA schemes. Thus, for

a given K and ω, this rule with a given value of δ allows us to determine the set of UEs

associated to BS j, represented as Aj(ω). Let Nj = |Aj(ω)| represent the number of UEs

associated to BS j. We assume that the above stated user association scheme guarantees

that each UE has a non-zero rate to its BS, i.e., Rji(ω) > 0 for all j ∈ {0} ∪ P and for all

i ∈ Aj(ω). Note that if i /∈ Aj(ω), then by our definition, Rji(ω) = 0. It is important to

note that, even for a fixed value of the UA parameter δ, the sets Aj(ω) change with the

realization. The backhaul limitations also could have an impact on UA schemes. In this

chapter, we take a simple UA scheme and thus do not consider this impact. Designing

backhaul-aware UA scheme is however very important, and we address it in the next

chapter.

6.3 Global User Scheduling Problem

We intend to schedule the users so as to guarantee a global fairness. This would entail

fairness among all users in the entire system, i.e., over multiple cells. However, under

our assumptions, the system-level global scheduling can be separated into independent per

macro cell scheduling problems. So, in the following, when we mention the global problem,

we mean the problem at the level of one macro cell, and thus global fairness deals with

users within the macro cell under consideration6. These users might be associated to the

MBS or one of the X SCs.

We use the notion of α-fairness, which was introduced in [71], and has been used

often in throughput allocation frameworks usually under Network-Utility Maximization

(NUM) formulations [90], [72]. If λ is the throughput offered to a given user, the utility

corresponding to this allocation is given by Uα(λ) = λ1−α

1−α if α > 0, α 6= 1 and is given by

Uα(λ) = log(λ) if α = 1.

For tractability, we made the assumptions A1-A3, which allow us to reduce the schedul-

ing problem to a pure time-domain single user scheduling at each BS. Thus, the user

6This is same as the approach we took while formulating the joint problem [PJoint(K,P )].
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scheduling process is completely characterized by {βji}j∈{0}∪P,i∈N , where βji denotes the

fraction of time BS j schedules user i. Then, our global α-fair user scheduling problem

corresponds to finding the values of {βji}’s such that
∑

i∈N Uα(λi) is maximized, where λi

is the throughput offered to user i. Of particular interest is the case of α = 1, as used in

[55] which yields the global proportional fair (PF) scheduling problem.

Formally, the global scheduling problem can be stated as follows: given network realiza-

tion ω, RA (K), and UA ({xji}) (i.e., given the rates Rji(ω) and the set of UEs associated

to BS j (Aj(ω)) ), find the optimal values of {βji} by solving the following7.

[P(ω, {xji}, K)] max
(λi),(βji)

∑
i∈N

Uα(λi)

subject to: λi =
∑

j∈P∪{0}

Rji(ω)βji,∀i ∈ N (6.5)

∑
i∈N

Rji(ω)βji ≤ Cj, ∀j ∈ P (6.6)∑
j∈P∪{0}

∑
i∈N

Rji(ω)βji ≤ CBH (6.7)

∑
i∈N

βji ≤ 1, ∀j ∈ P ∪ {0} (6.8)

0 ≤ βji ≤ xji,∀i ∈ N ,∀j ∈ P ∪ {0} (6.9)

For brevity, we omit {xji} and K from the problem name, and call it [P(ω)].

(6.5) relates user schedules to throughputs, (6.6) is the constraint due to finite backhaul

capacities at each small cell. (6.7) is the constraint due to the limited capacity of the MBS

backhaul, which limits the total flows on all BSs. (6.8) represents the scheduling constraints

at each BS. Note that the mention of ω in the parenthesis of the optimization problem

name is done to stress on the fact that the given problem is realization-dependent.

We can show that maximizing the sum of the α-fair utility is equivalent to maximizing

7Note that this problem is much simpler than the joint problem [PJoint(K,P )].
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the following throughput-based metric.

Tα({λi}i∈N ) =

(
1

|N |
∑
i∈N

λ1−α
i

) 1
1−α

, α > 0, α 6= 1

=

(∏
i∈N

λi

) 1
|N|

, α = 1 (6.10)

For PF (i.e., α = 1), this metric T 1(.) represents the geometric mean (GM) of user through-

puts. We will refer to Tα(.) simply as the α-mean throughput.

We identify three scenarios: Scenario 0, Scenario 1, and Scenario 2. Scenario 0 is

the scenario where the capacities of both the MBS backhaul and the SC backhaul links

are large enough not to be bottlenecks , this is true in particular if Cj > Krmax, and

CBH > (XK + (M −K))rmax where rmax = maxγ≥0 θ(γ) is the highest value of the rate

function). Scenario 1 represents the scenario where the SC backhaul capacities are limited

and the MBS backhaul capacity is not constraining. Scenario 2 is the most general scenario

where all backhaul links have capacities that are constraining.

Prior work exists for a version of this problem for α = 1 (i.e., global PF) for scenario

0 (i.e., without considering the backhaul limitations (6.6) and (6.7) ). Fooladivanda and

Rosenberg in [37] have shown that the following properties hold.

1) Decomposability : The global problem for α = 1 can be decoupled into a set of X + 1

independent local PF problems, one per each BS. A local problem for BS j tries to maximize

its own local sum of utilities (
∑

i∈Aj(ω) Uα(λi)), without regard to how the scheduling is

done in other BSs. A local scheduling solution at BS j depends only on its local information

(e.g., values of channel gains of its own users Aj(ω)) which we will refer to as the local

realization dependence, as opposed to the global realization dependence in which schedules

in a BS would depend on channel gains in other BSs. Local realization dependence is a

desirable property.

2) Equal-time equivalence: Under the stated assumptions, a local PF scheduling at BS

j is equivalent to an equal-time scheduling where each user i ∈ Aj(ω) is allocated 1
|Aj(ω)|

fraction of time.

In this chapter, we build on this prior work and study the problem under a more general
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α-fairness objective, and under limited backhaul capacities.

6.4 Scenario 0: {Cj}’s and CBH are very large

The following theorem states our results for Scenario 0.

Theorem 1 (Scheduling under Scenario 0). If all backhaul links are very large,

a) Decomposition: The global problem [P(ω)] can be decoupled into a set of X + 1 inde-

pendent local α-fair problems, one per each BS, where the local problem for BS j is

[Pj
Local(ω)] : max

{βji≥0}i∈Aj(ω)

∑
i∈Aj(ω)

Uα(Rji(ω)× βji)

s. t.
∑

i∈Aj(ω)

βji ≤ 1; βji ≥ 0 (6.11)

b) Closed-form solution: The following schedule is optimal for the local problem [Pj
Local(ω)].

βji =
Tji,α(ω)∑

i′∈Aj(ω) Tji′,α(ω)
,∀i ∈ Aj(ω), ∀j ∈ {0} ∪ P (6.12)

where Tji,α(ω) , Rji(ω)
1−α
α .

Proof. The proof is shown in Appendix A.2.

This result means that scheduling is very simple for Scenario 0. The result is the

generalization of the known result for α = 1, where the local scheduler is the equal-time

scheduler8 .

8The equivalence of PF scheduling to an equal-time solution has been the basis of many algorithms. We

consider static channels. However, note that, many schedulers that exploit channel dynamics by selecting

users with good instantaneous link-rates maintain the notion of proportional fairness by guaranteeing

equal-time scheduling asymptotically.
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6.5 Scenario 1: CBH is very large while {Cj}’s are not

When CBH is very large, the constraint (6.7) (MBS backhaul constraint) can be removed

from the optimization problem [P(ω)]. Let us call this relaxed problem as [P∞(ω)].

[P∞(ω)] can be decomposed into a set of local α-fair scheduling problems, one per BS.

The local scheduling problem for the MBS is [P0
Local(ω)], which is the simple local α-fair

scheduling problem without backhaul limitations, defined earlier. SC j should solve the

local α-fair scheduling problem with backhaul limitations, shown below.

[Pj
Local(ω,Cj)] : max

{βji}i∈Aj(ω)

∑
i∈Aj(ω)

Uα(βjiRji(ω)) s.t.

∑
i∈Aj(ω)

βji ≤ 1, (ζj,ω) (6.13)

∑
i∈Aj(ω)

βjiRji(ω) ≤ Cj, (µj,ω) (6.14)

βji ≥ 0, ∀i ∈ Aj(ω) (lj,i,ω) (6.15)

where ζj,ω, µj,ω, and lj,i,ω are the dual variables of the scheduling constraint (6.13), the total-

flow constraint (6.14), and the non-negativity constraint of user schedules, respectively.

In other words, under Scenario 1, BS j schedules its users independently of other BSs

with only its local information (its own backhaul link capacity Cj, and channel gains Gji

of its own users only), and thus there is no need for a global entity to assist in the stated

decomposition. (6.12) can be used to obtain the optimal solution of [P0
Local(ω)]. In the next

subsection, we will derive the solution to the local α-fair scheduling problem [Pj
Local(ω,Cj)].

6.5.1 Local α-fair scheduling under backhaul limitation

If we define the following two critical values of the backhaul capacity for BS j, and real-

ization ω,

c∗j(ω) ,
|Aj(ω)|∑

i∈Aj(ω)
1

Rji(ω)

; C∗j,α(ω) ,
∑

i∈Aj(ω)

Rji(ω)
1
α∑

i∈Aj(ω) Tji,α(ω)
(6.16)

then, the nature of the local α-fair scheduling can be characterized as follows.
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Theorem 2. The local α-fair scheduling [Pj
Local(ω,Cj)] can be characterized based on how

the backhaul capacity Cj compares to the two critical values. There are three regions:

(a) If Cj ≥ C∗j,α(ω), the scheduler is in Region 1 (which we refer to as backhaul-unlimited

(BHU) scheduler), and is given as follows.

βji =
Tji,α(ω)∑

i′∈Aj(ω) Tji′,α(ω)
, ∀i ∈ Aj(ω) [Region 1] (6.17)

(b) If Cj ≤ c∗j,α(ω), the scheduler is in Region 2 (which we refer to as local equal-throughput

scheduler), and is given as follows.

βji =
Cj

|Aj(ω)|Rji(ω)
, ∀i ∈ Aj(ω) [Region 2] (6.18)

(c) If c∗j < Cj < C∗j,α, the scheduler is in Region 3. The optimal dual solution is obtained

by solving the following equations for µj,ω > 0 and ζj,ω > 0.

∑
i∈Aj(ω)

Rji(ω)
1
α

(µj,ωRji(ω) + ζj,ω)
1
α

= Cj

∑
i∈Aj(ω)

Tji,α(ω)

(µj,ωRji(ω) + ζj,ω)
1
α

= 1 [Region 3]

The primal solution is then given as βji = Tji,α(ω)×(µj,ωRji(ω)+ζj,ω)−
1
α for all i ∈ Aj(ω).

Proof. The proof can be found in Appendix A.1.

Note that the two critical values are realization-dependent which means that any change

in the realization would trigger a need to recompute them.

Interpretation of Theorem 2

In Fig. 6.2a, we show curves that represent the typical shape of the plots of α-mean

throughput (Tα(.) ) as a function of the backhaul capacity Cj for a given value of α for one

of the small cells j ∈ P when the local α-fair scheduling is performed. This figure clearly
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Figure 6.2: α-mean throughput versus SC backhaul capacity for a realization
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shows the three scheduling regions (Regions 1, 2 and 3) as a function of the two critical

values of the backhaul capacity.

For sufficiently large backhaul capacity Cj ≥ C∗j,α(ω), we are in Region 1. For a very

limited backhaul capacity Cj ≤ c∗j(ω), we are in Region 2. For intermediate values of the

backhaul capacity c∗j(ω) < Cj < C∗j,α(ω), we are in Region 3.

Region 1: For each value of α, there is a critical value of the backhaul capacity C∗j,α such

that any more capacity of backhaul link does not translate to a better performance. This

is shown as Region 1 in the figure. It is important to note that, for a given set of user

rates, this critical value is different for different values of α. Note that in this region, the

scheduler is the same as the backhaul-unlimited (BHU) scheduler defined for Scenario 0.

As an aside, note that C∗j,α(ω) is also the smallest value of the backhaul capacity Cj for

which the backhaul link is no longer a bottleneck on the performance.

Region 2: If Cj ≤ c∗j(ω), we have βjiRji(ω) =
Cj

|Aj(ω)| for all i ∈ Aj(ω) (from Theorem

2(b)). This is a region where users in a given BS are offered equal throughput
Cj

|Aj(ω)| .

Thus for Cj ≤ c∗j(ω), a local equal-throughput scheduling is equivalent to the local α-fair

scheduling. It is interesting to note that, unlike C∗j,α(ω), this critical value is independent

of α and so is the scheduler. In other words, all α-fair local schedulers operate identically

when Cj ≤ c∗j(ω). In Fig. 6.2a, they would all have the same Region 2.

Region 3: For c∗j(ω) < Cj < C∗j,α(ω), neither local equal-throughput nor backhaul-unlimited

α-fair scheduling is optimal. The optimal solution to the local α-fair scheduler has to be

obtained by computing the solution to the equations in Theorem 2(c). Note that for

α→∞ (i.e., the max-min case), Region 3 does not exist.

6.5.2 Simple heuristic

When the scheduling is in Region 1 or Region 2, the variables have closed-form solu-

tions as given in (6.17) and (6.18), and hence are very easy to compute. In Region

1, backhaul-unlimited α-fair scheduling is optimal whereas in Region 2, a local equal-

throughput scheduling with throughput of
Cj

|Aj(ω)| is optimal. We do not have closed-form

solutions for Region 3, where we need to numerically solve the set of non-linear equations

in Theorem 2(c). A scheduler preferably with closed-form solutions for all regions would
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be desirable.

We propose the following simple heuristic: take the best of two easy-to-compute feasible

schedulers.

1. The first one is a feasible version of the equal-throughput scheduler, i.e., a solution

to the local problem with the following constraint Rji(ω)βji = Rji′(ω)βji′ for all

i, i′ ∈ Aj(ω). The solution to this feasible local equal-throughput scheduling is βji =

min{ Cj
|Aj(ω)|Rji(ω)

,
c∗j (ω)

|Aj(ω)|Rji(ω)
} for all i ∈ Aj(ω). Note that this scheduler is optimal

for Region 2.

2. The second one is a feasible (scaled-down) version of the backhaul-unlimited sched-

uler, i.e., βji =
Tji,α(ω)∑

i′∈Aj(ω) Tji′,α(ω)
k, where k is a strictly positive scaling constant that

corresponds to the largest value less or equal to 1 that guarantees feasibility of the lo-

cal problem. This problem is solved by βji = min

{
CjTji,α(ω)∑

i′∈Aj(ω)Rji′ (ω)
1
α
,

Tji,α(ω)∑
i′∈Aj(ω) Tji′,α(ω)

}
for all i ∈ Aj(ω). This scheduler is optimal for Region 1.

The rational behind our heuristic is illustrated in Fig. 6.2b. This approach results

in a much simpler scheduler as compared to the optimal one because of the closed-form

scheduling solutions. Of course, we need to verify that this simplification does not result in

a significant loss in performance. We will see how this scheme performs in realistic network

settings while presenting the numerical results in the next subsection.

Further properties of the local problem: We now present some properties of the local

problem that will be used in the analysis of Scenario 2. Let, fj,ω(Cj) be the optimal value

of [Pj
Local(ω,Cj)]. Also, let

∂fj,ω(Cj)

∂Cj
, f ′j,ω(Cj) be the rate at which the optimal value

changes with Cj. Then, we can show that the following holds.

Lemma 1. The rate of change of fj,ω(Cj) with respect to the backhaul capacity Cj is given
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as follows:

∂fj,ω(Cj)

∂Cj
=


(
|Aj(ω)|
Cj

)α
if Cj ≤ c∗j(ω)

µ∗j,ω(Cj) if c∗j(ω) < Cj < C∗j,α(ω)

0 if Cj ≥ C∗j,α(ω)

(6.19)

where µ∗j,ω(Cj) is the optimal value of the dual variable µj,ω for backhaul capacity Cj.

Proof. Please see Appendix A.3.

Also, note that fj,ω(Cj) is a concave, non-decreasing function of Cj in (0,∞). In

particular, fj,ω(Cj) is strictly increasing in (0, C∗j,α(ω)].
∂fj,ω(Cj)

∂Cj
= f ′j,ω(Cj) is a strictly

decreasing function of Cj in (0, C∗j,α(ω)].

6.5.3 Numerical results

We consider a hexagonal HetNet deployment area with each side equal to 500/
√

3 m, which

corresponds to the scenario of an inter-site distance (ISD) of 500m (urban setting). The

centrally placed MBS is overlaid with X = 4 symmetrically placed small cells (j = 1, 2, 3, 4)

at a distance of d = 178 m. from the MBS. An MBS transmit power budget PM of 46 dBm

and an SC transmit power budget PS of 30 dBm are considered. The overall system has

M ′ = 99 subchannels and the reuse factor of r = 3. Hence there are M = 33 subchannels

available to each macro cell, out of which K subchannels are allocated to each small cell

and the remaining M − K subchannels are allocated to the MBS. The interference from

the outer macro cells is calculated by considering 18 identical macro cells around the

given macro cell, and by assuming that identical channel splitting (K) is employed in the

interfering macro cells. We only consider the interference the 4 small cells create for each

other. We use the distance-based path-loss model recommended by 3GPP [6], as shown in

Table 6.2.

The channel gains Gji are obtained by further applying a log-normal shadowing of 8 dB

standard deviation. A random realization ω corresponds to a realization of channel gains
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Table 6.2: Physical layer parameters

UE Noise Power -174 dBm/Hz Channel BW 180 KHz

UE Noise-figure 9dB nsc 12

UE Pen. Loss 20 dB nts 14

Tsymbol 1 ms

MBS Ant. Gain 15 dBi SC Ant. Gain 5 dBi

MBS-UE Path-loss 128.1 + 37.6 log10 (d/1000) , d ≥ 35m

SC-UE Path-loss 140.7 + 36.7 log10 (d/1000) , d ≥ 10m

for a random instance of uniformly deployed N equal to 30 user positions and randomly

generated shadowing coefficients.

The rate function θ(.) is taken as the 15-rate MCS available in LTE, as shown in

Table 4.2. We take N0 = −112.45dBm as the noise power per subchannel (i.e., a noise of

−174dBm/Hz with a noise figure of 9 dB).

We consider scenarios where the small cells are identical, i.e., they all have the same

backhaul capacities Cj equal to C. Also, recall that in this scenario, CBH is sufficiently

large.

We study 100 random realizations ω ∈ Ω of user positions. The average of the α-

mean throughput Tα(.) over these realizations is the metric for comparison of the different

schemes (optimal and sub-optimal).

PF Scheduling (α = 1)

In Fig. 6.3a, we plot the average GM throughput (which is the α-mean throughput for

α = 1) of users in a given SC as a function of SC backhaul capacity C for K = 15,

δ = 6.6dB. The impact of limited SC backhaul capacity on the throughput performance

is significant. Let us concentrate on the optimal scheduling scheme. We can see that after

a certain point, increasing capacity C does not translate to a significant improvement on

the throughput performance. This is expected due to the concavity of fj,ω(Cj), and the

fact that
∂fj,ω(Cj)

∂Cj
is equal to 0 for Cj ≥ C∗j,α(ω). Also, it can be observed that, for this

particular scenario, there is a value of C (about 12 Mbps, shown by the vertical dashed

line) after which there is effectively no improvement in system performance as we increase
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Figure 6.3: Comparison of the optimal and the sub-optimal local α-fair schedulers
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the backhaul capacity. This value of C can be considered as the sufficient capacity of

the SC backhaul link to guarantee that the SC backhaul link is no longer a bottleneck to

system performance.

The figure also illustrates that using either a local equal-throughput or a local equal-

time scheduling regardless of the backhaul capacity can result in a significant loss in per-

formance. The same figure shows that our heuristic, where a BS chooses the best of local

feasible equal-throughput and local feasible equal-time for each realization, works remark-

ably well. This scheduler achieves a performance very close to optimal and yet is quite

simple to compute. This heuristic can thus be seen as good backhaul-aware local PF sched-

uler.

α = 2

In Fig. 6.3b, we plot results for α = 2. This value of α maximizes the harmonic mean

of user throughputs and is often called the minimum potential-delay scheduling. The plot

shows similar results, in particular, it shows that our proposed heuristic is a good approx-

imation of the local α-fair scheduler.

6.6 Scenario 2: {Cj}’s and CBH are not very large

6.6.1 Optimal scheduler

Similar to Scenario 1, it would be desirable to decompose the global problem for Scenario

2 into independent local problems. However, unlike Scenario 1, decomposing the global

problem into local problems is not straightforward, mainly due to the coupling constraint

(6.7) (the MBS backhaul constraint). Indeed, allowing each BS j to independently schedule

based on its own local problem ([Pj
Local(ω,Cj)]) could lead to violation of the MBS backhaul

constraint (6.7). Thus, in order to obtain a decomposition that is feasible, we need to

guarantee that the local problems do not violate the MBS backhaul constraint. This

can be accomplished by defining the notion of virtual backhaul capacities C̃j for each BS

j ∈ {0} ∪ P where C̃j is used by the local scheduler at BS j as the actual available local

capacity (as opposed to Cj). The vector C̃ = [C̃0, · · · , C̃j, · · · , C̃X ] is considered to be
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feasible if it satisfies the following conditions.∑
j∈{0}∪P

C̃j ≤ CBH ; C̃j ≤ Cj, ∀j ∈ P (6.20)

Given a feasible vector C̃, if the local scheduler at BS j solves [Pj
Local(ω,C̃j)] with C̃j as

its local backhaul constraint without regard to other local problems, the end result is a

feasible solution to the global problem [P(ω)]. Hence, as long as a master problem can

provide one such feasible C̃, the solutions due to the local schedulers would yield a feasible

solution to the global problem, thereby yielding a feasible decomposition. Our first goal is

to find an optimal decomposition, i.e., one that would yield the optimal solution of problem

P[ω)]. Solving the following master problem will provide the values of C̃j corresponding

to the optimal decomposition.

max
C̃≥0

∑
j∈{0}∪P

fj,ω(C̃j) s.t. (6.20) (6.21)

Recall that fj,ω(C̃j) is the value of the local problem [Pj
Local(ω,C̃j)] at BS j where C̃j is

the backhaul capacity.

Without loss of generality, we will assume that the MBS solves this master problem.

In our tree topology, it is indeed the most natural place to compute the solution to the

master problem. This formulation can be seen as a two-level problem in which small cells

report their user channel gain information ({Gji(ω)}i∈Aj(ω)) to the MBS which computes

and reports back to them the optimal values of the virtual capacities C̃j. BS j can then

perform the local scheduling by considering the reported C̃j as the available backhaul

capacity (as opposed to Cj), i.e., solving [Pj
Local(ω,C̃j)] . This two-level decomposition

solves the global problem optimally, and can be seen as an alternative formulation to

[P(ω)]. Note that presenting the original global problem as a two step problem does not

simplify its computational complexity but allows us to propose a good heuristic later.

Alternatively, a distributed approach could be used where the small-cells would report

the subgradients and the MBS would update them with the value of Λ. Such process

would eventually converge to the optimal solution. This way, there is no need to collect

the channel gains, but now the overhead would be on the exchange of Λ, and one gradient
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per BS at each step until convergence. The efficiency would depend on how fast the process

converges.

Alternative dual-based formulation

We can rewrite the master problem as: maxC̃≥0

∑
j∈{0}∪P f̃j,ω,Cj(C̃j) s.t.

∑
j∈{0}∪P C̃j ≤

CBH , where f̃j,ω,Cj(C̃j) = min{fj,ω(C̃j), fj,ω(Cj)} for all j ∈ {0} ∪ P , and where C0, which

is not a physical constraint but is here for consistency, is equal to a large value (e.g., greater

than CBH). This modified problem has only one dual variable, which we call Λ. Then,

solving the following dual problem is equivalent to solving the master problem,

min
Λ≥0

max
C̃≥0

L(C̃; Λ) (6.22)

where L(C̃; Λ) =
∑

j∈{0}∪P f̃j,ω,Cj(C̃j) − Λ
(∑

j∈{0}∪P C̃j − CBH
)

is the Lagrangian func-

tion.

The following result allows us to obtain the solution to the dual problem.

Theorem 3.

Λ∗(ω) = min

Λ ≥ 0 :
∑

j∈{0}∪P

C̃D
j,ω,Cj

(Λ) ≤ CBH


is the optimal value of Λ in problem (6.22), where C̃D

j,ω,Cj
(Λ) , min{f ′(−1)

j,ω (Λ), Cj} for all

j ∈ {0} ∪ P is a mapping from dual variable Λ to primal variable C̃j, f
′(−1)
j,ω (Λ) is the

inverse mapping of f ′j,ω(Cj) defined in (6.19), and is given as follows:

f
′(−1)
j,ω (Λ) =


|Aj(ω)|

Λ
1
α

Λ ≥
(
|Aj(ω)|
c∗j (ω)

)α
µ
∗(−1)
j,ω (Λ) 0 < Λ <

(
|Aj(ω)|
c∗j (ω)

)α
C∗j,α(ω) Λ = 0

(6.23)

where µ
∗(−1)
j,ω (Λ) is the inverse of µ∗j,ω(Cj) which is the dual variable of the local problem

[Pj
Local(ω,Cj)] as defined earlier, and (c∗j(ω), C∗j,α(ω)) are the critical values defined in

(6.16).
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Proof. Please see Appendix A.4.

Even though computationally similar, there is a benefit of looking at the dual version

as opposed to the primal problem: we can find a mapping from the dual variable to the

virtual backhaul capacity C̃j allowing us to express the primal optimal solutions based on

the optimal value of Λ.

This problem can be solved for one scalar value of Λ by employing a simple bisection-

search for the smallest feasible value of Λ. This is because, the C̃D
j,ω,Cj

(Λ) are non-decreasing

as we decrease Λ, as shown in Appendix A.4 (and hence
∑

j∈{0}∪P C̃
D
j,ω,Cj

(Λ) is non-

decreasing as we decrease Λ).

The details of the bisection search algorithm is presented in Algorithm 1.

Algorithm 1 Compute Optimal Dual Variable Λ∗(ω)

Input: ω, {C̃Dj,ω,Cj (.)}j , CBH
Define: g(Λ) ,

∑
j∈{0}∪P C̃

D
j,ω,Cj

(Λ)

Begin:

(ΛMax,ΛMin)← (L, 0) . L :A sufficiently large number

while |Λmid − ΛMax| < ε do . ε :A small positive number

ΛMid ← ΛMax+ΛMin
2

if g(ΛMid) ≤ CBH then ΛMax ← ΛMid

else ΛMin ← ΛMid

end if

end while

Return ΛMax

In the dual framework, we can thus view the global optimization as follows: The MBS

computes the optimal dual variable Λ∗(ω) and sends this value to the SCs. Each SC

computes its virtual backhaul capacity C̃j = C̃D
j,ω,Cj

(Λ∗(ω)) for the given dual variable

and then performs its local scheduling using this computed value. Besides this concise

representation of the optimal solution, the dual formulation also serves as the basis for a

very good heuristic that we will discuss later.
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6.6.2 Complexity and overhead versus performance trade-off

The optimal values of C̃j (either computed using the primal master problem or by using

the dual version) are global realization-dependent. By global realization-dependence,

we mean that the values of C̃j change with a change in the network realization. Such a

change in realization could be due to various factors: mobility, change in channel gains,

user arrival or departure etc. There are at least two aspects of the optimal scheduler that

are undesirable:

1) Computational Complexity: Computationally, the master problem is as complex as

the global problem [P(ω)] which is a convex optimization problem of size Θ(XN) with

Θ(XN) constraints. The complexity of an interior-point method for solving a convex op-

timization problem is known to be polynomial on the problem size [20]. In our case, the

problem size (the number of variables or constraints) increases linearly with the number

of users N . Thus, for medium to large values of N , quick computation of the optimal C̃j

can be a challenge.

2) Amount and frequency of information exchange (overhead): The master prob-

lem needs the information of the channel gains from all users in all BSs. The optimal

problem (either the primal or the dual version) is complex as it requires re-computation of

the master problem each time a realization changes.

Thus, in a highly dynamic scenario, the approach of recomputing the optimal values

of {C̃j} for every change in network realization will not be practical due to the large and

frequent information exchanges required between the SCs and the MBS.

Note that other key parameters such as the resource allocation parameter K or the UA

parameter δ can also change with time. However, the time-scale at which these parameters

change is usually much larger than the time-scale at which the realizations change. So, in

the remainder of this section, we assume that K and δ are fixed and do not change with

time.

It would be desirable to have a scheme that overcomes the aforementioned issues by:

1) having a simpler master problem (with reduced problem size), and 2) requiring less

overhead (i.e., less amount of and less frequent information exchange between the MBS

and the SCs) for solving the master problem. These simplifications come at the expense of
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some loss in throughput performance. Finding the right amount of trade-off between the

throughput performance and the complexity/overhead is important.

We can define a class of realization-agnostic schemes where the virtual backhaul capac-

ities are kept fixed all the time, even when the network realization changes, with changing

channel gains as well as changing number of users in the system. Given these fixed values

of the virtual backhaul capacities, the global problem can then be decomposed into per-BS

local problems, thereby not requiring any information exchange between the MBS and the

SCs.

We will take two approaches to choosing the realization-independent values of the

virtual backhaul capacities:

Average virtual backhaul capacity based approach: We could generate offline a set of re-

alizations in Ω′ where each realization ω ∈ Ω′ has a random number of users N . We

can then compute the optimal values of the virtual backhaul capacities for each of these

realizations. We can then take the average of these virtual capacities as our fixed values,

i.e.,

Cj =
1

|Ω′|
∑
ω∈Ω′

C̃∗j (ω),∀j ∈ P ∪ {0}

Dual-based approach: We can replace the master problem by an approximate problem

that is realization-independent. For example, in the dual version of the master problem,

we can replace the realization-dependent mapping C̃D
j,ω,Cj

(.) by a realization-independent

mapping C
D

j,Cj
(.). Below, we derive one such mapping.

From Theorem 3, we know that in the interval [
(
Nj(ω)

c∗j (ω)

)α
,∞), CD

j,ω,Cj
(Λ) is a non-

increasing function of Λ with dependence on Nj(ω), and is equal to min{Cj, Nj(ω)

Λ
1
α
}. Also,

CD
j,ω,Cj

(Λ) is a non-linear non-increasing function in the interval of [0,
(
Nj(ω)

c∗j (ω)

)α
] (that

depends on the actual rates {Rji(ω)}), decreasing from min{Cj, C∗j,α(ω)} for Λ = 0 to

min{Cj, c∗j(ω)} for Λ =
(
Nj(ω)

c∗j (ω)

)α
. If we replace the instantaneous values of c∗j(ω), C∗j,α(ω),

and Nj(ω) by the average values of these quantities, we could achieve our goal of replacing

CD
j,ω,Cj

(Λ) by functions of Λ that do not depend on the realization, as follows:

Given channel allocation parameter K, UA parameter δ, and a set of realizations Ω, we
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can compute the average values of C∗j,α(ω), Nj(ω), and c∗j(ω): N j , lim|Ω′|→∞
1
|Ω′|
∑

ω∈Ω′ Nj(ω),

C
∗
j,α , lim|Ω′|→∞

1
|Ω′|
∑

ω∈Ω′ C
∗
j,α(ω), and c∗j , lim|Ω′|→∞

1
|Ω′|
∑

ω∈Ω′ c
∗
j(ω). We can then use

the following simple relationships between the (approximate) dual variable Λ and the pri-

mal variables C̃j: C
D

j,Cj
(Λ) = min{f ′(−1)

j (Λ), Cj} where

f
′(−1)

j (Λ) =


Nj

Λ
1
α
, Λ ≥

(
Nj

c∗j

)α(
C
∗
j,α − Λ×∆j

)
, Λ <

(
Nj

c∗j

)α
and ∆j ,

C
∗
j,α−c∗j(
Nj
c∗
j

)α
.

The dual-based scheme works as follows: The small cells report the measurements on

the average values of (c∗j , C
∗
j,α, N j). With these values, the MBS uses the bisection-search

algorithm in Algorithm 1 to compute the realization-agnostic values of the virtual backhaul

capacities which it sends to the SCs. These values are then kept fixed.

Remark 5. Note that the dual-based heuristic can be implemented easily as an online

algorithm (with no offline tuning required). This can be done by each BS learning the

required averages, and reporting these averages once the measurements converge.

6.6.3 Numerical results

We study how the realization-agnostic schemes work over a set of 500 realizations Ω′,

where each realization ω ∈ Ω′ has a number of users chosen uniformly at random in the

interval [10, 30]. The users are distributed uniformly at random in the deployment area.

Note that, in Section 6.5.3, we considered a set of realizations Ω with a fixed number of

users (N = 30). But, in this section, we consider realizations with different number of

users. This setup encompasses a large set of random realizations in a dynamic network

with varying number of users and thus allows us to see if the realization-agnostic scheme

works well in a dynamic context. Other than this, we take the same physical layer and

network level parameters and setup as in Section 6.5.3.

In Fig. 6.4a-c, we consider the case of proportional fairness (PF) (α = 1) with three

different values of CBH , i.e., 7, 16, and 30 Mbps, for K = 15 and δ = 6.6dB. We present
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the performance of the sub-optimal schemes in terms of the loss in α-mean throughput

performance incurred due to these schemes with respect to the optimal one, for different

values of the backhaul capacities. Let χs(ω) be the α-mean throughput for realization ω

for scheme s. Then, the average loss in α-mean throughput for scheme s over the set of

realizations Ω′ is given as 100 × 1
|Ω′|
∑

ω∈Ω′
χ(Opt)(ω)−χ(s)(ω)

χ(Opt)(ω)
where χ(Opt)(ω) is the α-mean

throughput of the optimal scheme for realization ω.

Observation (Realization-agnostic schemes work well for α = 1): The results show

that the price of using a realization-agnostic scheme is less than 12% for small CBH and

decreases when CBH increases. A degradation of less than 12% is a reasonable price to

pay, especially since the optimal scheme would be much more complex, and would require

a lot of information exchange and a frequent global computation of the optimal solutions.

A realization-agnostic scheme, on the other hand, yields independent scheduling at each

BS, and thus is a good candidate for an online algorithm.

In Fig. 6.4d, we show similar results for α = 2 for CBH = 16Mbps. This shows the

effectiveness of our heuristic schemes for another value of α.

6.7 Conclusion

In this chapter, we studied the impact of limited backhaul capacity on user scheduling in a

heterogeneous network with a macro base station (MBS) overlaid with a number of small

cells, inter-connected via a backhaul network deployed in a tree topology. We generalize the

results available for proportional fairness under unlimited backhaul capacities to a more

general objective of α-fairness, and under different scenarios of backhaul limitations. If

each BS could perform its own scheduling locally, it would result in a simple operation of a

HetNet. This decoupling of user scheduling processes in different BSs is obtained naturally

in a network where the backhaul links do not have capacity limitations, and in such case,

each BS can use a simple local scheduler. We have shown that if the limiting factor is the

backhaul links between the MBS and the SCs, then each BS can still schedule locally and

independently from the other BSs but the local scheduler can take different forms based

on the level of capacity limitation. We propose a very simple scheduler that performs well
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(a) CBH = 9Mbps, α = 1
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(b) CBH = 16Mbps, α = 1
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(c) CBH = 30Mbps, α = 1
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(d) CBH = 16Mbps, α = 2

Figure 6.4: Performance of the two realization-agnostic heuristic schemes w.r.t. the optimal

scheme, N ∈ [10, 30]
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under backhaul limitations.

When the link between the MBS and the core network is also a limiting factor, schedul-

ing becomes much more complex. Each BS can still perform a local scheduling as in the

previous case as long as there is a master problem that allocates feasible virtual backhaul

capacities to each BS. Doing so in an optimal way is complex and expensive in terms of

the amount and frequency of information exchanges but we show that a relatively simple

heuristic works very well.
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Chapter 7

User Association under Backhaul

Limitations

Summary: In this chapter, we study online user association algorithms under the

global α-fairness framework, for different scenarios of backhaul limitations.

7.1 Introduction

In the previous chapter, we focused on the impact of backhaul limitations on user schedul-

ing, under the assumption that user association and resource allocation were given. This

resulted in the global α-fair scheduling problem [P(ω)]. We also presented schemes that

would make the computation of the user schedules very simple and inexpensive. The

optimization model [P(ω)] did not consider user association and resource allocation pa-

rameters as system variables. In this chapter, we look at the problem of user association,

given a scheduling scheme and the resource allocation, using an online approach that we

will present next. We present optimal, and sub-optimal user association schemes and dis-

cuss various aspects of these schemes. This study provides some interesting insights on the

backhaul-aware α-fair user association. We also briefly discuss the connections to resource
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allocation. The system under consideration is similar to the one in the previous chapter.

We thus reuse many notations and definitions from the previous chapter.

7.2 Online approach

In Chapter 3, we presented a model to optimize user association under a static snapshot

approach, where all users in a given snapshot are jointly associated to their respective

BSs, at once. Such an approach helped us obtain optimal performance. However, such

approach leads to an offline study, and does not necessarily reflect the behavior of online

user association algorithms where the system does not have the opportunity to “reorganize”

the way all its users are associated on a regular basis. As a departure from such an

approach, we now take an online approach to user association where the UA process is

user-centric and is called only when necessary, i.e., UA decision for a user is taken by the

user itself at the arrival time and at other instants whenever a condition for re-association

is satisfied. This is very different from our snapshot problem [PJoint(K,P )] where all user

association variables (xfl ) are optimized together.

The effectiveness of a particular user association scheme is highly dependent on how

the network is operating, in terms of, for example, which user scheduling and resource

allocation algorithms are used. For example, a UA scheme that is optimal for a network

that is using a scheduling algorithm with a particular objective function (say, maximize

the sum-throughput) is not necessarily optimal for a network using a scheduling algorithm

with another objective function (say, maximize the minimum throughput). In this chapter,

we will study online UA algorithms in systems that are using global optimal α-fair user

scheduling.

7.2.1 Node-specific roles, and time-scales

Even though user association is user-centric, many other important processes are network-

centric. The distinction between network-centric and user-centric is important, and is

relevant for our study. For example, user scheduling is often carried out locally at each
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BS, whereas resource allocation is often carried out at the cell level. A re-computation

of the associated variables of these processes often affects a number of users and nodes

(e.g., re-computation of user schedules at BS j affects all users associated to it, whereas re-

computation of channel allocation parameter affects many BSs, and their associated users).

User association, on the other hand, is often computed by a user based on its measurements

and the available information, usually provided periodically by the BSs. Even though a user

association decision uses some network-provided information, the decision itself is carried

out at a user level. Clearly the association of a new user will affect the users associated to

the same BS through scheduling.

An online approach naturally requires the understanding of time-scales at which differ-

ent processes operate. The consideration of time-scales allows us to obtain a certain level

of decoupling between different processes (which happen potentially at different nodes, as

discussed before). For example, resource allocation parameters (K for OD) are expected to

be changed relatively rarely, whereas user scheduling variables are recomputed extremely

often. User association, on the other hand, are computed at user arrival instances, and

perhaps when the channel conditions change drastically.

7.2.2 State of the art and the general framework

We will first look at some existing examples of online UA schemes. This will allow us to

understand the limitations, and lay a ground for a more general framework.

Existing UA schemes and their limitations

Many existing UA schemes are user-centric in nature. The most common approach requires

the UE to make physical layer measurements (for example, the SINR) from each candidate

BS, and associate to one of them based on some simple criteria/rule. In order to facilitate

these measurements, each BS transmits periodic information (e.g., reference signals and

transmit power level). The main limitation with these UA schemes is that they do not

consider:

1. Load-balancing, as they are based solely on the physical layer characteristics,
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2. The network’s choice of objective function (for example, a change in the α parameter

for α-fairness would not affect the user association decision),

3. The backhaul limitations.

Our study is intended to tackle all of these three limitations by incorporating load-balancing,

the network’s objective function, and the backhaul limitations into the user association

decision rules. We will first outline our generic framework for user association, before

presenting the detailed system model.

A general framework

Even though a UA scheme is user-centric, it will perform its decision with the help of

some information available from the BSs. As an example, we discussed how each BS has

to transmit periodic signals so that a user can make the channel-related measurements.

Most, if not all, of the modern communication systems require their BSs to transmit such

periodic signals to facilitate users with their physical layer measurements. In addition to

such “mandatory” periodic information, one can design systems where BSs would broadcast

some other periodic information about the network which could then be exploited by the

UA schemes. The design of a UA scheme is thus affected by the set of available information

from the BSs. We can outline a common framework for all user-centric UA schemes, as

follows: the user n, at an instant t (which could be the arrival instant an, or an instant at

which re-association is deemed necessary), performs the association decision with the help

of a set of network-provided information in addition to its own link measurements, and

based on a given rule. The roles played by the BSs and the user are outlined below.

BS j broadcasts a set of BS-specific information Infoj periodically to assist a user

to make its UA decision. The set of information available is part of the system design,

and is influenced by the UA scheme of choice. We will discuss this in more details later.
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UE n:

1. Makes channel-related measurements periodically to estimate Gjn and γjn from

a subset of BSs j ∈ {0} ∪ P .

2. Averages these values in some way, and decides if there is a need to re-associate

or not.

3. If deemed necessary to (re)-associate, uses the available BS-specific information

as well as its own measurements to find the best BS juan , based on some predefined

rule ζua(.):

juan = ζua
(
{Infoj}j∈{0}∪P , {Gjn}j∈{0}∪P

)
We will study three different choices of such a rule in Section 7.4.

4. Sends the association request to BS juan .

7.2.3 Three design aspects of UA schemes

We can identify the following three aspects that are important while designing online UA

schemes:

1. Performance: Performance of a UA scheme can mean different things, based on the

metric of choice. In our study, we assume that the operator choses global α-fairness

as the network’s objective, and thus two UA schemes are compared based on how

well they perform in terms of the α-mean user throughput.

2. Amount of information that a UA scheme needs from each BS: Each UA scheme

requires a certain amount of information from the BSs. For example, the best-SINR

UA scheme requires only the SINR-measurement related information, whereas SCF

(discussed in Chapter 4) requires the biasing parameter δ also. The best-SINR scheme
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is desirable in terms of the amount of information it needs, but can perform very

poorly as it has no ability to perform load balancing, nor does it address other network

properties like the backhaul limitations. The SCF, on the other hand, can bring some

improvement, by fine-tuning the biasing factor. However, this is a heuristic that

does not directly address load balancing, network objective function, and backhaul

limitations. We can design UA schemes that need more information from the BSs

and that can exploit the available information to yield better performance. The right

trade-off between performance and the amount of information is a design choice.

Finding the right trade-off is often difficult, and one of the main goals of this chapter

is to inform this design choice.

3. Complexity of the association rule ζua(.): User association has to be done quickly and

efficiently. We prefer solutions that have low computation complexity. In general,

though, a less complex scheme might come at the cost of performance.

Based on these three aspects, we can list the following three desirable properties of a UA

scheme.

1. Scalable: A UA scheme will be considered scalable if there are a constant number of

BS-specific parameters required to be broadcast by each BS. If the number of param-

eters a BS has to broadcast increases with an increase in the number of users, the

scheme is not scalable. We want a UA scheme to be scalable with as few parameters

per BS as possible, as long as the efficiency is good.

2. Computationally simple: We want a UA scheme that is very easy to compute, prefer-

ably with a constant complexity with respect to the number of users in the system.

3. Good performance.

A UA scheme with good performance might require more information and a higher compu-

tational complexity, whereas a simple UA scheme might yield poor performance. Next, we

present our detailed system model and explore the above-mentioned trade-offs in a more

formal settings.
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7.3 System Model

Recall the following from Section 6.2

• 0 is the MBS, P = {1, 2, · · · , X} is the set of SCs, Cj is the capacity of the back-

haul link to SC j, and CBH is the capacity of the MBS backhaul. The backhaul

infrastructure has a tree topology.

• Orthogonal deployment with channel-split parameter K is used with equal power

per-subchannel.

• A realization ω comprises a set of usersN (ω), with a set of channel-gains {Gji(ω)}j∈0∪P,i∈N (ω).

In this chapter, we will introduce time parameter t and represent the network dynamics in

terms of t. Let ω(t) represent the network realization at time t, and let N (ω(t)) represent

the set of users at time t. In other words, given time t, the network realization is uniquely

determined. Note that, in the previous chapters, we did not mention the notion of time

since we viewed the network in terms of its snapshots ω. By studying a large number

of independent snapshots, we hoped to obtain a reasonable approximation of a dynamic

behavior. We have already discussed how such an approach can have limitations when it

comes to studying user-centric UA schemes.

Users arrive at the deployment area at random times and depart after a certain time

when the work they requested from the network is done. Let an and dn respectively be the

arrival and the departure times of user n. The system, in terms of the set of users, changes

at these instants as follows.

N (ω(an)) = N (ω(a−n )) ∪ {n}

N (ω(dn)) = N (ω(d−n )) \ {n}

where a−n and d−n represent the time just before the arrival and the departure of the nth user,

respectively. We assume that two arrival or departure events do not occur simultaneously.

An UE makes channel-related measurements including the channel gain and the SINR,

frequently. Let the SINR and rate seen by user i from BS j at time t be represented as

γji(ω(t)) and Rji(ω(t)) = Kjθ(γji(ω(t))), respectively defined in (6.1) and (6.3).
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7.3.1 Assumptions

We will make the following assumptions:

1. User schedules {βji(t)} are (re)-computed by the network based on the backhaul-

aware global α-fair scheduling problem studied in the previous chapter. The user

schedules are computed whenever the network realization changes.

2. Orthogonal deployment parameter K is changed at a slow time-scale and hence is

assumed to be constant in the following.

3. The rate-function θ(.) is known to the users in advance. In that case, a user i

can compute Rji(ω(t)) from all BSs with the knowledge of K (channel allocation

parameter) and by measuring its SINR values. SINR measurements are carried out

with the help of reference signals.These reference signals are part of the periodic

transmissions from the BSs, and are always available.

4. Each newly arriving user has a non-zero rate from at least one BS, i.e., the system

provides full coverage.

A user n associates to BS j∗n ∈ {0}∪P whenever an association event of user n occurs.

Such an event is triggered at the arrival instant an, as well as at later times. The kth

(re)-association event occurs at time dn > t̃nk > an, and it is triggered whenever some

conditions are met (for example, the UE-related measurements suggest a drastic change in

the channel conditions). Let τ n , {an}∪{t̃nk}k=1,2,··· represent the set of instants where an

association event occurs for user n. Let, t̃−nk represent the time just before the association

event at time t̃nk. Let, xji(t) be an indication of the association between user i and BS

j, at time t. A value of 1 represents the fact that user i is associated to BS j, and a

value of 0 represents otherwise. The association variable at instance t is determined by

the decision carried out at the most recent association event, i.e., xji(t) = xji(t̂n) where

t̂n = max{t̃nk ∈ τ n : t̃nk ≤ t}. We assume that no two association events for different

users occur exactly at the same time.
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7.4 Optimal UA scheme

In the previous section, we presented a generic user association scheme ua with a generic

rule ζua(.) that determines to which particular BS a user should associate to. In this

section, we present the optimal UA scheme for different scenarios and discuss how it can

be simple to implement for some scenarios, whereas very complex for others.

Let us define a user association scheme where user n associates to the BS j ∈ P ∪ {0},
at time t̃ ∈ τ n (which corresponds to a time where an association event is triggered for

user n), so that the global sum of user utilities is maximized, i.e.,

∀n ∈ {1, 2, · · · },∀t̃ ∈ τ n
juan (t̃) = arg max

j∈P∪{0}

{
Pjn(ω(t̃))

}
(7.1)

where Pjn(ω(t̃)) is the optimal value of the problem [P(ω(t̃), {xji(t̃)}, K)] (defined in

Section 6.3) with xjn(t̃) = 1 and xj′n(t̃) = 0 for all other j′ 6= j. Note that we only

associate user n while all the other UEs keep their current association. We call this the

optimal user association scheme. In other words, each user at the association event chooses

the BS such that the global α-fair objective function is maximized1.

7.4.1 Backhaul-unlimited scenario

Let us first look at the simple scenario of very large backhaul capacities. In this case, we

can ignore (6.7), and (6.6) from the optimization problem [P(ω(t̃), {xji(t̃)}, K)]. We first

consider the case of proportional fairness (i.e., α = 1).

α = 1

The optimal UA scheme for α = 1, when there are large backhaul capacities has a simple

form, as presented in the following proposition.

1Note that this is a myopic approach where “optimality” concerns the decision instant only.
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Proposition 1. The optimal UA scheme for the case with unlimited backhaul capacities,

and α = 1 takes the following form:

∀n ∈ {1, 2, · · · },∀t̃ ∈ τ n

juan (t̃) = arg max
j∈{0}∪P

log(Rjn(ω(t̃))) + log

(
N
Nj
j

(Nj + 1)Nj+1

)
(7.2)

where Nj = |Aj(ω(t̃−)) \ {n}| is the number of users in BS j just before the association

event at time t̃, excluding user n.

Proof. First let us restrict ourselves to the association event of user n corresponding to the

arrival instant an. Rjn(ω(an)) is the rate that it sees from BS j. If it decides to go to BS

j, only the local utility of BS j is affected (due to the decoupling property as detailed in

the previous chapter). So, the difference in local α-fair utility ∆(fj) can be written as

∆(fj) =
∑

i∈Aj(ω(an))

log

(
Rji(ω(an))

Nj + 1

)
−

∑
i∈Aj(ω(a−n ))

log

(
Rji(ω(a−n ))

Nj

)

where Nj is the number of users in BS j before user n’s arrival. Due to the decoupled

nature, it is easy to see that the optimal UA is equivalent to arg maxj∈{0}P ∆(fj). The

proposition can be derived by simple manipulation of the terms in ∆(fj). The proof for a

general association event is very similar.

In this particular case, the optimal UA scheme requires each BS to broadcast the

number of users associated to it, nj = |Aj(ω(t̃−))|. A UE can perform the UA decision

based on this load information2. This scheme is scalable, and has a very simple computation

(constant complexity in the number of users in the system). This is a very simple rule that

gives the optimal trade-off between network load and link rate. This favors BSs that can

provide higher rates, and with fewer users. We call this the backhaul-unaware optimal

(BHU-Optimal) UA scheme.

2This is in addition to the required information for user n to make its link measurements (reference

signals for SINR and rate-mapping for link-rate computation), and K.
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α 6= 1

Unlike for the special case of α = 1, the case of general α > 0 does not yield a simple

solution for the optimal UA scheme even when the backhaul is not a bottleneck. This is

due to the fact that user scheduling variables {βji}i∈Nj at BS j depend on the individual

rate components {Rji}i∈Nj , as shown in Theorem 1(b). This is unlike the case of α = 1,

where the association of user n to BS j affects the existing users’ throughput in a way

that is independent of user n’s rate Rjn (i.e., the throughput of user i changed from
Rji
Nj

to
Rji
Nj+1

). This means that the computation of ∆(fj) (i.e., the change in local α-fair utility

due to association decision) requires the individual rates of the existing users in BS j. This

requirement complicates the implementation of the optimal UA scheme for a general value

of α. Even though the user-centric implementation of this scheme is not as simple as the

case of α = 1, we can solve it to obtain the benchmark with which we can compare simpler

rules.

7.4.2 The general backhaul-limited scenario

In the most general scenario, where the backhaul links are of limited capacity, the optimal

UA scheme does not have a simple form. This is due to the fact that we can no longer

decouple the local utilities at each BS, in order to determine the optimal choice. There is

the coupling between multiple BSs, which we have explained in the previous chapter.

The general form of the optimal UA scheme can be solved by user n at association

events t̃ ∈ τ n if it has the following global information:

CBH , {Cj}j∈P , {{Rji(ω(t̃−))}i∈Aj(ω(t̃−))}j∈P∪{0}, α,K.

If this UA scheme were to be implemented, we could use the MBS to broadcast CBH , α

and K as part of the system-specific information, and each BS to broadcast its backhaul

capacity Cj and the individual user rates {Rji(ω(t̃−))}i∈Aj(ω(t̃−)). The amount of informa-

tion that a BS has to broadcast, in this case, increases with the number of users attached

to it. Moreover, the computation of the optimal solution requires to solve a set of X + 1
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global α-fair scheduling problems. Each of these problems is computationally quite com-

plex since it involves an interior-point algorithm to solve a convex optimization problem

that is polynomial in the number of users |N (ω(t̃−))|. Thus, the optimal UA scheme is not

a good candidate for an online UA algorithm, except for the special case described above.

Note however, that we can compute it to use as a benchmark.

Next, we present an approach that attempts to strike a good trade-off between perfor-

mance and implementation complexity by taking a backhaul-unaware throughput-selfish

approach.

7.5 Backhaul-unaware throughput-selfish UA scheme

The complexity of the optimal UA scheme mainly comes from two aspects: 1)a user needs

to know the change in local utilities of the BSs (which except for the case of α = 1

requires a lot of information), and 2)the backhaul-limitations couple the change in user

utilities across different BSs. So, if a user ignores backhaul limitations, and concentrates

only on maximizing its own throughput, we can obtain a very simple rule which does

not require a lot of information. We call it the BHU-Selfish scheme. In this scheme,

we allow a user to take a selfish approach where it associates to the BS that it believes

will provide the best throughput, under the assumption that the system had no backhaul

limitations. From Theorem 1, we know that if there were no backhaul limitations, and if

user n associates to BS j during the association event t̃, it would be scheduled for βjn =
Tjn,α(ω(t̃))∑

i∈Aj(ω(t̃−))\{n} Tji,α(ω(t̃−))+Tjn,α(ω(t̃))
proportion of time, and hence would get a throughput of

Rjn(ω(t̃))
1
α∑

i∈Aj(ω(t̃−))\{n} Tji,α(ω(t̃−)) + Tjn,α(ω(t̃))
.

Recall that Tji,α(ω) , Rji(ω)
1−α
α . Thus, a Backhaul-Unaware, Throughput-Selfish (BHU-

Selfish) UA scheme, can be written as follows.

∀n ∈ {1, 2, · · · },∀t̃ ∈ τ n

juan (t̃) = arg max
j∈P∪{0}

{
Rjn(ω(t̃))

1
α

Θj(t̃−) +Rjn(ω(t̃))
1−α
α

}
(7.3)
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where Θj(t̃
−) =

∑
i∈Aj(ω(t̃−))\{n} Tji,α(ω(t̃−)). In that case, each BS j ∈ P ∪ {0} needs to

broadcast one scalar value Θ̂j =
∑

i∈Aj(ω(t̃−)) Tji,α(ω(t̃−)), in addition to the system-specific

parameters α and K broadcast by the MBS3.

This scheme is scalable (with only one information per BS) in addition to two more from

the MBS. This scheme is also computationally very simple and has a constant complexity

in the number of users in the system. It allows us to apply the same approach to different

values of the fairness parameter α. For the case of α = 1, though, there is no need to go

with this selfish approach because BHU-Optimal UA scheme has the same complexity as

the BHU-Selfish UA scheme.

Note that a user makes its UA decision based on an estimate of the throughput it

will receive. This estimate, however, is wrong because it does not take the backhaul into

account. In Section 7.7, we use simulations to compare how this heuristic works with

respect to the optimal benchmark.

7.6 Physical-layer based UA schemes

We have already mentioned that there are a class of UA schemes where a user performs

its association based only on some physical layer parameters. We introduced them in

Section 4.4. As a benchmark, we will consider small-cell first user association rule, as a

representative of such rules. Small cell first (SCF) rule, introduced in Section 4.4, can be

defined as follows.

∀n ∈ {1, 2, · · · },∀t̃ ∈ τ n

juan (t̃) =

 arg maxj∈P
{
γjn(ω(t̃))

}
if maxj∈P γjn(ω(t̃)) > δ

arg maxj∈P∪{0} γjn(ω(t̃)), otherwise

where δ is the SINR threshold, also called the biasing parameter. Without loss of generality,

we assume that the MBS broadcasts this threshold δ. User n can compute the SINRs from

3This approach can be easily applied to the case where each BS has a different choice of fairness

parameter α, in which case, each BS needs to broadcast its fairness parameter.
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the BSs and make the association decision using this threshold. This scheme is very

simple from the user’s point of view as it involves comparing at most X + 1 physical

layer measurements. The selection of the right threshold δ, however, is not easy. The

burden of selecting a good value of threshold lies in the network. This UA scheme in

principle is similar to other schemes which perform biased comparison of some physical

layer measurements to make association decision, e.g., the cell range-expansion scheme

[62].

In this next section, we will present our simulation set-up and the simulation results.

7.7 Simulation

7.7.1 Simulation set-up

We consider a HetNet with a deployment area in the form of a regular hexagonal cell with

each side having a length of 500/
√

3 m. This is the 3GPP urban setting with an inter-site

distance (ISD) of 500m [6]. The deployment area is covered by a centrally placed MBS and

X = 4 SCs which are symmetrically placed at a distance of r = 178 m. from the center.

The MBS has a transmit power budget of PM = 43 dBm and each SC has a transmit

power budget of PS = 30 dBm. A total of M = 33 subchannels are available to each

macro cell, out of which SCs get K subchannels and the MBS gets the remaining M −K
subchannels. We take into account the interference coming from the outer macrocells by

taking 18 identical macro cells around the given macro cell with a reuse factor of 3. We

assume that all SC backhaul links have equal capacity, i.e. Cj = C.

We use the distance-based path-loss model recommended by 3GPP [6], as shown in

Table 6.2 and assume perfect measurements. The interference can be easily computed in

view of our assumptions. The rate function θ(.) is taken as the 15-rate MCS available in

LTE, as shown in Table 4.2.
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7.7.2 Key assumptions

Even though our framework allows us to consider a broad types of online user association

algorithms, we have taken a number of assumptions for generating the numerical results.

• Each arriving user’s location is randomly chosen at its arrival instant with a certain

distribution. The user does not move and we assume that the channel condition of a

given user does not change with time. This does not mean that the network is static.

The network realization changes due to the arrival and departure processes.

• Each user n is associated to a BS upon arrival, and remains with the same BS as

long as it is in the system, i.e., τ n = {an}.

• The user inter-arrival times are exponentially distributed with mean 1
a
. A user stays

in the system for an exponentially distributed amount of time with mean τ after

which it leaves the system. This traffic model is different from a traffic model where

users come with a given file-size and the amount of time a user stays in the system

is dependent on the future evolution of the system. This user behavior is suitable to

model users watching (or listening to) media streams where the quality of a stream

(i.e., its coding rate) is adjusted to match with the available end-to-end throughput.

In this traffic model, higher throughput to a particular user translates to a better

quality of experience, but the amount of time a user spends in the system is inde-

pendent of the allocated throughput. Note that the average number of users in the

system is given by the M/M/∞ formula, i.e., N = aτ , where a = 2 users/minute is

the user arrival rate. We take the value of τ such that an average of N = 30 users

are in the HetNet deployment area.

Regarding the spatial distribution of users, we consider two user distributions: uniform

distribution (UD) and non-uniform distribution (NUD). In UD, an arriving user’s location

is chosen uniformly at random in the deployment area. In NUD, we construct small

hexagons of radius rhotspot = ISD/10.0 centered at each SC, as shown in Fig. 7.1. An

incoming user selects one of the X + 1 hexagons (X small ones around the SCs, and the

big one corresponding to the deployment area centered at the MBS) uniformly at random.
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Hotspots

Hotspots

Figure 7.1: Hotspots in the non-uniformly distributed case

Once it selects one of the five hexagons, it chooses a point within the selected hexagon

uniformly at random. In other words, we create hot-spots around the SCs.

7.7.3 Performance metric

We take the average value of the α-mean throughputs (as defined in (6.10) ) at arrival

instants as our performance metric, calculated as follows:

1

L

L∑
n=1

Tα
(
{λi}i∈N (ω(an))

)
(7.4)

where L is the number of user arrivals simulated in the system. Our simulation results are

computed with L = 1000 user arrivals.

Let χ(ua, α, C, CBH , K) represent the average α-mean throughput for user associa-

tion scheme ua and channel split parameter K, for a given values of backhaul capaci-

ties (CBH , C). Choosing a good value of the channel split parameter K is very impor-

tant and is expected to affect the performance of different UA schemes. For example, if

K∗(ua, α, C, CBH) is the optimal choice of K for a given fairness parameter α, a given SC

backhaul capacity C, a given MBS backhaul capacity CBH , and a given UA scheme ua,

we expect that K∗(ua, α, C ′, CBH) is less than or equal to K∗(ua, α, C, CBH) for C ′ ≤ C.
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This intuition is based on the fact that if the SC backhaul capacity is small, we would

dedicate smaller amount of channel resources to the SCs. In other words, if the system

had a process to fine-tune K, it would choose the value of K as a function of the employed

UA scheme and the backhaul capacities, among other things. If we want to compare the

different UA schemes fairly, we would compare the average α-mean throughputs when the

system chooses a good value of K for a given UA scheme and backhaul capacities. Let us

define this upper-bound in performance of each UA scheme as follows.

χ∗(ua, α, C, CBH) = max
k∈{0,1,··· ,M}

χ(ua, α, C, CBH , K)

Next, we will use this metric to compare different UA schemes.

7.7.4 Results for fine-tuned K

Fig. 7.2 shows the average α-mean throughput χ∗ (with K chosen optimally) for α = 1 for

different UA schemes, for the case of uniformly distributed (UD) users for L = 1000 user

arrivals. For SCF, we fine-tune the threshold parameter δ by choosing the best threshold

among the set of threshold SNRs given in Table 4.2 for a given set of backhaul capacities.

We call this fine-tuned version of SCF as SCF(tuned). For a sub-optimal scheme ua, the

percentage loss in performance with respect to the optimal scheme is calculated as follows.

100× χ∗(OPTIMAL, α, C, CBH)− χ∗(ua, α, C, CBH)

χ∗(OPTIMAL, α, C, CBH)

As we see from the figure, the loss in performance due to a sub-optimal UA scheme decreases

with an increase in C. In this case (i.e., α = 1), both BHU-Optimal and BHU-Selfish are

equally complex, as discussed before. From performance point of view, the figure shows

that the performance of both of these backhaul-unaware schemes are similar.

Unless the backhaul capacity is very small, the performance loss due to the backhaul-

unaware schemes (i.e., BHU-Optimal or BHU-Selfish) is small. The backhaul-unaware

schemes outperform SCF(tuned) when the backhaul capacity C is very small. Even though

the SCF(tuned) scheme works well for C > 2Mbps, SCF requires the system to fine-tune

its threshold, whereas the backhaul-unaware UA schemes have no parameter that needs to
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Figure 7.2: Performance as a function of SC backhaul capacity, α = 1, N = 30, K =

K∗(ua, α, C, CBH)
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Table 7.1: Comparison of optimal, BHU-selfish and SCF UA schemes: α = 1, NUD.

NUD (CBH , C) = (20.0 2.0) (CBH , C) = (20.0, 20.0) (CBH , C) = (6.0, 2.0) (CBH , C) = (6.0, 6.0)

UA Scheme α-mean Loss α-mean Loss α-mean Loss α-mean Loss

Optimal 0.30 - 0.74 - 0.22 - 0.22 -

BHU Selfish 0.30 0.00% 0.74 0.05% 0.22 0.22% 0.22 0.00%

SCF(tuned) 0.16 48.95% 0.74 0.53% 0.11 50.56% 0.22 0.00%

be optimized by the system. If SCF is not fine-tuned, the performance can be very bad,

as depicted by the poor performance of SCF(δ = −6.6dB).

Table 7.1 shows the results for the case when users have a non-uniform distribution

(NUD). For backhaul capacity C ≥ 2.0, a backhaul-unaware scheme is practically as good

as the optimal scheme. SCF(tuned), on the other hand, does not perform well when the

SC backhaul link is severely limited (C = 2.0 Mbps). Similar results were obtained for

α = 2. We have listed these results in Table 7.2. The results presented so far allow us to

make the following observations.

Observations 1) If the system chooses the backhaul-aware optimal value of K, and

performs a backhaul-aware optimal α-fair scheduling, a backhaul-unaware user association

scheme performs very well, both for the uniform and non-uniform deployment of users, and

for different choices of fairness parameter α.

2) SCF scheme performs well only if the backhaul is not a bottleneck, and if the biasing

parameter is well-chosen. This is consistent with the results shown in [37]. Tuning the

biasing parameter can be very difficult. On the other hand, either of the two backhaul-

unaware schemes for α = 1 and the BHU-Selfish scheme for α 6= 1 do not have any

UA-specific parameter to be tuned. This is an additional benefit of the backhaul-unaware

schemes over the parameterized physical-layer based UA scheme.

7.7.5 Impact of K

All our results are based on the assumption that the network optimizes the value of K, for

a given UA scheme and for a given set of backhaul capacities. This could be achieved by
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Table 7.2: Comparison of optimal, BHU-selfish and SCF UA schemes: α = 2.

UD (CBH , C) = (20.0 2.0) (CBH , C) = (20.0, 20.0) (CBH , C) = (6.0, 2.0) (CBH , C) = (6.0, 6.0)

UA Scheme α-mean Loss α-mean Loss α-mean Loss α-mean Loss

Optimal 0.46 - 0.63 - 0.22 - 0.22 -

BHU Selfish 0.45 3.79% 0.63 0.00% 0.22 0.00% 0.22 0.00%

SCF(tuned) 0.44 6.26% 0.60 6.03% 0.22 1.32% 0.22 2.18%

NUD

Optimal 0.28 - 0.74 - 0.22 - 0.22 -

BHU Selfish 0.28 1.20% 0.74 0.00% 0.22 0.00% 0.22 0.00%

SCF(tuned) 0.14 51.34% 0.71 3.56% 0.11 52.07% 0.22 2.18%

finding an appropriate function K∗(ua, α, C, CBH) for a given distribution of users. Since

the system chooses K to reflect the backhaul limitation (for example, the chosen K is small

when the SC backhaul link capacities are small, and is large when the SC backhaul link

capacities are large), our selfish scheme gets an indirect signal about backhaul limitation

(as small K would generally translate to reduced throughput from the small cell). This is

a reason why a user-centric backhaul unaware approach to user association would work on

a system that properly configures its resource allocation parameter. If K was not chosen

properly, the performance penalty due to a backhaul-unaware scheme as well as the SCF

scheme can be higher, as depicted in Table 7.3. This loss is more pronounced in the NUD

case.

A good configuration of K could be achieved by a self-organization (SON) algorithm,

or by an offline computation. The difficulty of choosing a good value of K depends on the

sensitivity of the network’s performance as a function of K. In order to understand this, in

Fig. 7.3, we plot the range of values of K that can yield a performance within 95% of the

optimal choice, for each UA scheme and a given choice of backhaul capacities, when the

users are distributed uniformly. As we can see, there is a range of values of K that work

well. So, we do not have a very stringent requirement in optimizing the channel allocation

parameter. We could employ any scheme that can tune the channel allocation parameter

to any value in the quasi-optimal range shown in the figure.
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Figure 7.3: Quasi-optimal values of K for different backhaul capacities.

Table 7.3: Loss in performance for an arbitrarily-chosen value of K, (CBH , C) = (20.0, 2.0).

α = 1 UD NUD

K = 5 K = 15 K = 25 K = 5 K = 15 K = 25

BHU Selfish 1.45% 5.37% 2.35% 3.30% 20.42% 18.69%

SCF(tuned) 6.92% 7.28% 16.30% 49.55% 40.22% 31.67%

α = 2 UD NUD

K = 5 K = 15 K = 25 K = 5 K = 15 K = 25

BHU Selfish 0.00% 6.45% 3.68% 10.04% 29.70% 22.91%

SCF(tuned) 17.65% 8.38% 22.96% 54.51% 42.05% 33.46%
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7.8 Conclusion

We took a user-centric approach to user association, and discussed important design con-

siderations for online UA schemes. Under a global α-fair throughput allocation framework,

we introduced optimal user association scheme that is carried out by a user whenever as-

sociation events are triggered. We showed that, for some cases, the optimal UA scheme

can be simple to implement. However, in general, it requires a large amount of informa-

tion from the BSs. As a solution, we presented a backhaul-unaware throughput-selfish UA

scheme, which is simple to implement, and can be used for all choices of the fairness pa-

rameter. By using numerical results, we showed that such a throughput-selfish scheme can

yield performance close to the optimal, provided that the network fine-tunes the resource

allocation parameter. We also showed that the parameterized physical-layer based UA

scheme can be difficult to tune, and can often lead to poor performance.
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Chapter 8

Conclusion

8.1 Summary

In this thesis, we studied the downlink of an OFDM-based heterogeneous cellular network

from a throughput perspective. We studied four different radio resource management re-

lated processes, namely resource allocation, transmission coordination, user scheduling,

and user association. The first part of our thesis (Chapters 3 - 5) focused on explor-

ing the interplay between these processes under different scenarios of HetNet deployment.

The main research challenge was to come up with a unified framework that allows us to

characterize the throughput-performance of different combinations of these processes and

deployment scenarios (also called the deployment choices). By adopting a flow-based ap-

proach popular in the literature of wireless mesh networks, we were able to formulate a

joint optimization problem that can yield optimal throughput performance for different de-

ployment choices. The need for a flow-based modeling arises due to two-hop wireless set-up

under relay deployment scenarios, and due to on-off transmission coordination mechanism.

Via numerical results, we obtained a number of interesting engineering insights:

Wired small cell deployment :

• Allowing a user to associate to more than one BS will not offer significant

performance gains.
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• Partially-shared deployment/Orthogonal deployment perform very well even in

the absence of sophisticated transmission coordination whereas transmission

coordination is essential for the satisfactory performance of co-channel deploy-

ment.

Relay deployment :

• Some configurations of user-band relay deployment yield very little or even

negative gains whereas some others can yield performances very close to the

upper bounds (corresponding to the wired deployment with sufficiently large

backhaul capacities). This highlights the importance of deploying the right

configurations.

• Using a dedicated band for backhauling is a promising solution for small cells, in

particular in the case of the mmWave band, since a small bandwidth is sufficient

to satisfy the demand of a typical small cell backhaul link.

Even though a joint optimization framework enabled us to study diverse choices of

HetNet deployments, it has some limitations. The most important of these limitations

perhaps is that it is based on a “snapshot” approach, where the system variables (like

resource allocation parameter, user schedules, and user association variables) are solved for

a given snapshot of the network and many independent snapshots are studied to get some

average performance. In other words, the dynamics of a network is approximated by a set

of independent snapshots, which might not be an accurate modeling approach. Moreover,

with the snapshot approach, we optimize the system variables jointly and simultaneously,

which can give us upper-bound in performance but is often limited to the offline study. As

far as finding good online radio resource management algorithms is concerned, we would

need a different approach. This is the motivation for the second part of the thesis.

In the second part of our thesis (Chapters 6 - 7), rather than jointly optimizing different

network processes together, we studied problems where we optimize one process at a time.

The first problem we studied is the global α-fair user scheduling problem under backhaul

limitations. We characterized optimal user scheduling under different scenarios of backhaul

limitations. This problem is still based on a snapshot. However, the analytical insights
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obtained by solving the problem allowed us to come up with heuristics that can be imple-

mented as very simple online α-fair user scheduling algorithms. In Chapter 7, we studied

α-fair user association under backhaul limitations. We introduced user arrival/departure

processes into our model and presented performance results of the optimal and sub-optimal

α-fair user association schemes. For backhaul unlimited case and with α = 1, we showed

how a very simple rule can be used to achieve optimal user association. In the general

case, the optimal algorithm can be very complex, but we showed that if other network

processes are optimized, a very simple user association scheme can be employed, without

a huge penalty in performance.

8.2 Future Research Directions

In our study, we presented performance of ON-OFF transmission coordination mechanism,

which can be seen as a special case of a more general coordination mechanism that involves

power control at the BSs. There has been a growing interest in understanding the feasibility

of such an approach. Incorporating the general coordination mechanism into our model

without losing tractability can be an interesting related problem.

Interference cancellation is often seen as an alternative to interference coordination.

Incorporating interference cancellation to our model could be another interesting extension.

This will allow us to answer questions like “can interference cancellation avoid the need for

transmission coordination?”

We have restricted ourselves to the downlink. However, uplink is equally important.

Optimization of the network processes in the presence of both uplink and downlink flows

is important, and can be a future research direction.

As far as the backhaul limitations is concerned, we only take the rate limitations. Delay

is another equally important limitation. Incorporating both the rate and the delay limita-

tions of the backhaul infrastructure, and characterizing the optimal α-fair user scheduling

could be a very interesting research problem.
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Appendix A

Proofs

A.1 Proof of Theorem 2

The following important property of [Pj
Local(ω,Cj)] will be useful in the ensuing analysis.

Proposition 2. If Cj > 0, there exists a unique optimal solution to [Pj
Local(ω,Cj)] with

βji > 0 for all i ∈ Aj(ω).

The proof is similar to Proposition 1 in [39].

The Lagrangian function of the local problem can be defined as follows.

L(βj ;µj , ζj , lj) = −
∑

i∈Aj(ω)

Uα(βjiRji(ω))+

µj,ω(
∑

i∈Aj(ω)

Rji(ω)βji − Cj) + ζj,ω(
∑

i∈Aj(ω)

βji − 1)−
∑

i∈Aj(ω)

lj,i,ωβji

where βj and lj are respectively the vectors comprising of all βji and all lj,i,ω for i ∈ Aj(ω).

The Karush-Kuhn-Tucker (KKT) conditions [20], necessary for optimality of [Pj
Local(ω,Cj)],
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can be written as follows.

∂L

∂βji
= 0 =⇒ βji =

Tji,α(ω)

(µj,ωRji(ω) + ζj,ω − lj,i,ω)
1
α

∀i ∈ Aj(ω) (A.1)

ζj,ω(
∑

i∈Aj(ω)

βji − 1) = 0; µj,ω(
∑

i∈Aj(ω)

Rji(ω)βji − Cj) = 0 (A.2)

lj,i,ωβji = 0, ∀i ∈ Aj(ω) (A.3)

µj,ω ≥ 0; ζj,ω ≥ 0; lj ≥ 0; Eq.(6.13); Eq.(6.14); Eq.(6.15);

(A.1) are the first-order necessary conditions for optimality. (A.2) and (A.3) are the so-

called complementary-slackness conditions. The primal problem involves maximization of

a concave function over a convex set, and hence any tuple of primal and dual variables

({βji}, µj,ω, ζj,ω, {lj,i,ω}) that satisfies all of the KKT conditions is optimal [20]. Also, from

Proposition 2, we know that such a solution is unique. Moreover, since the optimal solution

is known to satisfy βji > 0, we have lj,i,ω = 0 for all i ∈ Aj(ω) from (A.3). Using this fact

on the first order condition (A.1), we get

βji =
Tji,α(ω)

(µj,ωRji(ω) + ζj,ω)
1
α

, ∀i ∈ Aj(ω) (A.4)

Note that the optimal dual variables obey one of the three conditions: (µj,ω = 0, ζj,ω >

0), (µj,ω > 0, ζj,ω = 0), and (µj,ω > 0, ζj,ω > 0). This is because, (A.4) imposes µj,ωRji(ω)+

ζj,ω 6= 0, for α > 0. Hence, (µj,ω = 0, ζj,ω = 0) is not possible.

We will make use of the following lemmas to establish our main result.

Lemma 2. (a) If Cj ≥ C∗j,α(ω), then (βji =
Tji,α(ω)∑

i∈Aj(ω) Tji,α(ω)
,∀i ∈ Aj(ω)) is the unique

optimal solution to [Pj
Local(ω,Cj)]. (b) If Cj < C∗j,α(ω), then (βji =

Tji,α(ω)∑
i∈Aj(ω) Tji,α(ω)

,∀i ∈
Aj(ω)) is not feasible.

Proof. It is easy to verify that βji =
Tji,α(ω)∑

i∈Aj(ω) Tji,α(ω)
for all i ∈ Aj(ω), µj,ω = 0 and

ζj,ω =
(∑

i∈Aj(ω) Tji,α(ω)
)α

satisfy all KKT conditions if Cj ≥ C∗j,α(ω). It is thus an

optimal solution consistent with the backhaul capacity value Cj ≥ C∗j,α(ω). Proposition 2

implies that this is in fact the only optimal solution. If Cj < C∗j,α(ω), substituting βji =
Tji,α(ω)∑

i∈Aj(ω) Tji,α(ω)
for all i ∈ Aj(ω) in

∑
i∈Aj(ω) βjiRji(ω) ≤ Cj results in a contradiction.
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Lemma 3. (a) If Cj ≤ c∗j(ω), then (βji =
Cj

|Aj(ω)|Rji(ω)
,∀i ∈ Aj(ω)) is the unique optimal

solution to [Pj
Local(ω,Cj)]. (b) If Cj > c∗j(ω), then (βji =

Cj
|Aj(ω)|Rji(ω)

,∀i ∈ Aj(ω)) is not

feasible.

Proof. We can easily verify that βji =
Cj

|Aj(ω)|Rji(ω)
for all i ∈ Aj(ω), µj,ω =

(
|Aj(ω)|
Cj

)α
and

ζj,ω = 0 satisfy all KKT conditions if Cj ≤ c∗j(ω). It is thus an optimal solution consistent

with the backhaul capacity value Cj ≤ c∗j(ω). Proposition 2 implies that this is also the

only optimal solution. If Cj > c∗j(ω), then substituting βji =
Cj

|Aj(ω)|Rji(ω)
for all i ∈ Aj(ω)

in
∑

i∈Aj(ω) βji ≤ 1 results in a contradiction.

Lemma 4. If c∗j(ω) < Cj < C∗j,α(ω), the optimal dual solution is obtained by solving the

following equations for µj,ω > 0 and ζj,ω > 0.

∑
i∈Aj(ω)

Rji(ω)
1
α

(µj,ωRji(ω) + ζj,ω)
1
α

= Cj (A.5)

∑
i∈Aj(ω)

Tji,α(ω)

(µj,ωRji(ω) + ζj,ω)
1
α

= 1 (A.6)

Proof. We will first show that the optimal dual variables have to satisfy µj,ω > 0 and

ζj,ω > 0. First, we assume that there exists a dual optimal solution such that µj,ω = 0.

µj,ω = 0 implies ζj,ω > 0, and hence

βji =
Tji,α(ω)

ζ
1
α
j,ω

and
∑

i∈Aj(ω)

βji = 1

=⇒ βji =
Tji,α(ω)∑

i∈Aj(ω) Tji,α(ω)
, ∀i ∈ Aj(ω)

We know from Lemma 2(b) that this is an infeasible solution since Cj < C∗j,α(ω). Thus,

we require µj,ω > 0.

Similarly, we assume that there exists a dual optimal solution such that ζj,ω = 0.
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ζj,ω = 0 implies µj,ω > 0, and hence

βji =
Tji,α(ω)

(µj,ωRji(ω))
1
α

and
∑

i∈Aj(ω)

βjiRji(ω) = Cj

=⇒ βji =
Cj

|Aj(ω)|Rji(ω)
,∀i ∈ Aj(ω)

We know from Lemma 3(b) that this is an infeasible solution since Cj > c∗j(ω). Thus, we

require ζj,ω > 0.

Thus, the optimal solution has to satisfy µj,ω > 0 and ζj,ω > 0. In such case, (A.2)

mandates that the primal constraints (6.13) and (6.14) are satisfied with equality, i.e.,∑
i∈Aj(ω)

Rji(ω)βji = Cj and
∑

i∈Aj(ω)

βji = 1 (A.7)

Substituting the value of βji from (A.4) in these equalities, we get the required equations.

A strictly positive solution of (µj,ω, ζj,ω) should exist due to Proposition 2.

Proofs for Lemma 2, 3, and 4 complete the proof for Theorem 2.

A.2 Proof of Theorem 1

Note that the optimal schedules for Scenario 0 have to be equal to the solutions for suf-

ficently large values of Cj. So, the proof of Lemma 2 contains the proof for Theorem

1.

A.3 Proof of Lemma 1

The results for c∗j(ω) ≤ Cj and Cj ≥ C∗j,α(ω) are immediate from the closed-form solutions

of fj,ω(Cj) from Theorem 2.

For c∗j(ω) < Cj < C∗j,α(ω), we know that an optimal dual variable µ∗j,ω(Cj) is a subgra-

dient of fj,ω(Cj) at Cj. We need to show that this is unique and is the only subgradient,

or alternatively we need to show that fj,ω(Cj) is differentiable.
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The differentiability of fj,ω(Cj) can be shown by noting that the local problem has a

unique optimal dual solution µ∗j,ω(Cj) for c∗j(ω) < Cj < C∗j,α(ω). Applying this uniqueness

in Corollary 5(ii) of [70] proves differentiability.

A.4 Proof of Theorem 3

We first establish the following proposition which allows us to compute the primal variables

{C̃j}j∈{0}∪P that maximize the lagrangian function for a given dual variable Λ.

Proposition 3. C̃D
j,ω,Cj

(Λ) = min{f ′(−1)
j,ω (Λ), Cj}, ∀j ∈ {0} ∪ P give the values of vir-

tual capacities {C̃j} that maximize the Lagrangian function L(C̃; Λ) for a given Λ where

f
′(−1)
j,ω (Λ) is defined in (6.23), with µ

∗(−1)
j,ω (Λ) representing the inverse mapping of µ∗j,ω(Cj)

in the interval of (0,
(
|Aj(ω)|
c∗j (ω)

)α
).

Proof. Case 1: Cj ≥ C∗j,α(ω) We first prove the proposition for the case of large {Cj}
(specifically, Cj ≥ C∗j,α(ω) for all j). In this case, f̃j,ω,Cj(C̃j) = fj,ω(C̃j). The Karush-

Kuhn-Tucker (KKT) first-order conditions ( ∂L
∂C̃j

= 0) give us the following.

f ′j,ω(C̃j) = Λ ∀j ∈ {0} ∪ P (A.8)

Thus, for all Λ > 0, we require that a primal variable C̃j has to be less than or equal

to C∗j,α(ω) (or, otherwise f ′j,ω(C̃j) would be 0, which means Λ = 0). Together with this,

the strictly decreasing nature of f ′j,ω(C̃j) for 0 < C̃j ≤ C∗j,α(ω) allows us to compute an

inverse function of f ′j,ω(Cj), defined as f
′(−1)
j,ω (Λ), for all Λ > 0 and that, by definition, it

should satisfy (A.8). Finding the exact description of this inverse function is not difficult,

as outlined below.

The inverse function of f ′j,ω(Cj) with an image in (0, c∗j(ω)] has a domain of Λ ∈
[
(
|Aj(ω)|
c∗j (ω)

)α
,∞), whose expression, shown in (6.23), is immediate from (6.19). This in-

verse function with an image in (c∗j(ω), C∗j,α(ω)] has a domain of Λ ∈ (0,
(
|Aj(ω)|
c∗j (ω)

)α
), and is

given by the inverse of dual variable µ∗j,ω(C̃j), since
∂fj,ω(C̃j)

∂C̃j
= µ∗j,ω(C̃j).
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For Λ = 0, f ′j,ω(C̃j) = Λ does not have a unique solution as f ′j,ω(C̃j) = 0 is true for all

C̃j ≥ C∗j,α(ω). Choosing C̃j = C∗j,α(ω) as the unique map of the inverse function for Λ = 0

thus does not affect optimality.

Case 2: Cj < C∗j,α(ω) For Cj < C∗j,α(ω), the additional requirement of the inverse map-

ping is that the value of primal variables as a function of Λ have to be feasible. A bounded

version of the inverse mapping, with an upper-bound of Cj would satisfy the primal feasi-

bility constraints, which is exactly what C̃D
j,ω,Cj

(Λ) guarantees.

Since C̃D
j,ω,Cj

(Λ) is a non-increasing function of Λ in [0,∞), and since f̃j,ω,Cj(C̃j) is non-

decreasing in C̃j,
∑

j∈{0}∪P f̃j,ω,Cj(C̃j) can be solved my taking the smallest value of Λ so

that the MBS backhaul constraint is satisfied. This is exactly what Theorem 3 states.
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