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Abstract 

It is widely believed that human factors risks contribute to more than half of the aviation accidents 

(Shappell et al., 2007). Thus, aviation safety risk identification, and in particular human factor risk 

identification, is one of the crucial components in todayôs aviation safety management systems.  

There is a need to identify examples of major human factors risks in recent years in the industry and 

track the exposure of these risks in an individual airlineôs own operation routinely. Flight Data 

Monitoring (FDM) is a systematic and proactive program (Civil Aviation Authority, 2013), which 

aims to improve aviation safety by collecting and analyzing digital flight data. Since the flight data is 

able to provide objective and up-to-date information of routine flight performance, this program has 

the potential to contribute to the identification of the existence and status of the some major human 

factors risks in airlinesô routine operations. However, current FDM data is not widely used to 

proactively monitor and track human factors issues. 

This thesis presents an initial analysis of the potential of using FDM data for identifying and 

tracking human factors risks. As a first step, in order to obtain insights into the current key human 

factors risks in the North American commercial aviation operations, the Human Factors Analysis and 

Classification System (HFACS) was used to categorize 267 accident and incident final reports from 

2006 to 2010. Semi-structured interviews have also been conducted to identify and understand major 

and projected human factors issues from the airline operatorsô perspectives. By combining the results 

obtained from two methods, examples of perceived major human factors risks in current operations 

are determined. The current top risks of concern include Standard Operational Procedures (SOPs) 

noncompliance, fatigue, distraction, communication issues, inadequate situation awareness, training 

issues, pressure, and high workload. 

In order to assess the potential opportunities of tracking these top human factors risks in airline 

operations through FDM, current FDM process, applications, best practices and recorded flight 

parameters were studied. A literature review, field observations, and interviews with experienced 

safety investigators and flight data analysts were conducted. Models of general FDM process, event 

setting process, and daily review workflow are presented and human performance related flight 

parameters are categorized into seven classes.  

Finally, opportunities and two potential approaches of using FDM to track some major human 

factors risks have been identified. These two approaches have the potential of being embedded into 

current FDM processes are 1) setting up new human factors events (HF events) and 2) conducting 

specific human factors focused studies (HF studies). Implementation examples demonstrating how 
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these two approaches can be applied to track some major human factors, including automation 

confusion, high workload, and on time pressure are provided. For example, a proposed ñautomation 

mode confusion eventò is recommended especially for new type of aircrafts (e.g., the Boeing 787), 

where new pilots are interacting with new operational environments. Applications of the potential 

approaches, recommendations to commercial airlines, and future work of this study are also 

discussed. 
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Chapter 1 

Introduction 

On February 12
th
, 2009, Colgan Air Flight 3407 lost control on its approach and crashed near Buffalo 

Airport in the United States of America. Fifty people died and four people on the ground were 

seriously injured in this crash. The investigation conducted by the National Transportation Safety 

Board (NTSB) indicated that the aircrewôs failure to appropriately control the airplane system was the 

direct cause of the accident. In addition, a series of supervisory and organizational issues were also 

identified as underlying contributing factors to this tragedy, including inadequate training, 

inappropriate crew scheduling, and inadequate fatigue management (NTSB, 2010). Such risks are all 

examples of human factors risks, a known and common threat to aviation safety.  

Similar issues have been cited as probable causes and contributing factors in many previous 

aviation occurrences. Research shows that approximately 60% to 80% of the aviation accidents today 

are related to human errors (Shappell et al., 2007). Although significant efforts have been made to 

prevent human errors, these risks still exist in todayôs airline operations. Moreover, projected 

increases in air traffic worldwide (ICAO, 2012), the development of increasingly sophisticated forms 

of automation (Sarter, Woods, & Billings, 1997), and changes in the operational environment have 

the potential to introduce new types of human factors risks. Because of the quick evolving operational 

environment, the traditional approach of identifying problems only after they have led to an accident 

cannot satisfy the needs of future risk management.  

New ways of proactively identifying existing and emerging risks are needed. As a first step, it is 

useful to identify examples of major human factors risks in recent years in the industry and routinely 

track the exposure of these risks in an individual airlineôs own operation. A more accurate and 

comprehensive data source and a more proactive and systematic human factors risk identification 

method are needed for airlines to monitor the human factors risks, especially the current major issues, 

in routine operations. 

Flight data, which records aircraft operations and performances through all phases of the flight, is 

often thought of primarily as a resource in accident investigation. However, advances in technology 

and processes have provided new opportunities to collect, analyze, and act on flight data as a part of 

routine flight safety operations. Flight data has now become one of the major information sources for 

line operational performance management due to the establishment of the Flight Data Monitoring 

(FDM) program in many countries and major airlines during the past decade. Since this program is 
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able to provide objective and up-to-date information of aircraft and aircrew performance, there might 

be the potential for airlines to use flight data to track and analyze the major human factors issues in 

routine operations, and even identify the emerging issues. However, this has not been done yet. 

Research work is needed to explore the potential.  

This thesis aims to identify the opportunity on how existing FDM processes could be modified to 

track human factors risks, particularly some major human factors risks of current concerns in order to 

improve airlines risk management.  

1.1 The Challenge of Identifying Aviation Human Factors Risks 

Studies of human factors related issues can be found from the earliest days of aviation. Those earliest 

studies mainly focused on the welfare of the operators and their capabilities to adapt to the systems 

(Koonce & Debons, 2011). Human factors concepts continue to evolve over time. In particular, the 

viewpoint that a complex system is more reliable than human operators is slowly decreasing (Dekker, 

2000), being replaced by the recognition that the human operator is the center of complex system 

design and that human errors are indications of irreconcilable goals and pressures farther upstream 

(Dekker, 2000). Since the 1990s, the focus of identifying and mitigating human factors risks has 

shifted from making humans adapt to the system to understanding the root causes of human errors 

and modifying design, training, and procedures to help human operators perform better (Li & Harris, 

2006). 

However, a major challenge that current human factors risk identification is facing is the lack of an 

objective and comprehensive data source and a data driven identification method. Based on the 

literature review (Chapter 2), interviews, and field observations (Chapter 3 and Chapter 4) conducted 

in this thesis, traditional human factors risk management is usually conducted based on reported 

events and safety audits. Thus, human factors issues are only able to be detected through safety 

reports after the occurrences. This approach is limited because safety reports are descriptive data 

which describe the occurrences from the reportersô opinions. Also, some information might be lost or 

covered up if the reporters neglect it or choose not to report it. For example, pilots might narrate the 

event in their own understanding or they might omit one or two human factors related facts that they 

think are not important in the report, thereby causing self-reporting or self-selected bias (Leroux, 

Rizzo, & Sickles, 2012; Olsen, 2008). The bias of the reporters will inevitably influence the results of 

risk identification. 
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As discussed above, an FDM program collects accurate and up-to-date flight performance 

information which provides an opportunity for data driven identification of the human factors risks. 

However, based on the literature review, there are no practices or previous research on using FDM to 

proactively monitor the human factors issues in daily operations. Some related work has been done, 

but no systematic method has been developed. Challenges of exploring such opportunities and 

potential approaches include how to interpret human factors related information through the digital 

flight data and how to embed the method into current FDM activities. These are challenges this thesis 

aims to address in the following chapters.  

1.2 Flight Data Monitoring 

Flight data analysis has long been used to investigate aviation incidents and accidents. In recent years, 

it has been recognized that these same tools may be used to review routine data to reveal underlying 

trends and risks in operational line flying. FDM is a ñsystematic, proactive and non-punitive 

programò (Civil Aviation Authority, 2013), which aims to provide ñgreater insight into the total flight 

operations environmentò (Transport Canada, 2001) to improve aviation safety by collecting and 

analyzing digital flight data generated from routine operations.  

Since the 1990s, modern safety theories have started to view and manage aviation safety from a 

systematic and organizational perspective, which is the basis of the current Safety Management 

Systems (SMS). SMS include a series of documented processes that focus on proactive risk 

identification and continuous risk mitigation to ensure aviation safety in the industry. Safety oversight 

of daily operational performance is one of the important components in SMS. FDM, which serves as 

one of the ñreporting nodesò for safety oversight in SMS (Transport Canada, 2004), has become a 

significant method of risk management in many airlines. FDM is now being employed globally to 

prevent accidents, improve flight safety enhance, and operational efficiency. In addition, it has the 

potential for tracking some of the human factors challenges since it provides objective information of 

aircraft and aircrew performances in daily operations.  

1.3 Research Scope and Objectives 

Aviation human factors risks include a wide range of issues from human capabilities, limitations, 

perceptions, and interactions with the complex system to organizational and environmental 

influences. Covering all these topics is beyond the scope of this research. The goal of this thesis is to 

identify potential opportunities and potential approaches to use FDM track some major human factors 
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issues airlines are currently facing. To achieve the thesis goal, three specific objectives are defined 

and described as follows:  

Objective 1ðIdentify examples of major  human factors risks in current airline operations in 

North America. 

The major human factors risks in current operations are the risks of interest that airlines wish to 

track through FDM. As well, understanding the current major risks will help identify and develop 

potential approaches. Thus, the first objective of the thesis is to identify examples of major human 

factors risks in current operations.  

To identify the major human factor risks that need to be monitored through FDM, accident and 

incident data from North America in the most recent five years, for which relatively complete 

accident and incident investigations are available (2006 to 2010) was examined using the Human 

Factors Analysis and Classification System (HFACS). The data were collected from accident and 

incident investigation reports published by Canadian and US transportation safety boards. A literature 

review on previous research of HFACS analysis and application of accident investigations was done. 

Interviews with aviation safety experts were also conducted to obtain insights into airline operatorsô 

perceptions of current major and upcoming human factors issues. The results from two methods were 

compared and a list of examples of major human factors challenges is presented in Chapter 3.  

Objective 2ð Understand current FDM practices and flight parameters available in current 

FDM analyses.  

Understanding current FDM practices is the basis of exploring new opportunities to track human 

factors risks. A literature review was done to develop insights into the backgrounds of digital flight 

data, flight data analysis tools, and current FDM practices and applications. To better understand the 

FDM process and event setting logic, field observations and semi-structured interviews were 

conducted through multiple visits to a major North American air carrierôs FDM department. Flight 

data analysis software, data analysis procedures, and the event programming process were studied 

during the field observations. These software, tasks, and procedures are core components of the entire 

FDM process. The interviews with FDM experts also helped with understanding the current FDM 

activities. Questions with respect to the current FDM activities and event settings were asked and 

answers were collected. Based on the core components and findings identified from the field 

observations and interviews, as well as the literature review, three models, describing FDM processes, 

have been developed in Chapter 4. 
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In addition, a study of recorded flight parameters was done in order to identify parameters relevant 

to aircrew performance, which have the potential to reflect human factors relates issues during the 

flight. Regulations on digital flight data were also reviewed.  

Objective 3ðIdentify potential approaches of using FDM to track some major human factors 

risks. 

Based on the findings identified from Objectives 1 and 2, opportunities of tracking some example 

major human factors issues through FDM were identified. Two potential approaches based on the 

identified opportunities are proposed in Chapter 5. Detailed processes and application instructions of 

the two preliminary approaches are developed. Implementation examples of some major human 

factors risks are also presented to demonstrate how to apply the respective approaches.  

These three objectives and the methods used to achieve them are captured in Figure 1.1: 

 

Figure 1.1 Research Methods and Objectives 
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1.4 Thesis Organization 

The remainder of the thesis is organized as follows: 

¶ Chapter 2: Background contains an introduction of basic concepts regarding the theme of this 

thesis and a review of previous research related to aviation human factors identification and FDM 

applications.  

¶ Chapter 3: Major  Aviation Human Factors Risks presents the research methods and findings 

of identifying major aviation human factors in current operations. HFACS analysis of past five 

years occurrences in North America and interviews with ten aviation safety experts with respect 

to major human factors risks are presented. The results obtained from two methods are compared 

and examples of major human factors risks of current concern are summarized in this chapter. 

Objective 1 of the research will be achieved through Chapter 3.  

¶ Chapter 4: Current FDM Processes and Flight Parameter Analysis presents the methods and 

findings with respect to the current FDM processes and analysis of flight parameters. Three 

models describing general FDM process, event setting process and daily activities are presented 

in this chapter. Classification of the recorded flight parameters based on their relevance to 

aircrewôs actions and awareness are also discussed. Objective 2 will be achieved through this 

chapter.  

¶ Chapter 5: Potential Approaches of Tracking Human Factors Risks through FDM proposes 

the potential approaches of using FDM to monitor some major human factors risks. Detailed 

processes and potential implementation examples of applying the two approaches in tracking 

some of the major risks are provided. Limitations and concerns are also discussed. Objective 3 

will be achieved through this Chapter.  

¶ Chapter 6: Conclusion summarizes key findings of this thesis and proposes recommendations 

and future research opportunities. 
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Chapter 2 

Background 

This chapter presents a review of previous research related to the analyses of aviation human factors 

risk and the application of Flight Data Monitoring (FDM). The following sections of this chapter 

discuss the previous studies in the research areas of aviation human factors theory, human factors risk 

identification methods, FDM, and human factors focused FDM applications. This chapter also 

discusses the limitations of previous work in solving some human factors risk identification 

challenges discussed in Chapter 1. In addition, how previous research can be applied in this thesis to 

better achieve the research objectives is discussed. 

The literature sources reviewed include books, prescriptive documents, reports, meeting 

proceedings, and research papers in the field of aviation human factors research and FDM. Examples 

of reviewed materials include the International Civil Aviation Organization (ICAO) regulations, 

Transport Canada and Federal Aviation Administration (FAA) publications, National Aeronautics 

and Space Administration (NASA) project reports, and research papers from academics. 

2.1 Accident Causation Theory 

An accident is ña short, sudden, and unexpected event or occurrence that results in an unwanted and 

undesirable outcomeò (Hollnagel, 2004). In the aviation industry, ICAO defines accident as ñan 

occurrence associated with the operation of an aircraft which takes place between the time any person 

boards the aircraft with the intention of flight until such time as all such persons have disembarked, in 

which a person is fatally or serious injured, the aircraft sustains damage or structural failure, or the 

aircraft is missing or completely inaccessibleò (ICAO, 2001).    

The understanding of accident causations is essential to accident prevention. Various accident 

causation theories and models presenting different approaches of accident investigations and analysis 

exist such as the Reason Model (1990) and Heinrichôs Law (1950). The perception of accident 

causation has evolved over time from concentrating on hardwire failures to human factors viewpoints. 

Instead of simply blaming the operators, modern safety theories espouse that accidents are caused by 

a series of failures from organizational level to the operational level. It is now widely accepted that 

such failures arise from the interactions between human and operational systems. Reasonôs Model, 

also known as the Swiss Cheese Model, which describes the dynamics of accident causations  from 
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ñlatent failuresò to ñactive failuresò (Reason, 1990), is the most common applied model of this 

accident causation theory (Salmon, 2011).  

The Swiss Cheese Model likens human operational systems to four slices of swiss cheese, each 

representing a level of failure in the operational systemðUnsafe Acts, Preconditions of Unsafe Acts, 

Unsafe Supervision, and Organizational Influences. Reason believes that unsafe acts are the direct 

cause of the accident; and when there are unsafe acts, there must be some preconditions that lead to 

the unsafe acts. In addition to these two levels of ñactive failuresò, there are also ñlatent failuresò, 

which refer to the supervisory and organizational level issues. The decisions and supervisions from 

upper level management are sometimes the underlying causes of unsafe acts and unsafe preconditions 

(Reason, 1990). However, supervisory and organizational level issues are latent because they are not 

as easy to discover as operatorôs mistakes. This model shows that cumulative effects of the four levels 

of failure or absent defenses at any link (e.g., protective equipment, training, regulations and rules) 

will f inally trigger mishaps.  

The Swiss Cheese Model has driven the establishment of many significant human factors risk 

identification methods (Salmon, 2011). For example, the Human Factors Analysis and Classification 

System (HFACS) (Shappell & Wiegman, 2003), is used as a major method to identify the example 

key human factors risks in this research (Section 3.2). 

2.2 Human Factors Risk Identification Methods 

Various methods have been developed to identify and analyze human factors risks. Generally, there 

are two major types of methods to study human factors risks.  

(1) Directly identify human factors risks through reports and events from daily routine operations 

using human factors analysis tools and models such as HFACS (Shappell & Wiegman, 2003), the 

SHEL Model (ICAO, 1989), and the PEAR Model (Johnson & Maddox, 2007). This kind of risk 

identification relies on data sources including safety reports, safety audits, and external information 

shared by other parties.  

(2) Conduct human factors experiments. Recruit participants and measure participantsô physical 

and psychological data, as well as their performance using questionnaires and equipment in real 

operations or simulation scenarios. Based on the measurement results, human factors related issues 

such as fatigue and workload can be assessed and analyzed.  

http://en.wikipedia.org/wiki/Swiss_cheese
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2.2.1 HFACS  

The HFACS is expanded from the Swiss Cheese Model by Shappell and Wiegmann (2001). This 

classification system categorizes human operation failures into four levels, which are same as the four 

levels in the Swiss Cheese Model. The HFACS further divided the four levels of failure into 19 sub-

categories (Table 1) (Shappell & Wiegmann, 2001). It bridges the gap between theory and practice 

(Shappell & Wiegmann, 2001) and provides a tool for the identification and classification of the 

underlying causes of operational errors in aviation accidents and incidents (Li & Harris, 2006). Each 

sub-category has detailed description and examples; however, detailed explanation of HFACS is 

beyond the scope of this thesis, a brief explanation and some examples for each category are listed in 

Appendix A.  

Table 2-1 The HFACS Framework (adapted from Shappell & Wiegmann, 2001) 

Level 1 Unsafe Acts 

Errors  Violations 

Decision 

Errors 

Skill-Based 

Errors 

Perceptual 

Errors 

Routine 

Violations 

Exceptional 

Violations 

Level 2 Preconditions For Unsafe Acts 

Environmental Factors Condition of Operators Personnel Factors 

Physical 

Environment 

Technological 

Environment 

Adverse 

Mental 

State 

Adverse 

Physiological  

State 

Physical/ 

Mental 

Limitations 

Crew 

Resource 

Management 

Personal 

Readiness 

Level 3 Unsafe Supervision 

Inadequate 

Supervision 

Planned Inappropriate 

Activates 

Failed to Correct 

Problem 

Supervisory 

Violation 

Level 4 Organizational Influence 

Resource Management Organizational Climate Operational Process 

 

The HFACS framework was first developed for aviation, and has been widely applied and 

evaluated in other domains, including road and maritime transportation (Celik & Er, 2007; Iden & 

Shappell, 2006), mining (Lenné, Salmon, Liu, & Trotter, 2012) and healthcare (Diller et al., 2013). 

Many studies using HFACS in aviation accident analyses show a common trend of Unsafe Acts (e.g., 

operator errors and violations) and Preconditions of Unsafe Acts (e.g., weather, technical 

environment, distractions, and fatigue) as the most prominent human factors risks (W. Li, Harris, & 

Yu, 2008; Shappell et al., 2007; Williams, 2011). However, organizational management inadequacies 

also proved crucial in safety management and accident prevention (Li & Harris, 2006). When 
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Shappell et al. (2007) analyzed the US commercial aviation accident data from 1990 to 2002, and 

they found that the majority of accident causal factors was attributed to aircrew errors and 

environment. Also, skill-based error and decision-error accidents were most prevalent. Shappell and 

Wiegmann (2004) also compared human factors risks between the North American military and civil 

accidents, as well as some specific types of accident analysis using HFACS (Shappell & Wiegman, 

2003). 

Williams (2011) found similar results to Shappell and Wiegmannôs in his analysis of fatal and 

serious accidents in Alaska from 2004 to 2009. HFACS has also been adopted in other countries 

outside North America. Li , Hrris, & Yu (2008) analyzed 41 civil aviation accidents that happened 

during 1999 to 2006 in Taiwan. The results show statistically significant relationships between errors 

at the operational and organizational level. In Li and Harris (2006), the focus of HFACS application 

is more on the organizational level. Similar research has been done in several other countries (e.g., 

(Daramola, 2014)). These studies testify to HFACSôs merits in identifying aviation human factors 

risks and provide valuable statistical results.  

However, the North American accident data used in previous research was from 1990-2002. With 

the development of technology and world air traffic since then, the pattern of prominent human 

factors risks might change, and new types of risks might appear. Thus, updating the results to map 

with the rapidly changing operational environment is necessary. The most recent yearsô data are 

valuable information to airlinesô safety management. The key issues identified from occurrences in 

recent years are the risks of interest that airlines need to keep track of in their daily operations. Thus, 

the development of potential approaches using FDM to track human factors risks will focus on these 

major issues.  

Moreover, almost all the previous analyses concentrate only on accident data; whereas, incident 

data are equally valuable in providing risk information (Ward, 2012). Billings and Reynard (1984) 

conducted a seven-year study of human factors in aircraft incidents. Their results indicate that 

aviation incident reports are very important to safety supervision because incidents usually involve 

the same elements as accidents in causal factors analysis. Therefore, the first step of this research, as 

presented in Chapter 3 of this thesis, aims to determine some examples of major human factors risks 

that occurred most frequently during the recent 5-year time period (2006 to 2010) for which relatively 

complete both accident and incident investigations in North America are available. 
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2.2.2 Other Human Factors Model 

Besides the HFACS framework, there are other human factors models, such as the SHEL Model and 

the PEAR Model. These two models are named after the initial letters of their componentsô names, 

and are introduced in the following paragraphs. These human factors models identify and examine the 

human factors issues within the interactions between the individual and other components of the 

system (Molloy & O'Boyle, 2005).  

The SHEL Model, often presented as the form shown in figure 2.2 concentrates on the interactions 

between Liveware (the operator) and four other human factors components in the system: Software, 

Hardware, Environment, and other Liveware. This concept was first developed by Edwards (1973). It 

was proposed by the ICAO (1989) as a method of aviation human factors risk identification.  

 

Figure 2.1 The SHEL Model (Image adapted from ICAO, 1989) 

Liveware refers to the human operators in the system, such as flight crews, engineers, maintenance 

personnel, and administration people. This is the most critical component in the model. Other 

components need to match the operators in order to mitigate the risks. On the other hand, the 

operators are easily affected by external and internal influences. Software includes the rules, 

procedures, written documents, and regulations. Hardware refers to the functional systems including 

equipment, displays, and machines. Environment refers to the social and economic climate in which 

other parts of the system are operating, as well as the natural environment. It considers the features of 

each component and the task, and helps to identify the human factors issues and design the most 

appropriate software, hardware, environment and team to perform the task.  

The PEAR Model is similar to the SHEL Model, but focuses on the aviation maintenance area. It 

has four considerations for assessing human factors risks in aviation maintenance: ñPeopleò who 
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perform the task, ñEnvironmentò where the task is performed, ñActionsò the operators perform, and 

ñResourcesò which are needed to complete the task (Johnson & Maddox, 2007). Each of the four 

factors is associated with different human factors issues such as operatorôs physical and psychological 

status and organizational environment. These factors need to be considered as possible issues while 

applying this model in human factors risks identification.   

These two human factors models have been used as tools to identify possible risks of operational 

tasks or risks in the operational system. Comparing to these two models, the HFACS framework is 

more detailed and systematic in classifying and statistical analyzing the human factors causations of 

existing problems. Thus, the HFACS framework is used to analyze the investigation reports of 

previous occurrence and identify the major human factors related causations in Chapter 3.  

2.2.3  Human Performance Measurement 

Human performance measurement is another approach to track human factors issues. This kind of 

testing requires experiment design, participant recruitment, data collecting, and analysis. Normally, 

the purpose of the experiment is to measure the participantsô physical and mental data and their 

performance when conducting the tasks in real working environment or simulation scenarios. The 

measurements can be done using questionnaires, equipment or other techniques. Based on the 

measurement results, human factors related issues such as fatigue and workload can be analyzed. 

For example, numerous studies have been conducted to analyze fatigue issues using various 

measuring methods. These measurements include subjective self-evaluation reports, physiological 

measuring techniques such as actigraphy and polysomno-graphy, which collect objective indicators of 

fatigue (Lee, Bardwell, Ancoli-Israel, & Dimsdale, 2010). In the 1980s, a new objective fatigue 

assessing technique was introduced and has been developed gradually during the past decades, which 

is known as the Psychomotor Vigilance Task (PVT). Studies shown that the PVT is sensitive to sleep 

loss (Dinges & Powell, 1985) and subject performance in the PVT can also be a practical 

measurement of fatigue (Lee, Bardwell, Ancoli-Israel, & Dimsdale, 2010). Similar techniques, for 

example, self-evaluation questionnaires like the NASA Task Load Index (Hart & Staveland, 1988), 

physiological measurement of heart rate, eye movement (Klinger, Gregoire & Barta, 1973), as well as 

the Situation Awareness Global Assessment Techniques (SAGAT) (Endsley, 1988) are also used in 

measuring other popular human factors topics (e.g., workload and situation awareness). 

This kind of measurement has merits in capturing real time human performance and physical data, 

which provide valuable information to understand human factors issues. However, the problem is that 

these measurements require extra experiments and tasks besides daily activities. Research shows that 
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observation and physiological measurements may influence the task operatorsô performance in a 

long-term practical application, for example, wearing heart rate senor for the entire long haul flight 

(Tran et al., 2007). Therefore, considering the costs and influence on performance measurement, this 

kind of human factors risk identification method is hard to put in practical for use on a daily regular 

basis. 

In sum, the two major types of human factors risk identification method discussed, either rely on 

reported events which already contain bias from the reports or require experiment participants. 

Therefore, an objective and practical human factors risk identification method is needed for routine 

monitoring purpose. Routine flight performance data collected by FDM offers a great opportunity 

satisfy this need. The following sections will introduce the background of digital flight data and FDM.  

2.3 Digital Flight Data and FDM  

2.3.1 Digital Flight Data and Flight Data Recorders 

Digital flight data is consisted of parameters that provide flight performance information throughout 

all phases of flight. The parameters are recorded by devices installed on the aircraft. The number of 

collected parameters varies with different types of aircraft (ICAO, 2010). According to the FAA, 

there are 91 required parameter groups, including airspeed, altitude, acceleration, automation system 

data, and etc. (FAA, 2014). Recording intervals varies with different types of parameters from 0.125 

second to 1 second (ICAO, 2010).  

An aircraft can be equipped with several types of devices that collect flight data. A Flight Data 

Recorder (FDR) is a device required by the regulatory agencies to record digital flight data; it was 

originally mandated for accident investigation purposes. Digital FDR has replaced magnetic tape 

FDR since 1980s and greatly improved the number of the parameters that are recorded (Bureau 

d'Enquêtes et d'Analyses pour la sécurité de l'aviation civile (BEA), 2005). Figure 2.3(a) shows a type 

of digital FDR used on modern airplanes (Zimmerman, 2013). Initially, the principal use of flight data 

was in accident investigations, especially those severe accidents with no survivors. The design 

requirement for the FDR is that it could sustain damages such as fire or impact in crashes. FDR 

records flight operation parameters that provide the real information of the accident to the 

investigators. Typically, accident investigators will follow the standard procedures to recover and 

readout the data from the FDR first, and then replay the situations when accidents happened, to 

investigate the causes and generate factual reports (NTSB, 2002). 
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Quick Access Recorder (QAR) is another type of onboard recording unit. Different from FDR, it 

provides quick and easy access to a removable medium and is able to record over 2,000 parameters, 

which is more accessible and accurate for ground analysis (FAA, 2004). Figure 2.3(b) shows a type of 

QAR produced by Teledyne Technologies Incorporated (Teledyne Technologies, 2013). It can 

acquire certain parameters with selected sampling frequency from data recording units. Generally, 

data needs to be downloaded from a removable disk regularly before the memory is full. The most 

recent technologies allow wireless data transmission from recorders to the ground station, which is 

more accessible for routine monitoring and research purposes. 

Since the 1970s, the aviation industry began to realize the valuable insights provided by the flight 

data for daily routine performance measurement. By routinely accessing flight parameters through the 

secondary recorder QAR, much more information of operations performance and aircraft conditions 

could be collected, and risks could be detected to prevent the accidents or serious incidents from 

occurring. Flight data analysis tools developed by technical software development companies like 

Aerobytes Ltd. are able to assist analysts to replay and animate the digital flight data (Global Aviation 

Information Network (GAIN), 2003). Advanced data replay tools can provide different views of the 

flight performance during different flight phases. Relative high automation has been achieved by 

some of the analysis software, which greatly simplifies the data presentation method. Many flight 

data analysis tools are applied in the todayôs flight data analysis processes (GAIN, 2003) and more 

advanced analysis tools have been developed over the past decade (Ananda & Kumar, 2008; Harboe-

Sorensen et al., 2012; Haverdings & Chan, 2010). 

 

(a) FDR 

 

(b) QAR 

Figure 2.2 FDR & QAR (Image adapted from Zimmerman, 2013; Teledyne Technologies, 

2013) 
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2.3.2 An FDM Program 

FDM is a ñproactive and non-punitive program for gathering and analyzing data recorded during 

routine flights to improve flight crew performance, operating procedures, flight training, air traffic 

control procedures, air navigation services, or aircraft maintenance and designò (ICAO, 2005). Early 

in the 1970s, the UK CAAôs Safety Regulation Group started to develop a similar program to apply 

FDM information in safety tasks (Civil Aviation Authority, 2013). Before the 1990s, individual 

efforts were made by some large airlines that first integrated FDM into their systems to improve 

safety management. Transport Canada held the International FDM Meeting in Ottawa in 1997 and 

began to implement the prototype FDM system (Transport Canada & Software Kinetic Ltd., 1997). 

Since 2005, after ICAO introduced a requirement on all member states (Civil Aviation Authority, 

2013), FDM has been accepted and established in more countries as a mandatory program. However, 

both the FDM program in Canada and the FOQA program in US are voluntary programs and they 

must use de-identified data (FAA, 2004; Transport Canada, 2001).  

The general FDM process is that raw flight data are first recorded by data recording unit on the 

aircraft and transferred to the ground station. Analysts on the ground retrieve decoded flight data from 

FDM database and then replay and animate flight data via specific analysis tools and methods to find 

potential safety risks and events. These practices provide feedback and improvement suggestions to 

the entire airlineôs operations system. The risk mitigation actions taken in the relevant departments 

based on FDM feedback will finally improve the operations of the aircraft systems continuously.  

Research has previously been done in the area of exceedance detection. Exceedance detection is 

looking for abnormal flight performance, in which some flight data exceeds a previously established 

safety boundary (Nehl & Schade, 2007). The statistical results of exceedance analysis could provide 

important and reliable information for predicting potential risks and improving training techniques 

(Nehl & Schade, 2007). Recent research conducted by researchers at MIT proposed a cluster analysis 

approach to flight data analysis. Compare to traditional exceedance detection, the cluster analysis 

aims to identify abnormal patterns in the data, which enlarges the investigation boundary to include 

underlying events that are within the threshold (L. Li, Gariel, Hansman, & Palacios, 2011).  

In FDM, the unsafe performance event detection is based on event settings to the FDM software. 

However, the advisory circulars and related documents only described the basic rules and 

recommendations of how to set up the events that wish to detect by the software and the thresholds 

(FAA, 2004). In practice, the event sets are decided and customized by different airlines based on 

their safety goals and SOPs, which regulate the standard operations during each flight phase for the 

pilots. Detailed FDM activities are discussed in Chapter 4.  
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2.4 Other Related Programs and Systems 

Other programs and systems related with digital flight data have also been designed and developed in 

the aviation industry. Some previous research on applying flight data in human factors related studies 

were conducted based on these programs. These programs or systems differ from each other on 

specific areas of focus, but they all aim try to take the advantages of routine flight data monitoring to 

identify safety risks and improve aviation safety.  

2.4.1 Flight Operational Quality Assurance (FOQA)  

FDM is also known as FOQA in the US. The aim of FOQA is to allow the FAA and carriers to 

cooperate with each other to identify and mitigate safety risks. FOQA allows commercial airline 

operators and pilots to share de-identified information with the FAA, so that the FAA can monitor 

trends in aircraft operations nationally and target its resources to address operational risks. The basic 

elements of the FOQA program include: airborne data recording systems, air/ground data transfers, 

and ground data analysis systems (FAA, 2004). The general process is similar to the FDM, which are 

presented in details in Chapter 4.  

To further FOQA program toward the proactive safety risk management, NASA has collaborated 

with airlines in a project know as Aviation Performance Measuring System (APMS). The objectives 

of APMS are to develop advanced concepts and prototype software for routine flight data analysis 

and finally transferring these tools to practice (Chidester, 2003). 

2.4.2 Aviation Safety Information Analysis and Sharing (ASIAS) System  

The development of FDM or FOQA program in many airlines provides the aviation industry an 

opportunity to aggregate the data and share the information among different airlines. Aviation Safety 

Information Analysis and Sharing (ASIAS) system is a safety analysis and data sharing collaboration 

initiated by the FAA and the aviation community in the US. Today, ASIAS has at least 50 domestic 

and international airline members, (ASIAS, 2014). ASIAS collects various aviation data sources 

include air traffic management data, de-identified digital flight data (from FOQA), and safety reports 

from airlines. Analysts can access to these data sources via a secured communication network. The 

goal of this system is to proactively identify and manage safety issues and emerging risks by 

synthesizing and analyzing safety data from different sources (ASIAS, 2014). The results of these 

analyses are shared with the ASIAS participants. 
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2.4.3 Advanced Qualification Program (AQP)  

AQP is a voluntary training program and was first built in the late 1980s by the FAA. Its initial 

motivation was the development of aircraft technology and training techniques. The aim is to 

reconstruct the content of training programs for crew members and dispatchers (FAA, 2006). Unlike 

conventional training, AQP emphasizes crew-oriented training and data-based instructions (Bresee, 

1996). Generally, the AQP process involves analyzing job tasks and required knowledge for the 

operators and qualifying the standards and documents first, and then conducting training in small 

groups. Once initial performance data are collected and analyzed, the training program is evaluated 

and revised to achieve continuous improvement (FAA, 2006). The FAA, NASA and some researchers 

have been working on integrating FOQA data in AQP, to provide an objective measurement of flight 

performance. This will assist training programs to describe the qualified standards and support 

training program (Bresee, 1996; Callantine, 2001). 

2.4.4 Fatigue Risks Management System (FRMS) 

FRMS is a data-driven and scientific approach of identifying fatigue related safety risks in airline 

operations. Key components of the FRMS approach are access to fatigue related data, fatigue analysis 

methods, identification and management of fatigue drivers, and application of fatigue mitigation 

procedures. ICAO introduced FRMS to Annex 6 (Operation of Aircraft) in 2008 and several 

commercial airlines (e.g., Singapore Airline and EasyJet) have successfully implemented FRMS as 

part of their SMS (Srivastava & Barton, 2012). 

2.5 Human Factors Focused FDM Practices 

FDM events often contain a significant human factors element. In order to gain insight into human 

factors focused flight data applications, previous FDM research associated with human factors are 

discussed in this section. Current FDM practices that focus on human factors issues are mainly in the 

domains of training, crew performance measurement (e.g., SOPs noncompliance), and crew fatigue 

monitoring, as well as integrating FDM with other data sources. Many research projects have been 

done with the support of FDM/FOQA, AQP and other related programs. 

Mitchell, Sholy & Stolzer (2007) have analyzed the benefits of FOQA data for training programs. 

Their research shows that replay of the flight data, for example, GPS data, can assist the instructors to 

critique whether the flight was following the right path. Research has also been conducted on 

integrating FDM data into the Crew Activity Tracking System (CATS) to identify training needs 

(Callantine, 2001). The CATS model compares state parameters obtained from real flight data with 
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constraint parameters and pilot actions to identify unsafe operations. In addition, the researchers have 

worked on applying data obtained from FOQA programs into AQP to provide a solid base of training 

instructions (Bresee, 1996; Callantine, 2001). A FAA training manual also describes briefly the 

efforts of using crew performance trend data for training purpose (Seamster, Boehm-Davis, Holt, & 

Schultz, 1998). 

The second area of applying FDM data to address human factors issues is measuring crew 

performance. Chidester (2003) has applied APMS tools to understand the crew performance during 

approach and runway assignment changes. The Japan Aerospace Exploration Agency has proposed an 

initial flight crew operation safety analysis tool designed to be used within an airlineôs FDM. This 

tool is designed to reconstruct flight crew activities, including SOPs tasks that can and cannot be 

directly detected from changes of parameters, using a human behavioral model (Muraoka & Tsuda, 

2006). Research has also been conducted on applying FDM for crew fatigue monitoring. For instance, 

EasyJet has collaborated with NASA in implementing Human Factors Monitoring Program, which 

provides some examples of integrating FDM data in fatigue monitoring (Srivastava & Barton, 2012).  

In addition, several studies have explored integrated safety analysis. In particular, Maille and 

Chaudron (2013) have worked on developing a new methodology, which combines the different 

feedback databases (e.g., safety reports and FDM) in safety management. This new safety 

management method uses the unique flight identifications (e.g., flight number and departure time) to 

link and match the human factors components in crew reports to the operational deviations detected 

by digital flight data from the same flight. They have successfully tested their method based on a 

small set of data provided by a cooperative airline. Walker and Strathie (2012) presented an approach 

of applying human factors methods to FDM data source. They note that current applications of flight 

data analysis lack a path to understand why the risks exist; they suggest that human factors methods, 

such as the signal detection theory and the mental model theory, can be used to analyze the 

information provided by digital data. 

However, although many studies have been done in identifying human factors related issues based 

on flight data analysis, the human factors focused FDM applications are relatively limited, especially 

in routine risk identification practices. There is no systematic approach of tracking major human 

factors risks through FDM that can be embedded to current routine flight data analysis. Current 

challenges include interpreting human factors elements from flight data and identifying the 

relationship between human performance and certain flight parameters. These are the significant 

problems that need to be addressed in order to develop potential approaches to keep track of the major 

human factors issues via monitoring the digital flight data.  
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2.6 Chapter Summary 

In summary, this chapter presented the basic aviation human factors risk identification methods and 

the background of flight data analysis. Previous work about FDM applications associated with human 

factors was reviewed. However, while human factors elements were proved to be existed in FDM 

information, none of these studies were focused on developing a systematic human factors risk 

identification approach through FDM on a routine monitoring basis. Current human factors risk 

identification practice mainly relies on prescriptive information data source such as safety reports. 

Researchers have realized the opportunities of investigating human factors issues through digital 

flight performance data, but there is a gap between human factors risk identification and current FDM 

process.  

In order to bridge this gap and identify the potential approaches of using FDM to track major 

human factors concerns in todayôs airline operations, first, examples of major human factors issues in 

recent years need to be identified. Then, current FDM process and flight parameters need to be 

carefully studied to build a comprehensive understanding of the program and techniques. In the next 

chapter, the research of identifying current key human factors risks in North America is discussed. 
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Chapter 3 

Major Aviation Human Factors Risks 

This chapter aims to determine some examples of major human factors risks of concern in current 

airline operations. The human factors risks in this thesis refer to various factors, related to human 

errors as classified in the HFACS framework, which could cause or contribute to incidents or 

accidents. Due to available resources, the scope of this study was airline operations within North 

America aviation industry. Key risks that showed up most frequently were identified from accident 

and incident investigation reports using Human Factors Analysis and Classification System (HFACS) 

analysis and semi-structured interviews with aviation safety experts. Risks that become more 

prominent over the years and upcoming issues that might be introduced by changes in the airline 

operational environment are also discussed in this chapter.  

The objective of the investigation report analysis and interview is to look for major general types of 

human factors issues that may exist in current operations. These top risks would be of most interest in 

airlinesô proactive risk management. Identifying and understanding the current major risks will help 

explore the opportunities to use FDM to track exposures to these risks. In addition, the research 

findings in this chapter can provide insight into current concerns and will assist airlines in assessing 

their own operations and preventing future occurrences. 

3.1 Methodology 

As discussed in Chapter 2, previous research of human factors risks identification using HFACS 

focused only on accident data. In addition, the results of prominent human factors risks in North 

America was most recently updated in 2002. Thus, more recent data is needed to update this result. 

Moreover, this research includes not only accident but also incident data in North America to capture 

a wider scope of the risks. In order to identify the key human factors risks within current airline 

operations, an HFACS analysis (Shappell et al., 2007) was done of the final commercial occurrence 

investigation reports from 2006 to 2010 time period, for which relatively complete accident and 

incident investigations are available in the US and Canada. The commercial airline operations 

described here refers to the operations regulated under Federal Aviation Regulations (FARs), Part 121 

Scheduled Air Carrier Operations. The Canadian data were selected under Canadian Aviation 

Regulations (CARs) Part VII, Subpart 705 Airline Operations. 

In addition, semi-structured interviews have been conducted with ten safety experts and flight data 

analysis in order to collect two types of information: airline operatorsô perceptions of top human 
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factors concerns and FDM data analysis process and activities. In this chapter, results obtained from 

human factors risk related interview questions are presented and used in complementing the HFACS 

analysis results. The second type of information collected from FDM related interview questions were 

used in developing FDM models, which are discussed in the next chapter. 

The structure of a semi-structured interview is organized around the topics of interest and starts 

with a prepared list of questions. The set of prepared questions used in the interviews are listed in 

Appendix B. However, during the interviews, the actual questions asked are not limited to the 

prepared question list, making this form of interview more flexible and fluid. Based on participantsô 

answers, additional or extended questions are asked. This method aims to ensure the flexibility in 

how and in what sequence questions are asked, and in what particular areas might be followed up and 

developed with different interviewees (Mason, 2004). Using semi-structured interviews also allows 

new viewpoints to emerge freely. The topics discussed in these ten interviews include major human 

factors risks the airline is facing, upcoming human factors related issues, and current FDM practices.  

In the final part of the chapter, the HFACS analysis results are compared with airline operatorsô 

perceptions to obtain a more comprehensive and practical point of view of current major risks. The 

following sections in this chapter describe the methodologies and results of both HFACS analysis and 

interviews. 

3.2 HFACS Analysis  

The contents presented in this section are based on a paper (Yan & Histon, 2014) that has been 

submitted to and accepted by Human Factors and Ergonomics 2014 Annual Meeting in October, 

Chicago, Illinois (See Statement of Contribution).  

3.2.1 Data 

The HFACS analysis was conducted using 267 commercial aviation occurrences in the US and 

Canada from 2006 to 2010, for which relatively complete accident and incident investigations are 

available
1
. The commercial airline operation incident and accident final investigation reports were 

retrieved from two investigation report databases. First, the US data were obtained from the National 

Transportation Safety Board (NTSB) Aviation Accident and Incident Data System through the FAAôs 

Aviation Safety Information Analysis and Sharing System (ASIAS) (FAA ASIAS, 2014). The 

                                                      
1
 Investigations take time and final investigation reports for some accidents and incidents may take years to 

complete. 
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Canadian final reports were retrieved from the Transportation Safety Board of Canada (TSB)ôs 

aviation investigation report database (TSB, 2013). In total, 267 accident and incident final reports, 

including 230 US occurrences and 37 Canadian occurrences, have been analyzed. The final reports 

contain conclusions of findings as causal factors which indicate that the investigations for the 

occurrences are finalized. 

3.2.2 HFACS Analysis Method 

The report analysis process in this study is described in Figure 3.1. First, commercial operation 

accidents and incidents (for flights operated under FARs 121 and CARs 705) were selected from the 

investigation report databases. Whether human errors were involved in the occurrence as one of the 

causal factors is determined by the findings in the investigation reports.  

An occurrence related to human errors was defined as one where the probable causes described 

human actions, or inactions, including operator errors and organizational issues, as contributing to the 

incident or accident. The investigation report normally provides information on whether human 

operators, including aircrew, ground crew, ATC or maintenance personnel were involved and whether 

their operation errors were the causes of, or contributing factors to, the occurrence. The errors made 

by these personnel could be anything that deviated from safe and standard operations. Occurrences 

not related to human errors were primarily caused or contributed by other factors including weather, 

mechanical system failures, and bird strikes.  

Accidents and incidents involving human errors were then categorized by four types of personnel 

(ground crew, ATC, maintenance and aircrew) who had direct or indirect influence on the 

occurrences. Several types of personnel can be involved in a single accident/incident. Since this study 

is conducted from a commercial airline perspective, only accidents and incidents involving aircrew 

actions were considered in HFACS analysis.  

The contributing factors of the occurrences were coded into HFACS categories based on the 

probable causes in each report. The coding started from higher levels of failure to sub-categories, 

mapping each causal factor mentioned in the report to the HFACS categories. For example, it was 

first determined which level of failure a cause belongs to (whether it is a violation or organizational 

issue), and the cause was then coded into subcategories. Since it is difficult to differentiate between 

routine and exceptional violations simply from the description of the investigation report for a single 

occurrence, violations are discussed together in the study. The customized HFACS framework used 

in this thesis has 18 categories (Table 3-1). Each HFACS category was counted a maximum of only 
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once per accident/incident; thus, this count acted simply as an indicator of the presence or absence of 

each of the 18 categories under the four levels of human failure.  

 

Figure 3.1 Investigation Report HFACS Analysis Process 

Table 3-1 The Customized HFACS Framework (adapted from Shappell & Wiegmann, 2001) 
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3.2.3 Results 

After filtering for FARs 121 and CARs 705 operations, there were 267 accidents and incidents, 

among these commercial occurrences, more than half (61%) were determined to be related to human 

errors (Table 3-2). This result accords well with the previous study that around 60%-80% aviation 

accidents are associated with human errors (Shappell et al., 2007). Among these human error 

associated occurrences, 85 were cited as being contributed by aircrew errors. That is, aircrew 

contributed 52% of the human error associated aviation occurrences, and 32% of the total 267 

occurrence final reports, which indicates that aircrew errors are a significant concern (Table 3-3). 

Concentrating on the airline perspective, this chapter focuses on the aircrew errors. For the 85 aircrew 

error associated occurrences which have been examined using HFACS, the frequency count and 

percentage of each HFACS category are shown in Figure 3.2. 

Table 3-2 Frequency Count for Occurrence Type 

Occurrence Type Frequency Percentage 

Related to Human Errors 162 61% 

Not Related to Human Errors 105 39% 

Table 3-3 Frequency Counts for Each Type of Personnel Involved in Human Operator Error 

Related Occurrences 

Personnel Frequency Percentage 

Aircrew 85 52% 

Ground Crew 34 21% 

ATC 33 20% 

Maintenance 26 16% 

Note that the percentages in the table will not add to 100%, because in some cases more than one 

type of personnel was associated with an occurrence. 

The HFACS analysis results show that Level 1, Unsafe Acts and Level 2, Preconditions of Unsafe 

Acts are the two most prominent failures described in the investigation reports, a finding which is in 

accordance with results in previous studies (Li et al., 2008; Shappell et al., 2007). ñActive failuresò 

including unsafe acts (Level 1) and preconditions of unsafe acts (Level 2) are more prominent than 

ñlatent failuresò in the supervisory (Level 3) and organizational environment level (Level 4), because 

unsafe acts are the most easily recognized types of failures. Most times, unsafe acts are the direct 

causes or contributing factors of the occurrence, such as incorrect usage of controls/equipment on the 

aircraft and failure in following the SOPs. Level 2 Preconditions of Unsafe Acts as the direct trigger 
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of unsafe acts are commonly cited as contributing factors in most of the occurrences. Among these 

preconditions, physical environment issues, including weather, ATC services, and adverse mental 

states such as distraction and lack of situation awareness can easily affect human performance. 

Another possible reason for the pattern observed in the results is that incident reports were also 

included in this study in order to capture a wider scope of risks. However, since incidents are less 

severe than accidents, sometimes there were no cues of ñlatent failuresò, pointing to supervision and 

organizational level problems or even no need for deep diving into the upper level issues due to time 

and financial expenses. 
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Figure 3.2 HFACS Analysis of Aircrew Error Related Occurrences 

Note that the percentages in the figure will not add to 100%, because in most cases more than one HFACS categories were associated with the 

accident or incident.  
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To understand how the relative frequency of the most prominent categories was changing over 

time, the relative percentage of all occurrences of each subcategory was determined for each year in 

the data set. Results are presented below year-by-year for the top ten most prominent HFACS 

subcategories (HFACS subcategories which were contributing factors to more than 10% of aircrew 

related occurrences). These ten most frequent HFACS causal categories are: Level 1ðDecision 

Errors, Skill-based Errors, Perceptual Errors and Violation; Level 2ðPhysical Environment, 

Technological Environment, Adverse Mental States, and Crew Resource Management. Inadequate 

Supervision under Level 3 and Organizational Process under Level 4 are also identified as prominent 

factors. Figure 3.3, Figure 3.4, and Figure 3.5 show the percentage of each yearôs occurrences of the 

high frequent HFACS categories for each HFACS level. 

For Level 1 Unsafe Acts (Figure 3.3), the percentage of each type of error varies every year; no 

obvious increasing or decreasing trend is observed. When comparing this result to the previous 

research result from examining commercial aviation accidents from 1990 to 2002, the proportion of 

violations grows from around 10% to 30% (Shappell et al., 2007) to around 30% to 50%. More 

violations mean more proportion of occurrences are caused or contributed by pilotsô failure to follow 

regulations and SOPs in recent years. Since incident data is also used in this study, one possible 

explanation may be that more violations are committed in incidents, because the crew believed that 

slight deviation from the rules would not be a big problem (i.e., cause an accident); however, these 

actions have the potential of creating more severe outcomes under certain conditions. For example, 

the crew decides to land the plane when the speed exceeds the SOPsô requirement because they think 

it is fine or they donôt want to go around. This may lead to a long landing incident; however, if under 

certain conditions, such as wet runway, strong tailwind or suddenly failed brake, more severe 

consequences like runway excursion will occur. Therefore, the slight deviations identified from the 

incidents can be early warnings in accident prevention. 

Figure 3.4 shows that Crew Resource Management (CRM) still presents at around 30% of aircrew 

error related occurrences, which is a relatively high proportion considering the emphasis placed on 

this issue over the years (Salas, Burke, Bowers, & Wilson, 2001). However, this finding is not 

surprising, because the CRM concept is multifaceted, from communication between operators to 

leadership and decision making, which make it a complex domain in safety management. Moreover, 

some of the CRM contents, such as communications and leaderships, are hard to measure, which 

increase the difficulty of CRM training and improvement.  

The percentage of occurrences contributed by Inadequate Supervision increased from 2006 to 2010 

(Figure 3.5). The key word identified as a primary issue within this category is ñtrainingò. According 
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to the categorization result, training issues such as that the organization failed to provide adequate 

training to pilots present more than 90% of the inadequate supervision issues cited as contributing 

factors in the accident reports. An airline that fails to provide adequate training may leads to pilots 

having inadequate experience with the systems and incorrect reactions when controlling the aircraft. 

The increasing percentage of this category suggests that training requirements are growing. Part of 

this is due to the increasing air traffic and rapidly evolving technology. The needs for more new pilots 

and for current pilots transferring to different types of aircraft and adapting to new technology are 

increasing.  

The organizational process varied between 20% and 30%; the numbers are mainly contributed by 

unclear or unavailable organizational instructions identified in the investigations. This is highly 

relevant to the development of SMS documentation requirements. Since SMS had just started to be 

implemented in commercial airlines in North America during 2005 to 2010 (FAA, 2014a; Transport 

Canada, 2012), it actually provides a research opportunity to see how the relative frequency of 

organizational instructions change as contributing factors in occurrences with the improvement of 

SMS in airlines in the next few years. It is possible that the frequency of organizational instructions 

being cited as contributing factors decreases in the next few years due to the successful 

implementation of SMS. It is also possible that more instruction issues will be identified because of 

the lack of unified standards of SMS, which may cause confusion and discrepancy in the industry and 

the assessments.  

Under each subcategory, there are various specific detailed factors and behaviours that are 

considered as risks, for example, incorrect use of control system is a specific type of risk which 

belongs to the subcategory of ñskill-based errorò. In order to gain insight of the specific type of risks 

that contributed to these occurrences, the top 15 specific risks under HFACS subcategories are 

presented in Figure 3.6. The SOPs noncompliance is the top one issue identified from the 85 aircrew 

related occurrences, followed by inadequate situation awareness, attention failure, weather, and 

training issues. Incorrect operations include incorrect use of controls and automation. Communication 

issues, distraction, fatigue, high workload, and ATC services, which all belong to Preconditions of 

Unsafe Acts, are also showed up most frequently in the investigation reports. Examples of major 

human factors risks from general levels to specific types of risks were identified from the HFACS 

analysis of previous occurrence reports. The results of semi-structured interviews, which collect 

information from the operational perspective, are presented in the next section. 

In addition, the analysis was not able to separate whether any trends/changes noticed in the year-

by-year analysis and comparison to previous research are due to underlying fundamental changes in 
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how systems are operating, or changes in the awareness of investigators. For example, many years 

ago, the emphasis of air investigation was mechanical problems. Today, with the development of 

technology and safety theories, the investigators have realized the important role human factors plays 

in accidents (Dekker, 2000), so more emphasis may be put on identifying these issues.  

 

Figure 3.3 Percentage of Aircrew Error Related Occurrences Cited as Being Contributed by 

Four Types of Unsafe Acts by Year 

 

Figure 3.4 Percentage of Aircrew Error Related Occurrences Cited as Being Contributed by 

Four Major Preconditions of Unsafe Acts by Year 
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Figure 3.5 Percentage of Aircrew Error Related Occurrences Cited as Being Contributed by 

Major Unsafe Supervision and Organizational Influences by Year 

 

Figure 3.6 Frequency Counts for Specific Type of Human Factors Risks 
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3.3 Semi-structured Interviews 

3.3.1 Interview Question Regarding Major Human Factors Risks 

As discussed in Section 3.1, part of the semi-structured interview questions were designed to learn 

example major human factors risks of current and future concern from the air operatorsô perspective. 

The interview questions that used to identify airlinesô perception of top human factors issues are 

presented in Table 3-4: 

Table 3-4 Interview Questions Regarding Human Factors Risks 

# Question 

1 
What are the top five human factors risks that you think the airlines or even the entire North 

American industry is facing based on your experience in aviation safety risk identification? 

2 

Based on your experience and involvement with safety management activities, what are the 

upcoming changes in the airlineôs operational environment that might introduce new human 

factors issues or increase the current human factors risks? 

 

Question #1 asked for the top five major risks, but the number of top risks listed by each participant 

was not rigid and the participants were not required to rank the risks. Question #2 aims to identify the 

influences of future changes in the industry operational environment on human factors risks to get 

insight of the upcoming issues of future concern and provide reference for airlineôs future risk 

assessment. 

3.3.2 Participants and Interview Procedure 

The semi-structured interviews were conducted with ten very experienced expert participants, 

including five senior safety managers and investigators, four flight data analysts and senior data 

managers from a major North American airline and a senior safety manager from an aviation council 

in North America. All the participantsô daily working responsibilities are highly involved with 

aviation safety management, safety investigation and risk identification. 

The interviews were conducted privately with only one participant at a time either in-person or 

over the telephone. Among the ten interviews, eight were recorded (with permission) for researcher 

review and analysis purposes. Handwritten notes of participant answers were taken during the 

interviews and all audio records were transcribed after the interviews. Notes were compared with the 

transcripts to verify the precision of the transcripts. For the two interviews, whose audio records are 
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not available, detailed handwritten notes were taken during the interviews and the participants were 

asked to speak more slowly and pause if necessary. The study participates were recruited through the 

airline and were voluntary. They were informed before the interview that they could decline to 

answer any question if they wish and withdraw from the participation at any time. All participants 

were coded with numbers and all identifiers were removed from the transcripts and notes.  

The answers provided by each participant to each question were analyzed by searching for main 

themes that over-lapped between participants. Key words were extracted to identify the themes and 

main categories in the responses. Data collected from FDM related questions were built into the 

models presented in the following sections in the next chapter.  

3.3.3 Results 

3.3.3.1 Question #1Top Human Factors Risks 

After analyzing the interview responses for Question #1, fourteen key words that covered the 

viewpoints of the participants were identified. The top risks mentioned in the interviews are SOPs 

noncompliance, pressure, distraction, communication issues, fatigue, skill -based errors, training 

issues, decision errors, inadequate situation awareness (SA), complacency, ground service, ATC 

service, technology, and weather. The frequency of each risk mentioned in the interviews is shown in 

Figure 3.7. Based on the nature of these risks, they can be classified into three higher level HFACS 

categories: Unsafe Acts, Preconditions of Unsafe Acts and Unsafe Supervision (Shappell et al., 2007) 

as shown in Table 3-5. The organizational influences were not mentioned as major issues in 

interviews in response to this question. The number of participants who have mentioned at least one 

risk under each category was also counted to reflect their awareness of the level of these risks (Figure 

3.8). 
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Figure 3.7 Frequency Counts of Major Risks Identified in In terviews 

Table 3-5 Classification for Major Human Factors Risks Identified in Interviews 

Categories Risks Identified 

Unsafe Acts 

¶ SOPs noncompliance 

¶ Skill-based errors 

¶ Decision errors 

Preconditions of Unsafe Acts 

¶ Pressure 

¶ Fatigue 

¶ Distraction 

¶ Communication issues 

¶ Inadequate situation awareness 

(SA) 

¶ Complacency 

¶ ATC service 

¶ Technology 

¶ Weather 

Unsafe Supervision ¶ Training issues 
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Figure 3.8 Number of Participants Who Mentioned the Risks under Each Category 

 

As shown in Figure 3.7, SOPs noncompliance is mentioned by the experts most frequently in the 

interviews. 80% of the participants put SOPs noncompliance as one of the top risks. SOPs 

noncompliance means the pilots decide not to follow the SOPs while flying the aircraft, which can be 

a warning sign of routine violation (Shappell & Wiegmann, 2001). This result accords with the 

HFACS analysis result.  

Pressure and fatigue are the next two risks frequently mentioned by the participants. Based on the 

participantsô explanations, the pressure mainly comes from working environment, for instance, a 

companyôs on time policy. Fatigue is always a human factors issue in aviation operations. It is hard to 

detect and manage, partly due to the nature of flying task itself and the measurement techniques 

(Gartner & Murphy, 1976).  

Almost half of the participants thought distraction and communication are among the current major 

human factors risks. During the flight, distractions may come from everywhere, including the 

passengers and the flight attendants. Communications here include communication between crew 

members, crew and Air Traffic Controllers (ATC), and crew and flight attendants. It is part of CRM, 

and the cooperation between crew members has been strengthened for years. However, it seems that 

continuous efforts still need to be made on CRM training to mitigate this risk. A few participants 

mentioned skill-based errors, which refers to pilotsô incorrect behaviours with no conscious thoughts, 

such as incorrect use of the equipment and a break down in a visual scan pattern (Shappell et al., 

2007). 
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Figure 3.8 indicates that 90% of the participants mentioned at least one human factors risk that 

belongs to preconditions of unsafe acts, and 80% thought that at least one of the unsafe acts is a 

current major risk. The participantsô awareness of preconditions of unsafe acts indicates that they are 

not regarding identifying the human errors as the ultimate goal of safety management, they are aware 

that there are root causes behind the errors. Training issue was addressed as one of the supervision 

issues, whereas no organizational influence issues were mentioned specifically. Why no 

organizational risks were mentioned in the interviews is a question that needs to be considered. Is it 

because there are no big changes in the industry currently, is it because organizational issues are 

handled well enough, or is it because it is more easier to blame the operators and environmental 

influences like weather and technology? In fact, the prominence of SOPs noncompliance in the top 

risk list may indicate the existence of some organizational issues, because training and organizational 

culture influence are sometimes underlying causes of this kind of problem. It is reasonable to assume 

that although training and organizational issues might be the fundamental reasons behind SOPs 

noncompliance. It is also possible that under the interview circumstances and the way questions were 

asked, participants may find it easier to address the more obvious errors in daily operation. 

3.3.3.2 Question #2 Upcoming Issues 

Question #2 asks about upcoming changes in the organizational environment that might introduce 

human factors related issues. Answers cover a wide range of topics from front line operation to 

organizational management. The answers may indicate the upcoming trends of some human factors 

risks in the industry and serve as early warnings to future risk prevention. Eleven key words capturing 

the viewpoints of the participants were identified from the answers, including new policies, new 

pilots, and new types of aircrafts. The frequency counts of these factors mentioned in the interviews 

are shown in Figure 3.9. These changes were then categorized into five groups based on their features 

(Table 3-6). Example human factors issues introduced by these upcoming changes are also 

summarized from the answers and presented in Table 3-6. Figure 3.10 describes the number of 

participants who listed the upcoming changes under these categories. 
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Figure 3.9 Frequency Counts of M ajor Upcoming Changes Identified in the Interviews 

Table 3-6 Classification for Major Upcoming Changes and Resulting Human Factors Risks 

Categories Upcoming Changes  Resulting Human Factors Risks 

 

Organizational 

decision changes  

¶ New policies 

¶ New standards/regulations 

¶ New routes 

¶ New airports 

¶ New pilots 

¶ Work position changes 

¶ Training issues 

¶ SOPs noncompliance 

¶ Automation  

¶ Increased workload 

¶ Pressure 

Technology changes 

¶ New types of aircrafts 

¶ New technologies 

¶ Automation  

¶ Training issues 

Money issues ¶ Resources/funding 
¶ Training issues 

¶ Safety supervision issues 

Increasing air traffic  
¶ Increasing air traffic 

density 
¶ ATC 

Weather changes ¶ More severe weather ¶ Weather 
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Figure 3.10 Number of Participants Who Mentioned the Upcoming Issues under Each Category 

Most of the participants considered the changes in the organizational level and outside influences 

when asked about upcoming changes that might introduce human factors related issues. This indicates 

that that most of them believe that decisions made in the upper level management, including policies, 

standards, and recruitment of new employees are likely to introduce new risks to the operation in the 

future. The results also indicate that with the development of technology and continued growth of the 

aviation industry, human factors risks can also arise from the interaction with new automation 

systems, training for new types of aircraft and interaction with ATC.  

According to the answers, potential human factors issues that might be brought by these upcoming 

changes include training issues, automation issues, workload, pressure and etc. Therefore, proactive 

risk identification and continuous monitoring of the issues mentioned above are necessary, especially 

to the changes that involve human operators, to ensure that the risks are proper managed in the 

evolving environment.   

3.4 Discussion 

In order to obtain a more comprehensive understanding of current major human factors risks in North 

American airline operations, the results of both investigation report analysis and interviews have been 

presented above. When combining the findings from interviews and HFACS analysis, common 

streams of frequent mentioned risks were identified, as well as some discrepancies.   
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First, Unsafe Acts and Preconditions of Unsafe Acts are the two most prominent human factors risk 

categories found in both interviews and investigations. Supervisory and organizational level issues 

were identified less than the first two categories. However, this pattern doesnôt mean that supervisory 

and organizational issues must be less in the reality, because the Unsafe Acts and the Preconditions 

sometimes indicate the potential issues in the upper level management. In the interviews, no 

organizational issues were mentioned as current top concerns, whereas when talking about future 

changes which might cause new risks, organizational changes are the most prevalent ones on the list. 

It reveals that though upper level management issues are not cited as frequently as other risks like 

operational errors and violations, most of the participates believe that changes in the upper level 

management are the sources of other issues and will eventually influence the daily operations. 

Second, the examples of major human factors risks of concern identified from both HFACS 

analysis and interviews can be put into three categories: identified in both interviews and 

investigation reports, identified only in interviews, and identified only in investigations (Table 3-7). 

SOPs noncompliance, fatigue, destruction, communication issues, inadequate situation awareness, 

training issues and etc. are listed as major human factors risks in both interviews and HFACS 

analysis. Pressure, complacency, and technology (primarily refers to automation), were mentioned as 

top human factors concerns in interviews, but didnôt show up frequently in HFACS analysis. 

Similarly, attention failure, workload, failure to see, misjudgement (misjudge of distance, clearance, 

speed or altitude) and organizational instruction issues were identified as prominent risks in the 

reports, whereas they were not mentioned in the interviews. 

Table 3-7 Major  Human Factors Risks Finding Comparison 

Both Interview Only  Investigation Reports Only 

¶ SOPs noncompliance 

¶ Fatigue  

¶ Training issues 

¶ Inadequate SA 

¶ Distraction 

¶ CRM  

(e.g., communication 

issues) 

¶ Decision errors  

(e.g., inappropriate 

procedures) 

¶ Skill-based errors  

(e.g., incorrect use of 

equipment/automation)  

¶ Weather  

¶ ATC services 

¶ Pressure 

¶ Complacency 

¶ Technology 

(Automation) 

¶ Attention failure 

¶ High workload 

¶ Failure to see 

¶ Misjudgement 

¶ Instruction issues 

(Inadequate/incorrect/not 

available) 
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The synthesized results show that SOPs noncompliance is the top one issue, followed by fatigue, 

distraction, and communication issues and inadequate situation awareness. Other major risks include 

training issues, CRM, pressure, and high workload. These are the risks of interest that the researcher 

wants to constantly track through FDM later in the final phase of the research, which are discussed in 

Chapter 5 of this thesis. 

3.5 Chapter Summary 

The analyses and findings presented in this section aim to identify examples of major human factors 

risks in current airline operations. The research is based on empirical evidence from ten semi-

structured interviews with safety experts and the HFACS analysis of 267 North American occurrence 

final investigation reports. Current major issues in recent years, as well as possible upcoming issues 

were identified and analyzed.  

By combining the perceptions of top human factors concerns identified through the trends 

identified from previous occurrences and semi-structured interviews, a more comprehensive list of 

example major human factors risks was determined. Both HFACS analysis and interview results 

show Unsafe Acts and Preconditions of Unsafe Acts are still the prominent risks. Among these two 

levels of failure, attention should be paid to violations of the SOPs, which have been identified as the 

top challenge. When adding incident data into the HFACS analysis, the increase of violations can be a 

warning to airlines. Fatigue, distraction, communication issues, and inadequate situation awareness 

are also identified as major risks from the synthesized results. Moreover, year-by-year analysis found 

that training issues and poor CRM have increased and become more prominent in recent years. These 

are the risks that airlines need to pay attention to and constantly track in their daily operations. 

Though there are not many supervisory and organizational risks identified from the research, the 

identified major risks above may be cues to help investigate the organizational and systematic factors. 

Objective 1 stated in Chapter 1 was successfully achieved in this chapter. In the next chapter, the 

study of current FDM activities and flight data parameters are presented.  
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Chapter 4 

FDM Process and Flight Parameter Analysis 

To explore whether there are opportunities of addressing human factors risks through Flight Data 

Monitoring (FDM), current daily FDM activities need to be carefully studied. Although government 

aviation agencies have provided advisory circulars as guidelines for developing FDM programs in 

airlines, according to the literature review presented in Chapter 2, there are few studies on the real 

practices of this program in airline daily operations. This chapter presents the research methods and 

models developed in the effort of understanding the current FDM techniques and practices, including 

the general FDM process, event setting logic, daily data review activities, and flight parameters used 

in programing the events. In order to achieve the goal, field observations and semi-structured 

interviews were conducted; relevant documents regarding FDM processes and flight parameters were 

also reviewed.  

4.1 Methodology 

4.1.1 Field Observations 

Unobtrusive field observations were conducted through multiple visits to the FDM department at a 

major North American airline. The researcher spent seven days (56 hours) in total with the FDM 

analysts, the senior data managers, and the gatekeepers to study the general process of flight data 

analysis, event setting, and other related activities. Notes were taken during the observations, 

questions were asked at the end of the observation day or during the spare time of the analysts in 

order to minimize the intervention to their daily work.  

This method is crucial for understanding the practices of current flight data analysis and exploring 

future opportunities. The observations also helped to get exposure to the aviation environment and 

address confusions on site directly. The observation was conducted in a daily working environment 

and the researcher was able to carefully study the major tasks and the associated tools, including 

FDMôs software, daily data review procedure, event programming process, and safety reports 

collecting systems. In addition, a demo flying in a high fidelity simulation was observed in order to 

better understand the flying tasks.  
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4.1.2 Semi-structured Interviews Regarding FDM Process 

Semi-structured interviews introduced in Section 3.1 have also been used to collect data on the 

current FDM processes and activities. The questions with regards to the FDM processes were asked 

together with other questions on the topic of major human factors risks (Chapter 3) during the 

interviews. The procedure and analysis methods are the same as presented in Section 3.3.2. Themes 

and main categories of viewpoints were identified and summarized from the transcripts and 

handwritten notes to determine the frequency of participants who provided similar answers. In this 

chapter, results obtained from the FDM process related interview question are used in developing the 

models of current FDM practices.  

In the interviews, part of the questions were designed to collect FDM practices information with 

respect to FDM process, current event setting and daily activities (Table 4-1). 

Table 4-1 Interview Questions Regarding FDM Process 

# Question 

1 What is the general process of the current FDM in major airlines? 

What are the inputs (e.g. flight data, requirements) and outputs (e.g., report, study) of the 

process? 

2 What was the process of determining the original set of events when the program started? 

3   Over the years, how did you determine that events needed to be changed?  How were new 

events determined and added?  Were some removed?  Why? 

4 What FDA tools are you using in daily monitoring? 

5 Does safety department communicate with FDM department once you get a safety report? 

How often?  

6 Is current FDM able to identify HF risks? How?  

4.1.3 Literature Review 

A l iterature review was done to develop insight into aviation human factors risks, FDM applications, 

backgrounds of flight data and flight data analysis. Sources reviewed include government agency 

documents, reports, meeting proceedings and research papers in the field of FDM implementation and 

application. Reviewed materials include ICAO regulations, descriptions of FDM programs 

implemented in the United States, Canada and other countries, reports of Flight Operational Quality 

Assurance (FOQA) program in the US, and research papers from academics on FDM application, for 

example, Transport Canada and FAAôs advisory circulars regarding FDM (or FOQA) programs 
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(FAA, 2004; Transport Canada, 2001). Other documents reviewed include FDM monthly report, 

traditional FDM event set recommended by advisory circulars, the general Standard Operational 

Procedures (SOPs), and some FDM safety studiesô report. The literature review was used to 

supplement and generalize the insight gained from the field observations and interviews.  

4.2 General FDM Process Model 

Based on the findings through the methodologies discussed above, key procedures and components of 

FDM current practices were extracted based on their relationship to the observed tasks done by, and 

software used by, the analysts. A general FDM process model which presents the basic data 

information flow and functions of FDM program in major airlines was developed (Figure 4.1).  

First, raw flight data is recorded by data recording unit on the aircraft and transferred to the ground 

station. Then, the flight data is de-identified and transferred to the analysis software. The event setting 

programs identify the safety events for the analysts. The analysts validate and analyze the flight data 

for the flights flagged by the software in order to detect safety risks (Yan & Histon, 2013).  

Generally, there are five principle application areas of current FDM in most airlines shown as 

ñFDM Activitiesò in the model: Routine Monitoring, Incident Investigation, Continuous 

Airworthiness Monitoring, Integrated Safety Studies, and Commercial Studies.  

Routine Monitoring focuses on monitoring routine performance of an increasing number of line 

operation flights to identify risks and subtle trends that might be potential risks of accidents. This 

application mainly relies on exceedance detection of deviations from the SOPs such as heavy 

landings and the triggering of Ground Proximity Warning System (GPWS) warnings. It also requires 

sufficient techniques and resources to conduct daily review and analysis of a wide range of 

operational parameters, such as take-off weight, flap setting, and indicated air speed (Civil Aviation 

Authority, 2013). 

Incident Investigation and Continuing Airworthiness Monitoring are another two essential FDM 

activities. Incidents usually provide equal value of information of risks as accidents. FDM data has 

been very useful as a quantitative complement and analysis resource for occurrence reports (e.g. 

mandatory and voluntary safety reports) (Civil Aviation Authority, 2013). Besides, both normal and 

event data retained by FDM can be used to monitor efficiency and predict future performance of 

engines and other aircraft systems. This could assist timing routine maintenance and ensuring 

continued airworthiness (Civil Aviation Authority, 2013). Mitchell, Sholy & Stolzer (2007) suggested 

that real-time monitoring can benefit aircraft maintenance, for example, identifying engine 
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conditions. Additionally, monitoring landing performance coupled with damage detecting during 

maintenance inspection can help aircraft manufacturers to design systems more tolerant of stresses. 

Other tools that assist continuing airworthiness management have been developed by Airbus, 

Teledyne Controls, and other companies (GAIN, 2003). 

Integrated safety analysis is a potential area where FDM can provide benefits by linking the FDM 

central database with other safety databases (e.g. safety reports) to gain a more comprehensive 

understanding of safety issues in the system. The integration of all available sources of safety data can 

provide the companyôs safety department with viable information on the overall safety of the 

operation (ICAO, 2005). However, at many airlines, the links between FDM and other safety data 

sources are not well developed. As learned in the interviews, because of concerns around data 

confidentiality, the interaction between safety department and flight data department can be limited in 

practice, and most times they only communicate after occurrences. 

Based on the field observation, it was also found that FDM data can be used in commercial studies. 

For example, fuel consumption analysis for commercial purpose in order to reduce costs or prove the 

efficiency of new policies such as single engine taxi. 

All these FDM activities discussed above, sometimes combined with information from other 

databases (e.g., safety reports and safety audits), are able to identify all kinds of safety risks and 

provide feedback and improvement suggestions to almost every link of the operations, including 

internal departments of flight crews, flight operations, maintenance, training, safety department, and 

external parties such as ATC, regulatory agencies, and industry groups. The commercial studies, such 

as fuel usage studies are also able to provide information to business departments to reduce costs. The 

entire process is a dynamic loop; the risk mitigation actions taken in the departments based on FDM 

feedback will feedback to continuously improve the airlineôs operational safety.  

This general FDM process model is able to provide guidance to the further study of exploring 

human factors elements and opportunities in FDM. The most important components that have the 

potential to detect human factors risks are also the core components of the entire process: event 

setting programs, analystsô tasks and FDM daily activities. Therefore, based on the observations and 

information from the interviews, a current event setting process model and a daily flight data review 

workflow have been developed to explore the potential opportunities. Descriptions and discussions of 

the two models are presented in sections 4.3 and 4.4 of this chapter.  
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Figure 4.1 General FDM Process Model 
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4.3 Event Setting Process Model 

As presented in the general FDM process model, flight data needs to go to data analysis tools for 

event detection before it is reviewed by the analysts. The event setting programs are regarded as a key 

component of the entire process, because daily routine data review mainly relies on the event settings. 

The FDM events discussed in this thesis refer to a certain type of flight performance which exceeds 

the set boundaries during the flight. For example, approach speed high at 1000ft above ground level 

and decent rate high between 1000ft to 500ft above ground level (FAA, 2004). The thresholds are 

determined by analysts based on their experience and the industry standards. The analysts need to 

decide how fast should be regarded as over speed, what range of decent rate is acceptable and if  rate 

that exceeds the acceptable range should be regarded as high decent rate. Based on the advisory 

circulars provided by FAA and Civil Aviation Authority, UK, the current suggested events are able to 

capture flight performance from the moment engines start till landing (FAA, 2004; Civil Aviation 

Authority, 2013). Therefore, the basic events are fairly comprehensive at capturing abnormal flight 

performance. A list of example basic FDM flight performance events provided by FAA is presented 

in Appendix C.  

Event setting is the first step in the FDM process where digital flight data has been defined to 

reflect flight performance. Understanding how the events were selected and set in the system is a 

precondition to understanding the other FDM activities and to identifying potential opportunities for 

human factors risk identification. This model (Figure 4.2) presents the current event setting process in 

FDM, including different constraints (left side of the model) which need to be considered while 

creating the events and event refining process. The right side of the model shows a simplified 

information flow of the analystsô daily data review task, which is extracted from the entire FDM 

general process model (Figure 4.1). Flight data is downloaded to FDM software, and then events are 

detected by the event setting programs for analysts to review. This task is performed on a daily basis. 

A detailed workflow is presented in Figure 4.3 in Section 4.4. 

Four major constraints in developing FDM events have been summarized based on the field 

observation and interview results. These constraints can be regarded as the basic rules of FDM event 

settings. Constraint 1 refers to the company regulations, such as the SOPs, training standards and 

policies for economics purposes. These regulations define the flight performances FDM wants to 

track and the expected performances. Safety operation boundaries are the second constraint; it defines 

the thresholds for the events. By adding safety thresholds to a corresponding flight performance, a 

basic description of an event can be created. When programming the defined events into FDM 

software, another two factors need to be considered. First, the features of flight data recording 
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equipment installed on the aircraft will influence the type and quantity of parameters recorded. The 

programmers have to consider the availability of the parameters and also select the required 

parameters that reflect the described events. Depending on the programming function of the FDM 

software, the events will be programed into the software based on the selected flight parameters. 

Finally, these programs will be applied in event detection function in the FDM analysis tools.  

An ideal and advanced FDM program reviews data every day. Flight data downloaded in the last 

24 hours from monitored flight all over the world comes into the analysis tools. If the values of 

certain parameters exceed the thresholds, events will be triggered for analysts to validate and analyze. 

This event setting process is also a closed loop system. The events can be refined if the results of the 

event review are unusual. For instance, if an abnormal trend of a certain event appears, the analysts 

will check the event setting, including the thresholds and the programs to examine the reasonability of 

the current setting in order to modify or reset it.  

The study found that there are opportunities to add new types of events to track human 

performance through flight data to detect potential human factors risks. Details of this process are 

presented in Chapter 5.  
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Figure 4.2 FDM Event Setting Process Model 










































































































































