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Abstract

Next generation wireless communication networks are expected to provide ubiquitous high

data rate coverage and support heterogeneous wireless services with diverse quality-of-

service (QoS) requirements. This translates into a heavy demand for the spectral re-

sources. In order to meet these requirements, Orthogonal Frequency Division Multiple

Access (OFDMA) has been regarded as a promising air-interface for the emerging fourth

generation (4G) networks due to its capability to combat the channel impairments and

support high data rate. In addition, OFDMA offers flexibility in radio resource allocation

and provides multiuser diversity by allowing subcarriers to be shared among multiple users.

One of the main challenges for the 4G networks is to achieve high throughput through-

out the entire cell. Cooperative relaying is a very promising solution to tackle this problem

as it provides throughput gains as well as coverage extension. The combination of OFDMA

and cooperative relaying assures high throughput requirements, particularly for users at

the cell edge. However, to fully exploit the benefits of relaying, efficient relay selection

as well as resource allocation are critical in such kind of network when multiple users

and multiple relays are considered. Moreover, the consideration of heterogeneous QoS

requirements further complicate the optimal allocation of resources in a relay enhanced

OFDMA network. Furthermore, the computational complexity and signalling overhead

are also needed to be considered in the design of practical resource allocation schemes. In

this dissertation, we conduct a comprehensive research study on the topic of radio resource

management for relay-based cooperative OFDMA networks supporting heterogeneous QoS

requirements. Specifically, this dissertation investigates how to effectively and efficiently

allocate resources to satisfy QoS requirements of 4G users, improve spectrum utilization

and reduce computational complexity at the base station. The problems and our research

achievements are briefly outlined as follows.
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Firstly, a QoS aware optimal joint relay selection, power allocation and subcarrier as-

signment scheme for uplink OFDMA system considering heterogeneous services under a

total power constraint is proposed. The relay selection, power allocation and subcarrier

assignment problem is formulated as a joint optimization problem with the objective of

maximizing the system throughput, which is solved by means of a two level dual decom-

position and subgradient method. The computational complexity is finally reduced via

the introduction of two suboptimal schemes. The performance of the proposed schemes

is demonstrated through computer simulations based on OFDMA network. Numerical re-

sults show that our schemes support heterogeneous services while guaranteeing each user’s

QoS requirements with slight total system throughput degradation.

Secondly, we investigate the resource allocation problem subject to the satisfaction of

user QoS requirements and individual total power constraints of the users and relays. The

throughput of each end-to-end link is modeled considering both the direct and relay links.

Due to non-convex nature of the original resource allocation problem, the optimal solution

is obtained by solving a relaxed problem via two level dual decomposition. Numerical

results reveal that the proposed scheme is effective in provisioning QoS of each user’s over

the conventional resource allocation counterpart under individual total power constraints

of the users and relays .

Lastly, decentralized resource allocation schemes are proposed to reduce the computa-

tional complexity and CSI feedback overhead at the BS. A user centric distributed (UCD)

scheme and a relay centric distributed (RCD) scheme are proposed, where the computation

of the centralized scheme is distributed among the users and relays, respectively. We also

proposed suboptimal schemes based on simplified relay selection. The suboptimal schemes

can be combined with the distributed schemes to further reduce of signalling overhead and

computational complexity. Numerical results show that our schemes guarantee user’s sat-
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isfaction with low computational complexity and signalling overhead, leading to preferred

candidates for practical implementation.

The research results obtained in this dissertation can improve the resource utilization

and QoS assurance of the emerging OFDMA networks.
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Chapter 1

Introduction

1.1 Overview of Relay-based Cooperative OFDMA

Systems

With the rapid development in broadband wireless access (BWA) technology and explosive

growth in demand for new wireless cellular services, it is expected that the next genera-

tion cellular network will support a wide variety of communication services such as online

gaming, video conferencing, real-time video, voice services, streaming media, web brows-

ing, etc. These services have diverse quality-of-service (QoS) requirements. International

Telecommunication Union (ITU) defined the emerging fourth generation (4G) networks as

future IMT-Advanced system which will support heterogeneous services simultaneously.

According to the performance and technical requirements of 4G networks defined in [2],

future IMT-Advanced systems will provide very high peak data rates for mobile users, up

to 1 Gb/s in static and pedestrian environments, and up to 100 Mb/s in high-speed mobile

environment.

In order to support high-data-rate heterogeneous applications with different QoS re-

quirements, high-spectral-efficiency schemes are required in conjunction with aggressive

resource reuse strategies to ensure prudent use of the scarce radio resources. Orthogonal

Frequency Division Multiple Access (OFDMA) is accepted as the most appropriate air

interface for the 4G networks due to it’s inherent ability to combat frequency-selective

fading and higher spectral efficiency. OFDMA is a multi-user version of the popular Or-

thogonal Frequency Division Multiplexing (OFDM) digital modulation scheme which splits

the available system bandwidth into orthogonal subbands, each supported by a subcarrier.
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This allows simultaneous low data rate transmission from several users on different portions

of the broadband spectrum. Each user’s data is divided into several parallel data streams

and modulated on the multiple subcarriers allocated to the user in an OFDMA system.

Additionally, different numbers of subcarriers can be allocated to users depending on their

QoS requirements. The main advantage of OFDMA is that it provides multiuser diversity

by allowing subcarriers to be shared among multiple users. OFDMA is popularly used

in 4G wireless systems of wideband communications such as Worldwide Interoperability

for Microwave Access (WiMAX) [3], Third Generation Partnership Project (3GPP) Long

Term Evolution (LTE) [4], and Evolved UMTS Terrestrial Radio Access (E-UTRA) [5], a

candidate access method for the IEEE 802.22 Wireless Regional Area Networks (WRAN),

and so on.

4G networks are designed to be able to provide high throughput and support hetero-

geneous services with high traffic requirements. Such networks are envisaged to provide

service to a cellular area in the order of Kilometers. In such large areas, users in differ-

ent parts of a cell usually experience different signal qualities and users at the cell edge

often suffer from bad channel conditions. Additionally, shadowing by various obstacles

can degrade the signal quality significantly, specially in an urban environment. Often it is

not possible to improve the signal qualities to these under-serviced areas by increasing the

transmission power since it also increases the intercell interference. Reducing the cell size

and deploying more base stations will improve the situation, but this is often not possible

due to the associated high operating cost. The use of relay is a very promising cost ef-

fective solution to tackle this problem as it provides throughput gains as well as coverage

extension [6–8]. Deploying relays is a feasible solution since typical relays are cheaper than

base stations and they do not need their own wired backhaul. Fig.1.1 shows an illustration

of relay deployment scenarios in cooperative cellular networks.

The introduction of relay nodes has several performance benefits [9]. A relay works on

behalf of the BS to increase the network coverage. If the number of relays required and

their placement are optimized, then most user-terminals will be close to one or more relays

than to a BS. The primary advantages of this are as follows: 1) The path loss is lowered

since the radio propagation paths are shortened. In addition, the effects of shadowing

can be eliminated since the radio path essentially can be routed around obstacles. As a

result, higher data rates can be achieved on the links between relays and users, and thereby

increasing throughput; 2) The transmit power required for a relay to transmit to a user

and vice versa is significantly lower than for a BS since relay stations are closer to the

individual user terminals. This results in energy saving. Thus, the practical rationale for

the deployment of relay enhanced OFDMA networks is to ensure that the QoS of a user in
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Figure 1.1: Illustration of a relay deployment scenarios in cooperative cellular networks.

terms of data rate, delay, outage probability, etc. does not wholly depend on its location

and distance from the base station.

1.2 Motivation and Objectives

The combination of OFDMA and cooperative relaying assures high throughput require-

ments particularly for users at the cell edge. However, the introduction of relays will

increase the operational complexity as the number of relays grows and uncoordinated trans-

mission from additional relays might degrade the performance of the system by increasing

the interference in the system. In a relay-based OFDMA system, spectrum efficiency can

be improved and multi-user diversity can be fully exploited by efficient resource allocation,

including relay selection, subcarrier assignment and power allocation. So, to fully exploit

the benefits of relaying in 4G networks, efficient relay selection as well as resource allocation

are crucial in multi-user and multi-relay environment.

In multi-user multi-service scenario, different users have different QoS requirements in

terms of data rate, delay, etc. So, not all users require a relay to cooperate. There is no
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need for the relay to forward the user’s data if the direct link between the user and the

destination is of high quality, i.e., fulfill the QoS requirements. In such a situation, we

need to address the following questions: When to cooperate?, Whom to cooperate with?

and How much resource to allocate? Hence, relay selection and resource allocation in

OFDMA relay systems have drawn much attention and studied heavily in recent years.

Most of the existing works aim to maximize the system throughput or achieve fairness

among users considering a single source-destination pair. However, it is not easy to ap-

ply resource allocation schemes for a single source-destination pair to a multi-user OFDM

relay network which consists of multiple sources, multiple relays, and a destination and

vice versa. Furthermore, the future network will be a network with multi-user multi-traffic

(multi-service), and different services/traffics will have completely different characteris-

tics and QoS requirements. Thus multiple traffic transmissions in future OFDMA-based

cooperative relay networks have given great challenge to resource allocation and manage-

ment. However, many current studies have not considered the traffic transmission in such

system, especially the multi-user multi-service transmission under the QoS constraints.

Additionally, relay selection and resource allocation considering QoS requirements have

been studied separately in many existing literature, but these issues should be considered

simultaneously for efficient resource allocation in practice. Another challenge in the design

of resource allocation schemes is to reduce the computational complexity and CSI overhead

at the resource allocation unit. Most existing works focus on resource allocation in coop-

erative communications by means of a centralized resource allocation unit which has high

computational burden in terms of CSI overhead and computational complexity specially

for large networks. The commercial growth of the networks with multicarrier transmission

and heterogeneous traffic types strongly depends on proposing efficient resource allocation

schemes that consider the aforementioned issues.

To address these issues, the objective of this thesis is to develop a relay selection and

resource allocation scheme for cooperative OFDMA system considering heterogeneous ap-

plications with different QoS requirements. Specifically, we will develop a joint optimal

relay selection, subcarrier assignment and power allocation scheme considering perfect CSI

at the RAU under the constraints of total and individual power constraints of users and

relays. Additionally, we will develop some low complexity suboptimal schemes which are

suitable for the practical network. Furthermore, we will study the decentralized implemen-

tation of our proposed optimal schemes in next generation OFDMA networks.
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1.3 Research Contributions

In this dissertation, we particularly focus on the issues of radio resource allocation for co-

operative OFDMA based networks supporting heterogeneous applications in the avenues of

QoS assurance, throughput melioration, reduction of computational complexity and system

performance balancing. The research contributions of this dissertation are summarized as

follows.

• QoS aware resource allocation under total power constraints [10], [11]: We

study a QoS aware optimal joint relay selection, power allocation and subcarrier as-

signment scheme for uplink OFDMA system considering heterogeneous services under

a total power constraint. The resource allocation problem is formulated as a joint op-

timization problem with the objective of maximizing the system throughput, which is

solved by means of a two level dual decomposition and subgradient method. We also

propose two suboptimal schemes which has reduced computational complexity. The

performance of the proposed schemes is demonstrated through computer simulations

based on OFDMA network. Numerical results show that our schemes support het-

erogeneous services while guaranteeing each user’s QoS requirements with slight total

system throughput degradation. Our findings reveal that how to allocate resources in

a centralized fashion can affect the solution space of a performance tradeoff between

QoS provisioning and throughput maximization.

• QoS aware resource allocation under individual power constraints [12]:

We investigate the resource allocation problem subject to the satisfaction of user

QoS requirements and individual total power constraints of the users and relays.

The throughput of each end-to-end link is modeled considering both the direct and

relay links. Due to non-convex nature of the original resource allocation problem,

the optimal solution is obtained by solving a relaxed problem via two level dual

decomposition. The proposed optimal resource allocation scheme with individual

power constraints provides more realistic results as of practical networks. Our results

show that the consideration of individual power constraints still guarantee each user’s

QoS requirements by sacrificing additional throughput compared to the previous

scheme [11].

• Decentralized resource allocation [13]; The computational complexity to im-

plement the optimal scheme by the centralized eNodeB is still very high. To re-

duce the time complexity and CSI feedback overhead at the eNodeB, we propose
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two distributed schemes, where the computation of the centralized optimal scheme

is distributed among the users and relays. These schemes will significantly reduce

the processing time at the eNodeB. In addition, two suboptimal schemes based on

simplified relay selection are presented to reduce the signalling overhead of the dis-

tributed schemes. The suboptimal schemes can be combined with the distributed

scheme to further reduce the signalling overhead. Simulation results show that our

schemes guarantee user’s satisfaction with low computational complexity and reduced

signalling overhead, leading to preferred candidates for practical implementation.

1.4 Outline of Dissertation

Chapter 2 provides some background of wireless channel, relay system, resource

allocation and discusses the preliminary literature review, which serves as a stepping

stone for this research. A comprehensive description of the existing research efforts

to solve similar problems is presented in this Chapter.

Chapter 3 describes the architecture of the system in detail. This includes the net-

work model, wireless channel model, traffic model and transmission modes adopted

in this thesis.

In Chapter 4, we focus on relay selection and resource allocation in multi-user

cooperative OFDMA networks with fixed relays when users have heterogeneous rate

requirements. This chapter describes the problem formulation and solution approach

to solve the throughput maximization problem. Two suboptimal schemes are also

presented based on equal power allocation, with and without power refinement to

reduce computational complexity. The computational complexity of each scheme is

also analyzed. At the end of the chapter, there is a comparison of the proposed

schemes with existing schemes in the literature.

In Chapter 5, the resource allocation scheme under individual user and relay power

constraints is presented. The revised problem formulation under individual power

constraints, the transforation of the optimization problem under relaxed condition

and subcarriers classifications are described. The chapter concludes by showing the

performance comparisons with the previous schemes proposed in Chapter 4.

Chapter 6 describes the distributed resource allocation schemes under individual

power constraints. In addition, two simplified relay selection strategies are pro-

posed. The computational complexity and overhead analysis of each scheme are
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also discussed in this chapter. The performance tradeoff between throughput, QoS

satisfaction and computational complexity are explained.

Chapter 7 draws the conclusions of the research and summarizes the major contri-

butions of this dissertation. The dissertation also sheds light on the possible future

research directions.
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Chapter 2

Background and Literature Review

In this chapter, an overview of the OFDMA system along with a brief explanation

of its operations is presented. Cooperative relaying strategies and different relay

types for next generation wireless networks are discussed. Finally, a literature sur-

vey related to resource allocation in cooperative OFDMA based cellular networks is

presented.

2.1 Wireless Channel

Wireless communication simply refers to the transfer of information over a wire-

less channel without any wired infrastructure. The wireless propagation channel

constrains the information communication capacity between a transmitter and a re-

ceiver. The design of coding, modulation, signal processing schemes and multiple

access scheme for wireless communication system is based on the channel model.

The nature of wireless channel is generally time-varying, space-varying, frequency-

varying [14], dependent on the particular environment and the transmitter and re-

ceivers location. Due to the randomness generated from each type of variations,

wireless channel is extremely unpredictable and hard to analyze. Furthermore, wire-

less channel impairments significantly degrade the signal propagation over wireless

channel. The wireless channel impairments can be categorized as the following phe-

nomena and effects:

– Noise: Additive white Gaussian noise (AWGN) is the main impairment in any

communication channel. AWGN has a constant spectral density, so it affects
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broadband signals more than narrow-band signals. As AWGN is additive, it

can be formulated by simple and tractable mathematical models.

– Path Loss: Path loss is the reduction in power density of an electromagnetic

wave as it propagates through space. Path loss is a major component in the

analysis and design of the link budget of a telecommunication system. Path loss

indicates how the mean signal power decays with distance between the trans-

mitter and receiver. In free space, the mean signal power decreases with the

square of the distance between the transmitter and receiver. Broadband signals

experience significant path loss. In addition, path loss is worse in nonline-of-

sight (NLOS) transmission. Path loss is a large-scale fading type because its

effects are dominant in extended geographical networks. The combination of

analytical and empirical path loss models are used to determine practical link

budget [15]. For example, the log-distance path loss model is represented by

P̄L(dB) = P̄L(d0) + 10n log(
d

d0

) (2.1)

where n is the path loss exponent, d is the distance between the transmitter

and the receiver and d0 is the reference distance.

– Shadowing: Large obstacles in the propagation path, such as buildings, hills,

walls and trees, shadow the signal transmission. Compared to fast fading,

longer distances have to be covered to change the shadowing constellation sig-

nificantly. Shadowing phenomenon causes slow variations of a transmitted sig-

nal with respect to the signal duration, so shadowing is sometimes referred to

slow fading in the literature [16]. The net path loss considering the shadowing

is given by

P̄L(dB) = P̄L(d0) + 10n log(
d

d0

) +Xσ (2.2)

where Xσ is a zero-mean Gaussian distributed random variable in dB with the

standard deviation σ in dB.

– Multipath: The objects located around the path of the wireless signal reflect

the signal. Some of these reflected waves are also received at the receiver. Since

each of these reflected signals takes a different path, it has a different amplitude

and phase. Depending upon the phase, these multiple signals may result in

increased or decreased received power at the receiver. Even a slight change in

position may result in a significant difference in phases of the signals and so in

10



Figure 2.1: Shadowing.

the total received power. Multipath channel caused by diffraction, scattering,

and reflection is shown in Fig. 2.2. Multipath propagation causes frequency

Figure 2.2: Multipath Channel.

selective fading and intersymbol interference (ISI). The frequency selectivity

results from destructive interference of transmitted signal with itself due to

multipath reflections. A frequency selective fading channel cause deep fading

in some frequency components of the transmitted signal. The locations of the

deep fades may change because the interference pattern changes with reflectors

movement or changes. The effect of path loss, shadowing and multipath in the

channel response are shown in Fig. 2.3 [17].
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Figure 2.3: Path loss, shadowing and multipath.

– Doppler Shift: Time selectivity which is occurred due to relative motion be-

tween a transmitter and receiver causes carrier frequency dispersion called

Doppler shift. Doppler shift phenomenon depends on movement speed and

carrier frequency. Doppler shift reduces SNR and can make carrier recovery

and synchronization more difficult for broadband signals. Doppler shift is a

main concern for OFDM based networks, since it can corrupt the orthogonality

of the OFDM sub-carriers named intercarrier interference (ICI) [18].

The multipath radio channel can be characterized by the time-variant channel impulse

response h(τ, t). The channel impulse response represents the response of the channel

at time t due to an impulse applied at time t− τ . In case of mutipath propagation,

the channel impulse response is composed of a large number of scattered impulses

received over Np different paths. The mutipath channel impulse response is given

by [16]

h(t, τ) =

Np−1∑
p=0

ap(t)e
j(2πfD,pt+ϕp)δ(τ − τp) (2.3)

where

δ(τ − τp) =

1, if τ = τp

0, otherwise
(2.4)

and ap,fD,p,ϕp and τp represents the amplitude, doppler frequency, phase and propa-

gation delay associated with the pth multipath. The delays are measured relative to
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the arrival of the first multipath component. The Doppler frequency is given by

fD,p =
vfc cos(ϑp)

c
(2.5)

where v is the velocity of the mobile, fc is the carrier frequency, c is the speed of the

light and ϑp represents the angle of incidence relative to the path p.

The impact of the wireless channel is worse when the channel is broader. So, broad-

band wireless networks need to be designed to cope with these random variations in

received signal strength due to channel impairments. There is no unique solution to

all these impairments. However, OFDM is a popular choice for mitigating most of

these deficits, particulary frequency selective fading, because it exploits wireless chan-

nel fluctuations and multichannel transmission flexibility for efficient transmission of

broadband signals.

2.2 Overview of OFDM and OFDMA

2.2.1 Orthogonal Frequency Division Multiplexing (OFDM)

The key concept in OFDM is to split a wideband signal into several orthogonal

narrowband signals for transmission. In other words, instead of transmitting digital

symbols sequentially over a single wideband channel, OFDM splits this channel into

many narrowband subchannels and transmits the digital symbols of longer duration in

parallel over these subchannels. OFDM symbols then only undergo flat fading in each

subchannel, avoid the ISI problem, and yet, still maintain the high overall data-rate.

The subcarriers in an OFDM system are overlapping to maximize spectral efficiency.

Ordinarily, overlapping adjacent channels can interfere with one another. However,

sub-carriers in an OFDM system are precisely orthogonal to one another. Thus,

they are able to overlap without interfering. As a result, OFDM systems are able to

maximize spectral efficiency without causing adjacent channel interference [19]. The

frequency domain of an OFDM system is represented in Fig. 2.4 .

In an OFDM system, in addition to dividing the frequency spectrum into separate

parts, they are shaped as well [16], as shown in Fig. 2.5. Due to this shaping, when

a subcarrier is sampled at it’s peak, all other subcarriers have zero-crossing at that

point. Also, they do not interfere with the subcarrier being sampled. So, data symbol

transmitted over each subcarrier and received without interference. Fig. 2.6 depicts
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Figure 2.4: OFDM system.

a typical single user OFDM transmitter and receiver block diagram and is used as a

reference for discussing the basic operation of a system that implements OFDM at

the PHY(Physical) layer.

Figure 2.5: OFDM symbols represented using sinc functions.

Assuming a point-to-point transmission, as shown in Fig. 2.6, an incoming stream

of data bits is first serial-to-parallel converted into N parallel substreams. Each

subcarrier is then modulated by a group of bits in each of these substreams, possibly,

with different modulation types. This operation results in N parallel frequency-

domain symbols. After passing these N symbols through the inverse discrete Fourier

transform (IDFT) operation, an N-point time-domain representation of an OFDM

symbol is obtained. A guard period, also called cyclic prefix, is then added to the

OFDM symbol to further prevent ISI. After, parallel-to-serial conversion, the input

sequence is passed through digital-to-analog converter, then its output is transmitted

to the wireless channel. At the receiving end, reverse operations occur. The guard

period is first removed. The OFDM symbol then undergoes the discrete Fourier
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transform (DFT) operation which transforms the time domain representation of the

transmitted OFDM symbol into the frequency domain representation of the digital

symbol for each subcarrier. Each subcarrier is then demodulated accordingly to

recover the group of bits for each substream.

2.2.2 Orthogonal Frequency Division Multiple Access

OFDMA is a multi-user version of OFDM. OFDM was originally proposed as a

digital modulation or multiplexing technique, where all subcarriers in an OFDM

symbol carried only a users’ data. However, OFDM can be used as a multi-user

transmission technique when subsets of subcarriers in an OFDM symbol are assigned

to different users’ transmission [20]. Multi-user transmission is possible because of

the orthogonality of OFDM subcarriers. In OFDMA, each user is assigned a subset

of subcarriers for the duration of allocated time slots. Both time and frequency

dimensions thus are exploited in OFDMA.

OFDMA is superior to traditional multiple access mechanisms such as TDMA and

CDMA in terms of ability to exploit multiuser diversity [21]. Multiuser diversity

is fully exploited in OFDMA by allocating different portions of bandwidth along

with transmission power and modulation type for a particular duration of allocated

time slots to those users who can best utilize the resources. OFDMA superiority in

multiuser diversity gain stems from the fact that the utilization of given resources

varies from one user to another. A subcarrier may be in deep fading for one user (e.g.,

the second subcarrier for user K in Figure 2.7) while it is not for another subscriber

(e.g., the same subcarrier for user 1). Allocating this particular subcarrier to the

user with higher channel gain permits higher transmission rate. However, to achieve

multiuser diversity gain, a scheduler at the MAC sublayer is required to schedule

subscribers in appropriate frequency and time slots. Due to the fine granularity

of resources units (i.e. subcarriers), OFDMA is quite flexible in terms of resource

allocation. The block diagram of OFDMA transmitter and receiver at PHY and

MAC operations are shown in Fig. 2.7 [22].

2.3 Relay-based OFDMA

While OFDMA mitigates the channel small-scale fading (e.g., multipath caused ISI),

it does not overcome the channel large-scale fading (i.e., propagation loss and shadow-
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ing). One of the main challenges faced by 4G networks is to provide high throughput

throughout the entire cell. Relaying is a promising solution that overcomes chal-

lenges faced by conventional cellular networks. Relaying does not only provide radio

coverage extension to cellular networks but also compacts shadowing, enhances ca-

pacity through exploiting spatial diversity, and effectively reduces the infrastructure

deployment cost [7,23]. As a hot research topic with great application potential, relay

technologies have been actively studied and considered in the standardization process

of next-generation mobile communication systems, such as 3GPP LTE-Advanced [5]

and IEEE 802.16j [3]. The combination of OFDMA and cooperative relaying assures

high throughput requirements particularly for users at the cell edge. A relay based

OFDMA cellular network architecture is shown in Fig. 2.8.

According to 3GPP, the use of relays will allow the following improvements.

– Provide coverage in new areas

– Temporary network deployment

– Cell-edge throughput

– Coverage of high data rate

– Group mobility

These improvements can be grouped as coverage extension and throughput enhance-

ment. In addition to the previous improvements, the use of relays brings the following

advantages.

– Cost Reduction: While the base station connects to the backhaul network

through wired connection, relay stations connect wirelessly to the base station.

Due to the lack of a wired backhaul, the backplane cost and time should be

reduced, compared to a base station. Backplane cost includes, land-line network

deployment cost, land lease or purchase to run links, construction, permitting,

or the cost of using other service providers deployed networks. Additionally, the

cost of a relay, by itself, is less than the cost of a base station, assuming that the

complexity of a relay is less than the complexity of a base station. In sub-urban

areas where land-line network deployment can be financially expensive and the

number of subscribers is not large enough to motivate such costly coverage

extension, relay stations placement is cost effective alternative to placing a new

base station.
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– Power consumption reduction: By using relay, the single-hop distance be-

tween the base station and the user terminal is divided into two distances: the

distance from the base station to the relay, and the distance from the relay

to the user terminal. If the relay is placed in an appropriate locations, the

required transmit power by the base station, relay, and user terminal can be

reduced. The power consumption reduction can be simply due to the reduction

of the path loss, while further reductions can be achieved through enhanced

relaying schemes and interference control. This power consumption reduction

also translates into reduced operational costs.

– Efficient utilization of resources: Efficient utilization of resources rely on

intelligent allocation of frequencies, codes, or time slots in cellular based radio

systems. The desired utilization can be achieved by reusing the resources. For

instance, completely different frequency channels can be assigned to the neigh-

boring cells to avoid co-channel interference and the same frequency channels

can be assigned to the distant cells as long as the distance is large enough to

keep the interference within tolerable levels. In addition, Cell sectoring can

be used to further reduction of the co-channel interference by using directional

antennas, each radiating within a specific sector. Hence, the interference is

reduced to a fraction of the co-channel cells rather than the whole co-channel
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cells [15]. Similarly, relay stations radiate within a limited spatial area causing

low co-channel interference to relay stations operating on the same resources

(i.e., frequencies, codes, time slots).

2.3.1 Relay Types

It is envisaged that a plethora of relay stations (RS) of different specifications, func-

tionalities, and geographical densities, will be part of the next-generation cellular

network architecture. Two types of RSs have been defined in 3GPP: Type-I and

Type-II [1]. Specifically, a Type-I RS can help a remote UE (mobile station) unit,

which is located far away from an eNodeB (base station), to access the eNodeB. So,

a Type-I RS needs to transmit the common reference signal and the control informa-

tion for the eNodeB, and its main objective is to extend signal and service coverage,

as shown in Figure 2.9. Type-I RSs mainly perform IP packet forwarding in the

network layer and can make some contributions to the overall system capacity by

enabling communication services and data transmissions for remote UE units.

On the other hand, a Type-II RS can help a local UE unit by improving its service

quality and link capacity, which is located within the coverage of an eNodeB and has

a direct communication link with the eNodeB. So, a Type-II RS does not transmit the

common reference signal or the control information, and its main objective is to in-

crease the overall system capacity by achieving multipath diversity and transmission

gains for local UE units.

Relaying can be realized at the different layers of the protocol stack [24]. A Layer

1 (L1) relay is also called a repeater. It takes the received signal, amplifies it and

forwards it to the next hop, which may be another RS or UE. As its name implies,

it works at the L1 of the protocol stack and implements (part of) the PHY layer.

However, L1 relays amplify not only the desired signal but also noise and interfer-

ence. Their advantage is that they can do the forwarding almost immediately, which

translates into a small delay that appears as more multipath to the UE.

A Layer 2 (L2) relay is also called decode and forward relay. It works up to the

Medium Access Control (MAC) and Radio Link Control (RLC) layers, which en-

ables the relay to perform radio resource management (RRM) functions, i.e. dis-

tributed/decentralized RRM. Due to the extra functions performed by an L2 relay,

a more significant delay is introduced compared to an L1 relay.

A Layer 3 (L3) or higher layer RSs could almost be considered as wireless eNodeBs
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Figure 2.9: Relay Types in next generation cooperative networks [1]

and support all the protocol layers of normal eNodeBs, except that they will not

require an expensive backhaul as in a normal eNodeB, and they are assumed to have

low transmission power capabilities. In this case the wireless backhaul link would

require high efficiency and the signaling overhead will be higher, compared to the L1

and L2 relays.

Relay can be static or dynamic. Static association limits the system to support only

stationary RSs, and thus mobile RSs cannot be used. The LTE architecture with

dynamic relaying is proposed in [25]. In dynamic relaying, relays can be associated

with base stations on a need basis rather than in a fixed manner which is based only

on initial radio planning. In order to enable dynamic backhauling, a mechanism is

needed for the RSs to discover relay-enabled eNodeBs that can act as their donor

eNodeBs. The eNodeBs that support relaying can inform RSs about their relaying

capability by including this information in the message blocks they broadcast regu-

larly to the whole cell. This will not affect backward compatibility as the UEs can

simply ignore this extra information.

Home eNodeB is also considered as a relay in LTE-Advanced network. 3GPP is cur-

rently standardizing home eNodeBs, also known as femto-cells [25]. Home eNodeBs

are small base stations for use within indoor environments to improve coverage and

capacity which are similar to WLAN access points, and will be installed in residence
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and office buildings where there is already an access to Internet, for example, via a

wired system. They will appear as normal eNodeBs to the UEs and they will access

the core network of the operator via the Internet. Home eNodeBs seem to be an

attractive solution for nonreal time (NRT) services as well as some real time (RT)

services that does not have very strict QoS requirements.

RSs can operate in inband or outband. In the inband case, the backhaul link between

the RS and eNodeB uses the same frequency band that the donor eNodeB uses in the

donor cell. In the outband case, this backhaul link will use another frequency band

or any other type of wireless link. A combination of inband and outband will allow

several interfaces for the backhaul link, which allows provisioning load balancing and

high availability.

2.3.2 Relay Transmission Schemes

Many relay transmission schemes have been proposed to establish two-hop commu-

nication between an eNodeB and a UE unit through an RS [26,27]. In conventional

relaying, for example, the UEs are receiving data either from the serving eNodeB

or the RS. However, in cooperative relaying, the UEs can receive and combine the

signals from several RSs and the eNodeB.

Amplify and Forward

In this scheme, an RS receives the signal from the eNodeB (or UE) in the first phase,

then it amplifies this received signal and forwards it to the UE (or eNodeB) in the

second phase as shown in Fig. 2.10. The base station combines the information

sent by the UE and RS, and makes a final decision on the transmitted bit. The

Amplify and Forward (AF) scheme is very simple and has very short delay, but it

also amplifies noise. Although noise is amplified by cooperation, the eNodeB receives

two independently faded versions of the signal and can make better decisions on the

detection of information.

Decode and Forward

In this scheme, an RS decodes (channel decoding) the received signal from the eNodeB

(or UE) in the first phase. If the decoded data is correct using cyclic redundancy

check (CRC), the RS will perform channel coding and forward the new signal to the
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Figure 2.10: Amplify and forward

UE (or eNodeB) in the second phase. This scheme is shown in Fig. 2.11. This Decode

and Forward (DF) scheme can effectively avoid error propagation through the RS,

but the processing delay is long. This scheme has the advantage of simplicity and

adaptability to channel conditions. However, it is possible that detection by the RS is

unsuccessful, in which case cooperation can be detrimental to the eventual detection

of the bits at the eNodeB.

Demodulation and Forward

In this scheme, an RS demodulates the received signal from the eNodeB (or UE)

and makes a hard decision in the first phase (without decoding the received signal).

It modulates and forwards the new signal to the UE (or eNodeB) in the second

phase. This Demodulation and Forward (DMF) scheme has the advantages of simple

operation and low processing delay, but it cannot avoid error propagation due to the

hard decisions made at the symbol level in phase one.

2.4 Resource Allocation in Cooperative OFDMA

Networks

From the radio resource allocation point of view, the performance of OFDMA trans-

mission systems can be optimized through three main mechanisms: (1) scheduling,
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Decoded bits

Figure 2.11: Decode and forward

(2) relay selection, and (3) power allocation. These basic resource allocation schemes

are discussed in the following subsections.

2.4.1 Scheduling

A scheduling algorithm is responsible for allocating the available radio resources (e.g.,

subcarrier) among the users in an OFDMA symbol duration. Scheduling is the main

component of the MAC layer that helps to assure QoS to various service classes.

The scheduler works as a distributor to allocate the resources among users. The

allocated resource can be defined as the number of resource block (RB) as defined in

LTE, where each RB is a group of multiple physical subcarriers. After the scheduler

logically assigns the resource in terms of number of RBs, it may also have to consider

the physical allocation, e.g., the subcarrier allocation. In systems with OFDM PHY,

the scheduler considers the modulation schemes for various subcarriers and decides

the number of subcarriers allocated. Based on user’s service classes, the scheduler

needs to take into consideration the fact that a subset of subcarriers is assigned to

each user. The goal is to minimize power consumption and bit error rate and to

maximize the total throughput.

Based on different network criteria, different scheduling policies are available for the

selection of users to be served. The most common scheduling algorithms are the
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following:

– Round-robin scheduler: The Round-robin scheduler is a user-centric and fairness-

conscious scheduler. It assigns the same amount of physical resources to users

in turn. Conventional round-robin scheduler does not guarantee quality of ser-

vice, since it does not consider the queue state and the channel variability in

the scheduling policy, thereby sacrificing the inherent multiuser diversity and

achievable network capacity.

– Max-min scheduler: This scheduler maximizes the usage of resources while

ensures fairness of transmission rate. In this case, all flows at the bottleneck

link are assigned with fair rates, and then the scheduler tries to maximize the

rates of all flows [28].

– Max-SINR scheduler: This scheduler fully exploits multiuser diversity inherent

in the OFDMA network. This is the best in terms of total capacity maximiza-

tion at the price of fairness.

– Proportional-fair scheduler: This scheduler provides an intermediate solution

between multiuser diversity and fairness. It exploits the multiuser diversity

gains while maintaining fairness across users. In this scheduler, subcarriers

are allocated to the user which maximizes the ratio of its achievable rate to

its exponentially weighted average rate on that subcarrier. However, queue

stability is not guaranteed in proportional fair scheduling even for low traffic

loads.

Additionally, many other schedulers such as the fair throughput, early-deadline-first,

Channel State Dependent Round Robin (CSD-RR) and energy efficient schedulers,

are also discussed in the literature [29, 30]. Among them, the early-deadline-first

scheduler is particularly suitable for real-time applications since priority services are

allowed in this scheduler. A survey of the state-of-the-art of scheduling approaches

in conventional OFDMA-based systems is provided in [31]. The future cooperative

OFDMA-based networks have many optimization parameters and the scheduling

techniques mentioned above may not deliver optimum performance in such networks.

2.4.2 Relay Selection or In-Cell Routing

Relay selection is a key issue of cooperative networks. This can be viewed as the

process of establishing efficient connectivity between nodes over multihop links al-
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lowing coverage extension, throughput, and fairness improvement. Relay selection

schemes are extensively studied in the last few years. In general, relay selection can

be classified into two categories, either multiple-relay selection or single relay selec-

tion. In the former, more than one relay is selected to help a user for cooperative

transmission, whilst in the latter only one relay is selected. In [32], several relay

selection scheme for both of single relay selection and multiple relay selection scheme

are discussed. The performance of multiple-relay participation is fundamentally lim-

ited by the orthogonal partitioning of system resources, inefficient usage of power, or

difficult synchronization among cooperative nodes [33]. To overcome these problems,

opportunistic relay selection is preferred in many cases. According to opportunistic

relaying [34], a single relay among a set of relay nodes is selected, depending on which

relay provides the ”best” end-to-end path between source and destination.

In the single-relay selection category, many selection criteria have been proposed, such

as the distance-based criterion where the relay nearest to the source was selected, the

utility-based criterion where ratio of throughput to the source power was considered,

the outage probability based strategy where a relay giving rise to the minimum

outage probability was selected, the power-aware strategy where a relay with the least

power consumption is selected, the channel quality based strategy where the relay

node providing the maximum end-to-end channel quality was selected, or equivalently

the mutual information based strategy provided that transmit powers of nodes were

predetermined. Different relay selection criteria for OFDMA and non-OFDMA based

wireless networks are discussed in [35–37].

Since different selection schemes are expected to differently affect the system perfor-

mance in terms of throughput, delays, and signaling overhead, several relay selection

strategies and relaying criterion are employed in the resource allocation schemes as

an initial step followed by scheduling user packets on the chosen path(s). However,

performing joint routing and scheduling is known to produce superior performance

results, as compared with decoupled scheduling and routing. Therefore, resource

allocation in cooperative OFDMA networks is indeed a joint scheduling and rout-

ing problem. However, it is quite challenging to devise efficient resource allocation

schemes that tackle the joint problem.

2.4.3 Power Control

Transmit power control is an important interference combating mechanism. It is re-

garded as a means for improving the network throughput by reducing the co-channel
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interference and facilitating frequency reuse. The purpose of transmit power con-

trol is not only to optimize the throughput but also to meet the power constraint.

In general, the transmitted power at an UE is limited. As a result, the maximum

power allowable is introduced as one of the constraints. Least amount of transmis-

sion power is preferred for mobile users due to their limited battery capacities and

also to reduce the radio interference. Additionally, the resource allocation schemes

earmarked for the future wireless systems are envisioned to be aggressive in reusing

the scarce licensed spectrum enabling the operation of many active devices rang-

ing from nomadic relays to femtocell access points [33]. It is essential for such dense

and inevitably frequency reuse-aggressive networks to employ efficient mechanisms to

mitigate the co-channel interference and to provide prudent energy utilization which

is important in terms of the so-called green wireless initiative in designing future

wireless networks.

2.5 Previous Works in Resource Allocation for Co-

operative OFDMA Networks

Resource allocation algorithm for non-OFDMA relay networks are well studied. Re-

source allocation in OFDMA-based cellular networks without relay has been intro-

duced in [38,39]. Choosing the best relay and allocating the resources in an OFDMA

relay network with single user and multiple relays are straightforward and presented

in [40]. In [40], each relay node operates in a time-division half duplex mode using

the amplify-and-forward protocol. A joint allocation of three resources (power, sub-

carriers and relay nodes) is described. The objective is to maximize the end-to-end

transmission rate subject to individual or total power constraints. The problem is for-

mulated as a subcarrier-pair based resource allocation and solved using dual method

which is asymptotically optimal. However, the network model considers only single

user without minimum rate requirements. Under the sum-rate maximization objec-

tive without QoS requirements, users with bad channel conditions are starved since

all resources are assigned to users with good channel conditions.

In the presence of multiple users and multiple relays, relay selection and resource

allocation are complicated due to the interactions among the users. A downlink

single-cell network with multiple fixed RSs is studied in [41]. The objective of this

work is to maximize the total average throughput of both the direct and relayed

links. Authors proposed two algorithms to improve the overall cell-throughput while
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maximizing the total average throughput of both links. In both algorithms, relays

are always used by the BS in the second phase. The first algorithm is a suboptimal

algorithm which performs subcarrier allocation with a predetermined equal power

allocation. The second algorithm is an optimal joint power and subcarrier allocation

algorithm. Simulation results show that with the increase of relay stations, the sum

rate is increased, while the joint optimal allocation algorithm continues to outperform

the fixed power allocation algorithm. When no relays are used, the joint algorithm

provides a marginal gain especially at high SINR regime, and the power allocation

part becomes equivalent to water-filling.

An isolated relay assignment and power allocation scheme for cooperative networks

for homogeneous traffic is proposed in [42]. A heuristic algorithm is presented to find a

near optimal relay assignment and power allocation where each user is supported by a

single relay. However, this scheme can not achieve the optimal solution because of the

isolated design approach and the relay selection criterion only based on the maximum

allocated power. In [43], the authors use the Lagrange dual-decomposition method to

show that a modified water-filling algorithm can solve the optimal power-allocation

with fixed subchannel allocation. However, if AMC is used, power allocation does

not contribute much to system performance improvement. In [44], a utility based

resource allocation in OFDMA relay networks, considering service differentiation, is

proposed. The authors formulate a joint optimization problem for the relay selection,

subcarrier assignment and power allocation but only solved it heuristically.

Since mobile stations have limited resources, efficient resource allocation is very im-

portant for the uplink system. There have been numerous research works considering

the downlink OFDMA systems [41, 44–47]. However, those algorithms may not be

applicable for the uplink due to the distributive nature of power constraints [48]. A

survey on resource allocation schemes for the uplink OFDMA system is presented

in [49]. A multi-user joint distributed resource allocation scheme for uplink cooper-

ative OFDMA system is proposed in [50]. They provided an optimal solution and

distributed implementation based on the primal-dual decomposition method. How-

ever, relay selection is performed for each user and all subcarriers allocated to that

user use the same relay. Also, they did not consider each user’s QoS requirement in

their joint design.

A most recent work [51] proposed a low complexity suboptimal algorithm for sub-

carrier assignment, power allocation and partner selection for amplify-forward coop-

erative multicarrier systems where mobile station works as a relay. They consider
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a network that consists of multiple cooperative pairs that employ a two phase co-

operation scheme. In phase I, the users first transmit their own message on each of

their subcarriers and relay the message of their partners in phase II. The resource

allocation problem is solved in three steps. First, the authors proposed a relaxed

problem formulation and derive the optimal power allocation. Second, an efficient

subcarrier allocation policy is then derived based on the resultant power allocation.

Third, with the subcarrier allocation scheme, they further developed an iterative

suboptimal solution for the joint allocation of power among both phases. However,

homogeneous users with same service and demand are considered.

Resource allocation supporting each user’s QoS requirements has been considered in

several works [23, 37, 48]. In [23], a rate adaptive joint subcarrier and power allo-

cation algorithm under interference and QoS constraints is proposed for cooperative

OFDMA based broadband wireless access networks. However, the problem is solved

heuristically. A cross layer approach for uplink OFDMA based cellular networks

supporting heterogeneous services is introduced in [48]. The authors formulated two

different optimization problems to support two types of uplink flows and determined

cross-layer trade-off between uplink service rate and power consumption of users.

Finally, they solved the problem using dual decomposition. In addition, Optimal

and suboptimal resource allocation schemes considering user QoS requirements for

the uplink are proposed in [11,52,53]. These schemes are designed assuming a single

total power constraint for all the users and relays, as this assumption allows clas-

sifying subcarriers into non-cooperative or cooperative mode in advance. However,

this assumption limits the applicability of these schemes in realistic scenarios, since

each user and relay have separate individual total power constraint for the uplink

communications. Furthermore, with individual total power constraints, subcarrier

classification is complicated since it depends not only on the channel conditions, but

also on the user and relay power constraints. The power allocation scheme proposed

in [40, 54] optimizes throughput under individual power constraints. However, the

system consists of a single user, and the user’s QoS requirements are not considered.

Moreover, resource allocation in cooperative networks can be performed in a central-

ized manner [46,55] or distributed manner [50,56] or semi-distributed manner [57]. In

centralized allocation, resource allocation decisions are made at a central entity, i.e.,

BS. Centralized scheduling can reduce the complexity of RSs, but has a high system

overhead for control message exchange, since the BS requires full knowledge of the

CSI of each link as well as the queue length in every RS, while every RS needs to be

informed about the BSs allocation. Converse to centralized resource allocation, both
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users and RSs have more autonomy in making transmission decisions in distributed

schemes and semi-distributed allocation is the combination of both the centralized

and distributed resource allocation.

A relay centric distributed resource allocation scheme is proposed in [56]. In the

proposed scheme, each relay can calculate it’s own power based on the information

available from neighbouring nodes and hence can reduce the overall signalling over-

head as well as processing complexity at the BS. However, a user is allowed to use

maximum of two relays and user QoS requirements are not considered in the joint

objective.

In [57], a semi-distributed resource scheduling scheme for multi-cell OFDMA down-

link systems with DF relaying is proposed. Using dual decomposition, the optimiza-

tion problem is separated into a master problem and several subproblems which can

be solved by the proposed semi-distributed iterative algorithm. Each BS solves its

own problem by utilizing its local CSI and exchanges partial interference information

with all BSs through the concept of pricing. Therefore, the computational complexity

at the BS and the CSI feedback overhead are both significantly reduced compared to

optimal centralized scheduling which requires global CSI.

2.6 Chapter Summary

Extensive research has been done for resource allocation in OFDMA networks with

and without relay. However, these works cannot be directly applied to a cooperative

multi-user OFDMA networks which has diversified QoS requirements. So, developing

a resource allocation scheme which strikes a balance between optimality of resource

utilization and computational complexity, while guaranteeing QoS requirements and

satisfying constraints related to 4G technologies, is still an open issue. Our work

will focus on developing a practical resource allocation schemes for next generation

broadband wireless access networks addressing practical issues such as limited com-

putational power, and the support of multiple services with diverse QoS requirements

by employing cooperative transmission technologies.
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Chapter 3

System Model

3.1 Network Model

We consider a single cell relay enhanced OFDMA-based uplink system with K users

(UE) (1 ≤ k ≤ K) and N fixed relays (1 ≤ n ≤ N), where relays are shared by

all users. The cell is divided into two ring shaped boundary regions and users are

uniformly distributed between inner and outer boundaries. The reason is that the

users located between inner boundary and outer boundary may require relays in

most cases due to heavy blockage and long distance transmission [58]. Users located

inside the inner boundaries are not considered because they do not require relays

in most cases due to good channel condition since they are closer to the eNodeB.

Resource allocation for these users may be done separately with simple algorithm.

The distance of the relays from the base station (eNodeB) is δR and the relay’s angle

relative to the base station is uniformly distributed in [0, 2π], where R is the radius

of the cell and δ is the distance factor. The cell spectrum is divided into subbands,

each supported by a subcarrier. The subcarriers are grouped into resource blocks

(RB). Each RB consists of 12 subcarriers. The total number of subcarriers used in

the system is M (1 ≤ m ≤ M). The transmit power of the kth user in the mth

subcarrier is Pm
s,k, and the transmit power of the nth relay in the mth subcarrier is

Pm
r,n. Assume that each node is equipped with a single antenna and the relays operate

in a half duplex mode. The system model is shown in Fig. 3.1.
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Figure 3.1: System Model

32



3.2 Channel Model

Since radio signals are transmitted in an open space, they suffer from signal reflec-

tion, diffraction, and scattering. In this thesis, we consider both large scale path

loss attenuation and small scale fading in the channel model. Path loss attenuation

is mainly determined by the geographical environment and distance between the re-

ceiver and the transmitter. 3GPP suggests several propagation models for predicting

path loss [59]. In noncooperative networks, a single path loss model is used for macro

eNodeB to UE connection which is based on the traditional formulae for NLOS prop-

agation environment. A new large scale fading model is proposed in 3GPP Release

10 for relay backhaul link (eNodeB-to-RS) and access link (RS-to-UE). Those models

are based on the real measurements reflecting the typical relay deployment. In this

thesis, we assumed the following path loss models based on [59] considering NLOS

communication for all links at 2 GHz band.

PLSD[dB] = 131.1 + 42.8 log10(dSD)

PLSR[dB] = 145.4 + 37.5 log10(dSR)

PLRD[dB] = 125.2 + 36.3 log10(dRD) (3.1)

where dSD dSR and dRD in Km are the source-to-destination (SD), source-to-relay

(SR), and relay-to-destination (RD) separation, respectively. The log-normal shad-

owing of an 8dB standard deviation are assumed. The broadband channel is assumed

to be frequency-selective Rayleigh fading channels with exponential power delay pro-

file based on ITU pedestrian B model [4]. The channels for different users in each

subcarrier are assumed to be independent. Then the effective channel gain over an

RB is deduced from the subcarrier granularity. Relay selection is performed per RB

since RB is the smallest resource unit for the next generation network (for example,

LTE). We assumed that the destination node (eNodeB) has perfect channel state

information (CSI) of all links. The noise variances of the source-to-relay (SR) links,

relay-to-destination (RD) links and source-to-destination (SD) links per subcarrier

are denoted by σ2
k,n, σ2

n,D, and σ2
k,D, respectively.
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Table 3.1: Channel parameters for ITU pedestrian B model

Tap Relative delay (ns) Average power (dB)
1 0 0
2 200 -0.9
3 800 -4.9
4 1200 -8
5 2300 -7.8
6 3700 -23.9

3.3 Traffic Model

The next generation networks are expected to support various kinds of applications

with different QoS requirements. We consider two types of users, Guaranteed Bit

Rate (GBR) users and Aggregate Maximum Bit Rate (AMBR). The users are dif-

ferentiated on the basis of minimum required data rate. GBR users have a specific

rate requirement (e.g., real-time gaming) and AMBR users have a flexible service

rate (e.g., best-effort and non-real-time service). The GBR users are represented by

user class κ1, which have specific rate requirements (also called rate constrained (RC)

user) and the AMBR users under the user class κ2, which have a flexible service rate

requirements. The traffic class of a user is determined based on the applications.

The minimum QoS requirement of the kth user is denoted by Qk.

3.4 Transmission Mode

Both the cooperative and non-cooperative transmission modes are considered in our

proposed schemes. Based on QoS requirement, a user can transmit directly to the

destination or transmit using cooperative communication. In cooperative scenario,

the communication between the user and the eNodeB is carried out in two phases. In

the first phase, the user transmits to the eNodeB which is overheard by the selected

relay as well. In the second phase, the selected relay forwards to the eNodeB using the

regenerate-and-forward cooperative protocol. The data received in both time slots

are combined together by the eNodeB using maximal ratio combining (MRC) [60].

The achievable rate in bits/sec/Hz for the regenerate-and-forward scheme for the kth
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user in the mth subcarrier when the nth relay is selected is given by

Rm
k,n =


1
2

min
[
log2(1 + Pm

s,kα
m
k,n) ,

log2(1 + Pm
s,kα

m
k,D + Pm

r,nα
m
n,D)

]
, cooperative mode

log2(1 + Pm
s,kα

m
k,D), non-cooperative mode

(3.2)

where αmk,D =
|hmk,D|

2

σ2
k,D

, αmk,n =
|hmk,n|

2

σ2
k,n

and αmn,D =
|hmn,D|

2

σ2
n,D

and
∣∣hmk,D∣∣2,

∣∣hmk,n∣∣2 and
∣∣hmn,D∣∣2

are the channel coefficients between the kth user and the destination, the kth user

and the nth relay and the nth relay and the destination in the mth subcarrier,

respectively.

We consider binary relay selection and subcarrier allocation characterized by the

parameter ρmk,n, where ρmk,n = 1 means that relay node n performs as a relay for user

k in the mth subcarrier. Otherwise, it is equal to 0. We assume that each user

can have only one relay, but each relay can support several users and a subcarrier is

allocated to only one source and one relay, so that there is no interference between

sources. The same subcarrier will be used by the relay in the second time slot.

3.5 Chapter Summary

In this Chapter, we present the system model under consideration in this thesis. In

specific, we focus on an uplink transmission of a single cell relay enhanced OFDMA

networks. We consider both GBR and AMBR users, where half of the users are

GBR users, which are selected randomly from the total set of users. Multipath

Rayleigh fading channel with exponential power delay profile based on ITU pedestrian

B model [4] is considered for small scale fading model.
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Chapter 4

QoS Aware Resource Allocation

under Total Power Constraint

4.1 Introduction

Resource allocation is a very broad topic in telecommunication field due to the ex-

tended scope of targets, e.g., diverse service provisioning, different infrastructure

accommodation, or mobility support and various forms of relays. In this chapter, we

focus on relay selection and resource allocation in multi-user cooperative OFDMA

networks with fixed relays when users have heterogeneous rate requirements. The

joint relay selection and resource allocation for the uplink OFDMA based system is

investigated. The resource allocation problem is formulated as a maximization of the

total system throughput by satisfying the individual users’ QoS requirements subject

to a total power constraint. A major challenge in solving the optimization problem is

non-convexity caused by the combinatorial nature of sub-carrier assignment problem

and/or non-convex objective functions. By relaxing the integer constraints, we derive

an optimal solution for this relaxed problem by a two level dual decomposition with

reduced computational complexity. We also proposed two suboptimal schemes based

on equal power allocation, with and without power refinement to reduce computa-

tional complexity. The problem formulation and solution approaches are discussed

in details. The computational complexity of each scheme is also analyzed.
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4.2 Problem Formulation and Solution Approach

Our objective is to maximize the total system throughput subject to a set of con-

straints. The relay selection and subcarrier assignment constraints are as follows:

K∑
k=1

N∑
n=0

ρmk,n = 1, ρmk,n ∈ {0, 1},∀m (4.1)

where n = 0, it means user k utilize subcarrier m in non-cooperative mode. The

total power allocated to the mth subcarrier of the kth user in both time slots is

Pm
t,k = Pm

s,k + Pm
r,n [40, 61] and the total power constraint can be expressed as

K∑
k=1

M∑
m=1

N∑
n=0

ρmk,nP
m
t,k ≤ PT (4.2)

where PT is the sum of the power available for all users plus relays in the network.

Although individual power constraints will lead more accurate power allocation, how-

ever, our goal is to maximize the total system throughput subject to a joint total

power constraint, considering the simplicity of the problem formulations and lower

computational complexity under the sum power constraint. The computational com-

plexity is lower in the studied model since we only need to update one dual variable

using subgradient method under the total power constraint compared to updating

K+N dual variables simultaneously until all of them are converged when individual

power constraints are used. Similar assumptions on the total power constraint are

taken in previous studies [40,61–63].

Maximization of the rate in (3.2) using cooperative communication under total power

constraint has advantageous only if αmk,n > αmk,D and αmn,D > αmk,D [62, 64]. First,

consider the case when the user to relay channel is weaker (lower Signal-to-Noise Ratio

(SNR) due to bad channel condition) than the direct link channel, i.e., αmk,n < αmk,D.

In such case, from equation (3.2), any power increment will be more beneficial if

allocated to the direct link and the use of relay will not be advantageous. Second,

consider the case when the user to relay channel is stronger (higher SNR due to

good channel condition) than the direct link channel, .i.e., αmk,n > αmk,D. Then two

cases may happen: 1) if αmk,D > αmn,D, the rate benefit will be greater if the power

is allocated to the direct link; and 2) if αmk,D < αmn,D, the allocation of power to the

relay is better under the constraint of Pm
s,kα

m
k,D+Pm

r,nα
m
n,D ≤ Pm

s,kα
m
k,n. This means that

any power increment has to be shared between the user and relay, and the rate will
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be maximized when the constraint is saturated,.i.e., Pm
s,kα

m
k,D + Pm

r,nα
m
n,D = Pm

s,kα
m
k,n.

Then the source power allocation is given by

Pm
s,k =


αm
n,D

αm
k,n+αm

n,D−α
m
k,D
Pm
t,k, cooperative mode

Pm
t,k, non-cooperative mode

(4.3)

and the relay power allocation is given by

Pm
r,n =


αm
k,n−α

m
k,D

αm
k,n+αm

n,D−α
m
k,D
Pm
t,k, cooperative mode

0, non-cooperative mode
(4.4)

The computation of the source and relay power can be explained as follows. First,

for any subcarrier, when the channel gains are known, the transmission mode can

be determined for the given total power on that subcarrier. Second, for the selected

transmission mode, the optimal source and relay power are computed. If cooperative

mode is selected, Pm
t,k will be divided in two time slots depending on the channel

condition and the optimal source and relay power are given by (4.3) and (4.4) [40,62].

In case of non-cooperative mode, Pm
r,n = 0, and Pm

s,k = Pm
t,k from (4.3). For the non-

cooperative transmission mode, there may be two scenarios: transmission can be held

in two time slots by dividing the total power, Pm
t,k in two time slots, or use only one

time slot with power Pm
t,k. In this work, we assume that the user only transmits in the

first time slot using the total power, Pm
t,k when non-cooperative transmission mode

is selected [65]. Thus, substituting (4.3) and (4.4) into (3.2), the rate expression can

be unified as

Rm
k,n =

1

2
[log2(1 + Pm

t,kα
m
k,eq)] (4.5)

where αmk,eq is the equivalent channel gain given by

αmk,eq =


αm
k,nα

m
n,D

αm
k,n+αm

n,D−α
m
k,D
, cooperative mode

αmk,D, non-cooperative mode.
(4.6)

The total achievable rate of the kth user for all subcarriers allocated to the kth user

is given by

Rk =
M∑
m=1

N∑
n=0

ρmk,nR
m
k,n. (4.7)

We formulate the joint resource allocation and relay selection problem subject to a
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minimum data rate constraint for each GBR user. The optimization problem can be

formulated as

(P1) maximize
ρ,Pt

K∑
k=1

M∑
m=1

N∑
n=0

ρmk,nR
m
k,n

subject to c1 : ρmk,n ∈ {0, 1},∀k,m, n

c2 :
K∑
k=1

N∑
n=0

ρmk,n = 1, ∀m

c3 : Rk ≥ Qk,∀k ∈ κ1

c4 :
K∑
k=1

M∑
m=1

N∑
n=0

ρmk,nP
m
t,k ≤ PT

c5 : Pm
t,k ≥ 0, ∀k,m, n

(4.8)

where constraints c1 and c2 represent the relay selection and subcarrier allocation

and indicate that each user can have one relay to cooperate and can utilize multiple

subcarriers to transmit; however, a subcarrier can not be shared by different users.

Constraint c3 applies minimum QoS requirements for the GBR users in terms of data

rate requirement. Finally, the source and the relay power allocation are constrained

by c4 and c5.

The optimization problem in (4.8) is a mixed integer nonlinear programming (MINP)

problem. One challenging aspect of this problem in the context of OFDMA uplink

is the discrete nature of subcarrier assignment, which, when coupled with QoS con-

straint, makes the problem even harder to solve. Therefore, finding the optimal

solution for this non-convex problem requires searching through all the possible user,

relay and subcarrier allocations, which is prohibitively complex to employ in large

system. However, to make the problem tractable, we relax the integer constraints,

ρmk,n to take any real value between 0 and 1 via time-sharing condition which allows

time sharing of each subcarrier. The duality gap of any optimization problem satis-

fying the time sharing condition is negligible as the number of subcarriers becomes

sufficiently large [66]. Since our optimization problem obviously satisfies the time-

sharing condition, it can be solved by using the dual method and the solution is

optimal [48,66]. The relaxed problem is shown in Appendix A.1.
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4.2.1 Dual Problem

The Lagrangian function of problem in (4.8) can be written as

L(ρ, Pt, λ, µ) =
K∑
k=1

M∑
m=1

N∑
n=0

ρmk,nR
m
k,n +

∑
k∈ κ1

λk(
M∑
m=1

N∑
n=0

ρmk,nR
m
k,n

−Qk) + µ(PT −
K∑
k=1

M∑
m=1

N∑
n=0

ρmk,nP
m
t,k)

=
M∑
m=1

[
K∑
k=1

N∑
n=0

ρmk,nR
m
k,n +

∑
k∈ κ1

λk

N∑
n=0

ρmk,nR
m
k,n

−µ
K∑
k=1

N∑
n=0

ρmk,nP
m
t,k

]
−
∑
k∈ κ1

λkQk + µPT

(4.9)

where λ = [λ1, λ2, ...λκ1]T is the vector of the dual variables associated with the

individual QoS constraints and µ is the dual variable for the power constraint. The

Lagrangian dual function can therefore be written as

g(λ, µ) =


max
ρ,Pt

L(ρ, Pt, λ, µ)

s.t.
∑K

k=1

∑N
n=0 ρ

m
k,n = 1,∀m

0 ≤ ρmk,n ≤ 1, Pm
t,k ≥ 0.

(4.10)

Then the dual optimization problem is given by

min
λ,µ�0

g(λ, µ). (4.11)

The coupling between subcarriers via Lagrangian relaxation can be removed and

(4.10) can be decomposed intoM subproblems at each subcarrier, which can be solved

independently given λ, µ with low complexity. The subproblem at each subcarrier is

given by
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max
ρ,Pt

Lm(ρm, Pm
t ) = max

ρ,Pt

K∑
k=1

N∑
n=0

ρmk,nR
m
k,n +

∑
k∈ κ1

λk

N∑
n=0

ρmk,nR
m
k,n

−µ
K∑
k=1

N∑
n=0

ρmk,nP
m
t,k (4.12)

s.t.
K∑
k=1

N∑
n=0

ρmk,n = 1, 0 ≤ ρmk,n ≤ 1, Pm
t,k ≥ 0, ∀k, n

where ρm, Pm
t are the vectors of ρmk,n, P

m
t,k on the mth subcarrier, respectively. The

subproblem can be further decomposed through a second level primal decomposition.

The decomposition hierarchy of the dual problem is shown in Fig. 4.1. Thus, we have

two subproblems which will be solved in two phases: optimal power allocation and

joint relay selection and subcarrier allocation.

Master Dual 
Problem (4.11) 

1st Subproblem  
(4.12) 

  

mth Subproblem 
(4.12) 

  

Optimal power 
allocation 

(4.13) 

Joint optimal 
relay selection 
and subcarrier 

allocation (4.16) 

. . . . . . . . . 

Optimal power 
allocation 

(4.13) 

Joint optimal 
relay selection 
and subcarrier 

allocation (4.16) 

Figure 4.1: Hierarchy of the decomposed dual problem.

Proposition 1 Considering the convex optimization problem in (4.11), the subgra-

dients of g(λ, µ) denoted by ∆λk, and ∆µ are given by

∆λk =
∑M

m=1

∑N
n=0 ρ

m?

k,nR
m?

k,n −Qk,∀k ∈ κ1
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∆µ = PT −
∑K

k=1

∑M
m=1

∑N
n=0 ρ

m?

k,nP
m?

t,k

where ρm
?

k,n, R
m?

k,n and Pm?

t,k are the optimal solution of the dual objective function in

(4.11).

The proof of proposition 1 is given in the Appendix A.2.

4.2.2 Optimal Power Allocation for a Given Relay Assign-

ment and Subcarrier Allocation

Let subcarrierm be allocated to user k and relay n in a frame of transmission time and

ρmk,n = 1. Then optimal power allocation over this subcarrier and relay assignment

can be determined by solving the following problem

max
Pm
t,k

Lm,∀k, n

s.t. Pm
t,k ≥ 0.

(4.13)

Differentiating Lm with respect to Pm
t,k, we have

∂Lm
∂Pm

t,k

= (1 + λ̄k)
∂Rm

k,n

∂Pm
t,k

− µ (4.14)

where

λ̄k =

λk,∀k ∈ κ1

0,Otherwise.

Applying the Karush-Kuhn-Tucker (KKT) [67] condition, we can deduce the optimal

power allocation as follows:

Pm
t,k
∗ =

[
1 + λ̄k

2µ ln(2)
− 1

αmk,eq

]+

(4.15)

where [x]+ = max [x, 0]. The derivation the optimal power allocation is shown in

Appendix A.3.
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4.2.3 Joint Optimal Relay Selection and Subcarrier Alloca-

tion

From (4.9), we have an alternative expression of the dual function as

g(λ, µ) = max
ρ

M∑
m=1

K∑
k=1

N∑
n=0

ρmk,nH
m
k,n(λ, µ) (4.16)

−
∑
k∈ κ1

λkQk + µPT

s.t.

K∑
k=1

N∑
n=0

ρmk,n = 1,∀m, 0 ≤ ρmk,n ≤ 1

where the function Hm
k,n(λ, µ) is defined as follows

Hm
k,n =

1

2
(1 + λ̄k)[log2(1 + Pm

t,k
∗αmk,eq)]− µPm

t,k
∗. (4.17)

An intuitive explanation for each term in (4.17) is as follows. The first term can

be viewed as the rate obtained by selecting subcarrier m by user k and relay n and

the second term is the price for the power consumption. Therefore, Hm
k,n can be

interpreted as the gain of transmitting over subcarrier m by user k and relay n and

H = [Hm
k,n] can be represented as a K × N profit matrix at each subcarrier m. In

other words, the profit matrix H is different for different value of m. The objective

function in (4.16) can be maximized by picking exactly one element of matrix H for

each subcarrier so that the sum of profit is as large as possible. Finally, optimal relay

selection and subcarrier allocation should be the one having the maximum value of

Hm
k,n(λ, µ) in (4.17) and is given by

ρmk,n =

1, (n?, k?) = arg max
n,k

Hm
k,n

0, otherwise.
(4.18)

In the operation, first, the power allocation for each subcarrier using both transmis-

sion modes is computed using (4.15). Then, these power allocation values are used

in (4.17) to compute Hm
k,n. After that, for each subcarrier, the user and relay pair

is determined using (4.18) that gives the largest Hm
k,n. Non-cooperative mode is the

case that no relay is selected, i.e., n = 0.
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The derived joint relay selection and subcarrier allocation solution in (4.18) state

three conclusions: 1) Although time-sharing is assumed for solving the optimization

problem, the optimal relay selection and subcarrier allocation indicate that there is no

time sharing in any subcarrier, i.e. a subcarrier is only assigned to one user and one

relay (in the second time slot); 2) The optimal solution of the original optimization

problem is identical to the solution of the relaxed problem; 3) The optimal solution in

(4.18) may be infeasible if two user-relay pair have same Hm
k,n at the mth subcarrier.

However, this case may not happen in the reality since Hm
k,n depends not only the

channel condition but also the power budget of each user’s. In other words, this is

only possible if two users have the same channel condition and same amount of power

available for transmission.

4.2.4 Variable Update

Since a dual function is always convex by definition, subgradient method can be used

to minimize g(λ, µ). Dual variables λ and µ are updated in parallel as follows

λk(t+ 1) =

[
λk(t) + η(t)

(
Qk −

N∑
n=0

M∑
m=1

ρmk,n(t)Rm
k,n(t)

)]+

µ(t+ 1) =

[
µ(t) + θ(t)

(
K∑
k=1

M∑
m=1

N∑
n=0

ρmk,n(t)Pm
t,k(t)− PT

)]+

(4.19)

where η(t) and θ(t) are diminishing stepsizes and t is the iteration index. The sub-

gradient method above is guaranteed to converge to the optimal dual variables if

the stepsizes are chosen following the diminishing stepsize policy [67]. Based on the

mathematical formulations and derivations, the optimal relay selection, subcarrier

assignment and power allocation can be computed algorithmically. The pseudocode

of the proposed optimal scheme is outlined in Algorithm 1.

4.3 Suboptimal Schemes

The computational complexity of the proposed optimal scheme may still be too high

for practical implementation. In this section, we present two suboptimal schemes

which have lower computational cost compared to the optimal one.
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Algorithm 1 Pseudocode for the proposed optimal scheme

1: Initialize λk and µ.

2: for m = 1→M do

3: for k = 1→ K do

4: for n = 1→ N do

5: Calculate optimal power using (4.15).

6: Calculate Hm
k,n(λ, µ) using (4.17).

7: end for

8: end for

9: Find optimal (n?, k?) according to (4.18).

10: Allocate subcarrier m to (n?, k?).

11: end for

12: for k = 1→ K do

13: update λk using (4.19).

14: end for

15: Update µ using (4.19).

16: Repeat above steps until convergence.
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4.3.1 Equal Power Allocation (EPA) Scheme

In this scheme, we determine relay selection and subcarrier allocation assuming that

the power is equally distributed over all subcarriers. First, relay selection and sub-

carrier allocation are performed for the GBR users in two steps considering that

AMBR users are absent. In step 1, to ensure fairness among the users, we select

the user whose current achievable rate is the farthest away from it’s minimum rate

requirement. In step 2, for the selected user, we choose the subcarrier and relay

that maximize the transmission rates Rm
k,n, rather than the metrics Hm

k,n defined in

(4.17). Steps 1 and 2 are repeated until all users are satisfied or the number of

unassigned subcarriers are zero. Then the remaining subcarriers and power are dis-

tributed among the AMBR users to maximize the sum rate. In this case, to exploit

multi-user diversity, subcarriers are allocated to the user and relay pair who can uti-

lize the channel the best. Let Sk be the set of subcarriers assigned to user k and A be

the set of unassigned subcarriers. The pseudocode of the EPA scheme is presented

in Algorithm 2.

Algorithm 2 Pseudocode for EPA scheme

1: Initialization: set Rk = 0, Sk = φ, ∀k and A = {1, 2, ....M}.

STEP 1: GBR users

2: while A 6= φ and Rk < RQ for all k ∈ κ1 do

3: Select user k? = arg maxk∈κ1(RQ −Rk).

4: For the found k?, find (n?,m?) = arg maxn,m Rm
k,n.

5: Assign the subcarrier m? to (n?, k?) .

6: Update Sk? = Sk? ∪m?, A = A−m? and Rk? = Rk? +Rm?

k?,n? .

7: end while

STEP 2: AMBR users

8: while A 6= φ do

9: Find (n?, k?,m?) = arg maxn,k∈κ2,m Rm
k,n.

10: Update Sk? = Sk? ∪m?, A = A−m? and Rk? = Rk? +Rm?

k?,n? .

11: end while
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4.3.2 Equal Power Allocation with Refinement Scheme

In equal power allocation with refinement (EPAR) scheme, we use power refinement

after relay selection and subcarrier assignment with equal power distribution. First,

relay selection and subcarrier assignment are done for the GBR users considering

equal power distribution. Then the power distribution for each GBR user is adjusted

individually using analytical solution described in Section 4.2. The objective of the

power refinement is to optimize the power while maintaining the basic transmission

rate. Subcarrier adjustment is performed after the power refinement. In the sub-

carrier adjustment substep, some GBR users release additional subcarriers which are

over allocated by the EPA scheme and can be used for AMBR users. At the end, the

remaining subcarriers and power are allocated to the AMBR users and power refine-

ment is also done by using the analytical solution presented in Section 4.2. Since the

subcarrier assignment for the GBR users in the first step is obtained by considering

equal power distribution, this scheme is suboptimal. The computational complexity

of the power refinement process is much smaller than that of the dual problem be-

cause we already have relay selection and subcarrier assignment. The pseudocode of

the EPAR scheme is presented in Algorithm 3.

4.3.3 Power Refinement: Method 1

In power refinement method 1, we optimize the power while maximizing the through-

put for a given subcarrier and relay assignment, and guaranteeing the minimum rate

requirements for each GBR user. In other words, it determines optimal power for a

given subcarrier allocation and relay assignment while maximizing the total system

throughput and maintaining the basic transmission rates. First, the relay selection

and subcarrier allocation are obtained using equal power distribution similar to the

EPA scheme. Then, the optimal power allocation is performed on this subcarrier-

relay assignment. The optimization problem can be expressed as follows:

(P2) max
Pt

K∑
k=1

M∑
m=1

N∑
n=0

ρmk,nR
m
k,n (4.20)

subject to constraints c3, c4 and c5 in (4.8).

Optimization problem P2 is a convex optimization problem which can be solved sim-

ilarly as the optimal power allocation approach described in 4.2.2. The key difference
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Algorithm 3 Pseudocode for EPAR scheme

1: Initialization: set Rk = 0, Sk = φ, ∀k and A = {1, 2, ....M}.

STEP 1: GBR users

2: while A 6= φ and Rk < RQ for all k ∈ κ1 do

3: Select user k? = arg maxk∈κ1(RQ −Rk).

4: For the found k?, find (n?,m?) = arg maxn,m Rm
k,n.

5: Assign the subcarrier m? to (n?, k?) .

6: Update Sk? = Sk? ∪m?, A = A−m? and Rk? = Rk? +Rm?

k?,n? .

7: end while

STEP 2: Power Refinement for GBR users

8: Refine power using power refinement method stated in 4.3.3.

STEP 3: Subcarrier Adjustment

9: for each user k ∈ κ1 do

10: while Rk > RQ do

11: Find ḿ = arg minm∈Sk
(Rm

k,n)

12: if (Rk −Rḿ
k,n) ≥ RQ then

13: Update Sk = Sk − ḿ, A = A ∪ ḿ, Rk = Rk −Rḿ
k,n.

14: end if

15: end while

16: end for

STEP 4: AMBR users

17: while A 6= φ do

18: Find (n?, k?,m?) = arg maxn,k∈κ2,m Rm
k,n.

19: Update Sk? = Sk? ∪m?, A = A−m? and Rk? = Rk? +Rm?

k?,n? .

20: end while

STEP 5: Power Refinement for AMBR users

21: Refine power using power refinement method stated in 4.3.3.
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with the optimal scheme is that there is no need to optimize the subcarrier assign-

ment and relay selection and the computational complexity of the power refinement

process is far smaller than that of solving the dual problem in (4.9). The pseudocode

of the power refinement method 1 is outlined in Algorithm 4.

Algorithm 4 Pseudocode of the proposed power refinement method 1

1: Initialize λk and µ.

STEP 1: Power Refinement for GBR users

2: for each user k ∈ κ1 do

3: for each subcarrier m ∈ Sk do

4: Calculate optimal power using (4.15).

5: end for

6: Update λk using (4.19).

7: end for

8: Update µ using (4.19).

9: Repeat above steps until convergence.

STEP 2: Power Refinement for AMBR users

10: for each user k ∈ κ2 do

11: for each subcarrier m ∈ Sk do

12: Calculate optimal Pm
t,k
∗ =

[
1

2µ ln(2)
− 1

αm
k,eq

]+

.

13: end for

14: end for

15: Update µ using (4.19).

16: Repeat above steps until convergence.
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4.3.4 Power Refinement: Method 2

The previous method still needs to update the Lagrangian multipliers λ and µ to

meet the rate and power constraints, respectively. However, to further reduce the

computational complexity, we assume that xk = 1+λ̄k
2µ ln 2

,∀k ∈ κ1; then from (4.15) we

have

xk = Pm
t,k
∗ +

1

αmk,eq
(4.21)

where Pm
t,k
∗ can be represented as Pm

t,k = PT

M
under equal power distribution. Rewriting

(4.21) as

|Sk|xk =
∑
m∈Sk

[
Pm
t,k +

1

αmk,eq

]
,∀k ∈ κ1 (4.22)

where |Sk| is the cardinality of Sk.

Finally, xk can be deduced as

xk =
1

|Sk|

[
Pt,k +

∑
m∈Sk

1

αmk,eq

]
,∀k ∈ κ1 (4.23)

where Pt,k = |Sk|Pm
t,k. Substituting xk into (4.15), the power allocation refinement

can be obtained for GBR users.

For AMBR users, setting λ̄k = 0 in (4.15), we get the optimal power allocation for

AMBR users as

Pm
t,k
∗ =

[
1

2µ ln 2
− 1

αmk,eq

]+

,∀k ∈ κ2. (4.24)

Letting yk = 1
2µ ln 2

,∀k ∈ κ2, yk can be deduced as

yk =
1

|Sk|

[
Pt,k +

∑
m∈Sk

1

αmk,eq

]
,∀k ∈ κ2 (4.25)

where Pt,k is given by
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Pt,k =
|Sk|(PT −

∑
k∈κ1

∑M
m=1 P

m
t,k)

M −
∑

k∈κ1 |Sk|
. (4.26)

Finally, the power refinement for the AMBR users is obtained by substituting (4.25)

into (4.24). The pseudocode of the power refinement method 2 is outline in Algorithm

5.

Algorithm 5 Pseudocode of the proposed power refinement method 2

STEP 1: Power Refinement for GBR users

1: for each user k ∈ κ1 do

2: for each subcarrier m ∈ Sk do

3: Calculate Pm
t,k = PT

M
.

4: Calculate xk using (4.23).

5: Calculate optimal power using (4.15).

6: end for

7: end for

STEP 2: Power Refinement for AMBR users

8: for each user k ∈ κ2 do

9: for each subcarrier m ∈ Sk do

10: Calculate Pt,k using (4.26).

11: Calculate yk using (4.25).

12: Calculate optimal power using (4.24).

13: end for

14: end for
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4.4 Complexity Analysis

The computational complexity of the proposed optimal scheme is mainly determined

by the complexity of solving the dual problem. The total number of computations

needed to perform relay selection is K(N + 1) and M allocations are required for all

subcarriers. Therefore, the complexity at each iteration is O(MKN). The complex-

ity of the subgradient method is polynomial in the number of dual variables. With

the total power constraint, there are κ1 + 1 dual variables and the overall complexity

is O(|κ1|2MKN). The complexity of the whole scheme is polynomial, which is sig-

nificantly lower than employing the exhaustive search solution to the master primal

problem because the number of subcarrier assignment policies increases exponentially

with M .

The complexity of the EPA scheme can be analyzed as follows. The complexity

of allocating subcarriers to the GBR users is O(|κ1|MN) and the complexity of

allocating the remaining subcarriers to the AMBR users is O(|κ2|(M − |κ1|)N). So,

the overall complexity of the EPA scheme is O(|κ1|MN) + O(|κ2|(M − |κ1|)N).

The complexity of the EPAR scheme with power refinement method 1 depends on

the convergence of the subgradient method. The complexity of allocating subcarriers

to both the GBR and AMBR users using the EPAR scheme is same as the EPA

scheme. The complexity of the power refinement using method 1 depends on the

number of iterations required for the subgradient methods to converge. There are

κ1 + 1 dual variables and the overall complexity for GBR users is O(|κ1|2M). Since

there is only one dual variables, the complexity of power refinement method 1 for

AMBR users is O(M − |κ1|). Thus, the overall complexity of the EPAR scheme

using power refinement method 1 is O(|κ1|MN) + O(|κ1|2M)+ O(|κ2|(M − |κ1|)N)

+ O(M − |κ1|).

Power refinement method 2 does not require any update of the dual variables.

The overall complexity of the EPAR scheme using power refinement method 2 is

O(|κ1|MN) + O(M)+ O(|κ2|(M − |κ1|)N) + O(M − |κ1|).
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4.5 Performance Evaluation

4.5.1 Simulation Scenario

To evaluate the performance of our schemes, numerical results are generated using a

simulation scenario. Consider a single cell OFDMA network with a radius of 1Km,

where eNodeB is located at the center of the cell. The fixed relays are located at a

radius of δ Km from the eNodeB at equal angular distance where δ varies between

0.2 to 0.8. The relay locations are varied to show the effect of relay locations on

the performance. Here, we only consider random variations of the relay distance

from the eNodeB as the first step. However, relay placement can be modeled as

another optimization problem which is not studied in this thesis. The UE locations

are randomly generated and uniformly distributed between 0.5 Km to 1 Km from the

eNodeB. Half of the users in the system are assumed to be GBR and the other half

are AMBR users. The GBR users are selected randomly from the total set of users.

These GBR users have different rate requirements based on the applications. We

allocate different applications to different users arbitrarily, and they are fixed for the

whole simulation. Multipath Rayleigh fading with exponential power delay profile

based on ITU pedestrian B model [4] is considered for small scale fading model. The

channels for different users in each subcarrier are assumed to be independent. Then

the effective channel gain over an RB is deduced from the subcarrier granularity.

The 3GPP LTE path loss model with log-normal shadowing of an 8dB standard

deviation are assumed. The system parameters are given in Table I. Having the

simulation scenarios and all the system parameters, the optimal relay selection, power

allocation and subcarrier assignments are evaluated using Algorithm 1. The stepsize

for λ and µ is set to 0.01 divided by
√
IterationNumber. Relay selection is performed

per RB since RB is the smallest resource unit for the next generation network. The

simulation scenario (user locations, selection of the GBR users and the assignment of

the applications to the users) is repeated 100 times to get a fair result. The multipath

channel components are repeated over 1000 times.

The optimization problem considered in this work may be infeasible due to the rate

requirements constraint. This may happen if the channel condition is very bad (low

SNR) and/or the available resources are limited to support the minimum rate re-

quirements of the GBR users. In the simulation, we allocate resources as much as

possible for the GBR users on those infeasible cases and also consider them when we

calculate the average spectral efficiency. Those situations have been further verified
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Table 4.1: Simulation Parameters
Name of the Parameters Value
Total system bandwidth 5 MHz
Total number of RB 24
Total number of subscribers 288
Number of UEs 24
Number of relays 2, 4, 6, 8
Total power available at UE 23 dBm
Total power available at relay 30 dBm
Noise power spectral density -174 dBm/Hz
Path loss exponent 3.76

and handled by introducing the user satisfaction index (SI). The user satisfaction

index (SI) [68] is calculated as SI = 1
K

∑K
k=1 SIk, where SIk = min

(
Rk

Qk
, 1
)

. SI is

less than 1 means there are some cases which are infeasible and the minimum rate

requirements for some users are not satisfied.

4.5.2 Numerical Results and Discussion
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Figure 4.2: Average throughput for 24 users with different number of relays, δ = 0.5.

Fig. 4.2 shows the average throughput per user in bits/sec/Hz for the optimal scheme,

suboptimal schemes and traditional unconstrained scheme as a function of the number
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Figure 4.3: Average throughput for GBR users as a function of the number of relays,
δ = 0.5.

2 3 4 5 6 7 8
0

0.5

1

1.5

2

2.5

3

Number of relays

A
v

e
ra

g
e
  

th
ro

u
g

h
p

u
t 

p
e
r 

A
M

B
R

 u
s

e
rs

 (
b

it
s

/s
e
c

/H
z
)

 

 

Optimal

Unconstrained

EPA

EPAR M1

EPAR M2

Figure 4.4: Average throughput for AMBR users as a function of the number of relays,
δ = 0.5.
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Figure 4.5: User achievable rate with 8 relays, rate required for user 2 and user 8 = 4
bits/sec/Hz and rate required for user 4 and user 6 = 2 bits/sec/Hz, δ = 0.5.
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Figure 4.6: Average user satisfaction index for GBR users with different number of relays,
δ = 0.5.
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Figure 4.7: Average throughput for 24 users with different relay locations.
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Figure 4.8: Total system throughput with different number of users, δ = 0.4.
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Figure 4.9: Total system throughput for different rate requirements, δ = 0.4.
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Figure 4.10: Average number of iterations for converging all dual variables with K = 16,
where 8 GBR users with equal rate requirements of 3 bits/sec/Hz.
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Figure 4.11: Average running time for K = 16, where 8 GBR users with equal rate
requirements of 3 bits/sec/Hz.
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of relays. The optimal scheme provides slightly lower throughput compared to the

unconstrained scheme, because the unconstrained scheme always allocates subcarriers

by only considering the channel condition. So, some users have very high rate since

most of the subcarriers are allocated to those users, whereas others have very low

rate because very few or no subcarriers are allocated to them. On the other hand,

the optimal scheme considers both minimum rate requirement as well as channel

condition, and distributes the subcarriers to the users based on their minimum rate

requirement. So, when we average over the total number of channel realizations, the

average throughput is higher for the unconstrained scheme but it violates fairness

which is also evident in Fig. 4.5. However, the performance gap for the optimal

scheme reduces with an increase in the number of relays.

It is noted that all suboptimal schemes provide lower throughput compared to the op-

timal scheme. Because all suboptimal schemes use equal power distribution for relay

selection and subcarrier assignment. However, the EPAR scheme with power refine-

ment method 1 (EPAR M1) and the EPAR scheme with power refinement method 2

(EPAR M2) perform well although they have lower computational complexity com-

pared to the optimal one. Both of the power refinement methods have almost similar

performance although power refinement method 2 is computationally simpler. The

EPAR scheme has higher rates compared to the EPA scheme. This is due to the

power refinement and subcarrier adjustment used in the EPAR scheme.

The average throughput for the GBR users for all schemes as a function of the num-

ber of relays is shown in Fig. 4.3. The traditional unconstrained scheme provides the

lowest throughput since it does not consider user’s minimum rate requirements. The

optimal scheme has the highest throughput in all cases. However, all suboptimal

schemes exhibit performance close to the optimal scheme as the number of relays

increases. The reason is that all suboptimal schemes first allocate subcarriers and

power to the GBR users, and when all GBR users are satisfied, the remaining subcar-

riers and power are then allocated to the AMBR users. So, the reverse characteristic

is observed in case of AMBR users for all schemes except the optimal scheme, as

shown in Fig. 4.4. Since the AMBR users have no minimum rate requirements, the

unconstrained scheme provides the highest throughput. The optimal scheme still

provides moderate performance.

Fig. 4.5 shows the average rate obtained by each user for the optimal scheme, uncon-

strained scheme and EPAR M2 scheme. Since all suboptimal schemes have almost

the same performance in case of GBR users, we only show the suboptimal scheme
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which has good overall throughput with lower computational complexity, i.e., EPAR

M2 scheme. In this illustrative example, there are four GBR users with different

minimum rate requirements. The minimum rate required for users 2 and 8 are 4

bits/sec/Hz and 2 bits/sec/Hz for users 4 and 6. The remaining users have no min-

imum rate requirements. It is observed that the minimum rate requirements are

not fulfilled for users 2 and 4 when we use the unconstrained scheme. But both

the optimal and EPAR M2 schemes satisfy the minimum rate requirement for all

GBR users and support all other AMBR users. So, it can be concluded that our

proposed optimal and suboptimal scheme with power refinement provide not only

fairness and user satisfaction but also support heterogeneous demand as well. This

will be more evident via satisfaction index (SI) in Fig. 4.6. SI = 1 means all users

rate requirements are satisfied. The SI is much higher for the optimal scheme and

EPAR M2 scheme compared with the unconstrained scheme. It is also observed that

all users are satisfied in case of the optimal scheme and EPAR M2 scheme when the

number of relays increases. But all users are not satisfied even for 8 relays in case

of the unconstrained scheme due to the same reason as stated above. The EPAR

M2 scheme exhibits slightly higher SI than the optimal scheme. Because the EPAR

M2 scheme first allocates resources to the GBR users, and when all GBR users are

satisfied, the remaining resources are then allocated to the AMBR users.

The average user throughput by varying the relay locations for different number of

relays is presented in Fig. 4.7. It is noticed that for all cases, the average throughput

using relays increases first for the lower value of δ until it reaches the maximum and

then decreases for the larger value of δ. Because, when δ is small, relays are located

close to the eNodeB. Hence, relays are not beneficial for the cell edge users due to

low SNR of the SR links. Similarly, when relays are furthest from the eNodeB (i.e.,

high value of δ), the throughput reduces due to low SNR of the RD links.

Fig. 4.8 shows the total system throughput as a function of the number of users,

with the number of relays as a parameter. The total throughput increases with the

number of users or relays. This gives insight into the scalability of our schemes.

The total throughput as a function of the total rate required for all users is shown

in Fig. 4.9. The figure reveals that the total throughput decreases with the increase

of total required rate for both schemes. The reason is when the rate requirement of

the GBR users continues to increase, the users and relays need to increase their rates

by utilizing their maximum power and acquiring more subcarriers. When the total

rate requirement is zero, i.e., there are no GBR users, both schemes behave like the
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unconstrained scheme and provide the same total throughput.

The complexity of the optimal scheme, EPAR M1 scheme and unconstrained scheme,

mainly depends on the convergence of the dual variables. The complexity comparison

for these schemes can be better illustrated by comparing the convergence of these

schemes. However, the EPA scheme and EPAR M2 scheme do not require any update

of dual variables. Therefore, we also present the running time comparison of all

schemes.

The average number of iterations required to converge all the dual variables for the

optimal scheme, EPAR M1 scheme and unconstrained scheme is shown in Fig. 4.10.

The optimal scheme requires the highest number of iterations to converge all dual

variables. This is due to the minimum rate constraints of each GBR user. In case of

the optimal scheme, the number of dual variables is equal to the number of GBR users

plus one for the total power constraint. On the other hand, the unconstrained scheme

has only one dual variable, hence requires less number of iterations to converge. The

EPAR M1 scheme has the same number of dual variables as the optimal scheme,

however, it requires less number of iterations since it only reallocates power for a given

subcarrier and relay assignment. It can also be seen that the number of iterations

reduces with the increase of the number of relays. This is because when the number

of relays increases, higher rates can be achieved by using more number of channels

with good SNR, which reduces the number of iterations since the rate requirements

for the GBR users can be easily obtained. However, the total running time of all

these schemes increases with the increase of the number of relays, which is shown in

Fig. 4.11.

The average running time of all schemes is shown in Fig. 4.11. The optimal scheme

takes the largest amount of time to allocate resources since it requires large number

of iterations to terminate all the dual variables. Between the suboptimal schemes, the

EPAR M1 scheme takes the largest amount of time since it still needs to update the

dual variables. The EPA scheme takes the least amount of time to allocate resources

due to its simplicity. The running time of both the EPA and EPAR M2 schemes

is very close while EPAR M2 scheme provides the highest throughput among all

suboptimal schemes. The total time required to allocate resources for all schemes

increases with the increase of the number of relays since the problem dimension and

complexity cost increase.
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4.6 Chapter Summary

In this Chapter, relay selection and resource allocation in a multi-user cooperative

OFDMA-based uplink system that simultaneously supports GBR and AMBR traffic

have been investigated. A QoS aware optimal joint relay selection, power allocation

and subcarrier assignment scheme under a total power constraint has been proposed.

A joint optimization problem has been formulated for relay selection and resource

allocation with the objective of maximizing the system throughput by satisfying the

individual users’ QoS requirements. By relaxing the integer constraints, the joint op-

timization problem has been transformed into a convex optimization problem, which

is solved by means of a two level dual decomposition approach. The computational

complexity has been finally reduced via the introduction of suboptimal schemes. Nu-

merical results have demonstrated that our schemes support heterogeneous services

while satisfy QoS requirements of each user. The polynomial complexity of the op-

timal scheme facilitates the implementation of this optimization at the base station.

However, the suboptimal schemes can be implemented with significantly reduced

computational complexity while sacrificing some system throughput.
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Chapter 5

Resource Allocation under

Individual Power Constraints

5.1 Introduction

Resource allocation considering a single total power constraint for all users and relays

in the uplink is unrealistic since each user and relay have separate individual power

budget. Under individual power constraints, subcarrier classification is complicated

since it depends not only on the channel conditions, but also on the user and relay

power constraints. To handle this issue, in this chapter, an optimal joint relay, sub-

carrier and power allocation scheme is developed for the uplink of an OFDMA based

relay assisted cellular network to support heterogeneous applications with different

QoS requirements. The objective of resource allocation scheme is to maximize the

total system throughput subject to QoS satisfaction and individual power constraints

of the users and relay nodes. We consider decode-and-forward relays and both direct

and relay links in the problem formulation. As the original resource allocation prob-

lem is non-convex, we relax the problem using time sharing condition. The optimal

solution for the relaxed problem is found by decomposing the problem into several

subproblems by means of dual decomposition. Simulation results demonstrate that

the proposed scheme guarantees QoS satisfaction while achieving system throughput

slightly lower than that when there are no user QoS requirements.
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5.2 Problem Formulation and Solution Approach

The uplink resource allocation problem can be stated as

(P1) max
ρ,Ps,Pr

K∑
k=1

M∑
m=1

N∑
n=0

ρmk,nR
m
k,n

s.t. c1 : ρmk,n ∈ {0, 1} , ∀k,m, n

c2 :
K∑
k=1

N∑
n=0

ρmk,n ≤ 1 , ∀m

c3 : Rk ≥ Qk , ∀k ∈ κ1

c4 :
M∑
m=1

Pm
s,k ≤ Ps,k , ∀k

c5 :
M∑
m=1

Pm
r,n ≤ Pr,n , ∀n

c6 : Pm
s,k, P

m
r,n ≥ 0 , ∀k,m, n

c7 : Pm
s,k ≥ tmm,nP

m
r,n , ∀m ∈ SR

where tmm,n =
αm
n,d

αm
k,n−α

m
k,d

. Constraints c1 and c2 represent the relay selection and sub-

carrier allocation. The minimum rate requirements of the GBR users are represented

by c3. The individual total power constraints of the users and relays are given by c4

and c5, respectively. Constraint c7 should be satisfied when kth user operates in the

cooperative mode over the mth subcarrier; cooperative mode has an advantage (i.e.,

achieve a higher rate) over the non-cooperative mode only when c7 is satisfied [54].

5.2.1 Transformation of the Optimization Problem

The optimization problem P1 is a mixed integer nonlinear programming (MINP)

problem. Therefore, finding the optimal solution for this non-convex problem requires

searching through all the possible user, relay and subcarrier allocations. To make the

problem tractable, we relax the integer constraints by allowing users to time-share

each subcarrier [66]. Consequently, ρmk,n can take any value between 0 and 1. Next,

define P̂m
s,k = ρmk,nP

m
s,k and P̂m

r,n = ρmk,nP
m
r,n. Then, the relaxed P1 can be written as
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(P2) max
ρ,P̂s,P̂r

K∑
k=1

M∑
m=1

N∑
n=0

ρmk,nR̂
m
k,n

s.t. c1 : 0 ≤ ρmk,n ≤ 1,∀k,m, n

c2 :
K∑
k=1

N∑
n=0

ρmk,n ≤ 1,∀m

c3 : R̂k ≥ Qk,∀k ∈ κ1

c4 :
M∑
m=1

P̂m
s,k ≤ Ps,k, ∀k

c5 :
M∑
m=1

P̂m
r,n ≤ Pr,n,∀n

c6 : P̂m
s,k, P̂

m
r,n ≥ 0,∀k,m, n

c7 : P̂m
s,k ≥ tmm,nP̂

m
r,n,∀m ∈ SR

where R̂m
k,n = Rm

k,n|Pm
s,k=P̂m

s,k/ρ
m
k,n,P

m
r,n=P̂m

r,n/ρ
m
k,n

and R̂k =
∑M

m=1

∑N
n=0 ρ

m
k,nR̂

m
k,n. Problem

P2 is a convex optimization problem, and there exists a unique optimal solution

which can be obtained in polynomial time. We solve P2 by decomposing it into M

subproblems.

The Lagrangian of P2 can be written as

L(ρ, P̂s, P̂r,λ,µ,β, γ, δ, ζ, η) =
M∑
m=1

Lm

−
∑
k∈ κ1

λkQk +
K∑
k=1

µkPs,k +
N∑
n=0

βnPr,n +
M∑
m=1

δm

(5.1)

where Lm is a sub-Lagrangian corresponds to the mth subcarrier and given by
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Lm(ρm, P̂m
s , P̂

m
r ,λ,µ,β, γ, δ, ζ, η) =

K∑
k=1

N∑
n=0

[
ρmk,n

R̂m
k,n − µkP̂m

s,k − βnP̂m
r,n − δmρmk,n + ζkP̂

m
s,k + ηnP̂

m
r,n

]
+
∑
k∈ κ1

λk

N∑
n=0

ρmk,nR̂
m
k,n +

∑
k∈SR

γm

N∑
n=1

(P̂m
s,k − tmm,nP̂m

r,n)

(5.2)

where λ,µ,β, γ, δ, ζ and η are vectors of dual variables and ρm,P̂m
s ,P̂m

r are vectors of

ρmk,n, P̂
m
s,k and P̂m

r,n, respectively. Problem P2 is solved by maximizing Lm as follows.

First, each Lm is maximized for a given set of λ,µ,β and δ. Second, for all m,

λ,µ,β and δ are updated based on the solution for maximization of Lm. Finally,

these two steps are repeated until λ,µ,β and δ reach optimality. Algorithm 1 shows

the proposed algorithm which optimally solves P2.

Maximization of Lm is accomplished in two phases: in the first phase, power is

allocated optimally for a given relay and subcarrier allocation; in the second phase,

relays and subcarriers are optimally allocated for a given power allocation. These two

phases are alternately repeated until the solutions obtained converge to the optimal.

5.2.2 Optimal Power Allocation

Consider ρmk,n = 1, then the optimal power allocation over this relay and subcarrier

assignment can be determined by the following KKT conditions.

(1 + λ̄∗k)ρ
m∗
k,nα

m
k,d

2 ln(2)(ρm∗k,n + P̂m∗
s,k α

m
k,d + P̂m∗

r,n α
m
n,d)
− µ∗k + γ∗m + ζ∗k = 0 (5.3)

(1 + λ̄∗k)ρ
m∗
k,nα

m
n,d

2 ln(2)(ρm∗k,n + P̂m∗
s,k α

m
k,d + P̂m∗

r,n α
m
n,d)
− β∗n − γ∗mtmk,n + η∗n = 0 (5.4)

γ∗m(P̂m∗
s,k − tmk,nP̂m∗

r,n ) = 0 (5.5)
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ζ∗k P̂
m∗
s,k = 0 (5.6)

η∗nP̂
m∗
r,n = 0 (5.7)

where λ̄k = λk,∀k ∈ κ1 and x∗ represents the optimal value of variable x. The optimal

power allocation on each subcarrier depends on whether the subcarrier is operating

on cooperative mode (m ∈ SR) or non-cooperative mode (m ∈ SD). To obtain the

subcarrier classifications and optimal power allocations, the following three cases are

considered.

– Case-1: β∗n
αm
n,d
− µ∗k

αm
k,d
> 0

If
P̂m∗
s,k

tmk,n
> P̂m∗

r,n > 0, from (5.5), (5.6) and (5.7), we have γ∗m = 0, ζ∗k = 0 and η∗n =

0. Substituting these values into (5.3) and (5.4), we get β∗n
αm
n,d

=
µ∗k
αm
k,d

. However,

this is not possible. Thus, P̂m∗
r,n = 0 or P̂m∗

r,n =
P̂m∗
s,k

tmk,n
. Then, if P̂m∗

r,n =
P̂m∗
s,k

tmk,n
, from

(5.6) and (5.7), we have ζ∗k = 0 and η∗n = 0, respectively. Then, by (5.3) and

(5.4), we have γ∗m(tmk,n+ 1
αm
k,d

) =
µ∗k
αm
k,d
− β∗n

αm
n,d

< 0. However, this result contradicts

our initial assumption. Therefore, P̂m∗
r,n = 0 and subcarrier m operates in non-

cooperative mode. The optimal power allocation for the non-cooperative mode

is determined by (5.3) and given by

P̂m∗
s,k = ρm∗k,n

[
1 + λ̄∗k
ln(2)µ∗k

− 1

αmk,d

]+

(5.8)

where [x]+ =max[x, 0].

– Case-2: β∗n
αm
n,d
− µ∗k

αm
k,d
< 0

If P̂m∗
s,k > 0 and P̂m∗

r,n = 0, from (5.5) and (5.6), we have γ∗m = 0 and ζ∗k = 0.

Then, by (5.3) and (5.4), η∗n
αm
n,d

= β∗n
αm
n,d
− µ∗k

αm
k,d

< 0. However, this is not possible

as η∗n ≥ 0. Therefore, P̂m∗
r,n > 0 and subcarrier m operates in cooperative

mode. Next, if P̂m∗
r,n <

P̂m∗
s,k

tmk,n
, from (5.3) and (5.4), we have β∗n

αm
n,d

=
µ∗k
αm
k,d

, and this

condition contradicts our initial assumption. Therefore, by c7, P̂m∗
r,n =

P̂m∗
s,k

tmk,n
.
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By solving (5.3) and (5.4), the optimal power allocations for the cooperative

mode are as follows.

P̂m∗
s,k = ρm∗k,nP

m∗
s,k

= ρm∗k,n

[
1 + λ̄∗k

2 ln(2)(µ∗k + β∗n/t
m
k,n)
− 1

αmk,n

]+

(5.9)

P̂m∗
r,n = ρm∗k,nP

m∗
r,n

= ρm∗k,n

[
1 + λ̄∗k

2 ln(2)(tmk,nµ
∗
k + β∗n)

− 1

tmk,nα
m
k,n

]+

(5.10)

The derivation of the optimal power allocation is shown in Appendix B.

– Case-3: β∗n
αm
n,d
− µ∗k

αm
k,d

= 0

If P̂m∗
r,n = 0, from (5.5) and (5.6), we have γ∗m = 0 and ζ∗k = 0. By (5.3) and

(5.4), we get η∗n
αm
n,d

= β∗n
αm
n,d
− µ∗k

αm
k,d

= 0, which is possible and subcarrier m will

operate in non-cooperative mode. Otherwise, if P̂m∗
r,n <

P̂m∗
s,k

tmk,n
, similar to case-

2, we have β∗n
αm
n,d
− µ∗k

αm
k,d

= 0. Next, if P̂m∗
r,n =

P̂m∗
s,k

tmk,n
, similar to case-1, we have

γ∗m(tmk,n + 1
αm
k,d

) =
µ∗k
αm
k,d
− β∗n

αm
n,d

= 0; thus, γ∗m = 0. Therefore, subcarrier m will

operate in cooperative mode.

From the above explanations, it can be concluded that in Case-3, subcarrier

m can operate in either non-cooperative or cooperative mode. However, this

case is very unlikely to occur since the condition of case-3 is rarely satisfied.

If this case happens, we would assume that subcarrier m will operate in non-

cooperative mode.

5.2.3 Optimal Relay and Subcarrier Allocation

The optimal relay and subcarrier allocation can be obtained from the following KKT

condition
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∂Lm
∂ρmk,n

∣∣∣∣P̂m
s,k=P̂m∗

s,k

P̂m
r,n=P̂m∗

r,n

ρmk,n=ρm∗k,n

= Hm
k,n − δ∗m = 0 (5.11)

where

Hm
k,n =



(1 + λ̄∗k)
[
log2(1 + Pm∗

s,k α
m
k,d)

− Pm∗
s,k α

m
k,d

ln(2)(1+Pm∗
s,k α

m
k,d)

]
, non-cooperative mode;

1
2
(1 + λ̄∗k)

[
log2(1 + Pm∗

s,k α
m
k,d + Pm∗

r,n α
m
n,d)

− Pm∗
s,k α

m
k,d+Pm∗

r,n α
m
n,d

ln(2)(1+Pm∗
s,k α

m
k,d+Pm∗

r,n α
m
n,d)

]
, cooperative mode

(5.12)

Then, the optimal relay and subcarrier allocation is given by

ρm∗k,n =

1, (n?, k?) = argmax
n,k

Hm
k,n

0, otherwise.
(5.13)

5.2.4 Variable Update

eNodeB solves the problem P2 using subgradient method and update the dual vari-

ables λ,µ and β in parallel as follows.

λk(t+ 1) =

[
λk(t) + η(t)

(
Qk −

N∑
n=0

M∑
m=1

ρmk,n(t)R̂m
k,n(t)

)]+

µk(t+ 1) =

[
µk(t) + θ(t)

(
K∑
k=1

M∑
m=1

N∑
n=0

ρmk,n(t)P̂m
s,k(t)− Ps,k

)]+

βn(t+ 1) =

[
βn(t) + δ(t)

(
K∑
k=1

M∑
m=1

N∑
n=0

ρmk,n(t)P̂m
r,n(t)− Pr,n

)]+

(5.14)

where t is the iteration index and η(t), θ(t) and δ(t) are diminishing stepsize. If

the chosen stepsizes satisfy the diminishing stepsize policy, the convergence to the

optimal solution is guaranteed.
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5.2.5 Algorithm Design

The pseudocode of the proposed optimal scheme is outlined in Algorithm 6.

5.3 Complexity Analysis and Implementation Is-

sues

The computational complexity of the proposed scheme depends on the convergence

of the dual problem. The convergence of the dual problem depends on the number of

dual variables. With the individual user and relay power constraints along with each

users QoS requirements, there are total (κ1 +K +N) dual variables. The complex-

ity at each iteration for the relay selection and subcarrier allocation is O(MKN).

Therefore, the overall complexity is O(|(κ1 +K +N)|2MKN), which is polynomial

and significantly lower than the exhaustive search solution. The base station can

implement our scheme, however, the feedback of the all channel state information is

a major overhead.

5.4 Performance Evaluation

5.4.1 Simulation Setup

The performance of our scheme is evaluated using a simulation scenario based on

OFDMA network. Users are assumed to be uniformly distributed over the entire

cell area. Equal number of GBR and AMBR users are assumed. Two different rate

requirements of 2 bits/sec/Hz and 4 bits/sec/Hz are arbitrarily assigned to GBR

users and fixed for the whole simulations of a scenario. The allocation of rates to

the GBR users changes with the generation of a new scenario. In each subcarrier,

the channels for different users and relays are considered to be independent, and

modeled as Multipath Rayleigh fading channels. Resource allocation is performed

on each resource block (RB) which consists of 12 subcarriers. Distributed subcarrier

mapping is considered. The remaining system parameters are given in Table I.
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Algorithm 6 : Optimal relay, subcarrier and power allocation

1: Initialize λ, µ and β.

2: for m = 1→M do

3: for k = 1→ K do

4: for n = 1→ N do

5: if βn
αm
n,d
− µk

αm
k,d
> 0 then

6: Calculate optimal power using (5.8).

7: end if

8: if βn
αm
n,d
− µk

αm
k,d
< 0 then

9: Calculate optimal power using (5.9) and (5.10) .

10: end if

11: if βn
αm
n,d
− µk

αm
k,d

= 0 then

12: Calculate optimal power using (5.8).

13: end if

14: Calculate Hm
k,n using (5.12).

15: end for

16: end for

17: Find optimal (n?, k?) according to (5.13).

18: Allocate subcarrier m to (n?, k?).

19: end for

20: for k = 1→ K do

21: update λk and µk.

22: end for

23: for n = 1→ N do

24: update βn.

25: end for

26: Repeat above steps until convergence.
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Table 5.1: Simulation Parameters
Name of the Parameters Value Name of the Parameters Value
Cell radius 1 km System bandwidth 2.5 MHz
Number of RB 13 Number of subcarriers 156
Number of UEs 8 Number of relays 2, 4, 6, 8
UE power 23 dBm Relay power 30 dBm
Noise PSD -174 dBm/Hz Path loss exponent 3.76
Path loss model 3GPP Shadowing 8 dB

5.4.2 Numerical Results and Discussion

In Fig. 5.1, the average throughput per user achieved by the proposed scheme and

the unconstrained scheme [54] are compared with the scheme [52] which uses a single

total power constraint for all the users and relays. The proposed scheme with in-

dividual user and relay power constraints provides less throughput compared to the

scheme with a total power constraint. The reason of that, in case of total power con-

straint, the users and relays have more flexibility to distribute power between them,

whereas, in the proposed scheme, users and relays can not exceed their own maximum

allowable power. The unconstrained scheme provides slightly higher throughput com-

pared to the proposed scheme. This is because, in unconstrained scheme, resources

are allocated based on multi-user diversity, i.e., resources are allocated to the users

and relays who can utilize the channel the best. On the other hand, in the proposed

scheme, resources are allocated to satisfy the QoS requirements of GBR users. Fur-

ther, the throughput gap between these two schemes reduces when the number of

relays increases. This is because when the number of relays increases, higher rates can

be achieved by the proposed scheme using better relays with higher signal-to-noise

ratios.

Fig. 5.2 shows the average throughput for different types of users with respect to

the number of relays. Higher throughput is achieved for GBR users when we use

the proposed scheme. On the other hand, the unconstrained scheme provides similar

rates for both GBR and AMBR users without satisfying the throughput requirements

for the GBR users. This can also be observed via outage probability in Fig. 5.3, where

outage probability is defined as Pr(Rk < Qk),∀k ∈ κ1.

Fig. 5.3 shows the outage probability of the proposed scheme and unconstrained

scheme for GBR users. Equal rate requirements of 3 bits/sec/Hz are considered for

all GBR users. The proposed scheme has much lower outage probability compared
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Figure 5.1: Average throughput of 8 users with different number of relays.
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Figure 5.3: Average outage probability for GBR users.

to the unconstrained scheme as the proposed scheme is designed to satisfy the user

QoS requirements.

5.5 Chapter Summary

In this chapter, resource allocation for a relay assisted cooperative OFDMA networks

with service differentiation has been studied. An optimal resource (relay, subcarrier

and power) allocation scheme under individual source and relay power constraints has

been proposed. The problem has been formulated with the objective of maximizing

the system throughput subject to user QoS satisfaction and solved by decomposing it

into several subproblems to reduce computational complexity. Numerical results have

shown that the proposed scheme guarantees users’ QoS satisfaction at the expense

of a slight degradation of the system throughput.
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Chapter 6

Decentralized Resource Allocation

Schemes

6.1 Introduction

The computational complexity to implement the optimal scheme proposed in the

previous Chapter by the centralized eNodeB is still very high. To reduce the CSI

feedback overhead and computation time at the eNodeB, in this Chapter, we propose

two distributed schemes, where the computation of the centralized optimal scheme is

distributed among the users and relays. Each user/relay solves its own subproblem

by utilizing its local CSI and exchanges partial information with the eNodeB. So,

the computational complexity at the eNodeB and the CSI feedback overhead are sig-

nificantly reduced compared to optimal centralized scheduling which requires global

CSI.

6.2 Distributed Schemes

6.2.1 User Centric Distributed Scheme

In user centric distributed (UCD) scheme, the computation of the optimal scheme is

distributed among the users. This is possible because the problem P2 in Chapter 5

can be decomposed into K subproblems by dual decomposition. The Lagrangian of
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P2 can be written as

L(ρ, P̂s, P̂r,λ,µ,β, γ, δ, ζ, η) (6.1)

=
K∑
k=1

N∑
n=0

M∑
m=1

[
ρmk,nR̂

m
k,n − µkP̂m

s,k − βnP̂m
r,n − δmρmk,n + ζkP̂

m
s,k + ηnP̂

m
r,n

]
+
∑
k∈ κ1

λk

N∑
n=0

ρmk,nR̂
m
k,n +

∑
k∈SR

γm

N∑
n=1

(P̂m
s,k − tmm,nP̂m

r,n)

−
∑
k∈ κ1

λkQk +
K∑
k=1

µkPs,k +
N∑
n=0

βnPr,n +
M∑
m=1

δm

(6.2)

where λ,µ,β, γ, δ, ζ and η are vectors of dual variables. Now, by dual decompo-

sition, the problem can be decomposed into K subproblems. Each user solves it’s

own subproblem and passes it’s local solution to the eNodeB. The subproblem to be

solved by each user k is given by

Lk(ρ, P̂s, P̂r,λ,µ,β, γ, δ, ζ, η) (6.3)

=
N∑
n=0

M∑
m=1

[
ρmk,nR̂

m
k,n − µkP̂m

s,k − βnP̂m
r,n − δmρmk,n + ζkP̂

m
s,k + ηnP̂

m
r,n + λ̄kρ

m
k,nR̂

m
k,n

]
+

M∑
m=1

γ̄m

N∑
n=1

(P̂m
s,k − tmm,nP̂m

r,n)

(6.4)

where Lk is a sub-Lagrangian corresponds to the kth user, λ̄k = λk,∀k ∈ κ1 and 0,

otherwise; and γ̄m = γm, ∀ k ∈ §R and 0, otherwise. The problem is solved similarly

as described in Chapter 5.

The UCD scheme works in three steps. In step 1, each user optimizes the power al-

location, subcarrier assignment and relay selection by utilizing local CSI for a given

value of β and δ and exchange some information with the selected relays and eNodeB.

In step 2, the selected relays update β and feedback the updated β to the correspond-

ing users to repeat step 1 until β converges. In step 3, the eNodeB updates δ and

feeds back to the users. Then step 1 and step 2 are repeated until δ converges. The

flow chart of the UCD scheme is shown in Fig. 6.1.

The UCD scheme exhibits the best performance in terms of processing time, because
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the number of users in the system is much higher than the number of relays. Since

the computation load can be shared by the users distributively, the complexity order

of the UCD scheme can be reduced at the O(K) compared to the centralized solu-

tion. However, the main limitation of this scheme is to use of limited UE power for

allocating the resources.

6.2.2 Relay Centric Distributed Scheme

A relay centric distributed (RCD) scheme is proposed to overcome the limited power

issue of UEs in the UCD scheme. In this scheme, the computation of the centralized

resource allocation scheme is distributed among the relays, so that each relay opti-

mizes the resource allocation by utilizing its local CSI without the help from other

relays. The Lagrangian of P2 in (6.1) can be decomposed into N subproblems by

dual decomposition, where each relay solves one local subproblem with no assistance

from the other relays and passes it’s solution to the eNodeB. The subproblem to be

solved by relay n is given by

Ln(ρ, P̂s, P̂r,λ,µ,β, γ, δ, ζ, η)

=
K∑
k=1

M∑
m=1

[
ρmk,nR̂

m
k,n − µkP̂m

s,k − βnP̂m
r,n − δmρmk,n + ζkP̂

m
s,k + ηnP̂

m
r,n

]
+
∑
k∈ κ1

M∑
m=1

λkρ
m
k,nR̂

m
k,n +

∑
k∈SR

M∑
m=1

γm(P̂m
s,k − tmm,nP̂m

r,n)

(6.5)

The RCD scheme works in two steps. In step 1, each relay determines the local

resource usages for a given λ, µ and δ without any assistance from the other relays

and passes this information to the eNodeB. In step 2, the eNodeB updates the dual

variables, λ, µ and δ and feedbacks to the selected relays. Then Relays repeat step

1 until convergence. The flow chart of the RCD scheme is shown in Fig. 6.2. This

scheme will reduce the signaling overhead of the UCD scheme and processing time at

the eNodeB significantly. The computational complexity of the RCD scheme reduces

at the O(N) compared to the centralized solution.

The motivations of distributed implementation are to reduce computational com-

plexity and signaling overhead of the centralized implementation. However, the use

of higher number of relays significantly increases the signalling overhead both in the
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Figure 6.1: Flow chart of UCD scheme
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UCD and RCD scheme which degrades the possible benefit of distributed implemen-

tation. In order to overcome the above limitations, two suboptimal schemes based

on simplified relay selection strategy are proposed.

6.3 Suboptimal Schemes

6.3.1 Single Relay Selection Scheme

A single relay selection (SRS) scheme is proposed to reduce the signalling overhead

of the UCD and RCD schemes where the number of relays per user is restricted to be

one for all subcarriers. In [42], it is shown that the selection of single relay per user

is beneficial in terms of feedback and overhead reduction and exhibits performance

close to optimal when perfect CSI is available at all the nodes. The best relay for each

user is selected based on the average CSI over all the subcarriers in the system. First,

the relay selection is performed, then the power allocation and subcarrier assignment

are optimized over the given relay selection. The SRS scheme can be applied to the

centralized scheme, UCD scheme and RCD scheme.

6.3.2 Time Slotted Relay Selection Scheme

In the time slotted relay selection (TSRS) scheme, the relay selection is performed

in some time intervals. This scheme works similar to the optimal scheme except the

relay is not selected on every time subcarriers and power are allocated. For example,

Fig. 6.3 shows a LTE frame structure with resource allocation timing point. In LTE

network, resource allocation is performed in the subframe level. Each LTE frame

consists of 10 subframes of length 1 msec. In TSRS scheme, the subcarriers and

power allocations are performed in every subframe, i.e., in every 1 msec, whereas,

the relay selection is performed in some intervals, i.e. in every 10 subframes, 20

subframes and so on. The subframes in between the intervals follow the same relay

selection as done in the previous time slot. This is useful because it reduces the

overall computational complexity and system feedback overhead. Additionally, the

TSRS scheme can be used by the centralized scheme, UCD scheme and RCD scheme

to further reduce of the complexity and signalling overhead.
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Figure 6.3: Timing point of resource allocation

6.4 Complexity Comparison

The computational complexity of the proposed schemes depends on the convergence

of the dual problem. The convergence of the dual problem depends on the number of

dual variables. With the individual user and relay power constraints along with each

users QoS requirements, there are a total of (κ1 +K +N) dual variables. The com-

plexity at each iteration for the relay selection and subcarrier allocation is O(MKN).

Therefore, the overall complexity of the optimal scheme is O(|(κ1 +K +N)|2MKN),

which is polynomial and significantly lower than the exhaustive search solution.

The complexity of the UCD and URD schemes are O(|(κ1 +K +N)|2MN) and

O(|(κ1 +K +N)|2MK), respectively.

6.5 Performance Evaluation

6.5.1 Simulation Setup

The performance of our scheme is evaluated using a simulation scenario based on

OFDMA network. Relays are placed uniformly over the circle at a distance 0.5 Km

from the eNodeB. Users are uniformly distributed over the entire cell. We have

assumed equal number of GBR and AMBR users. The rate requirements of GBR

users are 2 bits/sec/Hz and 3 bits/sec/Hz which are assigned arbitrarily and fixed for
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Table 6.1: Simulation Parameters
Name of the Parameters Value Name of the Parameters Value
Cell radius 1 km System bandwidth 2.5 MHz
Number of RB 13 Number of subcarriers 156
Number of UEs 8 Number of relays 2, 4, 6, 8
UE power 23 dBm Relay power 30 dBm
Noise PSD -174 dBm/Hz Path loss exponent 3.76
Path loss model 3GPP Shadowing 8 dB

whole simulation of one scenario. We have generated 100 scenarios and each scenario

is repeated 100 times to get a fair result. The generation of the simulation scenarios

and simulation parameters are same as the simulation setup in Chapter 5.

6.5.2 Numerical Results and Discussion

In Fig. 6.4, the average throughput per user achieved by the proposed optimal scheme

and suboptimal schemes are compared with the unconstrained scheme [54] and the

scheme [11] which uses a single total power constraint for all the users and relays.

The optimal scheme with individual user and relay power constraints provides less

throughput compared to the scheme with a total power constraint. The reason for

this, in case of total power constraint, is that the users and relays have more flexibility

to distribute power between them, whereas in the proposed optimal scheme, users

and relays can not exceed their own maximum allowable power. The unconstrained

scheme provides slightly higher throughput compared to the optimal scheme. This

is because, in unconstrained scheme, resources are allocated based on multi-user

diversity, i.e., resources are allocated to the users and relays who can utilize the

channel the best. On the other hand, in the optimal scheme, resources are allocated

to satisfy the QoS requirements of GBR users. Further, the throughput gap between

these two schemes reduces when the number of relays increases. This is because when

the number of relays increases, higher rates can be achieved by the proposed scheme

using better relays with higher signal-to-noise ratios (SNR).

Both suboptimal schemes have lower throughput compared to the optimal scheme.

This is because, both the SRS and TSRS schemes use simplified relay selection. How-

ever, the throughput difference with the optimal scheme reduces when the number of

relays are lower and the number of relays are higher. This is due to the fact that both

schemes heavily depends on the relay selection strategy. However, when the number
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of relays are lower or higher, there is less impact of relay selection on throughput.

The TSRS scheme with 10 msec interval has slightly better performance compared

with SRS scheme, because the TSRS scheme uses optimal relay selection in every 10

msec, whereas the SRS scheme performs relay selection based on average CSI for all

subcarriers every 1 msec. However, when the time interval of the TSRS scheme is

increased to 20 msec, the throughput is decreased significantly. Because, the same

relay selection is used over 20 msec.

A snapshot of the average throughput obtained by each user for the optimal scheme,

suboptimal schemes and unconstrained scheme is presented in Fig. 6.5. Since the

SRS scheme and TSRS scheme with 10 msec time interval have similar performance,

we only present the TSRS scheme with 20 msec time interval. The system has 8 users

and 8 relays, where users 2 and 6 have minimum rate requirements of 3 bits/sec/Hz

and the minimum rate requirements for user 4 and 8 is 2 bits/sec/Hz. The remaining

users are AMBR users. It is observed that in case of the unconstrained scheme, not

all GBR users are satisfied, i.e., user 6 and user 8 are not satisfied, even when 8 relays

are used in the system. On the other hand, both optimal and suboptimal schemes

satisfy the minimum rate requirements for all GBR users except user 8 is not satisfied

in case of the TSRS scheme with 20 msec time interval. It is also noted that our

proposed schemes support the AMBR users as well. This can be concluded that our

proposed optimal and suboptimal schemes ensure user satisfactions while supporting

heterogeneous applications.

Fig. 6.6 shows the outage probability of the proposed optimal scheme, suboptimal

schemes and unconstrained scheme, where outage probability is defined as Pr(Rk <

Qk),∀k ∈ κ1. Equal rate requirements of 3 bits/sec/Hz are considered for all GBR

users. The proposed schemes have lower outage probability compared to the un-

constrained scheme as the proposed schemes are designed to satisfy the user QoS

requirements. It is noted that the suboptimal schemes have higher outage probabil-

ity compared to the optimal one due to the same reasons as stated above.

Fig. 6.7 shows the average number of iterations required for all the dual variables in all

schemes to converge. The result of the TSRS scheme is not shown, because it requires

the same number of iterations as the optimal scheme. The only difference with the

optimal scheme is that relay selection is done in some time intervals. It is observed

that the optimal scheme requires a higher number of iterations to converge all dual

variables compared to the unconstrained scheme. The reason is that the optimal

scheme has additional number of dual variables due to the minimum rate constraints
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Figure 6.4: Average throughput of 8 users with different number of relays.
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Figure 6.5: User satisfaction.

of each GBR user. The unconstrained scheme has dual variables corresponding to

the individual user and relay power constraints. The RCD scheme requires greater

number of iterations compared to the UCD scheme. In case of the RCD scheme,

the computation is distributed among the relays. On the other hand, in case of the

UCD scheme, the computation is distributed among the users. Since, the system has

more users compared to the number of relays, the UCD scheme requires a smaller

number of iterations to converge. The SRS scheme requires the least number of

iterations, because it uses the least number of relays since a user is allowed to use

only one relay for all its’ subcarriers and the relay selection is performed based on

best average CSI before the optimization of resource allocation. If the SRS scheme

can be combined with UCD and/or RCD scheme, we can further reduce the number

of iterations without sacrificing any throughput. For all schemes, the number of

iterations increases with the increase of number of relays.

6.6 Chapter Summary

In this chapter, two distributed schemes have been presented to reduce the compu-

tational complexity at the centralized eNodeB. To further reduction of the compu-

tational complexity and signalling overhead, suboptimal schemes based on simplified

relay selection have been proposed. The suboptimal schemes can be combined with

the distributed schemes to further reduce of signalling overhead and system complex-

ity. Numerical results have shown that the proposed schemes guarantees users’ QoS
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satisfaction at the expense of a slight degradation of the system throughput. The

distributed and suboptimal schemes can be implemented in practical networks with

reduced complexity.
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Chapter 7

Conclusion and Further Research

7.1 Conclusion

The success of achieving ubiquitous wireless connectivity using relays in 4G networks

is contingent upon how resources are allocated to ensure that each user has service

availability. With increasing number of users demanding multimedia services (i.e.,

HD video and rich voice data), the limited spectrum of wireless networks and the need

for QoS provisioning make resource allocation techniques indispensable. Therefore,

new and realistic paradigms for resource allocation with reduce complexity are nec-

essary to support high throughput and provide QoS guarantees. In this dissertation,

we have proposed several novel and effective resource allocation schemes for relay

based cooperative OFDMA networks with QoS support and service differentiation.

Performance comparison has also been carried out to demonstrate the merits of the

proposed resource allocation schemes over their conventional counterparts suggested

in the literature. Further, our resource allocation strategies are of low computational

complexity, conducing to viable and preferred candidates for practical implementa-

tion. The accomplishments in this dissertation are summarized as follows:

– We have investigated relay selection and resource allocation in a multi-user

cooperative OFDMA-based uplink system that simultaneously supports GBR

and AMBR traffic. A QoS aware optimal joint relay selection, power allocation

and subcarrier assignment scheme under a total power constraint has been pro-

posed. A joint optimization problem has been formulated for relay selection and

resource allocation with the objective of maximizing the system throughput by
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satisfying the individual users’ QoS requirements. The joint optimization prob-

lem has been transformed into a convex optimization problem by relaxing the

integer constraints via time sharing condition. Then a two level dual decom-

position approach has been used to solve the optimization problem. By dual

decomposition, the problem has been decomposed into several subproblems at

each subcarriers which have been solved in parallel with reduced complexity.

Additionally, two suboptimal schemes have been introduced to further reduce

the computational complexity. Numerical results have demonstrated that our

schemes support heterogeneous services while satisfy QoS requirements of each

user. The polynomial complexity of the optimal scheme facilitates the im-

plementation of this optimization at the eNodeB. However, the suboptimal

schemes can be implemented with significantly reduced computational com-

plexity while sacrificing some system throughput.

– To implement our schemes in practical networks, resource allocation for a relay

assisted cooperative OFDMA networks with service differentiation has been

studied. We have proposed an optimal resource (relay, subcarrier and power)

allocation scheme under individual source and relay power constraints. We con-

sider decode-and-forward relays and both direct and relay links in the problem

formulation. The consideration of both direct and relay links under individual

user and relay power constraints makes the problem complicated since cooper-

ation decision depends not only the channel condition but also the individual

user relay power constraints. To handle this issue, we have determined the sub-

carrier classifications by deriving some cases. As the original resource allocation

problem is non-convex, we relax the problem using time sharing condition. The

optimal solution for the relaxed problem is found by decomposing the problem

into several subproblems by means of dual decomposition. Numerical results

have shown that the proposed scheme guarantees users’ QoS satisfaction at the

expense of a slight degradation of the system throughput. The consideration

of individual user and relay power constraints makes the proposed schemes

suitable for practical networks.

– The computational complexity and signalling overhead of the centralized re-

source allocation scheme increases with the increase of network size. The cen-

tralized scheme is not suitable for a network with large number of users and

relays. So, we have proposed decentralized resource allocation schemes for

cooperative OFDMA based networks. Two distributed schemes, user centric
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distributed scheme and relay centric distributed scheme, have been presented to

reduce the computational complexity at the centralized eNodB. The distributed

schemes significantly reduce the signalling overhead and processing time at the

eNodeB. Additionally, suboptimal schemes based on simplified relay selection

have been proposed. The suboptimal schemes can be combined with the dis-

tributed schemes to further reduce of signalling overhead and computational

complexity. Numerical results have shown that the proposed schemes guaran-

tees users’ QoS satisfaction while sacrificing some total system throughput. The

distributed and suboptimal schemes can be implemented in practical networks

with reduced complexity.

7.2 Further Research

1. Resource allocation in presence of imperfect CSI: The design of efficient

resource allocation schemes heavily depends on the CSI reported from the PHY

layer as a measure of the wireless channel condition. In real environments,

large channel feedback delays and estimation errors render the reported CSI

erroneous which degrade the resulting system performance. Our current work

considers perfect CSI available at the base station. However, to evaluate the

performance of our resource allocation schemes in real networks, we will further

investigate the design of resource allocation scheme in the presence of imper-

fect CSI at the base station. Our focus will be the evaluation of the ergodic

mutual information which reflects the performance degradation in cooperative

OFDMA based networks with inaccurate CSI. The evaluation of ergodic mutual

information will be used in the design of joint relay selection and resource allo-

cation scheme. In particular, a resource allocation problem will be formulated

to maximize the evaluated ergodic mutual information subject to the network

constraints. By dual decomposition, the optimization problem is separated

into a master problem and several subproblems. A highly scalable distributed

resource allocation scheme is proposed to solve the decomposed problem. In

distributed resource allocation scheme, each relay solves its own subproblem

by utilizing its local CSI without any help from other relays, whereas the BS

solves the master problem using a gradient method and updates the dual vari-

ables. The distributed scheme can be implemented with reduced computational

complexity compared to the centralized scheme. For the centralized solution,
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the BS requires the CSI of all links at the beginning of each scheduling slot.

In contrast, for the distributed solution the relays only require their own CSI,

whereas BS does not require any CSI. Therefore, the computational complexity

at the BS and the CSI feedback overhead are both significantly reduced.

2. Resource allocation in presence of CCI: The increase in CCI in next-

generation cellular relay networks is another burdensome challenge that need

to considered in the design of resource allocation schemes. In fact, CCI is

inherent in any multicellular network mainly due to inter-cell and intra-cell

resource reuse. Additionally, highly aggressive reuse schemes are envisioned in

next-generation networks in order to achieve a much higher spectral efficiency

to meet the increasing demand of high data rates. More importantly, relays

deployed in one cell bring the interference closer to the cell-edge users in the

adjacent cells which potentially increases the level of inter-cell interference and

renders a more interference-limited system for the cooperative OFDMA net-

works in their attempt to attain the desired high spectral efficiency. So, we will

further extend our resource allocation schemes taking into account multi-cell

interference and heterogeneous user data rate requirements. A modified opti-

mization problem will be formulated considering a time slot allocation strategy

into the problem formulation to mitigate the interference. The problem will be

solved in a semi-distributed manner by decomposing it into a master problem

and several subproblems which have identical structure. In semi-distributed

solution, each BS solves one local subproblem by utilizing the local CSI and

exchanges some information with other BSs to jointly solve the master problem

through a centralized RAU. The subproblem solved at the BS can be further

decomposed into smaller subproblems to be solved by the relays.

3. Resource allocation with Carrier Aggregation (CA): In order to meet

the fulminic growth of the high-data-rate aspiration, the 3rd Generation Part-

nership Project (3GPP) has proposed some new technologies for LTE-A net-

works. Specifically, Carrier Aggregation (CA) is a promising technique and

actively considered for the next generation network along with the relays. As

one of the momentous techniques in LTE-A, CA allows scalable bandwidth

extension via aggregating multiple smaller band segments, each called a Com-

ponent Carrier (CC), into a wider virtual frequency band to transmit at higher

rates [29]. With the backward compatibility of LTE-A, both the legacy LTE

users and LTE-A users can operate under CA-based LTE-A systems, where LTE
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users can use only one CC while LTE-A users can enjoy concurrent multi-CC

transmissions exploiting CA.

In order to ensure backwards compatibility with LTE, CA technology must

be able to deal with different types of user equipment (UE) with different CC

capabilities operating under the same base station. For example, some UEs

with high-tech hardware can support all CCs while other, more basic UEs may

support only one. It is also challenging to determine precisely how to assign

CCs to UEs in such scenarios. Research on resource allocation considering

CA in LTE Advanced systems is therefore crucial. The consideration of CA

with relaying further complicates the design of resource allocation scheme. We

will investigate the joint CC and RB allocation for cooperative LTE-A system.

The joint resource allocation problem will be formulated with the objective of

maximizing the system throughput subject to QoS requirements and CC con-

straints of different LTE and LTE-A users. To address the high computational

complexity in solving the optimization problem, the suboptimal schemes will

be proposed.
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APPENDIX A

A.1 Transformation of the Optimization Problem

By relaxing the integer constraint ρmk,n of P1, the relaxed problem can be written as

(P2) max
ρ,P̂s,P̂r

K∑
k=1

M∑
m=1

N∑
n=0

ρmk,nR̂
m
k,n

s.t. c1 : 0 ≤ ρmk,n = 1,∀k,m, n

c2 :
K∑
k=1

N∑
n=0

ρmk,n ≤ 1,∀m

c3 : R̂k ≥ Qk, ∀k ∈ κ1

c4 :
M∑
m=1

P̂m
t,k ≤ PT

c5 : P̂m
t,k ≥ 0,∀k,m, n

where R̂m
k,n = Rm

k,n|Pm
t,k=P̂m

t,k/ρ
m
k,n
, Pm

s,k = P̂m
s,k/ρ

m
k,n, P

m
r,n = P̂m

r,n/ρ
m
k,n and

R̂k =
∑M

m=1

∑N
n=0 ρ

m
k,nR̂

m
k,n.

Problem P2 is a convex optimization problem, and there exists a unique optimal

solution which can be obtained in polynomial time. We solve P2 by decomposing it

into M subproblems.

A.2 Proof of Proposition 1

According to the definition of subgradient [67], vector c ∈ Rn is a subgradient of a

given convex function f : Rn → R at the point y ∈ Rn if f(x) ≥ f(y) + (x− y)T c,
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∀x ∈ Rn.

Consider the objective function g(λ, µ) in (12) at two different points (λ, µ) and

(λ
′
, µ
′
), where λ = (λ1, λ2, ....., λk, ....λK) and λ

′
= (λ1, λ2, ....., λ

′

k, ....λK), ∀k ∈ κ1.

We have

g(λ, µ) =


maxρ,Pt L(ρ, Pt, λ, µ)

s.t.
∑K

k=1

∑N
n=0 ρ

m
k,n = 1,∀m,

0 ≥ ρmk,n ≤ 1, Pm
t,k ≥ 0.

(1)

g(λ
′
, µ
′
) =


maxρ,Pt L(ρ, Pt, λ

′
, µ
′
)

s.t.
∑K

k=1

∑N
n=0 ρ

m
k,n = 1, ∀m,

0 ≥ ρmk,n ≤ 1, Pm
t,k ≥ 0.

(2)

Substituting ρmk,n and Pm
t,k with the optimal values, we have the subgradient of g(λ, µ)

at λk

[g(λ
′
, µ
′
)− g(λ, µ)]

= max
ρ,Pt

L(ρ, Pt, λ
′
, µ
′
)−max

ρ,Pt

L(ρ, Pt, λ, µ)

≥ L(ρ?, Pt
?, λ

′
, µ
′
)− L(ρ?, Pt

?, λ, µ)

= (λ
′

k − λk)
∑
k∈ κ1

(
M∑
m=1

N∑
n=0

ρm
?

k,nR
m?

k,n −Qk

)

+(µ
′ − µ)(PT −

K∑
k=1

M∑
m=1

N∑
n=0

ρm
?

k,nP
m?

t,k ) (3)

The inequality in (30) holds because of the definition of dual function and Lagrange

in (11) and (12), respectively. Thus, we have

g(λ
′
, µ
′
) ≥ g(λ, µ) + (λ

′

k − λk)
∑
k∈ κ1

(
M∑
m=1

N∑
n=0

ρm
?

k,nR
m?

k,n

− Qk) + (µ
′ − µ)(PT −

K∑
k=1

M∑
m=1

N∑
n=0

ρm
?

k,nP
m?

t,k ).

(4)

So, the subgradients of g(λ, µ) at the point λk are
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∆λk =
∑M

m=1

∑N
n=0 ρ

m?

k,nR
m?

k,n −Qk,∀k ∈ κ1,

∆µ = PT −
∑K

k=1

∑M
m=1

∑N
n=0 ρ

m?

k,nP
m?

t,k .

A.3 Derivation of Optimal Power Allocation

Differentiating Lm in (4.13) with respect to Pm
t,k we have

∂Lm
∂Pm

t,k

= (1 + λ̄k)
∂Rm

k,n

∂Pm
t,k

− µ (5)

∂Rm
k,n

∂Pm
t,k

=
1

2 ln(2)

αmk,eq
(1 + Pm

t,kα
m
k,eq)

(6)

Substituting (6) into (5) and applying KKT condition

(1 + λ̄k)α
m
k,eq

2 ln(2)(1 + Pm
t,kα

m
k,eq)
− µ = 0

(1 + λ̄k)α
m
k,eq

2 ln(2)
− µ = µαmk,eqP

m
t,k

(7)

From (7), the optimal power allocation is given by

Pm
t,k
∗ =

[
1 + λ̄k

2µ ln(2)
− 1

αmk,eq

]+

(8)

where [x]+ = max [x, 0].
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A.4 Derivation of Hm
k,n

The Lagrangian function in 4.9 can be written as

L(ρ, Pt, λ, µ) =
K∑
k=1

M∑
m=1

N∑
n=0

ρmk,n
[
(1 + λ̄k)R

m
k,n − µPm

t,k

]
−
∑
k∈ κ1

λkQk + µPT

=
K∑
k=1

M∑
m=1

N∑
n=0

ρmk,n

[
(1 + λ̄k)

1

2
log2(1 + Pm

t,kα
m
k,eq)− µPm

t,k

]
−

∑
k∈ κ1

λkQk + µPT

(9)
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APPENDIX B

B.5 Derivation of Optimal Power Allocation in Case-

2

From Case-2 in section 5.2.2, we set ζ∗k = 0 and η∗n = 0 in (5.3) and (5.4), respectively.

By multiplying (5.3) by tmk,n and adding to (5.4), we get

(1 + λ̄∗k)ρ
m∗
k,n

2 ln(2)(ρm∗k,n + P̂m∗
s,k α

m
k,d + P̂m∗

r,n α
m
n,d)

[αmk,dt
m
k,n + αmn,d]− µ∗ktmk,n − β∗n = 0

(10)

Setting P̂m∗
r,n =

P̂m∗
s,k

tmk,n
, we have

(1 + λ̄∗k)ρ
m∗
k,n

2 ln(2)(ρm∗k,n + P̂m∗
s,k α

m
k,d + P̂m∗

s,k /t
m
k,nα

m
n,d)

[αmk,dt
m
k,n + αmn,d]− µ∗ktmk,n − β∗n = 0

(1 + λ̄∗k)ρ
m∗
k,nα

m
k,nt

m
k,n

2 ln(2)
− ρm∗k,n[µ∗kt

m
k,n + β∗n] = P̂m∗

s,k [αmk,n(µ∗kt
m
k,n + β∗n)]

(11)

where [αmk,dt
m
k,n + αmn,d] = tmk,nα

m
k,n. From (11), the optimal source power allocation is

given by

P̂m∗
s,k = ρm∗k,nP

m∗
s,k

= ρm∗k,n

[
1 + λ̄∗k

2 ln(2)(µ∗k + β∗n/t
m
k,n)
− 1

αmk,n

]+

(12)
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The relay power allocation is calculated using P̂m∗
r,n =

P̂m∗
s,k

tmk,n
and given by

P̂m∗
r,n = ρm∗k,nP

m∗
r,n

= ρm∗k,n

[
1 + λ̄∗k

2 ln(2)(tmk,nµ
∗
k + β∗n)

− 1

tmk,nα
m
k,n

]+

(13)
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