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Abstract

One of the consequences of competitive electricity markets and international commitments to green energy is the fast development and increase in the amount of distributed generation (DG) in distribution grids. These DGs are resulting in a change in the nature of distribution systems from being “passive”, containing only loads, to “active”, including loads and DGs. This will affect the dynamic behavior of both transmission and distribution systems. There are many technical aspects and challenges of DGs that have to be properly understood and addressed. One of them is the need for adequate static and dynamic models for DG units, particularly under unbalanced conditions, to perform proper studies of distribution systems with DGs (e.g., microgrids).

The primary objective of this thesis is the development and implementation of dynamic and static models of various DG technologies for stability analysis. These models allow studying systems with DGs both in the long- and short-term; thus, differential and algebraic equations of various DGs are formulated and discussed in order to integrate these models into existing power system analysis software tools. The presented and discussed models are generally based on dynamic models of different DGs for stability studies considering the dynamics of the primary governor, generators, and their interfaces and controls.

A new comprehensive investigation is also presented of the effects of system unbalance on the stability of distribution grids with DG units based on synchronous generator (SG) and doubly-fed induction generator (DFIG) at different loading levels. Detailed steady-state and dynamic analyses of the system are performed. Based on voltage and angle stability studies, it is demonstrated that load unbalance can significantly affect the distribution system dynamic performance. Novel, simple, and effective control strategies based on an Unbalanced Voltage Stabilizer (UVS) are also proposed to improve the system control and the stability of unbalanced distribution systems with SG- and DFIG-based DGs.
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Chapter 1

Introduction

1.1 Research Motivation

In the coming decades, the demand for energy is expected to drastically increase leading to widespread environmental problems. In response to these issues, international movements are pushing for fossil fuels to be replaced with “green” energy sources. Furthermore, competitive electricity markets and international commitments to green energy (e.g., Kyoto Protocol) are motivating the rapid development of decentralized or distributed generation (DG). These DGs connected in distribution systems make these active rather than passive grids, which can affect the dynamics of the entire power system, especially the distribution grid.

Although DG-enhanced systems may be beneficial, numerous technical aspects and challenges still need to be properly understood and addressed. For example, there is a lack of suitable control strategies for networks with significant penetration of DG when interactions between the transmission and distribution systems are taken into consideration [1]. To address these issues, studies have to be carried out based on simulations, which require adequate static and dynamic models for DG units and related interfaces and controls. These models should satisfy certain criteria to allow investigating relevant system stability and control issues from both local and integrated system perspectives.

Among the numerous issues associated with distribution systems with DGs, stability analysis is of particular interest (e.g., [1, 2, 3]). Although some stability studies of distribution systems with DGs have been reported in the literature, a detailed and systematic analysis considering distribution systems under unbalanced conditions has not been adequately addressed. The majority of stability studies reported in the literature are based on
approaches similar to those used in transmission systems, and thus several simplifications, in particular the assumption of balanced conditions, are applied; however, distribution systems cannot be considered to be balanced three-phase systems, since these are inherently unbalanced in steady-state. A full characterization of unbalanced systems with DG in stability studies would allow for a better understanding of the system and DG dynamic behavior.

This thesis aims to model and investigate DGs from the perspective of stability and control, taking into account various DG technologies. Thus, comprehensive DG models and voltage, small-perturbation, and transient stability studies of balanced and unbalanced distribution system with DGs are presented in this work. Furthermore, control strategies based on simple and easy-to-implement voltage stabilizers are proposed to improve the stability of unbalanced distribution systems with DGs.

## 1.2 Literature Review

In this section, the relevant research papers on the impact of DGs on the stability and control of transmission and distribution systems are reviewed.

### 1.2.1 DG Stability and Control in Balanced Systems

Generally, the effects of DGs on voltage stability are related to the capability of the DG to provide reactive power. Accordingly, the behavior of the system in response to small or large disturbances may be different for induction generators, synchronous generators (SGs), and electronically interfaced distributed resources. Thus, in the case of induction generators, depending on the operating point of the generator, the voltage stability margin may decrease due to lack of reactive power support. On the other hand, if DGs are SG-based or controllable DG inverter-based (e.g., Fuel Cells or FCs), they can improve voltage stability. For example, small-disturbance stability studies of a distribution system with induction generations are investigated in [4], [5], and [6]. In these papers, models of these types of DGs are presented, and are used to show that the voltage stability margin based on P-V curves may decrease with induction generators. The impacts of an SG-based DG on steady-state voltage profiles, losses, and voltage stability of power systems with different levels of penetration are reported in [7], where it is shown that the utilization of SG-based DG improves voltage profiles and voltage stability margins, while decreasing active power losses in a power system; this study also addresses voltage stability in power systems with high penetration of DGs.
Other issues such as transformer impedances, voltage controllers, and control operations can affect voltage stability [8, 9, 10, 11]. The authors in [8] indicate that the size of a new SG connected to already existing low voltage networks may have to be limited in order to ensure correct voltage control; they also show that an opposite relationship exists between generator excitation voltage and controlled voltage when the transmission network is heavily loaded. However, this result is based on an assumption that there is no remedial action for voltage control. Multiple strategies by executing appropriate control operations (e.g., coordinated generator controls, load tap changers, and load shedding) are proposed in [9], [10], and [11]. These studies are aimed at providing a means of saving a distribution system from voltage collapse due to contingencies occurring in the transmission or distribution system. This work is based on digital signal processing technology for the determination of correct stability controls, as well as the application of modern computer networking technology for real-time monitoring of the distribution system operating states, data transmission, and stability control commands.

Other works in the literature address optimization methods for allocating and sizing DGs to improve voltage stability margin and voltage profiles. For example, the authors in [12], [13], and [14] use genetic algorithms for these purposes. In [15], the authors use the most sensitive buses for DG placement by using the P-V curves. In [16], a static model for a Proton Exchange Membrane Fuel Cell (PEMFC) DG system in power flow analysis is used; different DG placements are compared in terms of power loss, loadability, and a voltage stability index, and a Fast Voltage Stability Index (FVSI) and Line Stability Factor (LSF) for voltage stability contingency analysis are also presented. In [17], optimal allocation and sizing of DGs are formulated, using mix-integer non-linear programming, to improve the voltage stability margin. In [18], a modal analysis and continuation power flow (CPF) are used for determining DG placement candidates in a distribution system.

Other types of studies concentrate on the impacts of selected DGs on power system stability [2, 19, 20, 21]. Thus, the impacts of selected DG units, namely, FCs and micro turbines (MTs), on power system stability for various penetration levels are investigated in [2]. The voltage stability of the investigated network is tested by applying some disturbances in the network, and by analyzing the voltage response to the fault for constant load demand with different contributions from DGs; there is no static analysis of voltage stability margins in the long-term. The authors in [19] investigate the impacts of wind power plants on power system stability, while [20] looks into the effect of doubly-fed induction generators (DFIGs) on the transient behavior of distribution systems. In [21], the impacts of large-scale DGs on voltage stability are studied; the static voltage stability studies based on CPF show that the optimal allocation of DGs can improve system stability.

A variety of storage technologies are available that are capable of smoothing out fluc-
tuating power and voltage, such as superconducting magnetic energy storage, super capacitors, flywheels, compressed air energy storage, hydro-pumped storage, and battery energy storage systems (BESS) [22, 23, 24, 25]. The main issues with these technologies are cost, operation, and maintenance requirements. A successful experiment using a BESS within an existing wind farm to mitigate short-term fluctuation is reported in [26]. In [27], a controller for a BESS is proposed as an outer controller by assigning a current reference for the inverter. The goal of this study is to use the BESS to smooth the net power of a wind farm to be supplied to the system over a given time period; the authors employ this control scheme for the sizing of BESS. The authors in [28] offer a control strategy to manage the flow of power within a full converter wind turbine generator, a BESS, and the grid. Here, the BESS is used as a storage device in the dc link of a full converter wind turbine; however, since the cost of employing a small-scale BESS is relatively high, adopting a control strategy for optimal use of a BESS is an issue.

Generally, eigenvalue analysis provides a proper tool for investigating small-perturbation stability studies that have been widely used both in transmission and distribution systems [2, 29, 30]. Small-perturbation stability analysis based on critical eigenvalues for various penetration levels of selected DGs is investigated in [2]. It is assumed that the load demand is constant and the power system decreases both active and reactive powers with the increase of DG penetration. Also, the DGs are considered to make a constant contribution to the network and that their output powers do not change; this may not be correct, however, because of the presence of different DGs with various control technologies. Nonetheless, further penetration levels of DGs can improve the damping factor and thus increase angle stability. The impact of positive feedback anti-islanding methods on small-perturbation stability of grid-connected inverter-based DG is presented in [31]. Positive-feedback schemes always attempt to destabilize generators; thus, if the positive-feedback gain is too high, the distribution system may become unstable, even when it is connected to the main source. The authors in [32] show that high penetration of selected DGs will not be feasible if the installed DGs are too close to each other, since this may lead to signal and frequency instabilities. Hence, an optimal location of DGs in view of small-perturbation stability is proposed.

Custom power devices have been adopted to improve power quality and system reliability. Thus, a stability study of the influence of induction and synchronous generators and distribution static synchronous compensator (DSTATCOM) devices on the dynamic behavior of small distribution systems is presented in [33]. This paper shows that the stability performance of induction generators can be significantly improved by a DSTATCOM voltage controller, and a DSTATCOM power factor controller may adversely affect the stability performance of SGs. The installation of an induction generator combined with
a DSTATCOM voltage controller is proposed for distribution systems in this paper as an alternative for SGs; however, economic and technical issues pose a challenge in this case.

In [34] and [35], the impacts of induction generators on transient stability are studied, and [1] addresses the impact of DG penetration levels on transmission systems transient stability. In the latter, an increase in DG penetration level is matched by a reduction in centralized power generation, which consequently results in a reduction in a total amount of rotating mass and reactive power support in the system. In some cases, it is shown that high penetration of DGs (e.g., more than 50%) leads to transient instability. Several solutions are proposed to mitigate this problem, such as rescheduling centralized generators and optimizing power flows. The impact of large-scale DG penetration on the transient stability of transmission systems with different control strategies for a portion of the grid serving Eastern Ontario in Canada is investigated in [36]. Different scenarios for contingencies in the transmission side and the DG side are studied using time-domain simulations. The DG technologies modeled and used in this report are limited to inverter-based DGs and SGs. A hybrid method for fast transient stability assessment based on transient energy functions is presented in [37].

Not many publications analyze transient stability of distribution systems with DGs. A brief study on the transient stability analysis of a distribution system with wind generators, MTs, and combined heat and power (CHP) plants is presented in [38], based on critical clearing time (CCT) calculations. Small-perturbation stability modeling of an SG as a direct-connected DG, and the dynamics of the voltage-sourced converter (VSC) as an indirect-connected DG in a distribution system is presented in [39]. Small-signal behavior of an n-DG chain microgrid (MG) is studied in [40], and sufficient conditions are proposed to guarantee their small-perturbation stability; however, in a real distribution system with DGs, the system tends to be more complex than an n-DG chain MG. The main contribution presented in [41] is a reduced model for distribution systems with selected DGs, and an investigation of small-perturbation and transient stability on these systems; techniques are used for the reduction of the distribution system order (e.g., balanced truncation, Hankel norm approximation, and Krylov); although these techniques are useful tools for reducing computational time, using the full dynamic model of DGs in the context of relatively small size distribution systems is not an issue in most practical studies.

High penetration levels of DGs can affect frequency stability in both transmission and distribution systems. Most of the published research only takes into account selected DGs for these types of studies. Thus, the author in [2] shows that a high penetration of selected DGs (i.e., FCs and MTs) leads to increased frequency deviation. In [42], a reciprocating engine-generator set model is developed, and the small-perturbation and frequency stability of these generators are investigated and validated by experimental testing. An example of
DG impact on frequency stability in a distribution system in Bornholm Island, Denmark, where there is a high penetration of wind power (i.e., 32.4% of its demand) is discussed in [43]. Thus, on December 22, 2005, this distribution system was forced to be islanded for 51 days due to the breakdown of the high voltage sea cable interconnection to the transmission system; local power units were not able to regulate generation fast enough to mitigate the frequency fluctuations caused by the wind turbines. To improve frequency control, different technologies, such as load shedding, droop control among power plants, wind turbine frequency control, and demand frequency controlled reserve are proposed in [43] and [44]. A control mechanism that can improve frequency control for intentional islanding transition is also proposed in [45]. Another method to control frequency is Demand-Based Frequency Control (DBFC), which shifts load by turning off/on the machine in response to frequency deviations [46]; since some devices, such as heating and cooling systems, refrigeration units and industrial melt pots, rely upon energy rather than power consumption, they are considered as potential candidates for DBFC.

MGs which are viewed as subsystems of “small” generators and loads, present different challenges with respect to stability and control [47]. Two control approaches can be used to control MGs: a centralized control and a decentralized control [47, 48, 49, 50, 51]. Power-sharing for different DGs and regulation of voltage and frequency are the basic control objectives in an MG. Sharing active and reactive power in the centralized control of an MG relies on sharing control information among generators. In this technique, the terminal information of each generator and load are sent to the master control via a communication system. One of the major drawbacks of the centralized-based approach is reliability issues, since sending the primary control signals reduces the reliability of MGs, where the control information is critical for operation; furthermore, a master primary control could fail [50].

Fully decentralized-based control relies on a decentralized communication approach, in which DGs can share active and reactive powers and regulate voltage and frequency locally. Simple decentralized power sharing is introduced by frequency and voltage droop control, which follows the same concept for frequency droop control in conventional power systems with multiple generators [47]. In this paper, the controllers use real-time values for active and reactive powers, frequency, and the ac voltage to generate the desired signal at the DG terminals using droop concepts. This allows each DG to change its active power with respect to the frequency droop characteristic; hence, the frequency of the system is the communication signal for power sharing between multiple DGs. Similarly, a voltage droop plays the same role for sharing reactive power. Also, a simple frequency and voltage droop controller is proposed in [48] and [49] for active and reactive power sharing. To improve active and reactive power decoupling, power controllers with virtual impedances are proposed in [52] and [53]. In [50], an adaptive decentralized droop controller
is proposed to preserve the stability of multi-inverters; this controller is based on static droop characteristics combined with an adaptive transient droop function. This is proposed because power-sharing control implies low frequency dynamics of the inverter that can affect the small-signal response of the controller; hence, if the demand power of each inverter is changed, the low-frequency modes of the power-sharing dynamics will move to new locations, which will affect the stability of the system.

Similar to the conventional power system, the hierarchical control method can be applied to an MG with different levels of control [54]. These control levels differ in speed of response, time-frame of operation, and infrastructure requirements (e.g., need for communication) [55, 56]. In [55], the basic concept of the hierarchical control of an MG is introduced. In [56], secondary voltage controllers based on the potential function method are proposed in the context of centralized controllers. In all these papers, the dynamic behavior of prime movers is not taken into account, and only inverter-based MGs are considered.

1.2.2 DG Stability and Control in Unbalanced Systems

Although controls of inverter-based DGs under unbalanced conditions have been extensively studied (e.g., [57, 58, 59]), there are very few reported studies consider the characteristics of distribution systems with DGs in stability analyses while taking into account unbalanced conditions. In [60], a continuation three-phase power flow approach in polar coordinates is presented for voltage stability analysis under unbalanced conditions; this approach is based on static power flow equations of a three-phase model to obtain P-V curves. In [61], voltage stability studies are presented using a three-phase constrained optimal power flow that seeks to maximize the loading factor; since these studies are based on static power flows, the impact of system dynamics on voltage stability is not fully investigated.

Some recent studies examine the effect of unbalanced conditions on small-perturbation stability of SGs. Thus, in [62] and [63], effects of unbalanced conditions on damping factors and frequency are investigated. In [62], a model-based approach in the phasor domain for small-perturbation stability analysis of unbalanced distribution systems is presented, and a model identification technique for small-perturbation stability studies is presented in [63]. However, in these papers, the effects of unbalanced conditions under high loading levels, which would typically lead to instability, are not studied.

Simplified models of synchronous and induction machines have been developed for transient stability studies of unbalanced power systems [64, 65, 66, 67]; these models represent
the fundamental frequency component of machine behavior and neglect the harmonic components. However, the impact of load unbalancing on transient stability studies has not been extensively studied. For example, control and stability studies of DFIG have been discussed in the past for balanced operation [68, 69, 70, 71, 72]; however, if voltage unbalance is not appropriately compensated by system control, the stator current can be highly unbalanced, even with a small unbalanced stator voltage; in this case, the main problem is that high current, torque, and power oscillations appear at double the electrical frequency due to the negative sequence components, resulting in a disconnection [73, 74, 75]. Techniques have been proposed to mitigate these oscillations, based on the injection of negative sequence components, considering rotor-side [74] or grid-side converters [73, 75]. In [76], an approach based on a disturbance rejection controller is presented to compensate oscillations using a feed-forward component of the current controllers. In [77], a stand-alone DFIG under unbalanced conditions is studied, with the grid converter supplying reactive power to compensate the unbalanced grid voltage. A small-perturbation stability analysis of a DFIG wind turbine is presented in [78]. Nevertheless, the effects of unbalanced conditions under high loading levels, which would typically lead to instability, are not studied in any of these papers.

1.3 Research Objectives

Based on the aforementioned review of the current technical literature, the following are the main objectives of this thesis:

- Develop and implement adequate dynamic models of different types of DG technologies that are not overly complex to study the impacts of different DGs on the stability and control of balanced distribution systems in both short- and long-term.

- Investigate for the first time in a comprehensive manner, the influence on voltage, transient, and small-perturbation stability and control of different DG technologies in balanced distribution systems.

- Investigate the stability of unbalanced distribution systems with SG- and DFIG-based DGs, and propose easy-to-implement control strategies to improve the stability of unbalanced distribution systems with DGs.

This work is applied specifically to MGs in grid-connected mode with local DG controls, which are one of the applications of DGs in distribution systems.
1.4 Thesis Outline

This thesis is organized into six chapters and one appendix, as follows:

- Chapter 2 provides a background on stability analysis, including voltage, angle and transient stability. Also, several DG technologies and MGs are presented and discussed.

- In Chapter 3, a first modeling approach for DGs is explained and formulated. The developed models of several DG technologies and associated controls are then used for stability analyses of two test systems.

- In Chapter 4, a model and the methodology used for stability analysis of an SG under unbalanced conditions are presented, along with a novel Unbalanced Voltage Stabilizer (UVS) control to improve system stability. Comprehensive numerical results with different scenarios for a DG-load-grid system are also presented and discussed.

- In Chapter 5, the model and control of DFIG under unbalanced conditions are presented, followed by the description of a novel UVS control for stability improvement. Numerical results with various scenarios for a DG-load-grid system are also presented.

- Chapter 6 summarizes the conclusions and main contributions of this thesis and discusses possible future work. Finally, the Appendix provides the data of the DG models and test systems used in this thesis.
Chapter 2

Background Review and Tools

2.1 Introduction

This chapter presents a review of the concepts, models, and tools related to this research work. The definitions and types of power system stability as well as the model of the system are first discussed; dynamic and static tools for stability studies are then presented. Continuation power flows, eigenvalue analyses, transient stability study tools, and identification approaches used in stability analysis are also briefly discussed, and overviews of MG and different DG technologies are provided.

2.2 Power System Stability Definitions

Power system stability is defined as the ability of a system to maintain a normal operating equilibrium after being subjected to a disturbance for a given initial operating point [79]. The normal operating equilibrium point means that the main system variables (angle, voltage, and frequency) after being subjected to a disturbance are within acceptable ranges, as defined by system operators.

A power system is continually subjected to changes in the operating point because of the variation of load and generation. Therefore, the stability of a system depends on the initial equilibrium point. Moreover, it can be subjected to a wide range of disturbances that can be classified into small disturbances (e.g., small variation of loads or generations) and large disturbances (e.g., faults), depending on their nature and magnitude. The types
of disturbances and the resulting system response affect the tools used to assess system stability.

Power system stability is classified as illustrated in Figure 2.1. Rotor angle stability is defined as the capability of synchronous machines in a power system to remain in synchronism under normal operating conditions after being subjected to disturbances [79]. The angle stability depends on the ability to maintain or restore equilibrium between electromagnetic torques of each synchronous machine in the system. In this case, the problem becomes apparent through angular or frequency swings in some generators, which may lead to the loss of synchronism. Maintaining synchronism of the system depends on synchronizing torque and damping torque. Lack of sufficient synchronizing torque leads to non-oscillatory instability, while lack of damping torque leads to oscillatory instability.
Angle stability is divided into small-perturbation stability (small disturbances) and transient stability (large disturbances). Small-perturbation angle stability is defined as the capability of a system to maintain angle stability for small disturbances. The time-frame of small-perturbation stability is in the order of 10-20 seconds after the disturbances. As mentioned previously, lack of damping torque leads to oscillatory instabilities associated with Hopf bifurcations, as discussed in [81, 82, 83]. This type of stability is analyzed using a linearized set of system equations. Transient stability refers to the system’s ability to maintain angle stability under severe disturbances. Typically, this phenomenon is due to the lack of synchronizing torque, which may result in first swing instabilities. The time-frame of transient stability is in the order of 1-10 seconds after disturbances. Nonlinear power-angle relationships affect the response of the system to the disturbances.

Frequency stability is defined as a system’s ability to maintain a steady frequency following a severe system change that results in a significant imbalance between generation and load [79]. Frequency stability analysis concentrates on studying overall system stability for sudden changes in generation-load balance. Because of the difference of time-frames for various devices, frequency stability is divided into short and long terms. Short-term stability is affected by factors such as load shedding, generator controls, and protection devices with time-frames in the order of several seconds following a disturbance. Long-term stability is affected by other factors such as prime movers; the time-frame in this case is in the order of several minutes following a disturbance.

The voltage stability of a power system is defined as the ability of a system to maintain steady voltage at all buses following a disturbance from an initial condition [79]. It is a well-established fact that voltage collapse is associated with a lack of reactive power support due to insufficient generation and transmission reactive power injection, as well as significant system loading. Two types of bifurcations lead to voltage collapse: saddle-node bifurcations and limit-induced bifurcations [84]. A saddle-node bifurcation (SNB) corresponds to a singularity of the system Jacobian or state matrix that leads to the “disappearance” of steady-state solutions. A limit-induced bifurcation (LIB) is associated with the disappearance of a steady-state solution due to system control limits (e.g., generator reactive power limits). Voltage stability is also classified into long-term and short-term types, depending on the time-frame from several seconds, which involves the dynamics of fast-acting system components, to several minutes, which involves slow-acting system components.

The aforementioned power system classification can be applied to distribution systems with DGs such as MGs. In this context, stability is referred to regaining operating equilibrium with respect to voltage, frequency, and power after being subjected to a disturbance.
of a given initial stable operating point.

2.3  Power System Stability Tools

In this section, the system stability tools used in this thesis are briefly described. Although stability issues of DGs in the context of MGs may not be identical to those observed in power system, the discussed system stability tools are general, and basically apply to any kind of non-linear system.

2.3.1  P-V Curves

It is common practice to carry out loadability studies using P-V curves [84], similar to the one illustrated in Figure 2.2, and thus determine the static loading margin (SLM) of the system (nose point) associated with a voltage collapse point. Figure 2.2 also shows the dynamic loading margin (DLM) of a system, which is associated with an angle instability happening before the nose point.

The CPF can be used to obtain P-V curves for voltage stability assessment by increasing the system loading level up to the maximum loadability, at which point the system becomes unstable. This method considers a set of power flow equations, including a load scaling parameter \( \lambda \in \mathbb{R}^n \), from an initial point and a given generation and load dispatch direction.

A predictor-corrector scheme is employed to solve power flow equations as \( \lambda \) changes, from an initial condition to a maximum loadability point. Figure 2.3 shows the CPF process, where, from a known initial point A that is associated with the power flow solution at a loading level \( \lambda_0 \), a tangent predictor step is used to estimate a solution point B that corresponds to an increase in the value of \( \lambda \). A “corrector” is used to determine the exact solution point \( C \) through a Newton-Raphson algorithm [85]. This technique traces the voltage profile of a system.

2.3.2  Eigenvalue Analysis

There are two approaches for small-perturbation stability studies, as follows:
Figure 2.2: A typical P-V curve and corresponding SLM and DLM.

Figure 2.3: Predictor-corrector process in CPF.
Model-Based

Power systems are modeled with nonlinear differential algebraic equations (DAE) as follows:

\[
\begin{bmatrix}
\dot{x} \\
0
\end{bmatrix} =
\begin{bmatrix}
f(x, y, \lambda, pc) \\
g(x, y, \lambda, pc)
\end{bmatrix}
\]

(2.1)

where \( x \in \mathbb{R}^{n_x} \) is a vector of state variables that stands for the dynamic states of generators, loads, and other system controllers; \( y \in \mathbb{R}^{n_y} \) represents algebraic variables that result from neglecting fast dynamics such as load voltage magnitudes and angles; \( \lambda \in \mathbb{R}^{n_{\lambda}} \) is a vector of “uncontrollable” parameters, typically representing a loading factor; and \( pc \in \mathbb{R}^{n_{pc}} \) stands for “controllable” parameters corresponding to control settings (e.g., Automatic Voltage Regulator (AVR) set points). The vector field of \( f : \mathbb{R}^{n_x} \times \mathbb{R}^{n_y} \times \mathbb{R}^{n_{\lambda}} \times \mathbb{R}^{n_{pc}} \mapsto \mathbb{R}^{n_x} \) is the system nonlinear differential equations directly associated with the state variables \( x \).

The function \( g : \mathbb{R}^{n_x} \times \mathbb{R}^{n_y} \times \mathbb{R}^{n_{\lambda}} \times \mathbb{R}^{n_{pc}} \mapsto \mathbb{R}^{n_y} \) represents the system nonlinear algebraic equations, such as load flow and generators stator algebraic equations.

If the Jacobian \( D_y g(0) \) of the algebraic equations is non-singular (i.e., invertible) along the system time trajectories, the system can be transformed into the following Ordinary Differential Equation (ODE) model.

\[
\dot{x} = f(x, y^{-1}(x, \lambda, pc), \lambda, pc)
\]

(2.2)

where \( y^{-1}(x, \lambda, pc) \) can be obtained from the Implicit Function Theorem applied to the algebraic constraints along the solution trajectories.

An equilibrium point \((x_0, y_0)\) of (2.1) is defined as a solution of the nonlinear equations:

\[
F(x_0, y_0, \lambda_0, pc_0) = \begin{bmatrix}
f(x_0, y_0, \lambda_0, pc_0) \\
g(x_0, y_0, \lambda_0, pc_0)
\end{bmatrix} = \begin{bmatrix}
f|_0 \\
g|_0
\end{bmatrix} = 0
\]

(2.3)

where the \( pc_0 \in \mathbb{R}^{n_{pc}} \) represents a given set of controllable parameters at the operating point, which usually correspond to the “base” active power injections, voltage magnitudes at PV buses, and other controller settings, and \( \lambda_0 \in \mathbb{R}^{n_{\lambda}} \) defines the “base” active and reactive power injections at PQ buses and power injections at PV buses.

In small-perturbation stability analysis, (2.1) is linearized around an equilibrium point \((x_0, y_0, \lambda_0, pc_0)\) as follows:
\[
\begin{bmatrix}
\Delta \dot{x} \\
0
\end{bmatrix} =
\begin{bmatrix}
J_1 & J_2 \\
J_3 & J_4
\end{bmatrix}
\begin{bmatrix}
\Delta x \\
\Delta y
\end{bmatrix}
\] (2.4)

where \(J_1 = \frac{\partial f}{\partial x} |_0\), \(J_2 = \frac{\partial f}{\partial y} |_0\), \(J_3 = \frac{\partial g}{\partial x} |_0\), and \(J_4 = \frac{\partial g}{\partial y} |_0\). Assuming that \(J_4\) is non-singular, (2.4) can be reduced by eliminating the vector of the algebraic variable \(\Delta y\) as follows:

\[
\Delta \dot{x} = (J_1 - J_2 J_4^{-1} J_3) \Delta x = A \Delta x
\] (2.5)

where \(A\) is a “reduced” system state matrix at an equilibrium point \(x_0\) and given parameter values \(pc_0\) and \(\lambda_0\). The reduced system state matrix eigenvalues and eigenvectors are then defined by:

\[
Aw_{ri} = \mu w_{ri}
\] (2.6)

\[
A^T w_{le} = \mu w_{le}
\] (2.7)

where \(\mu\) represents the eigenvalue, and \(w_{ri}\) and \(w_{le}\) are the right and left eigenvectors, respectively, associated with the reduced system state matrix.

The eigenvalues of \(A\) define the small-perturbation stability of the system near the equilibrium point \(x_0\). Thus, if all eigenvalues of \(A\) are on the left-half of the complex plane, the system is locally stable around the equilibrium point \(x_0\). The system is locally unstable if at least one eigenvalue is on the right-half of the complex plane. Finally, the equilibrium \(x_0\) can be associated with a “bifurcation point” if one or more eigenvalues are on the imaginary axis of the complex plane.

**System Identification**

System identification consists of building mathematical models of complex systems by measured input-output data. It is a useful tool for a wide range of applications, such as obtaining simplified models of large systems and controller tuning.

Time-domain simulation software (e.g., PSCAD/EMTDC) or actual measurements provide data to analyze the dynamics of the system, which is then used in an appropriate modal estimation method. In this thesis, Prony and Steiglitz-McBride Iteration methods are used to estimate the system model from output signals. The System Identification Toolbox in MATLAB and ad-hoc coding are the basic tools used here to perform these studies.
The Prony method has been widely used for modal estimation or obtaining equivalent linear models of power systems. This method is used to fit a deterministic damped exponential model to a set of sampled data. A generic output signal \( \tilde{y}[\tilde{t}] \) can be mathematically represented as a sum of \( n \) damped complex sinusoids, as follows:

\[
\tilde{y}[\tilde{t}] = \sum_{i=1}^{n} \tilde{R}_i \tilde{Z}_i \tilde{t}^i
\]  

(2.8)

where \( \tilde{R}_i \) is an output residue associated with the mode \( \tilde{\mu}_i = \tilde{\alpha}_i + j \tilde{\beta}_i \); \( \tilde{Z}_i = e^{\tilde{\mu}_i \tilde{T}_s} \); \( \tilde{T}_s \) is the sampling time; and \( \tilde{t} \) is integer time. Considering that \( \tilde{y}[\tilde{t}] \) is the solution to a difference equation represented by an Auto-Regressive (AR) model:

\[
\tilde{y}[\tilde{t}] = -b_1\tilde{y}[\tilde{t} - 1] - b_2\tilde{y}[\tilde{t} - 2] - \ldots - b_n\tilde{y}[\tilde{t} - n]
\]  

(2.9)

Equation (2.9) can be written in a matrix form, as follows:

\[
Y = DB
\]  

(2.10)

where

\[
Y = [\tilde{y}_{\tilde{t}+n} \ \tilde{y}_{\tilde{t}+n+1} \ \tilde{y}_{\tilde{t}+n+2} \ldots \tilde{y}_{\tilde{t}+N}]_N^{T} - n+1
\]

(2.11)

\[
B = [-b_1 \ - b_2 \ldots - b_n]^T
\]

(2.12)

\[
D = \begin{bmatrix}
\tilde{y}_{\tilde{t}+n-1}; \tilde{y}_{\tilde{t}+n-2}; \ldots; \tilde{y}_{\tilde{t}} \\
\tilde{y}_{\tilde{t}+n}; \tilde{y}_{\tilde{t}+n-1}; \ldots; \tilde{y}_{\tilde{t}+1} \\
\ldots \\
\tilde{y}_{\tilde{t}+N-1}; \tilde{y}_{\tilde{t}+N-2}; \ldots; \tilde{y}_{\tilde{t}+N-n}
\end{bmatrix}_{N-n+1 \times n}
\]

(2.13)

where \( N \) is the number of samples. The vector \( B \) can be computed by the least square method. The eigenvalues of the system can be computed using vector \( B \), which are the roots of the system’s characteristic equation:

\[
\tilde{Z}^n + b_1\tilde{Z}^{n-1} + b_2\tilde{Z}^{n-2} + \ldots + b_n = 0
\]  

(2.14)

Although the Prony method estimates well the system signal for a large disturbance, it cannot follow the signal properly when the system becomes unstable. This is illustrated for a sample system in Section 4.3.3.
Steiglitz-McBride Iteration Method

This method is based on the calculation of the equivalent transfer function $\tilde{N}(\tilde{Z})/\tilde{D}(\tilde{Z})$ of a system, where $\tilde{N}(\tilde{Z})$ and $\tilde{D}(\tilde{Z})$ can be written as:

\begin{align*}
\tilde{N}(\tilde{Z}) &= \tilde{\alpha}_0 + \tilde{\alpha}_1 \tilde{Z}^{-1} + \ldots + \tilde{\alpha}_{n-1} \tilde{Z}^{-(n-1)} + \tilde{\alpha}_n \tilde{Z}^{-n} \\
\tilde{D}(\tilde{Z}) &= \tilde{\beta}_0 + \tilde{\beta}_1 \tilde{Z}^{-1} + \ldots + \tilde{\beta}_{n-1} \tilde{Z}^{-(n-1)} + \tilde{\beta}_n \tilde{Z}^{-n}
\end{align*}

(2.15) (2.16)

where $\tilde{\alpha}_i \forall i \in \{0, \ldots, n\}$ and $\tilde{\beta}_i \forall i \in \{0, \ldots, n\}$ are numerator and denominator coefficients, respectively. The coefficients $\tilde{\alpha}_i \forall i \in \{0, \ldots, n\}$ and $\tilde{\beta}_i \forall i \in \{0, \ldots, n\}$ are calculated iteratively, such that the response of the estimated signal approximates the response of the actual signal [87]. These coefficients can be calculated through a simple optimization method available in MATLAB [88]. Although this method usually converges rapidly, it may not converge if the order of the system is too high.

2.3.3 Transient Stability

Time-domain simulations are mainly used for transient stability analysis of power systems following a contingency. In some power system software, time-domain simulations are carried out by solving the complete set of DAEs by means of step-by-step trapezoidal or predictor-corrector integration. In this thesis, time-domain simulations of test cases were carried out by means of PSAT [89], which is a MATLAB-based toolbox for studies of power systems, and PSCAD/EMTDC [90], which is an ad-hoc software for time-domain simulations of detailed (e.g., unbalanced) power system models.

Various criteria can be used to evaluate the transient stability of a system. For example, CCT can serve as an index to evaluate system robustness [91]. The CCT represents the point in time beyond which the system is unable to recover its stability, after clearing the fault (contingency). When a fault occurs in the system, the difference between the actual clearing time for a stable system and the CCT may be used to define a transient stability margin for the system. The CCT is not usually used as a stand-alone index to study the transient stability of power systems, but it can be used for comparative system stability analyses.

Other transient stability index used in practice is oscillation durations [80]. The oscillation durations are defined as the time interval between fault occurrence and the instant when the rotor speed stays within a specific bandwidth, since when a fault is applied, the rotor speed deviates from its rated value. This index indicates that the longer the oscillation duration, the less stable the system.
2.4 DG Technologies

There is currently no common agreement on the definition of DGs. Definitions differ from one country to another, depending on voltage level, unit connection, types of prime movers (e.g., renewable or conventional cogeneration), maximum power rating, and so on. The International Council on Large Electricity Systems (CIGRE) working group defines DGs as the units that are smaller than 50-100 MW, not centrally planned, not centrally dispatched, and usually connected to the distribution network [92]. IEEE defines DGs as “the generation of electricity by facilities that are sufficiently smaller than central generating plants, so as to allow interconnection at nearly any point in a power system” [93].

Because of the many varieties of DG technologies and prime-mover energy sources, DGs can operate by means of rotating electricity machines or static (electronic) interfaces. In the case of rotating electricity machines, i.e., synchronous or induction machines, and if the generated power is at the system frequency or close to it, the generator can be connected directly to the grid. If the frequency of generated power is different from the system frequency, an electronic interface should be used. In cases where DG technologies produce dc power (e.g., FCs, photovoltaics), power electronic interfaces (dc/ac) are required. Thus, based on different DG technologies, the DG connection to the power grid can be classified into two categories:

- Direct grid-connected DG without converters.
- Indirect grid-connected DG through converters.

The general scheme of the DG models proposed here is illustrated in Figure 2.4.

Different energy sources are used to provide power through wind turbines, photovoltaic arrays, FCs, MTs, conventional diesel generators, and energy storage technologies. An overview of various types of DG units that are commonly found in MGs is briefly discussed next. Developed models of each DG studied in this thesis are provided in Chapter 3.

2.4.1 Micro Turbines (MTs)

MTs are basically small and simple gas turbines, with a typical output range between 25 to 300 kW. Certain advanced options can be incorporated in MTs, such as recuperation systems, low NOx technologies, and the potential use of advanced materials such as ceramics in hot section parts [94]. Because most MTs use natural gas, they are typically
MTs have three main components: compressor, combustor, and turbine. The high-pressure air from the compressor, when mixed with the injected fuel, forms a combustible mixture. This mixture is then ignited in the combustor to produce a hot gas flow that drives the turbine.

There are essentially two types of MTs: single and split shaft. Single-shaft MTs are high speed in nature (50,000 to 120,000 rpm), with a compressor and a turbine mounted on the same shaft. This kind of MT needs an interface, which consists of an ac/dc converter, a dc link with capacitance, and a dc/ac converter. A split-shaft MT design has its generator connected to the turbine shaft via a gearbox [94]. These kinds of MTs have a rated power level that can influence the dynamics of a distribution system.

In [94], a classical gas turbine and governor model is used to model a simple-cycle, split-shaft turbine. Although this model is widely used in the literature for analyzing the dynamic effects of MTs on distribution systems, fast dynamics are not considered. The MT model used in this thesis and presented in Chapter 3 is based on the gas turbine model presented in [95], which was successfully adopted for MT modeling by several authors [96, 97], and validated by tests [98].
2.4.2 Diesel Generators

Diesel-engine-powered SGs are another type of DG that consists of a diesel combustion engine, a drive-train, and an SG with simple frequency and voltage controllers. These units are popular in remote community MGs throughout Canada and are also widely used for back-up, emergency, and stand-by power.

In [99], a suitable model of an emergency diesel generator is presented. In this model, the transient processes of the drive-train are ignored, with the model being validated by field tests. This model is adopted in this thesis.

2.4.3 Wind Turbines

Wind energy is an attractive renewable energy resource. A wind turbine generates electricity by converting kinetic wind energy passing through its blades, with ratings from a few kW to a few MW. The electrical efficiency of wind turbines is about 20-40% and they range in size from 0.3 kW to 5 MW. In areas with significant wind energy, large-scale wind farms are being implemented. Due to the un-dispatchable nature of wind generation, the impact of wind generation on the system is significant.

Wind power generators available today can be categorized into the following four main turbine types:

- Type A: Fixed-speed wind-turbine with a direct-grid-connected induction generator.
- Type B: Variable-speed wind turbine with a variable rotor resistance induction generator directly connected to the grid.
- Type C: Variable-speed wind turbine with a direct-grid-connected doubly-fed induction generator and dc/ac rotor converter.
- Type D: Variable-speed wind turbine with synchronous machine and full scale ac/dc/ac converter.

A review of wind turbine market penetration shows that Types A, C and D currently dominate the market of installed wind power generation [100]. Therefore, Type B units are not considered for modeling purposes in this thesis.

Different dynamic models have been proposed to model wind power generators for stability studies. In [34], suitable models for stability analysis of different types of wind
power units are presented, assuming balanced conditions; the model for wind turbines Type A is used in this thesis for the “standard” stability analysis presented in Chapter 3. The model presented in [74] for wind turbines Type C under unbalanced conditions is used as a base for the model developed in Chapter 5 for detailed stability studies.

2.4.4 Fuel Cells (FCs)

Another type of DG resource for supplying electrical and thermal energy to residential and commercial loads is FC, which is an electrochemical device that converts chemical energy into electricity and heat. FCs are considered to be suitable for DG applications ranging from a few kW to a few MW, and are portable and modular, with low noise pollution and low to zero emissions. They also have high reliability and can use a variety of hydrogen-rich fuels (e.g., natural gas, gasoline, biogas or propane). These characteristics make them suitable as DGs, especially in remote areas. In the future, if electrical systems are combined with hydrogen and gas infrastructures, the use of FCs is expected to increase, since these provide clean energy and heat for several applications.

FCs typically are classified by electrolyte type, i.e., polymer electrolyte or proton exchange membrane fuel cell (PEMFC), alkaline fuel cell (AFC), phosphoric acid fuel cell (PAFC), molten carbonate fuel cell (MCFC), and solid oxide fuel cell (SOFC). PAFCs and PEMFCs have been successfully commercialized, and second-generation SOFCs and PEMFCs are likely to be used in power plants. Each of these types of FCs has a specific dynamic model, with various published works describing the associated detailed models. Some published static performance studies are based on the Nernest and Butler-Volmer equation.

Dynamic models have been developed for autonomous power plants for different types of FCs (e.g., [101, 102, 103]). However, the majority of these models do not consider interactions with the system or other types of DG units.

2.4.5 Photovoltaic Generators

A photovoltaic power generation system is another renewable energy source that generates power directly from sunlight. A photovoltaic cell includes semiconductor layers with specific properties, that when is exposed to sunlight, the electrons move in one direction and a direct current is generated. Cells can be connected together in the form of a module to form photovoltaic systems that provide a quiet, low maintenance, pollution-free, safe, reliable, and independent alternative to conventional generation sources. Current ratings
of photovoltaic units are from a few kW to few MW. The technical and manufacturing developments of photovoltaic units have encouraged the adoption of photovoltaics as another attractive energy resource for small- and large-scale usage.

Since the 1990s, a limited number of large-scale photovoltaic systems have been installed through photovoltaic farms similar to wind farms. However, because of cost issues and low electrical energy generation, these farms are not yet economically viable without some financial incentives. On the other hand, small-scale photovoltaic panels in the range of kW are being widely deployed.

In general, the impact of photovoltaic systems on voltage fluctuation and harmonic injection is not very significant and can be mitigated by reactive power control through inverter controllers. Several studies are available on the internal controls of photovoltaic systems for better power tracking and energy processing [104]. A few companies have developed models for photovoltaic cells, but because there is no agreement on the modeling approach, there are presently no industry standard models in existence.

Previous academic studies have concentrated on detailed photovoltaic models for power quality purposes. These models represent switching inverter characteristics of photovoltaics, but this level of detail is unnecessary for power system stability studies, since fast transient switchings are not relevant for conventional transient stability studies. In this thesis, the model presented in [105] for photovoltaic systems is used.

2.4.6 Energy Storage System (ESS)

A variety of storage technologies, which are capable of smoothing out fluctuating powers and voltages produced by non-dispatchable sources, enhance system performance. Some of these storage technologies are superconducting magnetic energy storage, supercapacitors, flywheels, compressed air energy storage, hydro-pumped storage, and BESS. The main issues with most of these technologies are their cost, operation, and maintenance requirements. ESS is always interfaced to the grid via a power electronic converter. It is important to mention that ESS is not really a DG, as it can operate both in charging (load) and discharging (generation) modes; however, in the context of the short-term stability studies discussed in this thesis, it is assumed to operate only as a DG in discharging mode. In this thesis, a suitable model of a BESS with its inverter for stability studies has been developed, and is discussed in Chapter 3.
2.5 Microgrid

MGs are viewed as subsystems of “small” generators and loads; a typical MG structure is shown in Figure 2.5. It consists of radial feeders (part of a distribution system), a set of DGs (e.g., wind turbine, FC, diesel generator, photovoltaic, and storage devices), and loads of various lines. The MG is interfaced to the main grid at the point of common coupling (PCC), and the static switch SD is utilized to island Feeders 1 and 2 from the grid. When there is a problem in the power grid, the SD is opened, isolating the MG from the main power grid.

Each component of an MG can be modeled based on its characteristics. The local DGs have local controllers with a communication function that exchanges information between other local controllers and a possible upstream central controller. For example, a central controller could act as a power-flow controller to monitor the power exchanged between the MG and the power system. The central controller may have the main responsibility of optimizing the MG operation, or it may regulate the actions of the controllable units in terms of market and management. In this case, the MG is presented to the host grid at the PCC as a single controllable entity.

The MG can operate in grid-connected mode or islanded mode, or it can transition between grid-connected and islanded modes. In grid-connected mode, the PCC voltage and frequency is dominated by the main grid, and the MG acts as a virtual power plant.

2.6 Summary

In this chapter, power system stability concepts were discussed, along with general models of the power system required for stability studies. The tools for stability studies that will be used in this work were also introduced. Finally, an overview of an MG was presented, including different DG technologies and their interfaces to the grid. The concepts presented in this chapter are used throughout the next chapters of this thesis.
Figure 2.5: Typical MG structure.
Chapter 3

Modeling and Stability Studies
Under Balanced Conditions

3.1 Introduction

In this chapter, the dynamic models of different DGs under balanced conditions are presented. Differential and algebraic equations of various DG models are formulated and discussed; these models are generally based on existing dynamic models of different DGs for stability studies. Two test distribution systems are used for testing, demonstration, and comparison of the various models and corresponding DG technologies, and for novel, comprehensive, and complete stability studies of these systems. For the latter, voltage stability studies are performed based on P-V curves; small-perturbation stability studies are carried out based on eigenvalue analyses of the linearized system models; and transient stability studies are performed using time-domain simulations of various contingencies. These studies are performed in PSAT [89], by implementing the models presented here in this software tool.

3.2 Dynamic Models

3.2.1 Micro Turbine Generator

The MT model presented in this thesis is based on the gas turbine model in [95], which has been successfully adopted for MT modeling by several authors [96], [97], and validated by
tests [98]. The MT model contains three main components: the compressor, the combustor, and the turbine, in addition to the electrical generator. The dynamic model of the MTs is based on the dynamics of these components.

In the case of diesel generator and MT, these units can be modeled using “standard” ac generator machines; thus, the SG is modeled using a sixth-order model [89]. In addition, the excitation system is modeled based on an AVR IEEE Type II model [89].

The compressor turbine is at the heart of the MT. When the input to the compressor changes, the output cannot change instantaneously; thus, the compressor is a dynamic device with a time constant $\tau_{cd}$ associated with the compressor discharge volume. There is also a small time constant $\tau_{ecr}$ associated with the combustion reaction. The fuel system consists of the fuel valve positioner and fuel system actuator; the fuel flow dynamics are dominated by the inertia of the fuel system actuator and the valve positioner. The valve positioner and fuel system actuator are modeled using first-order transfer functions.

Based on these models, Figure 3.1 depicts the complete block diagram of the MT model proposed here. The parameters $\tau_s$, $\tau_f$, and $\tau_{ecr}$ are associated with the time constants of the valve positioner, the fuel system, the combustor, and the compressor discharge value, respectively. Here, $W_{min}$ represents the minimum fuel flow, and $K_f$ and $K_a$ are fuel system feedback and valve positioner gain, respectively. The function of $f_{mt}$ yields the shaft torque, and is defined by:

$$f_{mt} = 1.3(W_F - 0.23) + 0.5(1 - \omega_e)$$

where $\omega_e$ is the electrical rotor speed [106].

The speed control is incorporated into the MT model as illustrated in Figure 3.2. This controller can operate in droop mode or isochronous mode; the constant $K_z$ in the speed controller represents the governor mode (droop mode for $K_z = 1$, or isochronous mode for $K_z = 0$). In the droop mode, the output of the governor is proportional to the speed error which is associated with a straight proportional speed controller. In the isochronous mode, the rate of change of the output is proportional to the speed error associated with a Proportional-Integral (PI) controller. The speed of the generator remains constant regardless of the change in load. The parameters $\tau_x$ and $\tau_y$ represent governor lead and lag time constants, respectively; and the speed governor gain is given by $K_w$.

The algebraic and deferential equations and associated Jacobians for the MT model in Figure 3.1 were implemented in PSAT to study the static and dynamic behavior of the MT model. These equations are:
\[
\dot{x}_1 = \frac{K_a \cdot \text{temp} - x_1}{\tau_s} \\
\text{temp} = T_m \cdot \omega_e (1 - W_{min}) + W_{min} - K_f \cdot x_2 \\
\dot{x}_2 = \frac{x_1 - x_2}{\tau_f} \\
\dot{x}_3 = \frac{x_2 - x_3}{\tau_{ecr}} \\
\dot{x}_4 = \frac{x_3 - x_4}{\tau_{cd}}
\]

where \( x_i \forall i \in \{1, .., 4\} \) are the state variables of the MT DG; \( T_m, T_{min}, \) and \( T_{max} \) represent the mechanical torque and the lower and the upper torque limit, respectively. Similarly, the equations and Jacobians for the governor model shown in Figure 3.2 were also implemented in PSAT. The equations and Jacobians for the generator and corresponding AVR were already available in PSAT.

Figure 3.1: Block diagram of the MT model.
3.2.2 Diesel Generator

A diesel generator can be modeled using a “standard” ac generator machine. Therefore, the generator of the diesel unit is modeled using a sixth-order SG, and the excitation system is modeled based on an AVR IEEE Type II model [89]; these models were already available in PSAT.

The governor of diesel units consists of three main parts: electric control box, actuator, and engine [99]; Figure 3.3 depicts a typical block diagram of the diesel generator model. The corresponding differential equations of the governor model can be represented as follows:

\[
\begin{align*}
\dot{x}_1 &= -\frac{1}{\tau_{d2}} x_1 - \frac{1}{\tau_{d1}\tau_{d2}} x_2 + (\omega_e - \omega_{ref}) \\
\dot{x}_2 &= x_1 \\
\dot{x}_3 &= \frac{1}{\tau_{sd}} \left[ K_{ds} \left( 1 - \frac{\tau_{d4}}{\tau_{d5}} \right) \left( -\frac{\tau_{d3}}{\tau_{d1}\tau_{d2}} x_1 - \frac{1}{\tau_{d1}\tau_{d2}} x_2 \right) - x_3 \right] \\
\dot{x}_4 &= x_3 + K_{ds} \frac{\tau_{d4}}{\tau_{d5}} \left( -\frac{\tau_{d3}}{\tau_{d1}\tau_{d2}} x_1 - \frac{1}{\tau_{d1}\tau_{d2}} x_2 \right) \\
\dot{x}_5 &= \frac{x_4 - x_5}{\tau_{d6}} \\
\dot{x}_6 &= \frac{x_5 - x_6}{\tau_{Dd}} \\
\text{if } x_5 \geq T_{max} &\Rightarrow x_5 = T_{max} \\
\text{if } x_5 < T_{min} &\Rightarrow x_5 = T_{min}
\end{align*}
\]

where \(x_i \forall i \in \{1,..5\}\) are the state variables of the diesel unit; \(\tau_{dj} \forall j \in \{1,..6\}\) are the time
constants of the control box and actuator models; $\tau_{Dd}$ is associated with the time constant of the engine of the diesel unit; $K_{ds}$ is the gain of the actuator; $\omega_e$ is the electrical rotor speed; and $T_{min}$ and $T_{max}$ represent the lower and the upper torque limit, respectively. These equations and corresponding Jacobians were implemented in PSAT.

### 3.2.3 Wind Turbine Generator

As previously mentioned, Types A, C and D (i.e., fixed-speed wind-turbine with induction generator, variable speed wind turbine with DFIG, and variable speed wind turbine with synchronous machine and full converter) dominate today’s market of installed wind power generation. Since Type A is cheaper than other types, this type is commonly used in distribution systems as a DG. Therefore, fixed-speed wind-turbines with induction generators are used as the wind DGs under balanced condition in this thesis.

The dynamic model of wind turbines for stability studies used in this work is presented in [34]. One of the most common fixed-speed wind-turbine is a squirrel cage induction generator; this type of wind turbines use an induction machine with short-circuited rotor. The general equations of an induction generator in terms of the $dq$ axes can be written as:

- The output active and reactive power are:
\[ P_{\text{out}} = V_d I_d + V_q I_q \] (3.17)
\[ Q_{\text{out}} = V_q I_d - V_d I_q \] (3.18)

where the \( d \) and \( q \) stator machine voltages are defined by:

\[ V_d = -V \sin \theta \] (3.19)
\[ V_q = V \cos \theta \] (3.20)

and \( I_d \) and \( I_q \) are the \( d \) and \( q \) axes stator currents, respectively.

- The differential equations of the internal \( d \) and \( q \) voltages are:

\[ \dot{E}_d' = 2\pi f (1 - \omega_m) E_q' - \frac{E_d' - (X_0 - X') I_q}{T_0'} \] (3.21)
\[ \dot{E}_q' = -2\pi f (1 - \omega_m) E_d' - \frac{E_q' + (X_0 - X') I_d}{T_0'} \] (3.22)

where \( E_d' \) and \( E_q' \) are defined by:

\[ E_d' = V_d + R_s I_d - X' I_q \] (3.23)
\[ E_q' = V_q + R_s I_q + X' I_d \] (3.24)

\( \omega_m \) is the rotor angular speed; \( f \) is the frequency; and \( X_0, X' \), and \( T_0' \) are obtained from the generator parameters as follows:

\[ X_0 = X_s + X_m \] (3.25)
\[ X' = X_s + \frac{X_r X_m}{X_r + X_m} \] (3.26)
\[ T_0' = \frac{X_r + X_m}{2\pi f R_r} \] (3.27)

where \( X_s, X_r, X_m, \) and \( R_r \) are stator reactance, rotor reactance, magnetizing reactance, and rotor resistance, respectively.

- For the mechanical system, a two-mass representation of the wind turbine is used. Thus, the mechanical differential equations of the shaft can be described as:

\[ \dot{\omega}_t = \frac{T_t - K_s \gamma}{2H_t} \] (3.28)
\[ \dot{\omega}_m = \frac{K_s \gamma - T_e}{2H_m} \] (3.29)
\[ \dot{\gamma} = 2\pi f (\omega_t - \omega_m) \] (3.30)
where $H_t$ and $H_m$ are the turbine and the rotor inertias; $K_s$ is the shaft stiffness; and $\omega_t$ is the wind turbine angular speed. Mechanical and electrical torques (i.e., $T_t$ and $T_e$) are defined by:

$$T_t = \frac{P_m}{\omega_t} \quad (3.31)$$

$$T_e = \frac{E_d^* I_d + E_q^* I_q}{\omega_e} \quad (3.32)$$

where $P_m$ is the mechanical power extracted from the wind source.

### 3.2.4 Photovoltaic Generator

This model is based on a VSC with $dq$ current control, as proposed in [105]. Two models are used for the photovoltaic source for stability studies based on PQ and PV control models. Among various possibilities for the inverter model, first-order transfer functions with steady-state gain and closed-loop control transfer functions are the most appropriate; since both models yield similar results, the first-order transfer function is adopted here.

Figure 3.4 and Figure 3.5 present the block diagram of the photovoltaic PQ and PV models, respectively. In these models, the current set points can be obtained based on the desired active and reactive powers and current measurements in the $dq$ reference-frame. The corresponding equations and associated Jacobians were implemented in PSAT.

### 3.2.5 Fuel Cell

Typically, FC consists of three main parts: reformer, stack, and power conditioner. The complexity and very nonlinear behavior of electrical, chemical, and thermodynamic processes result in complex models [2]. The parameters of such models are difficult to estimate. However, for FCs using fully controlled inverters with large capacitors or some energy storage capabilities, the voltage or the reactive power is assumed to be controlled through full controlled inverters. Hence, a third-order nonlinear model of FC based on [2] is used for stability studies in this thesis; the first-order delay action represents the reformer and the stack. A nonlinear resistance is used to represent the voltage drop of the system; this resistance is based on the characteristics of FC at steady-state [2]. Base on this, the equations
Figure 3.4: Model of photovoltaic DG with PQ control.

Figure 3.5: Model of photovoltaic DG with PV control.
implemented in PSAT for the FC model used here are:

\[ \dot{x}_1 = \frac{q_f - x_1}{\tau_{ref}} \]  

\[ \dot{x}_2 = \frac{x_1 - x_2}{\tau_{st}} \]  

\[ \dot{x}_3 = \frac{I_{ref} - x_3}{\tau_d} \]  

\[ V_{fc} = x_2 - R_{in}x_3 - B_{fc}\ln(C_{fc}x_3) \]  

where \( x_i \forall i \in \{1,..3\} \) are the state variables of the FC; the parameters \( \tau_{ref}, \tau_{st}, \) and \( \tau_d \) are associated with the time constants of the reformer, the stack, and the electrical response of the FC; \( R_{in} \) is the internal resistance; \( V_{fc} \) is the FC dc voltage; \( q_f \) is associated with input fuel rate; and \( B_{fc} \) and \( C_{fc} \) are the constant parameters used to represent the nonlinear losses. Figure 3.6 illustrates the block diagram of the FC.

The dc power of the FC is considered to be the active power injected in the network. The FC is connected to the system through a transformer via a VSC, which is assumed to include relevant filters. Thus, the active and reactive link between the ac and dc networks implemented in PSAT is given by:

\[ P = \frac{V_tV}{X_t}\sin(\delta_t - \delta) = P_{dc} = V_{fc}x_3 \]  

\[ Q = \frac{V_tV}{X_t}\cos(\delta_t - \delta) - \frac{V^2}{X_t} \]  

\[ V_t = \sqrt{3/8mV_{fc}} \]  

where \( X_t \) is the reactance of the transformer; \( m \) is modulating signal amplitude; and \( V_t\angle\delta_t \) and \( V\angle\delta \) represent the voltage phasors of the two sides of the transformer.

The ac voltage control of the FC implemented in PSAT is also illustrated in Figure 3.6. Here, \( K_m \) and \( \tau_m \) represent the gain and the time constant of the voltage control loop, and \( m_{max} \) and \( m_{min} \) are the maximum and the minimum modulating signal amplitudes.

### 3.2.6 Battery Energy Storage System

One of the most common ESS is the battery, which is connected to the grid via an inverter interface. As this work concentrates on short-term stability studies, the BESS is assumed
h ere to operate only in discharging (generation) mode with constant active power. The inverter model used here is the same as the one for a FC DG.

There are a few dynamic battery models that have been proposed for power system studies. The third-order battery model developed in [107] and [108] is used as a base for the model proposed in this thesis, due to its accurate representation of battery charge/discharge characteristics, and its direct representation of the State-Of-Charge (SOC) and Depth-Of-Charge (DOC) of the battery. A modified second-order battery model is considered here in which the dynamics of the temperature variable is ignored. Figure 3.7 depicts the electrical diagram of the battery model used here and implemented in PSAT. This model contains three parts:

- The main branch containing the elements $E_m$, $R_1$, $C_1$, and $R_2$ approximates the battery charge-discharge dynamics.
- The parasitic branch models the self-discharge.
- $R_0$ approximates the overcharge resistance.

The parameters $R_0$, $R_1$, $R_2$, and $R_p$ are nonlinear resistances; $C_1$ is a nonlinear capacitance; and $E_m$ is the internal voltage of the battery. Most of these resistive elements are determined empirically. The general equations of battery model can then be stated as follows:

![Figure 3.6: Block diagram of the FC model.](image)
• The battery capacity $C(I_{\text{batt}}, \Theta)$ is a function of the discharge current $I_{\text{batt}}$ and electrolyte temperature $\Theta$ as follows:

$$C(I_{\text{batt}}, \theta) = \frac{K_c C_0^* \left( 1 + \frac{\Theta}{\Theta_f} \right)^\epsilon}{1 + (K_c - 1) \left( \frac{I_{\text{batt}}}{I_{\text{batt}}^*} \right)^\beta}$$ \hspace{1cm} (3.40)

where $K_c$, $C_0^*$, $\Theta_f$, $\epsilon$, $\beta$, and $I_{\text{batt}}^*$ are constant parameters. Note that because of the time frame of most stability studies, it is assumed here that the battery operates at constant temperature.

• The SOC and DOC are modeled as follows:

$$SOC = 1 - \frac{x_1}{C(0, \Theta)}$$ \hspace{1cm} (3.41)

$$DOC = 1 - \frac{x_1}{C(I_{\text{avg}}, \Theta)}$$ \hspace{1cm} (3.42)

where $I_{\text{avg}}$ is the average discharge current; and $x_1$ is a state variable for the battery.

• The internal voltage of battery is represented as:

$$E_m = E_{m0} - K_e(273 + \Theta)(1 - SOC)$$ \hspace{1cm} (3.43)

where $E_{m0}$ and $K_e$ are constant parameters provided in [107].

• The nonlinear parameters are modeled as follows:

$$R_0 = R_{00}[1 + A_0(1 - SOC)]$$ \hspace{1cm} (3.44)

$$R_1 = -R_{10} \ln(DOC)$$ \hspace{1cm} (3.45)

$$R_2 = \frac{R_{20} \exp[A_{12}(1 - SOC)]}{1 + \exp \left( \frac{A_{22} I_m}{I_{\text{batt}}} \right)}$$ \hspace{1cm} (3.46)

$$C_1 = \frac{\tau_{\text{batt}}}{R_1}$$ \hspace{1cm} (3.47)

$$I_p = V_{PN} G_p \exp \left( \frac{V_{PN}}{v_{p0} + A_p \left( \frac{1 - \Theta}{\Theta_f} \right)} \right)$$ \hspace{1cm} (3.48)

where $\tau_{\text{batt}}$ is the time constant of the battery, and $I_m$ and $I_p$ are the currents of the main and the parasitic branches. The parameters $R_1$ and $C_1$ are associated with the
battery discharging, and $I_p$ and $R_2$ are associated with the battery charging. The parameters $E_{m0}$, $K_e$, $R_{00}$, $A_0$, $R_{10}$, $R_{20}$, $A_{12}$, $A_{22}$, $G_{p0}$, $V_{p0}$, $A_p$, and $\Theta_f$ are constants extracted from [107].

- The dynamic equations of the model are:

$$\dot{x}_1 = -I_m$$

(3.49)

$$\dot{x}_2 = \frac{1}{\tau_{batt}}(I_m - I_p)$$

(3.50)

where $x_i \forall i \in \{1, 2\}$ are the state variables of the battery.

### 3.3 Voltage Stability Model

For static studies, there are three different models of DG units that may be used in stability studies:

- Constant active power $P$ and constant reactive power $Q$ control (PQ model) to represent constant power factor control.

- Constant active power $P$ and constant voltage $V$ control (PV model) to represent voltage control.
• Constant active power P and constant impedance Z (PZ model) to represent lack of output control.

A DG unit can work in one or two of the aforementioned static control models. For example, MTs and diesel generators are modeled here using a PV model, and FCs, BESSs, and photovoltaic DGs are modeled using both PQ and PV models. The behavior of an induction generator in steady-state and at a given speed can be modeled using a constant impedance, and hence the induction generator can be modeled using a PZ model; however, one needs to consider that the speed of the induction generator affects the value of Z.

3.4 Results

All numerical studies presented in this chapter are carried out using PSAT [89]. This software package includes power flow, CPF, optimal power flow, small-perturbation stability analysis, and time-domain simulation tools.

3.4.1 Japanese Test System

The first system used to test and compare the various models is illustrated in Figure 3.8 and is based on a distribution system in the Kumamoto area in Japan [109]. The original system has been modified to connect a 3.125 MW DG unit at Bus 16, since the load at the neighboring Bus 11 is the largest in the system (about 5 to 10 times larger than the rest of the loads). Thus, the test system consists of a DG unit (including prime mover, generator, interface, and associated controllers) with transformer, feeders, and loads, all connected to an infinite bus representing the “main” grid. The heavy load at Bus 11 is tripped in order to study a contingency in the system, which constitutes a significant disturbance for this system. All loads are modeled as constant active and reactive power loads. The network data for this system and the DG parameters are provided in the Appendix.

Voltage Stability Analysis

The CPF yields P-V curves for static voltage stability assessment by increasing the system loading level up to the maximum loadability point at which the system experiences voltage collapse. For the PV model of the DG, Figure 3.9 shows the voltage magnitude at Bus 4 (the bus with the lowest voltage magnitude in the system) for the test system in “normal”
Figure 3.8: Kumamoto, Japan distribution test system from [3].
and contingency conditions. Observe that the static load margin or maximum load (ML) in the case of normal operating condition is 48.23 MW, while for a Bus 11 load outage this ML is increased to 83.58 MW; this is due to the fact that the system is less stressed when the loads or feeders are tripped, which is a typical contingency in distribution system.

Figure 3.10 shows the comparison of the P-V curves at Bus 4 for PZ, PQ, and PV models of the DG at normal operating conditions. The PV model yields a larger ML than the PQ and PZ models, as expected. With the PQ model, the DG unit injects constant active and reactive power to the system, and there is no direct voltage control. Note that the worst case from the point of view of ML is the PZ model with a capacitor bank at its terminals required for reactive power compensation; in this case, the injected reactive power is proportional to the square of the voltage, and thus the PZ model yields the least ML of all static models.

**Small-perturbation Stability Analysis**

An eigenvalue analysis is carried out for small-perturbation stability studies. Figures 3.11 and 3.12 show the eigenvalues of the test system with MT and diesel DGs; the most relevant modes of the SG, the excitation system, the MT, and the diesel DG are shown. Note that the governor modes are relatively far away from the imaginary axis, and thus the most critical modes are associated with the SG and AVR. In the case of a load outage at Bus 11, some of the critical eigenvalues of the system move to the left and a few slightly to the
right; thus, in general, the system small-perturbation stability does not change significantly in this case.

Figure 3.13 shows the eigenvalues of the test system with a fixed-speed wind-turbine DG. Note that some eigenvalues of the induction generator are close to the imaginary axis. The load outage does not change significantly the critical eigenvalues of system; this is due to lack of feedback controls in this case.

Figures 3.14, 3.15, and 3.16 show the eigenvalues of the test system with FC, photovoltaic, and BESS DGs in voltage control mode, respectively. Note that because of the instantaneous voltage control through the VSC, the load outage has less effect on the system modes when compared with the rotating electric machines. Note that the eigenvalues of the converter and voltage controller are far away from the imaginary axis, which results in a more stable system.

Transient Stability Analysis

Transient stability studies are performed using time-domain simulations of a given contingency. Figure 3.17 shows a comparison of the voltage magnitude at Bus 11 for a load outage at this bus with a diesel, MT, fixed-speed wind-turbine, FC, BESS, and photovoltaic DGs. In the case of the diesel and the MT DGs, observe that after the trip, the voltage of Bus 11 reaches steady-state after 8 s; since the DG voltage controller tries to keep the
Figure 3.11: Most critical eigenvalues of the first test system with an MT DG.

Figure 3.12: Most critical eigenvalues of the first test system with a diesel DG.
Figure 3.13: Eigenvalues of the first test system with a fixed-speed wind-turbine DG (induction machine modes).
Figure 3.14: Eigenvalues of the first test system with an FC.

Figure 3.15: Eigenvalues of the first test system with a photovoltaic DG.
voltage at Bus 16 close to the set point (considering the AVR droop), the injected reactive power decreases. Note the quick response of the FC and photovoltaic DGs in voltage control mode after the contingency, due to the fast PI voltage controllers. Furthermore, as previously shown in the P-V curves, these time-domain simulations demonstrate that the voltage deviations at Bus 11 are less for DGs with PQ control than for the fixed-speed wind-turbine, and are more than the DGs with voltage control, as expected.

Figures 3.18 and 3.19 depict the mechanical $P_m$ and electrical power $P_e$ of the diesel and the MT DGs for a load outage at Bus 11, respectively. Observe that the mechanical power is damped after the load outage. The mechanical damping in the diesel DG is less than in the case of the MT DG.

### 3.4.2 CIGRE Test System

The developed DG models were also tested on a modified version of CIGRE medium voltage network presented in [110]. A single-line diagram of the 15-bus 10 kV test system is shown in Figure 3.20. The system has a total installed capacity of 3363 kW, and the ratings of DGs are shown in Table 3.1, with typical values being assumed for the DG parameters. In this test system, switch S1 is normally open and switch S2 and S3 are normally closed. The voltage of the MT, diesel, and BESS DGs are set at 1, 0.98, and 0.98 p.u., respectively;
Figure 3.17: Comparison of the time-domain simulations for a load outage at Bus 11 in the first test system with different DGs.

Figure 3.18: Mechanical and electrical power of diesel DG for a load outage at Bus 11 in the first test system.
the maximum and minimum reactive power limits for the DGs are set at 0.8 and -0.2 p.u., respectively. The test system and DG parameters are provided in the Appendix.

In order to compare the effects of different DG technologies on the system loadability, the following cases are studied:

- **C1**: This case contains only loads, without any DGs in the system.
- **C2**: In this case, 8 photovoltaic DGs are added to the system as per Table 3.1.
- **C3**: Two FCs are added to C2 as per Table 3.1.
- **C4**: A fixed-speed wind-turbine is added to C3 as per Table 3.1.
- **C5**: An MT is added to C4 as per Table 3.1.
- **C6**: A diesel unit is added to C5 as per Table 3.1.
- **C7**: Two BESSs are added to C6 as per Table 3.1.

Figure 3.21 shows the P-V curves at Bus 8 for the different test cases. Observe that, as the DG penetration level increases, the maximum loadability of the system increases, as
Figure 3.20: Modified CIGRE microgrid benchmark.
Table 3.1: CIGRE microgrid test system DGs ratings

<table>
<thead>
<tr>
<th>Node</th>
<th>DG type</th>
<th>$P_{max}$ [kW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Photovoltaic</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>Photovoltaic</td>
<td>20</td>
</tr>
<tr>
<td>5</td>
<td>Photovoltaic</td>
<td>30</td>
</tr>
<tr>
<td>5</td>
<td>BESS</td>
<td>600</td>
</tr>
<tr>
<td>5</td>
<td>FC</td>
<td>33</td>
</tr>
<tr>
<td>6</td>
<td>Photovoltaic</td>
<td>30</td>
</tr>
<tr>
<td>7</td>
<td>Wind turbine</td>
<td>1500</td>
</tr>
<tr>
<td>8</td>
<td>Photovoltaic</td>
<td>30</td>
</tr>
<tr>
<td>9</td>
<td>Photovoltaic</td>
<td>30</td>
</tr>
<tr>
<td>9</td>
<td>Diesel generator</td>
<td>500</td>
</tr>
<tr>
<td>10</td>
<td>Photovoltaic</td>
<td>40</td>
</tr>
<tr>
<td>10</td>
<td>BESS</td>
<td>200</td>
</tr>
<tr>
<td>10</td>
<td>FC</td>
<td>14</td>
</tr>
<tr>
<td>11</td>
<td>Photovoltaic</td>
<td>10</td>
</tr>
<tr>
<td>14</td>
<td>CHP MT</td>
<td>310</td>
</tr>
</tbody>
</table>

expected. It is worth noticing that the maximum loadability of the system will be limited in practice by voltage limits. Table 3.2 shows the maximum power loadabilities associated with LIBs and voltage limits of the DGs for the different test cases. Figure 3.22 illustrates the P-V curves at Buses 3, 6, 8 and 10; observe that the voltage magnitude at Bus 3 is relatively higher than those of Buses 6, 8, and 10, due to being closer to the main grid.

Figure 3.23 shows the eigenvalues of the test system for $C_7$ for the base case. Observe that all eigenvalues of the system are on the left-half of the complex plane and thus the system is stable. Note that as the load increases, the DGs may reach reactive power and voltage limits, which affect the eigenvalues of the system. Figures 3.24 depicts the system eigenvalues for $C_7$ for a loading level of 1.68 p.u. associated with voltage limits. Observe that some of the critical eigenvalues of the system move to the right and a few slightly to the left; in this case, some DGs also reach reactive power limits and hence operate in PQ control, resulting in a less stable system, in general.

Figure 3.25 illustrates the critical eigenvalues of the system for $C_7$ for a loading level of 2.98 p.u., where the critical eigenvalues cross the imaginary axis and thus the system experiences a Hopf bifurcation.

A three-phase-to-ground fault of short-duration at Bus 8 is considered as a contingency for the test system. The simulation time is 20 s, and the fault occurs at $t = 10$ s. Figures
Table 3.2: Maximum active power loadability of the CIGRE microgrid test system for different test cases.

<table>
<thead>
<tr>
<th>Case</th>
<th>Maximum active power loadability associated with LIBs (p.u.)</th>
<th>Maximum active power loadability associated with voltage limits (p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>3.523</td>
<td>1.3448</td>
</tr>
<tr>
<td>C2</td>
<td>3.536</td>
<td>1.3449</td>
</tr>
<tr>
<td>C3</td>
<td>3.542</td>
<td>1.3450</td>
</tr>
<tr>
<td>C4</td>
<td>3.700</td>
<td>1.5161</td>
</tr>
<tr>
<td>C5</td>
<td>3.701</td>
<td>1.5845</td>
</tr>
<tr>
<td>C6</td>
<td>3.771</td>
<td>1.5846</td>
</tr>
<tr>
<td>C7</td>
<td>3.868</td>
<td>1.6779</td>
</tr>
</tbody>
</table>

Figure 3.21: P-V curves at Bus 8 of the CIGRE microgrid test system for different test cases.
Figure 3.22: P-V curves at Buses 3, 6, 8 and 10 of the CIGRE microgrid test system for C7.

Figure 3.23: Eigenvalues of the CIGRE microgrid test system for C7 at the base case.
Figure 3.24: Eigenvalues of the CIGRE microgrid test system for $C7$ at a loading level of 1.68 p.u.

Figure 3.25: Eigenvalues of the CIGRE microgrid test system for $C7$ at a loading level of 2.98 p.u.
Figure 3.26: Transient behavior of the voltage magnitude at Bus 8 for the CIGRE microgrid test system.

3.26, 3.27, 3.28, and 3.29 illustrate the transient behavior of various DGs for C7. Observe that the voltage magnitude quickly recovers due to the fast voltage regulators of the inverter-based DGs. Furthermore, the speed of MT is damped after 2 s, while that of the induction generator is damped after 4 s; this is due to lack of a controller for the induction generator.

3.5 Summary

In this chapter, the static and the dynamic models of different DGs for stability studies of balanced distribution systems were presented. These models include the dynamic models of the primary governor, generators, and their interfaces. The proposed diesel, MT, FC, fixed-speed wind-turbine, BESS, and photovoltaic models were implemented and tested in PSAT.

The DG models were tested and compared using two realistic distribution systems with multiple DGs to study their static and dynamic behaviors. The comparison of P-V curves for different static DG models showed, in general, that PV control yields more loading margin than PQ and no controls. Thus, fixed-speed wind-turbine DGs are the worst from the point of view of voltage stability. Furthermore, it was observed that the best DG
Figure 3.27: Wind turbine and mechanical induction generator speed for the CIGRE microgrid test system.

Figure 3.28: MT generator speed for the CIGRE microgrid test system.
Figure 3.29: Modulating signal amplitude of the BESS inverters for the CIGRE microgrid test system.

response in the case of a typical load/feeder contingencies is that of inverter-based DGs, which can be considered a general conclusion of this work.
Chapter 4

Unbalanced Diesel Generator Stability and Control

4.1 Introduction

This chapter presents comprehensive studies on voltage, small-perturbation, and transient stability of unbalanced distribution systems with SG-based DGs. Both dynamic and static voltage stability analyses are carried out using three-phase P-V curves and maximum system loadability. Transient stability studies are performed using time-domain simulations of contingencies under various unbalanced conditions, based on three-phase detailed models. Small-perturbation stability studies are carried out using a model identification approach to compute eigenvalues and thus study the impact of load unbalancing in heavily loaded systems. Finally, control strategies based on a novel UVS are proposed to improve the stability of unbalanced distribution systems with SGs, using time-domain simulations and eigenvalue analysis to demonstrate their effectiveness. A simple grid, feeder, and load test system is used to better understand and explain stability issues associated with unbalanced SGs.

4.2 Three-phase Models

A detailed representation of the SG model is used here for simulations and studies [90]; hence, three-phase stator and rotor windings in the $dqo$ reference frame are used [80]. Since small SG-based DGs are very likely to have simple PI voltage regulators, AVR$s$ Type II
(AC4A [90]) are used here. Moreover, considering that the type of voltage feedback in the excitation system affects the dynamic behavior of the SG [111], a typical voltage feedback represented by the average value of the voltage magnitude for each phase is used in this thesis [90].

Lines are modeled as constant coupled impedance branches, and loads are treated as constant impedances, since the loads are not connected to the medium-voltage grid through voltage-regulated transformers, and most loads are assumed in practice not to be drive-controlled motors. Therefore, the following loading factor \( l \) is defined to model load impedance \( Z_l \) increases in each phase, which increase the active and reactive power demand:

\[
Z_l = \frac{Z_\phi}{l}
\]

(4.1)

where \( Z_\phi \) is the base-load impedance for each phase. A load unbalance factor is defined to analyze different unbalanced scenarios as the load varies [62]. Thus, as the impedance of the load in one phase is increased, the load impedance in another phase is decreased, so that total impedance of the three-phase load remains constant in all cases, as follows:

\[
Z_{dl} = (1 + k)Z_l
\]

(4.2)

\[
Z_{d\ell} = Z_l
\]

(4.3)

\[
Z_{d\ell} = (1 - k)Z_l
\]

(4.4)

where \( k \) is the load unbalance factor, and \( Z_{dl}, Z_{d\ell}, \) and \( Z_{d\ell} \) are the phase impedances of the load.

All time-domain simulations in this chapter are carried out in PSCAD/EMTDC [90] with detailed representation of generators, controllers, loads, and lines.

4.3 Analysis Methodology

4.3.1 Voltage Stability Studies

As discussed in Chapter 2, it is common practice to carry out loadability studies using P-V curves [84]. The continuation power flow yields these curves for voltage stability assessment by increasing the system loading level up to a maximum loadability point at which the system becomes unstable. Hence, in this chapter, both dynamic and static analyses are carried out using the P-V curves and maximum loadability computations. However, static voltage stability studies are based on three-phase power flows; hence, the static maximum
loadability is associated with a loading level at which there is no three-phase power flow solution.

Dynamic voltage stability studies are carried out using time-domain simulations in PSCAD/EMTDC, based on the detailed dynamic models of SGs and their voltage regulators. Since the generator is assumed to operate as a voltage source for the initial point of time-domain simulations, if the difference between the steady-state condition and the initial point is too large, it may lead to numerical instability. Thus, the initial variables of the generator (e.g., terminal voltage phase) are calculated using a static three-phase power flow, which are then used in PSCAD/EMTDC as the initial point for simulations.

Since the results of time-domain simulations under steady-state conditions are needed for loadability studies, voltage and active and reactive powers should be in steady-state conditions. Hence, the results of time-domain simulations after a long settling time (20 s in this chapter) are used to obtain dynamic P-V curve points, which may be different from the static P-V curves, since the static models are just approximations of the dynamic ones.

Three-phase power flow calculations are based on node voltages and branch currents. For each series element (e.g., transmission line, transformer, etc.) connecting two nodes, the node voltages and branch currents at each end can be represented by the following equation [112]:

\[
\begin{bmatrix}
V_a \\
V_b \\
V_c \\
I_a \\
I_b \\
I_c
\end{bmatrix}_s = \begin{bmatrix}
[A] & [B] \\
[C] & [D]
\end{bmatrix}_t \begin{bmatrix}
V_a \\
V_b \\
V_c \\
I_a \\
I_b \\
I_c
\end{bmatrix}_r = [ABCD]_t \begin{bmatrix}
V_a \\
V_b \\
V_c \\
I_a \\
I_b \\
I_c
\end{bmatrix}_r
\] (4.5)

where \([ABCD]_t\) is the three-phase equivalent ABCD-parameter matrix of the series element; \(V_a, V_b, V_c\) are line-to-ground voltage phasors; and \(I_a, I_b, I_c\) are line current phasors. Based on the π-model of feeders depicted in Figure 4.1, the three-phase ABCD-parameter matrices of the feeders can be calculated as follows:

\[
[A] = I_3 + \frac{1}{2} [Z_{abc}] [Y_{abc}]
\] (4.6)
\[
[B] = [Z_{abc}]
\] (4.7)
\[
[C] = [Y_{abc}] + \frac{1}{4} [Y_{abc}] [Z_{abc}] [Y_{abc}]
\] (4.8)
\[
[D] = I_3 + \frac{1}{2} [Z_{abc}] [Y_{abc}]
\] (4.9)
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where $I_3$ is the $3 \times 3$ identity matrix. Matrices $[Z_{abc}]$ and $[Y_{abc}]$ in (4.6)-(4.9) can be approximated from the sequence-reference-frame diagonal impedance matrices $[Z_{seq}]$ and $[Y_{seq}]$, respectively, as follows:

$$
[Z_{abc}] = [A] [Z_{seq}] [A]^{-1} \quad (4.10)
$$

$$
[Y_{abc}] = [A] [Y_{seq}] [A]^{-1} \quad (4.11)
$$

where

$$
[A] = \begin{bmatrix}
1 & 1 & 1 \\
1 & a^2 & a \\
1 & a & a^2
\end{bmatrix} ; \quad a = 1 \angle 120^\circ \quad (4.12)
$$

SGs can be modeled as a special case of series elements connecting the internal bus voltages to terminal voltages through a series impedance [51]. The series impedance of a generator in the $abc$ reference-frame can be calculated from the sequence-reference-frame impedances as shown previously, where sequence impedances are obtained from machine parameters [113]. Internal bus voltages are assumed to be balanced, which is modeled using the following equations:

$$
|E_a| = |E_b| = |E_c| \quad (4.13)
$$

$$
E_a + E_b + E_c = 0 \quad (4.14)
$$

It is important to note that the (4.13) and (4.14) also hold for a negative-sequence voltage, and a reasonable starting point for variables $E_a$, $E_b$, and $E_c$ ensures convergence.
to a positive-sequence internal voltage. For modeling PV-buses, the power injected by a particular generator is assumed fixed, as follows:

\[
Re \left\{ \left[ \begin{array}{ccc}
V_a & V_b & V_c \\
I_a & I_b & I_c \\
\end{array} \right]_G \right\} = P_G
\]  

(4.15)

Additional relations imposed by impedance loads are:

\[
\left[ \begin{array}{c}
V_a \\
V_b \\
V_c \\
\end{array} \right]_{Load} = \left[ \begin{array}{c}
I_a \\
I_b \\
I_c \\
\end{array} \right]_{Load}
\]  

(4.16)

where \( Z_{Load} \) is a diagonal matrix, with the phase-to-ground load impedances in the diagonal.

The power flow equations are completed by applying KCL at each node of the system. For small systems, this set of nonlinear equations can be readily implemented in Matlab [114], and solved within reasonable computational times using the \texttt{fmincon} function with different robust numerical algorithms (e.g., Trust-region and Levenberg-Marquardt).

### 4.3.2 Transient Stability Studies

In this chapter, as explained in Chapter 2, transient stability studies are based on CCT. This index can be used for comparative system stability analyses, as different contingencies yield different CCTs and the larger this value is, the more stable the system is. In this chapter, three-phase-to-ground faults are considered as the contingencies.

### 4.3.3 Small-Perturbation Stability Studies

As explained in Chapter 2, eigenvalue analysis of the system state matrix is one of the common tools for small-perturbation stability studies. In the context of power systems, several simplifications such as system modeling under balanced conditions are applied. Thus, the system is usually modeled with single-phase equivalents, so that small-perturbation stability analysis of a balanced power system can be normally carried out by the linearization of the power system model around an equilibrium point. Many commercial programs use phasor models for small-perturbation stability studies, and assume a specific equilibrium point under steady-state conditions. In the case of unbalanced condition, equilibrium points are
non-stationary with respect to the angular velocity of the SGs, since the generator velocity is sinusoidal under steady-state conditions; hence, standard phasor-based linearization techniques are not applicable in this case [62].

There are two approaches for small-perturbation stability studies under unbalanced conditions: a model based approach, and a modal estimation approach [62, 115]. In this chapter, small-perturbation stability analyses are performed using modal estimations, in particular, the Prony method and the Steiglitz-McBride iteration method explained in Chapter 2, based on time-domain simulations.

As mentioned in Chapter 2, PSCAD/EMTDC provides data to analyze the dynamics of the system, which is then used here in an appropriate modal estimation method, i.e., Steiglitz-McBride iteration and Prony, to estimate the system eigenvalues. The conventional Prony method available in Matlab is used in this thesis [114]. In the studies presented in this chapter, the generator speed from time-domain simulations is used as a signal for the modal estimation method. The Prony method is suitable for transient stability studies with high signal to noise ratio (SNR). Figure 4.2 shows a comparison of the measured data and the estimated signal by Prony and Steiglitz-McBride iteration methods with a large disturbance for the test system discussed in Section 4.5.1. However, when the system becomes unstable, the Prony method cannot follow the signal properly; in this case, the Steiglitz-McBride iteration method has better performance. Figure 4.3 presents a comparison of the measured data and the estimated signal by Prony and Steiglitz-McBride iteration methods when the system is unstable; note that the Steiglitz-McBride iteration method fits the signal well, while the Prony method is unable to extract the true poles of the signal when the system is unstable.

Since the length of the output data of the time-domain simulation is too long (e.g., 20000 points in a 10 s simulation), it is assumed that the signal is divided in sets of 0.5 s window data, with each set of data being then used in the identification methods to estimate the signal, yielding a number of poles and zeros. Based on the nature of the signal and using mean-square-errors, the number of poles was set to 8 here.

4.4 Unbalanced Voltage Stabilizer

When a system is more heavily loaded, it can become unstable as unbalancing increases and the critical poles cross the imaginary axes, as discussed in Section 4.5.4. Since this results in oscillatory modes, a novel and simple UVS is proposed here to mitigate these oscillations, integrating it with the generator voltage regulator to provide an auxiliary stabilizing signal.
Figure 4.2: Measured data and estimated signal with a large disturbance for the test system discussed in Section 4.5.1.
Figure 4.3: Measured data and estimated signal when the test system of Section 4.5.1 is unstable.
Figure 4.4 shows the proposed UVS for SG-based DGs. This UVS provides a damping torque component when the system is unbalanced. Hence, the input signals used here are the voltage magnitudes in all phases; these are then converted to the $dqo$ reference-frame based on:

$$
\begin{bmatrix}
V_d \\
V_q \\
V_o
\end{bmatrix} =
\begin{bmatrix}
\cos(\theta) & \cos(\theta - 120) & \cos(\theta - 240) \\
\sin(\theta) & \sin(\theta - 120) & \sin(\theta - 240) \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{bmatrix}
\begin{bmatrix}
v_a \\
v_b \\
v_c
\end{bmatrix}
$$

(4.17)

For $\theta = 0$, the transformation $\sqrt{V_d^2 + V_q^2}$ can be used to reflect the degree of unbalance, since as the unbalance increases, the output signal increases as well. The gain $K_{UVS}$ determines the damping factor provided by the UVS, and the first-order phase compensation block provides appropriate phase lead to compensate for the phase lag between the voltage regulator input and the generator electrical torque. The limits $V_{UVS}^{max}$ and $V_{UVS}^{min}$ constrain the output signal, which is an auxiliary negative-feedback signal for the voltage regulator, based on the fact that by decreasing the generator terminal voltages, the load demand decreases, thus reducing the system stress as demand and unbalance increase. Therefore, stability can be improved as the load increases with the proposed UVS.

The tuning of the UVS parameters would be similar to that of the power system stabilizer in power systems. Thus, the gain $K_{UVS}$ should be set to guarantee system stability, since if this gain is tuned improperly, the system may be unstable, and the time constants should be selected to compensate for the phase lags of the system. The UVS parameter values used here are provided in the Appendix.
4.5 Results

4.5.1 Test System

The distribution system in the Kumamoto area in Japan from [109] described in Chapter 3, is used to develop the simplified test system depicted in Figure 4.5. This simple test system can be used to represent distribution systems in Canada and Brazil where there is a single SG-based DG, as is the case of the sugarcane facilities in Brazil [116] and remote feeders in Ontario [117]. This system is also useful to better understand and explain stability issues associated with unbalanced DGs. Thus, the system comprises an SG unit, feeders and load, all connected to an infinite bus representing the main grid. In order to study a contingency in the system, short-duration three-phase faults close to the load, with some impedance to ground, are simulated.

The load is modeled as constant impedance, based on rated voltage and active and reactive powers; in the base case, the active and reactive powers are $P_{\text{Load}} = 3$ MW, and $Q_{\text{Load}} = 1$ Mvar, respectively. Because of the low voltage at the load bus at high loading levels, a balanced capacitor bank is connected at the load bus; the reactive power of the bank for the base case is $Q_{\text{cap}} = 0.7$ Mvar, and increases linearly with the loading factor $l$. All test system parameters are given in the Appendix.

4.5.2 Voltage Stability Analysis

The SG and slack bus (main grid) are assumed to share the injected power inversely proportional to the line impedances $Z_1$ and $Z_2$ as the load is increased, considering limits on
SG active power. Table 4.1 shows the comparison of the maximum active power loadability, and loading factor for different unbalanced conditions obtained with three-phase power flows and time-domain simulations for the SG-based DGs. Table 4.2 shows the maximum loadability and the voltage magnitude in phases $a$, $b$, and $c$ for different realistic unbalanced conditions for the SG. Observe from Table 4.1 and 4.2 that when the system unbalancing increases, the maximum loadability of the system decreases. Also, the difference between the maximum loading factors obtained from the static and dynamic studies arise because of the effects of detailed modeling of generator and voltage regulator on time-domain simulations. The system becomes unstable due to eigenvalues crossing the imaginary axes, as discussed in detail in Section 4.5.4, which cannot be observed in power flow studies.

Figure 4.6 illustrates the voltage magnitude at the load under balanced and unbalanced conditions, and Figure 4.7 depicts the P-V curve under balanced and unbalanced condition for $k = 20\%$ for the SG. Observe that the voltage magnitude in phase $b$ is close to the voltage magnitude for the balanced condition, and the voltage magnitudes of phases $c$ and $a$ are greater and less than that of phase $b$, respectively, as expected. The voltage magnitude in phase $c$ is relatively high, which is due to the capacitor bank. Note that since the loads are modeled based on constant impedances, the maximum power for the system does not necessarily correspond to the maximum loading factor, due to the active and reactive powers being proportional to the square of the voltage and the loading factor. It is worth noticing that the maximum loadability of the system will be limited in practice by voltage limits.

Table 4.3 shows the voltage magnitude difference in phases $a$, $b$, and $c$ for various values of $k$ with respect to the voltage magnitude in balanced conditions for the base loading factor (i.e., $l = 1$ p.u.). Observe that the voltage difference increases as the system unbalance increases. Also, the difference in phase $a$ is greater than that in phases $c$ and $b$, due to the impedance model of the load.

### 4.5.3 Transient Stability Analysis

Three-phase-to-ground faults of short-duration and close to the load are considered as contingencies for the SG. The simulation time is 20 s, and the fault occurs at $t = 3$ s. Figure 4.8 illustrates the CCT of the test system with the SG for different values of $k$ for the base loading factor (i.e., $l = 1$ p.u.). Observe that the CCT decreases as the unbalance increases, decreasing by 30% for the SG as $k$ increases from 0% to 25%. It should be noted that, as the load increased, it was observed that the CCT remained unchanged, due to the fact that the DG is at its maximum power output at base load.
Table 4.1: Maximum active powers and loading factors for different unbalanced conditions for static three-phase power flow and time-domain simulations with SG.

<table>
<thead>
<tr>
<th>$k$ (%)</th>
<th>Maximum loading factor (p.u.)</th>
<th>Maximum active power loadability (p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time-domain simulations</td>
<td>Three-phase power flow</td>
</tr>
<tr>
<td>0</td>
<td>2.2</td>
<td>2.24</td>
</tr>
<tr>
<td>5</td>
<td>2.2</td>
<td>2.24</td>
</tr>
<tr>
<td>10</td>
<td>2.2</td>
<td>2.22</td>
</tr>
<tr>
<td>15</td>
<td>2.2</td>
<td>2.22</td>
</tr>
<tr>
<td>20</td>
<td>2.15</td>
<td>2.20</td>
</tr>
<tr>
<td>25</td>
<td>2.1</td>
<td>2.18</td>
</tr>
</tbody>
</table>

Table 4.2: Maximum active power and voltage magnitude in all phases for different unbalanced conditions with SG.

<table>
<thead>
<tr>
<th>$k$ (%)</th>
<th>Maximum active power loadability (p.u.)</th>
<th>$V_a$ (p.u.)</th>
<th>$V_b$ (p.u.)</th>
<th>$V_c$ (p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.692</td>
<td>1.0089</td>
<td>1.0089</td>
<td>1.0089</td>
</tr>
<tr>
<td>5</td>
<td>0.692</td>
<td>0.9836</td>
<td>1.0076</td>
<td>1.0337</td>
</tr>
<tr>
<td>10</td>
<td>0.691</td>
<td>0.9554</td>
<td>1.0058</td>
<td>1.0558</td>
</tr>
<tr>
<td>15</td>
<td>0.691</td>
<td>0.9199</td>
<td>0.9985</td>
<td>1.0709</td>
</tr>
<tr>
<td>20</td>
<td>0.689</td>
<td>0.9050</td>
<td>1.0172</td>
<td>1.1097</td>
</tr>
<tr>
<td>25</td>
<td>0.687</td>
<td>0.8826</td>
<td>1.0292</td>
<td>1.1310</td>
</tr>
</tbody>
</table>

Table 4.3: Difference in voltage magnitude in all phases for different unbalanced conditions with SG.

<table>
<thead>
<tr>
<th>$k$ (%)</th>
<th>$\Delta V_a$ (p.u.)</th>
<th>$\Delta V_b$ (p.u.)</th>
<th>$\Delta V_c$ (p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>-0.0168</td>
<td>0.0049</td>
<td>0.011</td>
</tr>
<tr>
<td>10</td>
<td>-0.034</td>
<td>0.010</td>
<td>0.023</td>
</tr>
<tr>
<td>15</td>
<td>-0.0522</td>
<td>0.0175</td>
<td>0.0348</td>
</tr>
<tr>
<td>20</td>
<td>-0.0711</td>
<td>0.0252</td>
<td>0.0462</td>
</tr>
<tr>
<td>25</td>
<td>-0.0912</td>
<td>0.0341</td>
<td>0.0578</td>
</tr>
</tbody>
</table>
Figure 4.6: Load voltage magnitude versus loading factor with SG for $k = 20\%$.

<table>
<thead>
<tr>
<th>Loading Factor</th>
<th>Voltage Magnitude (p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>V balanced</td>
</tr>
<tr>
<td>1.2</td>
<td>Va</td>
</tr>
<tr>
<td>1.4</td>
<td>Vb</td>
</tr>
<tr>
<td>1.6</td>
<td>Vc</td>
</tr>
<tr>
<td>1.8</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1.05</td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>1.15</td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>1.25</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.7: PV curves with SG for $k = 20\%$.

<table>
<thead>
<tr>
<th>Total active power loading (p.u.)</th>
<th>Voltage Magnitude (p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.35</td>
<td>V balanced</td>
</tr>
<tr>
<td>0.4</td>
<td>Va</td>
</tr>
<tr>
<td>0.45</td>
<td>Vb</td>
</tr>
<tr>
<td>0.5</td>
<td>Vc</td>
</tr>
<tr>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td></td>
</tr>
</tbody>
</table>
Figure 4.8: CCT of the test system at base load ($l = 1$ p.u.) for a three-phase-to-ground fault.

Figures 4.9 and 4.10 depict the transient behavior of the SG at a loading factor $l = 1.5$ p.u. and $k = 25\%$ for the studied fault before and after the CCT. Observe that the system is stable for a clearing time 0.12 s, and unstable for clearing times greater than 0.12 s.

### 4.5.4 Small-Perturbation Stability Analysis

Two scenarios are considered to analyze the effects of unbalanced conditions on small-perturbation stability for the SG, as follows:

**Effect of Unbalanced Conditions at Base Load**

In the first scenario, the load is at the base case (i.e, $l = 1$ p.u.), and the system is perturbed with a short-duration three-phase fault at $t = 1$ s, so that the critical system modes can be obtained using the identification approach. This is used to study the system stability under various unbalanced conditions at low loading levels, demonstrating the impact of unbalancing on the stable system. The critical poles of the generator speed associated with the oscillatory mode at the base load are shown in Figure 4.11. Table 4.4 illustrates the damping factors and frequency of the critical poles at the base load for different unbalanced conditions. Note that as $k$ increases, the frequency decreases, while the damping factor increases; similar observations were reported in [62] and [115].
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Figure 4.9: Transient behavior of SG at $k = 25\%$ before CCT.
Figure 4.10: Transient behavior of SG at $k = 25\%$ after CCT.
Table 4.4: Damping factors and frequency of oscillations for different unbalanced conditions.

<table>
<thead>
<tr>
<th>Pole</th>
<th>Damping factor (%)</th>
<th>Frequency (rad/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 0%$</td>
<td>-1.09 + j12.7</td>
<td>8.53</td>
</tr>
<tr>
<td>$k = 5%$</td>
<td>-1.11 + j12.6</td>
<td>8.82</td>
</tr>
<tr>
<td>$k = 10%$</td>
<td>-1.12 + j12.5</td>
<td>8.89</td>
</tr>
<tr>
<td>$k = 15%$</td>
<td>-1.13 + j12.4</td>
<td>9.03</td>
</tr>
<tr>
<td>$k = 20%$</td>
<td>-1.14 + j12.3</td>
<td>9.25</td>
</tr>
<tr>
<td>$k = 25%$</td>
<td>-1.16 + j12.0</td>
<td>9.65</td>
</tr>
</tbody>
</table>

Figure 4.11: Critical poles of the generator speed associated with the oscillatory mode for a short-duration three-phase-to-ground fault.
Effect of Unbalanced Conditions on High Loading Levels

In the second scenario, the system load is increased close to its maximum value \((l = 2.2\ \text{p.u.})\), and the machine is then connected at \(t = 0.5\ \text{s}\). This is used to study the stability of the system for various unbalance conditions at high loading levels, demonstrating how unbalancing leads the system to instability. Figure 4.12 illustrates the critical poles of the SG speed for various levels of unbalanced conditions. Observe that, beyond \(k = 15\%\), the critical pole crosses the imaginary axis and thus the system experiences a Hopf bifurcation with 1.91 Hz frequency.

For a loading level of 2.2 p.u. and unbalancing of \(k = 25\%\), the system is unstable as the critical poles of the SG speed move to the right side of the imaginary axis. This can be corrected by introducing the proposed UVS. Thus, Figure 4.13 shows the effects of UVS on the critical poles for different \(K_{UVS}\) values. Note that as the gain of UVS increases, the critical poles move to the left side of the imaginary axis and the system becomes more
Figure 4.13: Critical poles of SG speed associated with the oscillatory mode with and without UVS.

stable. Figure 4.14 illustrates the generator speed with and without UVS at $l = 2.2$ p.u., $k = 25\%$, and $K_{UVS} = 0.2$, when the machine is connected, showing that the generator speed is sufficiently damped and the system becomes stable with the UVS.

### 4.6 Summary

This chapter concentrated on the stability analyses of SG-based DGs under unbalanced conditions. Voltage stability analyses were performed based on P-V curves obtained from both power flow and dynamic studies; transient stability studies were carried out based on detailed time-domain simulations of contingencies; and small-perturbation stability studies were performed based on identification techniques. The P-V curves showed, in general, that the loadability of the system decreased as unbalancing increased, and from the point of view
Figure 4.14: Transient behavior of SG speed with and without UVS.
of transient stability, the time-domain simulations demonstrated that the system was less stable as unbalancing increased. Another interesting result was that, as the system load increased, the critical poles crossed the imaginary axes and the system became unstable as unbalancing increased. A UVS was proposed to improve the stability of the system, demonstrating the effectiveness of the stabilizer by eigenvalue analyses and time-domain simulations.
Chapter 5

Unbalanced DFIG Wind Generator Stability and Control

5.1 Introduction

In this chapter, unbalanced DFIG model and controls are presented. A control method based on the injection of negative sequence components, considering rotor-side converter, to mitigate electrical torque and active power oscillations is presented. Voltage stability analyses are carried out using three-phase P-V curves and maximum system loadability, and transient stability studies are performed using time-domain simulations of contingencies. Finally, a UVS is proposed to improve the stability of a distribution system with DFIG.

5.2 Dynamic Model of DFIG

The DFIG is modeled here using a classical and detailed asynchronous machine model with a wound rotor [80], and a detailed model of the back-to-back ac/dc/ac converter controlling the rotor [118]. Figure 5.1 depicts the general structure of a DFIG.

The DFIG model and controls used here are based on the analysis of voltage, flux, and current vector components in the $\alpha\beta$ and $dq$ reference-frames, as shown in Figure 5.2, where the variable $F$ represents voltage, current or stator flux on different reference frames. The Clarke’s transformation maps the three-phase instantaneous flux, voltages, and currents in the $abc$ reference-frame into the instantaneous flux, voltages, and currents in the $\alpha\beta$ reference-frame. This transformation can be written as follows:
Figure 5.1: General structure of a DFIG.

Figure 5.2: Phasor diagram of a DFIG.
\[
\begin{bmatrix}
F_\alpha \\
F_\beta
\end{bmatrix} = \frac{2}{3} \begin{bmatrix}
1 & -1/2 & -1/2 \\
0 & \sqrt{3}/2 & -\sqrt{3}/2
\end{bmatrix} \begin{bmatrix}
F_a \\
F_b \\
F_c
\end{bmatrix}
\]  
(5.1)

And the transformations from the \(\alpha\beta\) reference-frame to the \(dq\) and \(\alpha_r\beta_r\) reference-frames are given by:

\[
F_{dq} = F_{\alpha\beta} e^{-j\theta_s} = F_d + jF_q 
\]  
(5.2)

\[
F_{\alpha r\beta r} = F_{\alpha\beta} e^{-j\theta_r} = F_{\alpha r} + jF_{\beta r} 
\]  
(5.3)

where \(\theta_s\) and \(\theta_r\) are the stator and rotor angle, respectively.

The equivalent circuit of the DFIG model can be presented in various reference-frames [74, 119, 120]. Figure 5.3 shows the equivalent circuit of the DFIG model in the synchronous reference-frame rotating at the speed \(\omega_e\) [74]; thus, the stator and rotor flux phasors \(\Psi_s\) and \(\Psi_r\), and the stator and rotor voltage phasors \(V_{sdq}\) and \(V_{rdq}\), respectively, in the synchronous reference-frame can be written as:

\[
\Psi_{rdq} = L_r I_{rdq} + L_m I_{sdq} 
\]  
(5.4)

\[
\Psi_{sdq} = L_s I_{sdq} + L_m I_{rdq} 
\]  
(5.5)

\[
V_{rdq} = R_r I_{rdq} + j(\omega_e - \omega_r)\Psi_{rdq} + \frac{d\Psi_{rdq}}{dt} 
\]  
(5.6)

\[
V_{sdq} = R_s I_{sdq} + j\omega_e \Psi_{rdq} + \frac{d\Psi_{sdq}}{dt} 
\]  
(5.7)

where \(s\) stands for the stator; \(r\) stands for the rotor; \(L_s\) is the stator inductance; \(L_r\) is the rotor inductance; \(L_m\) is the mutual inductance; and \(\omega_r\) is the rotor angular frequency. From (5.4)-(5.7) and assuming that the voltage drop and \(d\Psi_s/dt\) are negligible, the output stator active and reactive powers can be expressed approximately as follows:

\[
P_s + jQ_s = -\frac{3}{2} V_{sdq} I_{sdq}^C \approx -\frac{3}{2} j\omega_e \Psi_{sdq} \frac{1}{L_s} (\Psi_{sdq}^C - L_m I_{rdq}^C) 
\]  
(5.8)

\[
= -\frac{3}{2} j\omega_e \Psi_{sdq} \frac{1}{L_s} \left[ \Psi_{sdq}^C - (L_m I_{rd} - jL_m I_{rq}) \right] 
\]

\[
= \frac{3}{2} \frac{\omega_e \Psi_{sdq}}{L_s} \left[ L_m I_{rq} - j(\Psi_{sdq}^C - L_m I_{rd}) \right] 
\]
Figure 5.3: Equivalent circuit of DFIG model in the synchronous reference-frame rotating at the speed $\omega_e$.

where $C$ is the complex conjugate. Unbalance loading in DFIGs introduce negative sequence components in the voltage, current, and flux, which can result in significant oscillations in torque, active and reactive power with a double frequency; hence, a DFIG model that considers the positive and negative sequence components is needed to study this phenomenon. This is accomplished using a three-phase signal in the stationary $\alpha\beta$ reference-frame expressed by the positive and negative sequence components as follows:

$$
\begin{bmatrix}
F_\alpha(t) \\
F_\beta(t)
\end{bmatrix} =
\begin{bmatrix}
F^+_\alpha(t) + F^-_\alpha(t) \\
F^+_\beta(t) + F^-_\beta(t)
\end{bmatrix} =
F^+_{\alpha\beta} e^{j(\omega_e t)} + F^-_{\alpha\beta} e^{-j(\omega_e t)}
$$

(5.9)

There are two approaches for the positive and negative sequence components separation under unbalanced conditions: separation by low pass filter (LPF), and separation by a signal delay cancellation [75]. In this thesis, the positive and negative sequence components separation is based on a LPF approach, in which, as the negative sequence components appear with the frequency $2\omega_e$ in the positive $dq$ reference-frame, and the positive sequence appears with the frequency $2\omega_e$ in the negative $dq$ reference-frame, a LPF can be used to extract dc components for both sequences. Figures 5.4 and 5.5 depict the separation of the positive and negative sequence components in the stator and rotor sides, respectively. Thus, the stator components (i.e., current, voltage, and flux) in the positive and negative sequence $\alpha\beta$ reference-frame yield:

$$
F^+_{\alpha\beta} = F^+_{dq} + F^-_{dq} e^{-j2\omega_e t}
$$

$$
F^-_{\alpha\beta} = F^-_{dq} + F^+_{dq} e^{-j2\omega_e t}
$$

(5.10)
The $d$-axis for the positive sequence in the $dq$ reference-frame is fixed to the positive sequence of stator flux rotating at the speed $\omega_e$, while the $d$-axis for the negative sequence rotates at $-\omega_e$. Based on two reference-frames rotating at $\omega_e$ and $-\omega_e$, the voltage equations for the positive and negative sequences at the rotor and the stator sides are:

\[
\begin{bmatrix}
V_s^+ \\
V_r^+
\end{bmatrix} = \begin{bmatrix}
L_s & L_m \\
L_m & L_r
\end{bmatrix} \frac{d}{dt} \begin{bmatrix}
I_s^+ \\
I_r^+
\end{bmatrix} + \begin{bmatrix}
R_s + jL_s\omega_e & jL_m\omega_e \\
jL_m(\omega_e - \omega_r) & R_r + jL_r(\omega_e - \omega_r)
\end{bmatrix} \begin{bmatrix}
I_s^+ \\
I_r^+
\end{bmatrix}
\]  \(5.11\)

\[
\begin{bmatrix}
V_s^- \\
V_r^-
\end{bmatrix} = \begin{bmatrix}
L_s & L_m \\
L_m & L_r
\end{bmatrix} \frac{d}{dt} \begin{bmatrix}
I_s^- \\
I_r^-
\end{bmatrix} + \begin{bmatrix}
R_s - jL_s\omega_e & -jL_m\omega_e \\
jL_m(-\omega_e - \omega_r) & R_r + jL_r(-\omega_e - \omega_r)
\end{bmatrix} \begin{bmatrix}
I_s^- \\
I_r^-
\end{bmatrix}
\]  \(5.12\)

Based on (5.11) and (5.12), the stator output active and reactive power under unbalance
conditions can be written as:

\[
P_s = \frac{3}{2} [P_{so} + P_{sin} \sin 2(\omega_e t) + P_{scos} \cos 2(\omega_e t)]
\] (5.13)

\[
Q_s = \frac{3}{2} [Q_{so} + Q_{sin} \sin 2(\omega_e t) + Q_{scos} \cos 2(\omega_e t)]
\] (5.14)

where \(P_s\) is the stator active power; \(Q_s\) is the stator reactive power; and:

\[
\begin{bmatrix}
P_{so} \\
Q_{so} \\
P_{cos} \\
Q_{sin}
\end{bmatrix}
= \begin{bmatrix}
V^+_{sd} & V^+_{sq} & V^-_{sd} & V^-_{sq} \\
V^-_{sq} & -V^+_{sd} & V^-_{sq} & -V^+_{sd} \\
V^-_{sd} & V^-_{sq} & V^+_{sd} & V^+_{sq} \\
V^+_{sq} & V^+_{sd} & V^-_{sq} & V^-_{sd}
\end{bmatrix}
\begin{bmatrix}
I^+_{sd} \\
I^+_{sq} \\
I^-_{sd} \\
I^-_{sq}
\end{bmatrix}
\] (5.15)

Since the electrical power is the sum of the power from the equivalent voltage source \(j\omega_e \Psi_s\) and \(j(\omega_e - \omega_r)\Psi_r\), the electrical torque of the DFIG can be written as:

\[
T_e = P_e/\omega_r = \frac{3}{2} \frac{L_m}{L_s} [T_{eo} + T_{esin} \sin 2(\omega_e t) + T_{ecos} \cos 2(\omega_e t)]
\] (5.16)

where \(T_e\) is the electrical torque; \(P_e\) is the electrical power; and:

\[
\begin{bmatrix}
T_{eo} \\
T_{esin} \\
T_{ecos}
\end{bmatrix}
= \begin{bmatrix}
-\Psi^+_{sq} & \Psi^+_{sd} & -\Psi^-_{sq} & \Psi^-_{sd} \\
-\Psi^-_{sq} & \Psi^-_{sd} & -\Psi^+_{sq} & \Psi^+_{sd} \\
-\Psi^-_{sd} & \Psi^-_{sq} & -\Psi^+_{sd} & \Psi^+_{sq}
\end{bmatrix}
\begin{bmatrix}
I^+_{rd} \\
I^+_{rq} \\
I^-_{rd} \\
I^-_{rq}
\end{bmatrix}
\] (5.17)

Note that, since the negative sequence of stator and rotor components are zero under balanced conditions, the \(\sin\) and \(\cos\) oscillating terms for the stator active and reactive powers, and the electrical torque disappear in this particular case.

The DFIG rotor control is based on the stator flux-oriented synchronous frame in the \(dq\)-axes. Thus, the stator flux linkage can be calculated as follows:

\[
\frac{d\psi_{sabc}}{dt} = v_{sabc} - R_s i_{sabc}.
\] (5.18)

The stator flux in the polar form after Clarke’s transformation can be written as:

\[
|\Psi_s| = \sqrt{|\psi_{sa}|^2 + |\psi_{sb}|^2}
\] (5.19)

\[
\theta_s = \tan^{-1} \left( \frac{\psi_{s\beta}}{\psi_{sa}} \right)
\]
where the angle $\theta_s$ is the stator flux angle. Note that the transformation of $dq$ reference-frame to $\alpha\beta$ reference-frame in the rotor-side is based on $\omega_{slip} = \omega_e - \omega_r$.

The stator active and reactive powers can be independently controlled by $I_{rd}$ and $I_{rq}$, respectively; thus, two PI controllers are used to control the active and reactive powers. From the point of view of the reactive power, the DFIG may be in constant power factor (PF) mode, or voltage control mode. As the DFIG can control the reactive power or the output voltage, a PI controller is used to control the output voltage by controlling $I_{rd}$. The reference current $I_{rd}$ and $I_{rq}$ are converted to the $\alpha\beta$ and then to the $abc$ reference-frames based on $\omega_{slip}$. On the grid-side, two PI feedback controllers are used to decouple the current control. Figure 5.6 illustrates the DFIG control scheme, where $E_c$ is the converter dc bus voltage.

Under unbalanced conditions, there are four degrees of freedom for rotor current components, i.e., the positive and negative sequence rotor current components; thus, different control objectives can be chosen. It is worth noticing that it is not possible to eliminate all oscillations in the electrical torque, the active and reactive powers, and the stator current at the same time. In this thesis, the main objective is to keep the electrical torque oscillations at a minimum for given active power and voltage values. Since $I_{rd}^+$ and $I_{rq}^+$ are obtained to control voltage magnitude and active power, respectively, as shown in Figure 5.6, and substituting $T_{esin}^* = T_{ecos}^* = 0$ in (5.17), the negative sequence rotor current references are given by:

$$
\begin{bmatrix}
I_{rd}^- \\
I_{rq}^- 
\end{bmatrix} = \begin{bmatrix}
-\Psi^+_{sq} & \Psi^+_sd \\
-\Psi^+_sd & -\Psi^+_{sq}
\end{bmatrix}^{-1} \begin{bmatrix}
\Psi^-_{sq}I_{rd}^+ - \Psi^-_{sd}I_{rq}^+ \\
-\Psi^-_{sd}I_{rd}^+ - \Psi^-_{sq}I_{rq}^+
\end{bmatrix}
$$

(5.20)

If the control target is to eliminate the stator active power oscillations, according to (5.15), the stator current references are:

$$
\begin{bmatrix}
I_{sd}^+ \\
I_{sq}^+ \\
I_{sd}^- \\
I_{sq}^-
\end{bmatrix} = \begin{bmatrix}
V^+_{sd} & V^+_{sq} & V^-_{sd} & V^-_{sq} \\
V^+_{sq} & -V^+_{sd} & V^-_{sq} & -V^-_{sd} \\
V^-_{sd} & V^-_{sq} & -V^+_{sd} & V^+_{sq} \\
V^-_{sq} & -V^-_{sd} & V^+_{sq} & -V^+_{sd}
\end{bmatrix}^{-1} \begin{bmatrix}
P^*_so \\
Q^*_so \\
P^*_sin \\
P^*_scos
\end{bmatrix}
$$

(5.21)

A grid-side converter provides the dc power to the rotor-side converter. A capacitor is used in the back-to-back converter in order to mitigate the oscillations. The grid-side pulse width modulation (PWM) converter operates based on reference quantities to keep a constant dc voltage.

If a voltage source converter with the constant dc voltage is connected to an ac grid through a transformer, the grid-side voltage equations in the synchronous reference-frame can be expressed as:
\[
\begin{bmatrix}
  V_{gd} \\
  V_{gq}
\end{bmatrix} - \begin{bmatrix}
  V_{cd} \\
  V_{cq}
\end{bmatrix} = \begin{bmatrix}
  R_g & -L_g\omega_e \\
  L_g\omega_e & R_g
\end{bmatrix} \begin{bmatrix}
  I_{cd} \\
  I_{cq}
\end{bmatrix} + L_g \frac{d}{dt} \begin{bmatrix}
  I_{cd} \\
  I_{cq}
\end{bmatrix}
\]

(5.22)

where \( g \) stands for the grid side; \( c \) stands for the converter side; \( R_g \) is grid resistance; and \( L_g \) is grid inductance. Active and reactive powers provided by the grid-side can be written as:

\[
P_g = \frac{3}{2}(V_{gd}I_{gd} + V_{gq}I_{gq})
\]

(5.23)

\[
Q_g = \frac{3}{2}(V_{gq}I_{gd} - V_{gd}I_{gq})
\]

(5.24)

The grid-side converter controls the reactive power and dc bus voltage. The dc bus voltage is controlled by \( I_d \) component using a PI controller. A linear controller based on decoupled \( dq \) components is used to control \( I_d \) and \( I_q \), as shown in Figure 5.6 [121]. The decoupling can be written as:

\[
\begin{bmatrix}
  V_{cd}' \\
  V_{cq}'
\end{bmatrix} = \begin{bmatrix}
  V_{gd} - V_{cd} \\
  V_{gq} - V_{cq}
\end{bmatrix} + L_g\omega_e \begin{bmatrix}
  I_{cq} \\
  -I_{cd}
\end{bmatrix}
\]

(5.25)

\[
\frac{d}{dt} \begin{bmatrix}
  I_{cd} \\
  I_{cq}
\end{bmatrix} = \begin{bmatrix}
  -\frac{R_g}{L_g} & \omega_e \\
  -\omega_e & -\frac{R_g}{L_g}
\end{bmatrix} \begin{bmatrix}
  I_{cd} \\
  I_{cq}
\end{bmatrix} + \frac{1}{L_g} \begin{bmatrix}
  V_{gd} - V_{cd} \\
  V_{gq} - V_{cq}
\end{bmatrix}
\]

(5.26)

\[
= -\frac{R_g}{L_g} \begin{bmatrix}
  I_{cd} \\
  I_{cq}
\end{bmatrix} + \frac{1}{L_g} \begin{bmatrix}
  V_{cd}' \\
  V_{cq}'
\end{bmatrix}
\]

5.3 Unbalanced Voltage Stabilizer

When a system is more heavily loaded, it can become unstable as system unbalancing increases; thus, a UVS for the DFIG is proposed here to improve the stability of the system in the voltage control mode, integrating it with the rotor-side controller to provide a negative auxiliary stabilizing signal. The proposed UVS for the DFIG is based on similar principles as the SG UVS in Chapter 4.

Figure 5.7 shows the proposed UVS for the DFIG. Since the negative-sequence components of terminal voltages are available for DFIG control, these signals are used here
Figure 5.6: Control scheme of the DFIG under unbalanced conditions.
Figure 5.7: Block diagram of the proposed UVS for a DFIG-based DG unit.

and then converted to the $dq^-$ reference-frame. The transformation $\sqrt{V_d^2 + V_q^2}$ can be used to reflect the degree of unbalance, since as the unbalance increases, the output signal increases as well. The gain $K_{UVS}$ determines the damping factor provided by the UVS, and the first-order phase compensation block provides appropriate phase lead to compensate for the phase lag between the rotor-side controller input and the generator electrical torque. The limits $V_{UVS}^{max}$ and $V_{UVS}^{min}$ constrain the output signal, which is an auxiliary signal for the voltage reference in the rotor-side controller. The data for the UVS for the DFIG used here is provided in the Appendix.

The output signal of the UVS is a negative feedback to the rotor-side controller similar as UVS for the SG, due to the fact that by decreasing the generator terminal voltages, the load demand decreases, thus reducing the system stress as demand and system unbalance increase. Therefore, the stability is improved at high loading levels with the proposed UVS.

5.4 Results

The grid, feeder, and load test system described in Chapter 4 is used here to study stability analysis for unbalanced distribution system with a DFIG. The load is modeled as constant impedance, based on rated voltage, active, and reactive power. In the base case, active and reactive powers are $P_{Load} = 3 \text{ MW}$, and $Q_{Load} = 1 \text{ Mvar}$, respectively. Because of the low voltage at the load bus at high loading levels, a balanced capacitor bank is connected at the load bus; the reactive power of the bank is set at $Q_{cap} = 2.17 \text{ Mvar}$.

The main objective of the grid-side converter is to control the dc link voltage by controlling $I_{gd}$. The DFIG is assumed to be in speed control at 1.2 p.u, i.e., the rotor speed is set externally, as the large inertia of the wind turbine results in slow changes of the rotor
Table 5.1: Maximum active power and voltage magnitude in all phases for different unbalanced conditions with DFIG.

<table>
<thead>
<tr>
<th>$k$ (%)</th>
<th>Maximum loading factor (p.u.)</th>
<th>Maximum active power loadability (p.u.)</th>
<th>$V_a$ (p.u.)</th>
<th>$V_b$ (p.u.)</th>
<th>$V_c$ (p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.24</td>
<td>0.389</td>
<td>0.996</td>
<td>0.996</td>
<td>0.996</td>
</tr>
<tr>
<td>5</td>
<td>1.22</td>
<td>0.384</td>
<td>0.978</td>
<td>0.998</td>
<td>1.015</td>
</tr>
<tr>
<td>10</td>
<td>1.20</td>
<td>0.379</td>
<td>0.962</td>
<td>0.998</td>
<td>1.035</td>
</tr>
<tr>
<td>15</td>
<td>1.12</td>
<td>0.359</td>
<td>0.950</td>
<td>1.007</td>
<td>1.056</td>
</tr>
<tr>
<td>20</td>
<td>1.08</td>
<td>0.350</td>
<td>0.935</td>
<td>1.011</td>
<td>1.073</td>
</tr>
<tr>
<td>25</td>
<td>1.02</td>
<td>0.335</td>
<td>0.921</td>
<td>1.016</td>
<td>1.090</td>
</tr>
</tbody>
</table>

speed. To start the simulations, the rotor-side converter is first set in PF control mode and at $t = 1$ s the controller is switched to voltage control; otherwise, the system is unstable.

All time-domain simulations in this chapter, are carried out in PSCAD/EMTDC with detailed representation of generators, ac/dc/ac converters, controllers, loads, and lines. All test system parameters are provided in the Appendix.

5.4.1 Voltage Stability Analysis

Table 5.1 shows the maximum active power loadability, loading factor, and the voltage magnitudes in phases $a$, $b$, and $c$ for different realistic unbalanced conditions of the distribution system with DFIG. Observe that when the system unbalancing increases, the maximum loadability of the system decreases, and the voltage magnitude differences in phases $a$, $b$, and $c$ with respect to the voltage magnitudes in balanced conditions increase.

Figure 5.8 shows the voltage magnitude at the load under balanced and unbalanced conditions for $k = 15\%$ with DFIG, and Figure 5.9 depicts the P-V curve under balanced and unbalanced conditions. Observe that the voltage magnitude in phase $b$ is close to the voltage magnitude for the balanced condition, and the voltage magnitudes of phases $c$ and $a$ are greater and less than that of phase $b$, respectively, as expected.

5.4.2 UVS Impact on DFIG

In order to compare existing control strategies and the proposed UVS for the DFIG, the following scenarios are studied for $k = 15\%$ and $l = 1.15$ p.u.:
<table>
<thead>
<tr>
<th>Loading Factor</th>
<th>Voltage Magnitude (p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.05</td>
</tr>
<tr>
<td>0.94</td>
<td>1.1</td>
</tr>
<tr>
<td>0.96</td>
<td>1.15</td>
</tr>
<tr>
<td>0.98</td>
<td>1.2</td>
</tr>
<tr>
<td>1.02</td>
<td>1.25</td>
</tr>
</tbody>
</table>

Figure 5.8: Load voltage magnitude versus loading factor for $k=15\%$.

<table>
<thead>
<tr>
<th>Total Active Power Loading (p.u.)</th>
<th>Voltage Magnitude (p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.32</td>
<td>1.04</td>
</tr>
<tr>
<td>0.33</td>
<td>1.06</td>
</tr>
<tr>
<td>0.34</td>
<td>1.08</td>
</tr>
<tr>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td>0.39</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.9: PV curves for $k=15\%$.  
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• $S1$: This is the classical control balanced approach, which does not take into account the possibility of unbalanced voltages. In this case, the synchronous reference frame is aligned with the stator flux and has no negative sequence injections.

• $S2$: This case is based on limiting the electrical torque oscillations in (5.20); thus, the negative sequence components are adjusted to limit the electrical torque.

• $S3$: This case is based on limiting the stator active power in (5.21); thus, the negative sequence rotor currents are adjusted to limit the stator active power oscillations.

• $S4$: This is the same as $S1$ with the UVS added.

• $S5$: This is the same as $S2$ with the UVS added.

• $S6$: This is the same as $S3$ with the UVS added.

The output active and reactive powers are set at $P_{out} = 1$ MW, and $Q_{out} = 0$ Mvar, respectively. Based on different control targets, Figure 5.10 depicts the simulated results with the various control strategies for PF control mode. The control was initially set to $S1$ and changed to $S2$ at $t = 2$ s, and then to $S3$ at $t = 3$ s, respectively. During the simulation, the grid-side converter was enabled, then the DFIG stator was energized, and finally the machine was connected at $t = 0.5$ s; thus, the DFIG is in steady-state after 1 s. Since the transient behavior of the starting process is not the focus of this thesis, this process is not shown in any of the plots. Observe that when the controller is set to $S1$, the negative sequence components of rotor current references are zero; hence, the active and reactive powers, electrical torque, stator voltage and current all contain significant oscillations at 120 Hz, which may damage the DFIG. In the rotor side, the currents contain both the fundamental component of the rotor mechanical frequency minus the stator frequencies ($f_r - f_s$) and the harmonic component of ($f_s + f_r$). At $t = 2$ s, the control in $S2$ is activated, resulting in the torque oscillations being reduced over 90% compared to $S1$; however, the power oscillations increase. On the other hand, when the control in $S3$ is activated, the opposite takes place, i.e., the torque oscillations increase but the power oscillations decrease.

Figure 5.11 illustrates the results of the DFIG with voltage control, but without UVS. In this case, the reference voltage is set at 1.03 p.u. to operate the system within the voltage limits. Observe that the system becomes unstable for $S2$ and $S3$, whereas it was stable under balanced conditions; hence, the voltage unbalance leads to instability.

Figure 5.12 depicts the results of the DFIG in voltage control mode with UVS. Thus, $S5$ takes place at $t = 2$ s, and $S6$ occurs at $t = 3$ s. Note that the system is now stable.
and the electrical torque oscillations are reduced, with the best overall system performance being observed for $S_5$. This demonstrates the clear advantage of introducing the proposed UVS for unbalanced system operation.

### 5.4.3 Transient Stability Analysis

Three-phase-to-ground faults of short-duration and close to the load are considered as contingencies for the DFIG. The simulation time is 10 s, and the fault occurs at $t = 3$ s. Figure 5.13 illustrates the CCT of the test system with the DFIG for different values of $k$ for the base loading factor (i.e., $l = 1$ p.u.). Observe that the CCT decreases as the unbalance increases from 0% to 25%. It should be mentioned that the CCT in this case is defined based on the voltage overshoot at the DFIG, when it exceeds 20% for 0.16 s, the DG should be disconnected [93].

Figures 5.14 and 5.15 depict the transient behavior of the DFIG with and without UVS at a loading factor $l = 1$ p.u. and $k = 15\%$ for the studied fault after CCT. Observe that the system is unstable since cannot control the voltage and power of the DFIG within voltage limits without UVS for a clearing time after the CCT; however, the system becomes stable for the DFIG with UVS, demonstrating the advantage of the proposed UVS to improve transient stability under unbalanced conditions.

### 5.5 Summary

This chapter concentrated on the stability analyses of DFIG based DGs under unbalanced conditions. A detailed model and controls of a DFIG under unbalanced conditions were presented and formulated. Voltage stability analyses were performed based on P-V curves obtained from dynamic studies; transient stability studies were carried out based on detailed time-domain simulations of contingencies. The P-V curves showed, in general, that the loadability of the system decreased as unbalancing increased; the time-domain simulations demonstrated that the system was less stable as unbalancing increased. Existing control techniques to compensate the negative impact of unbalanced operation of DFIGs were demonstrated to be ineffective at heavily loading conditions. Hence, a UVS was proposed to improve the stability of the system, demonstrating the effectiveness of the stabilizer with time-domain simulations.
Figure 5.10: Transient behavior of DFIG with various control strategies for PF control mode: (a) stator active power; (b) stator reactive power; (c) electrical torque; and (d) voltage magnitude of the load.
Figure 5.11: Transient behavior of DFIG with various control strategies for voltage control mode without UVS: (a) stator active power; (b) stator reactive power; (c) electrical torque; and (d) voltage magnitude of the load.
Figure 5.12: Transient behavior of DFIG with various control strategies for voltage control mode with UVS: (a) stator active power; (b) stator reactive power; (c) electrical torque; and (d) voltage magnitude of the load.
Figure 5.13: CCT of the test system at base load ($l = 1$ p.u.) for a three-phase-to-ground fault.
Figure 5.14: Transient behavior of DFIG without UVS at $k = 15\%$ after CCT: (a) stator active power; (b) stator reactive power; (c) electrical torque; and (d) voltage magnitude of the load.
Figure 5.15: Transient behavior of DFIG with UVS at \( k = 15\% \) after CCT: (a) stator active power; (b) stator reactive power; (c) electrical torque; and (d) voltage magnitude of the load.
Chapter 6

Conclusions

6.1 Summary

This thesis has concentrated on the modeling, control, and stability analysis of DGs under balanced and unbalanced conditions. Based on existing limited studies in literature of DGs and their effects on distribution systems, which concentrate on the analysis of a few selected DGs, a comprehensive investigation of the effects of different types of DG technologies on voltage, small-perturbation, and transient stability of distribution systems under balanced and unbalanced conditions has been presented in this thesis.

In Chapter 2, power system stability concepts were discussed, along with general models of the power system required for stability studies. The tools for stability studies that would be used in this work were also introduced. Finally, an overview of an MG was presented, including different DG technologies and their interfaces to the grid. The concepts presented in this chapter were used throughout this thesis.

In Chapter 3, the static and the dynamic models of different DGs for stability studies of balanced distribution systems were presented. These models include the dynamic models of the primary governor, generators and their interfaces. The proposed diesel, MT, FC, fixed-speed wind-turbine, BESS, and photovoltaic models were implemented and tested in PSAT. The DG models were tested and compared using two realistic distribution systems with multiple DGs to study their static and dynamic behaviors. The comparison of P-V curves for different static DG models showed, general, that PV control yields more loading margin than PQ and no controls. Thus, fixed-speed wind-turbine DGs proved to be the worst from the point of view of voltage stability. Furthermore, it was observed that the
best DG response in the case of typical load/feeder contingencies is that of inverter-based DGs, in general. The eigenvalue analyses showed that the system may experience LIBs or Hopf bifurcations as loading levels increase.

Chapter 4 concentrated on the stability analyses of SG-based DGs under unbalanced conditions. Voltage stability analyses were performed based on P-V curves obtained from both power flow and dynamic studies; transient stability studies were carried out based on detailed time-domain simulations of contingencies; and small-perturbation stability studies were performed based on identification techniques. The P-V curves showed, in general, that the loadability of the system decreased as unbalancing increased, and from the point of view of transient stability, the time-domain simulations demonstrated that the system was less stable as unbalancing increased. Another interesting result was that, as the system load increased, the critical poles crossed the imaginary axes and the system became unstable as unbalancing increased. A UVS was proposed to improve the stability of the system, demonstrating the effectiveness of the stabilizer by eigenvalue analyses and time-domain simulations.

Chapter 5 concentrated on the stability analyses of DFIG-based DGs under unbalanced conditions. A detailed model and controls of a DFIG under unbalanced conditions were presented and formulated. Voltage stability analyses were performed based on P-V curves obtained from dynamic studies; transient stability studies were carried out based on detailed time-domain simulations of contingencies. The P-V curves showed, in general, that the loadability of the system decreased as unbalancing increased; the time-domain simulations demonstrated that the system was less stable as unbalancing increased. Existing control techniques to compensate the negative impact of unbalanced operation of DFIGs were demonstrated to be ineffective at heavy loading conditions. Hence, a UVS was proposed to improve the stability of the system, demonstrating the effectiveness of the stabilizer with time-domain simulations.

6.2 Contributions

The main contributions of this thesis have been the following:

- Dynamic and static models of different types of DG technologies, both for short- and long-terms stability studies under balanced and unbalanced conditions were developed and implemented in the popular MATLAB-based software tool PSAT, which is an open source simulation package for power system studies.
• An investigation of the effects of DG technologies, in a comprehensive manner, on voltage, small-perturbation, and transient stability of balanced distribution systems was performed.

• Novel static and dynamic voltage stability studies based on three-phase power flows and detailed time-domain simulations were proposed and presented to determine maximum loadabilities of distribution systems with DGs under various unbalanced conditions.

• The application of an identification approach for small-perturbation stability studies of unbalanced systems with DGs was proposed, providing a framework for eigenvalue analysis of unbalanced distribution systems with DGs.

• Existing control techniques to compensate for the negative impact of unbalanced operation of DFIGs were demonstrated to be ineffective at heavily loaded conditions. Furthermore, simple and effective control strategies based on voltage unbalance for both SG- and DFIG-based DGs were proposed to improve the stability of the distribution systems. The simplicity of the proposed UVS makes it practical and relatively easy to implement in real systems.

6.3 Future Work

Further research may be carried out to address the following issues:

• Develop detailed inverter-based DGs models and controls to study stability issues under unbalanced conditions for photovoltaic and FC units.

• Study stability issues for fixed-speed wind-turbines with possible solutions (e.g., BESS) under unbalanced conditions.

• Develop linearized mathematical models of DGs for eigenvalue analyses of distribution systems with multiple DGs under unbalanced conditions.
Appendix

This Appendix provides the data of the test system and DG models which used in this thesis.
Table 1: Line parameters of CIGRE microgrid test system.

<table>
<thead>
<tr>
<th>Line NO</th>
<th>Bus from-to</th>
<th>$R$ (ohms/km)</th>
<th>$X$ (ohm/km)</th>
<th>Length of line (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1-2</td>
<td>0.2274</td>
<td>0.341</td>
<td>2.8</td>
</tr>
<tr>
<td>2</td>
<td>2-3</td>
<td>0.2274</td>
<td>0.341</td>
<td>4.4</td>
</tr>
<tr>
<td>3</td>
<td>3-4</td>
<td>0.2274</td>
<td>0.341</td>
<td>0.6</td>
</tr>
<tr>
<td>4</td>
<td>4-5</td>
<td>0.2274</td>
<td>0.341</td>
<td>0.6</td>
</tr>
<tr>
<td>5</td>
<td>5-6</td>
<td>0.2274</td>
<td>0.341</td>
<td>1.5</td>
</tr>
<tr>
<td>6</td>
<td>6-7</td>
<td>0.2274</td>
<td>0.341</td>
<td>0.2</td>
</tr>
<tr>
<td>7</td>
<td>7-8</td>
<td>0.2274</td>
<td>0.341</td>
<td>1.7</td>
</tr>
<tr>
<td>8</td>
<td>8-9</td>
<td>0.2274</td>
<td>0.341</td>
<td>0.3</td>
</tr>
<tr>
<td>9</td>
<td>9-10</td>
<td>0.2274</td>
<td>0.341</td>
<td>0.8</td>
</tr>
<tr>
<td>10</td>
<td>10-11</td>
<td>0.2274</td>
<td>0.341</td>
<td>0.3</td>
</tr>
<tr>
<td>11</td>
<td>11-4</td>
<td>0.2274</td>
<td>0.341</td>
<td>0.5</td>
</tr>
<tr>
<td>12</td>
<td>3-8</td>
<td>0.2274</td>
<td>0.341</td>
<td>1.3</td>
</tr>
<tr>
<td>13</td>
<td>12-13</td>
<td>0.2274</td>
<td>0.341</td>
<td>4.9</td>
</tr>
<tr>
<td>14</td>
<td>13-14</td>
<td>0.2274</td>
<td>0.341</td>
<td>3</td>
</tr>
<tr>
<td>15</td>
<td>14-8</td>
<td>0.2274</td>
<td>0.341</td>
<td>2</td>
</tr>
</tbody>
</table>
Table 2: Load parameters of CIGRE microgrid test system.

<table>
<thead>
<tr>
<th>Bus</th>
<th>Voltage (kV)</th>
<th>Power (MVA)</th>
<th>Active power (p.u.)</th>
<th>Reactive power (p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>20</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>20</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>20</td>
<td>0.0501</td>
<td>0.0208</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>20</td>
<td>0.0416</td>
<td>0.0108</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>20</td>
<td>0.0727</td>
<td>0.0182</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>20</td>
<td>0.0548</td>
<td>0.0137</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>20</td>
<td>0.0076</td>
<td>0.0047</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>20</td>
<td>0.0586</td>
<td>0.01471</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>20</td>
<td>0.0574</td>
<td>0.0356</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>20</td>
<td>0.0543</td>
<td>0.0161</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>20</td>
<td>0.0330</td>
<td>0.0083</td>
</tr>
<tr>
<td>12</td>
<td>10</td>
<td>20</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>13</td>
<td>10</td>
<td>20</td>
<td>0.0034</td>
<td>0.00211</td>
</tr>
<tr>
<td>14</td>
<td>10</td>
<td>20</td>
<td>0.054</td>
<td>0.0258</td>
</tr>
<tr>
<td>15</td>
<td>10</td>
<td>20</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 3: Line parameters of Japanese test system.

<table>
<thead>
<tr>
<th>Voltage (kV)</th>
<th>Power (MVA)</th>
<th>Bus from-to</th>
<th>$R$ (p.u.)</th>
<th>$X$ (p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.6</td>
<td>10</td>
<td>1-2</td>
<td>0.003145</td>
<td>0.075207</td>
</tr>
<tr>
<td>6.6</td>
<td>10</td>
<td>2-3</td>
<td>0.000330</td>
<td>0.001849</td>
</tr>
<tr>
<td>6.6</td>
<td>10</td>
<td>3-4</td>
<td>0.006667</td>
<td>0.030808</td>
</tr>
<tr>
<td>6.6</td>
<td>10</td>
<td>3-12</td>
<td>0.027502</td>
<td>0.127043</td>
</tr>
<tr>
<td>6.6</td>
<td>10</td>
<td>4-5</td>
<td>0.005785</td>
<td>0.014949</td>
</tr>
<tr>
<td>6.6</td>
<td>10</td>
<td>4-7</td>
<td>0.008001</td>
<td>0.036961</td>
</tr>
<tr>
<td>6.6</td>
<td>10</td>
<td>5-6</td>
<td>0.014141</td>
<td>0.036547</td>
</tr>
<tr>
<td>6.6</td>
<td>10</td>
<td>7-8</td>
<td>0.00899</td>
<td>0.041575</td>
</tr>
<tr>
<td>6.6</td>
<td>10</td>
<td>8-9</td>
<td>0.007</td>
<td>0.032346</td>
</tr>
<tr>
<td>6.6</td>
<td>10</td>
<td>9-10</td>
<td>0.003666</td>
<td>0.016940</td>
</tr>
<tr>
<td>6.6</td>
<td>10</td>
<td>10-11</td>
<td>0.008999</td>
<td>0.041575</td>
</tr>
<tr>
<td>6.6</td>
<td>10</td>
<td>12-13</td>
<td>0.031497</td>
<td>0.081405</td>
</tr>
<tr>
<td>6.6</td>
<td>10</td>
<td>13-14</td>
<td>0.039653</td>
<td>0.102984</td>
</tr>
<tr>
<td>6.6</td>
<td>10</td>
<td>14-15</td>
<td>0.016070</td>
<td>0.004153</td>
</tr>
</tbody>
</table>
Table 4: Load parameters of Japanese test system.

<table>
<thead>
<tr>
<th>Bus</th>
<th>Voltage (kV)</th>
<th>Power (MVA)</th>
<th>Active power (p.u.)</th>
<th>Reactive power (p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.6</td>
<td>10</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>6.6</td>
<td>10</td>
<td>0.0208</td>
<td>0.0021</td>
</tr>
<tr>
<td>3</td>
<td>6.6</td>
<td>10</td>
<td>0.0495</td>
<td>0.0051</td>
</tr>
<tr>
<td>4</td>
<td>6.6</td>
<td>10</td>
<td>0.0958</td>
<td>0.0098</td>
</tr>
<tr>
<td>5</td>
<td>6.6</td>
<td>10</td>
<td>0.0442</td>
<td>0.0045</td>
</tr>
<tr>
<td>6</td>
<td>6.6</td>
<td>10</td>
<td>0.0113</td>
<td>0.0012</td>
</tr>
<tr>
<td>7</td>
<td>6.6</td>
<td>10</td>
<td>0.0638</td>
<td>0.0066</td>
</tr>
<tr>
<td>8</td>
<td>6.6</td>
<td>10</td>
<td>0.0323</td>
<td>0.0033</td>
</tr>
<tr>
<td>9</td>
<td>6.6</td>
<td>10</td>
<td>0.0213</td>
<td>0.0022</td>
</tr>
<tr>
<td>10</td>
<td>6.6</td>
<td>10</td>
<td>0.0208</td>
<td>0.0029</td>
</tr>
<tr>
<td>11</td>
<td>6.6</td>
<td>10</td>
<td>0.2170</td>
<td>0.2200</td>
</tr>
<tr>
<td>12</td>
<td>6.6</td>
<td>10</td>
<td>0.0132</td>
<td>0.0014</td>
</tr>
<tr>
<td>13</td>
<td>6.6</td>
<td>10</td>
<td>0.0023</td>
<td>0.0003</td>
</tr>
<tr>
<td>14</td>
<td>6.6</td>
<td>10</td>
<td>0.0161</td>
<td>0.0016</td>
</tr>
<tr>
<td>15</td>
<td>6.6</td>
<td>10</td>
<td>0.0139</td>
<td>0.0014</td>
</tr>
</tbody>
</table>
Table 5: Synchronous machine parameters.

<table>
<thead>
<tr>
<th></th>
<th>Japanese test system</th>
<th>CIGRE test system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power rating (MW)</td>
<td>3.125</td>
<td>0.500</td>
</tr>
<tr>
<td>Voltage rating (kV)</td>
<td>2.4</td>
<td>0.416</td>
</tr>
<tr>
<td>$X_d$ (p.u.)</td>
<td>1.56</td>
<td>3.45</td>
</tr>
<tr>
<td>$X_d'$ (p.u.)</td>
<td>0.296</td>
<td>0.3</td>
</tr>
<tr>
<td>$X_d''$ (p.u.)</td>
<td>0.177</td>
<td>0.14</td>
</tr>
<tr>
<td>$X_q$ (p.u.)</td>
<td>1.06</td>
<td>1.75</td>
</tr>
<tr>
<td>$X_q'$ (p.u.)</td>
<td>0.177</td>
<td>0.16</td>
</tr>
<tr>
<td>$X_l$ (p.u.)</td>
<td>0.088</td>
<td>0</td>
</tr>
<tr>
<td>$T_{do}'$ (sec)</td>
<td>3.7</td>
<td>1.42</td>
</tr>
<tr>
<td>$T_{do}''$ (sec)</td>
<td>0.05</td>
<td>0.014</td>
</tr>
<tr>
<td>$T_{qo}''$ (sec)</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>$H$ (sec)</td>
<td>1.0716</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Table 6: AVR type II parameters.

<table>
<thead>
<tr>
<th></th>
<th>Chapter 3</th>
<th>Chapter 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum regulator voltage (p.u.)</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Minimum regulator voltage (p.u.)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Regulator gain</td>
<td>78</td>
<td>78</td>
</tr>
<tr>
<td>Regulator pole (sec)</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>Regulator Zero (sec)</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Time constant of the field circuit $T_d$ (sec)</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 7: MT parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_a$</td>
<td>1</td>
</tr>
<tr>
<td>$K_f$</td>
<td>1</td>
</tr>
<tr>
<td>$K_w$</td>
<td>16.7</td>
</tr>
<tr>
<td>$\tau_s$ (sec)</td>
<td>0.05</td>
</tr>
<tr>
<td>$\tau_x$ (sec)</td>
<td>0.6</td>
</tr>
<tr>
<td>$\tau_y$ (sec)</td>
<td>1</td>
</tr>
<tr>
<td>$\tau_f$ (sec)</td>
<td>0.4</td>
</tr>
<tr>
<td>$\tau_{ecr}$ (sec)</td>
<td>0.01</td>
</tr>
<tr>
<td>$\tau_{ed}$ (sec)</td>
<td>0.2</td>
</tr>
<tr>
<td>$T_{\min}$ (p.u.)</td>
<td>1.5</td>
</tr>
<tr>
<td>$T_{\max}$ (p.u.)</td>
<td>-0.1</td>
</tr>
<tr>
<td>$W_{\min}$</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Table 8: Diesel generator parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{d1}$ (sec)</td>
<td>0.01</td>
</tr>
<tr>
<td>$\tau_{d2}$ (sec)</td>
<td>0.02</td>
</tr>
<tr>
<td>$\tau_{d3}$ (sec)</td>
<td>0.2</td>
</tr>
<tr>
<td>$\tau_{d4}$ (sec)</td>
<td>0.25</td>
</tr>
<tr>
<td>$\tau_{d5}$ (sec)</td>
<td>0.009</td>
</tr>
<tr>
<td>$\tau_{d6}$ (sec)</td>
<td>0.0384</td>
</tr>
<tr>
<td>$\tau_{Dd}$ (sec)</td>
<td>0.024</td>
</tr>
<tr>
<td>$K_{ds}$</td>
<td>8</td>
</tr>
<tr>
<td>$T_{\min}$</td>
<td>0</td>
</tr>
<tr>
<td>$T_{\max}$</td>
<td>1.1</td>
</tr>
</tbody>
</table>
### Table 9: Induction generator parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power rating (MVA)</td>
<td>2</td>
</tr>
<tr>
<td>Voltage rating (kV)</td>
<td>20</td>
</tr>
<tr>
<td>$X_s$ (p.u.)</td>
<td>0.10</td>
</tr>
<tr>
<td>$X_r$ (p.u.)</td>
<td>0.08</td>
</tr>
<tr>
<td>$X_m$ (p.u.)</td>
<td>3</td>
</tr>
<tr>
<td>$R_e$ (p.u.)</td>
<td>0.01</td>
</tr>
<tr>
<td>$R_s$ (p.u.)</td>
<td>0.01</td>
</tr>
<tr>
<td>$H_t$ (sec)</td>
<td>2.5</td>
</tr>
<tr>
<td>$H_m$ (sec)</td>
<td>0.5</td>
</tr>
<tr>
<td>$K_s$ (p.u.)</td>
<td>0.3</td>
</tr>
</tbody>
</table>

### Table 10: FC parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power rating (MVA)</td>
<td>0.25</td>
</tr>
<tr>
<td>Voltage rating (V)</td>
<td>440</td>
</tr>
<tr>
<td>$\tau_{ref}$ (sec)</td>
<td>2</td>
</tr>
<tr>
<td>$\tau_{st}$ (sec)</td>
<td>3.37</td>
</tr>
<tr>
<td>$\tau_d$ (sec)</td>
<td>0.8</td>
</tr>
<tr>
<td>$R_{in}$ (ohm)</td>
<td>0.2778</td>
</tr>
<tr>
<td>$B_{fc}$</td>
<td>0.04777</td>
</tr>
<tr>
<td>$C_{fc}$</td>
<td>0.0136</td>
</tr>
<tr>
<td>$K_m$</td>
<td>20</td>
</tr>
<tr>
<td>$\tau_m$ (sec)</td>
<td>0.1</td>
</tr>
<tr>
<td>$m_{max}$</td>
<td>1.2</td>
</tr>
<tr>
<td>$m_{min}$</td>
<td>0.8</td>
</tr>
<tr>
<td>$X_t$ (p.u.)</td>
<td>0.05</td>
</tr>
</tbody>
</table>
Table 11: Photovoltaic generator parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_p$ (sec)</td>
<td>0.015</td>
</tr>
<tr>
<td>$\tau_q$ (sec)</td>
<td>0.015</td>
</tr>
<tr>
<td>$K_p$</td>
<td>0.04</td>
</tr>
<tr>
<td>$K_i$</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 12: BESS parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity (Ah)</td>
<td>500</td>
</tr>
<tr>
<td>$\tau_{batt}$ (sec)</td>
<td>7200</td>
</tr>
<tr>
<td>$K_m$</td>
<td>20</td>
</tr>
<tr>
<td>$E_m0$</td>
<td>2.18</td>
</tr>
<tr>
<td>$\tau_m$ (sec)</td>
<td>0.1</td>
</tr>
<tr>
<td>$K_e$</td>
<td>839 * $10^{-3}$</td>
</tr>
<tr>
<td>$m_{max}$</td>
<td>1.2</td>
</tr>
<tr>
<td>$R_{00}$ (m ohm)</td>
<td>2 * $10^{-3}$</td>
</tr>
<tr>
<td>$m_{min}$</td>
<td>0.8</td>
</tr>
<tr>
<td>$R_{10}$ (m ohm)</td>
<td>0.4 * $10^{-3}$</td>
</tr>
<tr>
<td>$X_t$ (p.u.)</td>
<td>0.05</td>
</tr>
<tr>
<td>$A_0$</td>
<td>-0.2</td>
</tr>
<tr>
<td>$I_{batt}^*$ (A)</td>
<td>51.5</td>
</tr>
<tr>
<td>$R_{20}$ (m ohm)</td>
<td>15 * $10^{-3}$</td>
</tr>
<tr>
<td>$C_{0*}$ (Ah)</td>
<td>317.9</td>
</tr>
<tr>
<td>$A_{12}$</td>
<td>-8</td>
</tr>
<tr>
<td>$K_e$</td>
<td>1.11</td>
</tr>
<tr>
<td>$A_{22}$</td>
<td>-8.45</td>
</tr>
<tr>
<td>$\Theta_f$</td>
<td>-40</td>
</tr>
<tr>
<td>$G_{p0}$</td>
<td>2</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>1.19</td>
</tr>
<tr>
<td>$V_{p0}$ (V)</td>
<td>0.1</td>
</tr>
<tr>
<td>$\beta$</td>
<td>1.75</td>
</tr>
<tr>
<td>$A_p$ (V)</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 13: Parameters of reduced system used in Chapters 4 and 5.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{base}$ (MVA)</td>
<td>10</td>
</tr>
<tr>
<td>Voltage rating (kV)</td>
<td>2.4</td>
</tr>
<tr>
<td>Line impedance ($Z_1$) (p.u.)</td>
<td>0.035 + j 0.21</td>
</tr>
<tr>
<td>Line impedance ($Z_2$) (p.u.)</td>
<td>0.35 + j 2.1</td>
</tr>
</tbody>
</table>
### Table 14: DFIG parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power rating (MVA)</td>
<td>1.717</td>
</tr>
<tr>
<td>Voltage rating (kV)</td>
<td>0.69</td>
</tr>
<tr>
<td>Stator/rotor turn ratio</td>
<td>0.335</td>
</tr>
<tr>
<td>$R_s$ (p.u.)</td>
<td>0.005049</td>
</tr>
<tr>
<td>$R_r$ (p.u.)</td>
<td>0.00357</td>
</tr>
<tr>
<td>$L_s$ (p.u.)</td>
<td>0.1226</td>
</tr>
<tr>
<td>$L_r$ (p.u.)</td>
<td>0.1118</td>
</tr>
<tr>
<td>$L_m$ (p.u.)</td>
<td>2.0773</td>
</tr>
<tr>
<td>$2H$ (sec)</td>
<td>4.55</td>
</tr>
</tbody>
</table>

### Table 15: DFIG PI controllers parameters.

<table>
<thead>
<tr>
<th>Controller</th>
<th>$PI_1$</th>
<th>$PI_2$</th>
<th>$PI_3$</th>
<th>$PI_4$</th>
<th>$PI_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportional gain</td>
<td>1</td>
<td>0.5</td>
<td>5</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Integral time constant (sec)</td>
<td>0.1</td>
<td>0.2</td>
<td>0.05</td>
<td>0.01</td>
<td>0.01</td>
</tr>
</tbody>
</table>

### Table 16: UVS parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>SG</th>
<th>DFIG</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{UVS}$</td>
<td>0.2</td>
<td>1.1</td>
</tr>
<tr>
<td>$T_{U1}$ (sec)</td>
<td>0.125</td>
<td>0.125</td>
</tr>
<tr>
<td>$T_{U2}$ (sec)</td>
<td>0.030</td>
<td>0.030</td>
</tr>
<tr>
<td>$V_{UVS}^{max}$ (p.u.)</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>$V_{UVS}^{min}$ (p.u.)</td>
<td>-0.2</td>
<td>-0.2</td>
</tr>
</tbody>
</table>
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