Inference for Continuous Stochastic
Processes Using (Gaussian Process
Regression

by

Yizhou Fang

A thesis
presented to the University of Waterloo
in fulfillment of the
thesis requirement for the degree of
Master of Mathematics
in
Statistics

Waterloo, Ontario, Canada, 2014

© Yizhou Fang 2014



I hereby declare that I am the sole author of this thesis. This is a true copy of the thesis,

including any required final revisions, as accepted by my examiners.

[ understand that my thesis may be made electronically available to the public.

11



Abstract

Gaussian process regression (GPR) is a long-standing technique for statistical interpo-
lation between observed data points. Having originally been applied to spatial analysis in
the 1950s, GPR offers highly nonlinear predictions with uncertainty adjusting to the degree
of extrapolation — at the expense of very few model parameters to be fit. Thus GPR has
gained considerable popularity in statistical applications such as machine learning and non-
parametric density estimation. In this thesis, we explore the potential for GPR to improve
the efficiency of parametric inference for continuous-time stochastic processes. For almost
all such processes, the likelihood function based on discrete observations cannot be written
in closed-form. However, it can be very well approximated if the inter-observation time is
small. Therefore, a popular strategy for parametric inference is to introduce missing data
between actual observations. In a Bayesian context, samples from the posterior distribu-
tion of the parameters and missing data are then typically obtained using Markov chain
Monte Carlo (MCMC) methods, which can be computationally very expensive. Here, we
consider the possibility of using GPR to impute the marginal distribution of the missing
data directly. These imputations could then be leveraged to produce independent draws
from the joint posterior by Importance Sampling, for a significant gain in computational
efficiency. In order to illustrate the methodology, three continuous processes are examined.
The first one is based on a neural excitation model with a non-standard periodic componen-
t. The second and third are popular financial models often used for option pricing. While
preliminary inferential results are quite promising, we point out several improvements to

the methodology which remain to be explored.
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Chapter 1

Introduction

1.1 A Brief History

Gaussian process regression (GPR) is a statistical technique for interpolating between data
observations. Unlike least-squares regression methods, GPR does not specify a conditional
mean function but rather the covariance function between responses. In addition, GPR can
easily achieve nonlinear predictions and prediction uncertainty which naturally accounts
for the degree of extrapolation from the observed data — both of which are difficult for
mean-based regression models such as least squares.

GPR is not a recent topic in statistics. Its origins can be traced back to the works of
Wiener and Kolmogorov in the 1940’s [11]. GPR is also known as“Kriging” after Danie
G. Krige [18], the first person to apply GPR in a statistical context: to estimate the gold
distribution at unknown locations based on observated borehole samples. Based on Krige’s
work, George Matheron [21] developed the theory of GPR and promoted its widespread use
in the field of geostatistics. A comprehensive review of GPR in geostatistics was written
by Cressie [7] with more recent works by Diggle [9] and Delfner [8]. The R package ‘geor’
[35] is also devoted to GPR and ‘large data’ spatial problems are discussed in [1].

Unlike least-squares regression, GPR easily and naturally produces highly non-linear
predictions with heteroscedastic confidence intervals. As such, it has received considerable
attention from other statistical fields. For example, GPR is commonly used in the machine
learning community. Many of the early developments had a Bayesian perspective, starting
with the works of Neal [20], Rasmussen [31] and Williams [39]. The book “Gaussian
Process for Machine Learning” written by Rasmussen and Williams [31] summarized the



previous work and considerably elaborated on the subject of covariance function modelling.
Gaussian process also serves as a method for classification in machine learning community:.
Williams and Barber [10] provided an introduction to Gaussian Process Classification and
its comparison with other methods was discussed by Kuss and Rasmussen [19].

Another important application of GPR is to meta-modelling of computer experiments.
Computer experiments usually contain various inputs and every run with the code might
be computationally expensive. Finding a predictor based on stochastic processes can be a
relatively cheap and efficient choice. An application to aircraft simulations is given in [30],
and other examples are given in [23] and [1].

GPR is also recognized as an important alternative choice for neural network models.
During the 1990’s, various comparisons between neural networks and GPR were explored
by Rasmussen [31] and Neal [27], the conclusion being that GPR with limited parameters
could avoid problems such as overfitting. Biological applications of GPR to learning and
prediction for large batch datasets, including functional and longitudinal data, have been

proposed by [38] and [28]. In fact, GPR is becoming increasingly popular for modeling
very general nonlinear dynamic systems [25], with positive results for robustness discussed
in [16].

In this thesis, we shall explore the potential of GPR to improve the efficiency of para-
metric inference for continuous-time stochastic processes. Such processes are almost always
observed in discrete time, in which case the likelihood function cannot be written in closed
form. However, it can be increasingly well approximated as the time between observations
decreases to zero. Thus, a popular inference strategy is to add missing data between ac-
tual observations. In a Bayesian context, samples from the joint posterior distribution of
missing data and parameters are obtained by Markov chain Monte Carlo (MCMC) tech-
niques, which can be computationally very expensive [17]. The bottleneck occurs from the
large amount of missing data required for practical applications, as the low-dimensional
parameter draws conditioned on the complete data are relatively simple to produce. Thus,
we propose to first marginally impute the missing data based on the actual observations
using GPR techniques. In combination with the above mentioned parameter draws, this
produces independent proposals from the joint posterior distribution which can be used
for importance sampling. If these proposals are close to the targeted posterior, then our
Monte Carlo inference will be vastly more efficient than MCMC.



1.2 Overview

Chapter 2 will introduce the methodology of GPR along with a simple example illustration.
Basic definitions will be included and the choice of GPR covariance function and parameter
estimation will be discussed. We will also talk about some computational advantages about
estimating the parameters. Multi-responses GPR will be briefly introduced too.

In Chapter 3, we use GPR to impute missing observations under the well-known
FitzHugh-Nagumo model (FHN). We find the non-standard periodicity of the FHN to
be remarkably well-captured by the GPR with a single sinusoidal component in the covari-
ance.

In Chapter 4 we turn to inference for continuous-time stochastic processes using two
well-known financial models. The first is the Cox-Ingersoll-Ross (CIR) diffusion process,
for which GPR produces excellent estimates of the missing data distribution. The second
process is Heston’s stochastic volatility model, a highly non-Gaussian bivariate process
on which the importance sampling methodology is tested out. While preliminary inferen-
tial results are quite promising, in Chapter 5 we point out several improvements to the
methodology which remain to be explored.



Chapter 2

Gaussian Process Regression

2.1 Motivation

Consider a simple regression problem based on the data points shown in Figure 2.1. Seven
observation points y based on independent variable t and two points we want to estimate
when we are given the t values of these points !. Point ¢ = 2.3 shows a typical situation
when we want to estimate a missing point between observations. Point ¢ = 5.5 represents
a typical situation when a future prediction is wanted. So what is our strategy to estimate
y value at these locations?

Arguably, a default strategy would be to apply ordinary least square (OLS) regression
models and we can see the result from 2.1. However, a linear model seems like a bad choice
because there lacks a linear trend in the observations. The quadratic model can be really
tempting, but some observation points are way off track. The cubic model can be a good
choice here. However a cubic model needs a sharp trend going up before ¢t = 1 and a sharp
trend going down after ¢ = 5, which we cannot determine from the observation data. If
there are no these properties, cubic model can be dangerous to use as cubic term changes
so quick that the prediction can be far from the true value.

Gaussian Process Regression (GPR) provides a different approach to manage this esti-
mation problem. Unlike the conventional models make assumptions about the true models
with error term, GPR assumes observations are coming from a stochastic Gaussian process.
Technically, GPR estimation is not through a prediction function f(t) rather a conditional
distribution at the point ¢t given the observation points. The conditional mean can serve

IThis variable t can always be the time line, e.g. daily data, monthly data.
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as a good point estimation and confidence interval follows naturally from the conditional
mean and variance.
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Figure 2.1: A Simple Demonstration

GPR has several advantages over conventional regression model:

1. GPR seems a complex method, but it does not require too many parameters. Simplest
setting only needs two parameters, which is equal to the simplest linear regression
model. But GPR can generate non-linear estimation based on so less parameters.

2. GPR has prediction uncertainty which naturally accounts for the degree of extrap-
olation from the observed data. The nearer the prediction points are to the obser-
vations, the narrower the confidence intervals. Although OLS prediction also has
heteroscedastic property, but it does not has the property mentioned above as GPR.



3. GPR has a highly non-linear estimation curve. Speaking from the prediction aspect,
this advantage is quite important, because this means the estimation is more flexible
and more fit with the observation points.

4. Noisy observations can fit right into GPR. We will find out in the following part
that GPR’s covariance function has a special setting for noisy observations with the
expense of one more parameter.

As it listed, GPR has a lot of advantages over the conventional regression models.
However, GPR can be computational expensive, compared with those models such as OLS
models, and the non-linear estimation does make the interpretation difficult.

2.2 Gaussian Process

A Gaussian process is a stochastic process Y;, t € R, and any realizations of Gaussian
process with finite sample size follow joint Gaussian distributions. In other words, on the
points T' = {t1,...,t,} we have the corresponding dependent objective observations Y =
{y1, -, yn} as a single sample from a multivariate Gaussian distribution N, (u(T), V(T)),
where p(7T') is a n dimension vector and V(7') is a n x n matrix. In real occasions, T’
usually represents the real time line.

In order to define the multivariate Gaussian distribution N, (u(T),V(T)), we need
to define the mean u(7") and the covariance function V(T'). According to the theory
of Gaussian process, with the knowledge of the independent variable T, the mean and
covariance function are both functions of 7. For regression purpose, some authors|3!]
assume that the mean u(X) is a zero vector, and attention is focused on choosing an
appropriate covariance function. A popular choice is

—(t; — t;)?

V(tl,t]) = 02 exp |: 2)\2

], ij=1,2....n, (2.1)
which is a covariance function for any two points. When ¢ is equal to j, we will have the
variance function at the point z;. As we can see here, the variances for different points are
assumed to be same. Note that when we are making prediction, the conditional mean is
usually not 0 as we assumed above.

Further more, we can use many other formulas for the covariance matrix as long as the
formulas have the properties of covariance function. That is the covariance matrix for any



T is positive-definite and symmetric. There are also some examples of covariance function
[31] listed in the table 2.1.

Covariance Function Expression Parameters
r-Exponential % exp (— ‘ti;\tjv) c>0,A>0,r>0
Matérn Class %1(—;; (%)v K, <%> 2 v>0,A>0

Rational Quadratic (1 + %>_ a>0,A>0

Polynomial (T-T" + c?)P p>0,0>0

Table 2.1: Examples of Covariance Function

Thus (2.1) is just a special situation for r-exponential covariance function when r = 2.
It only contains two parameters A and o. ¢ is a general control on the magnitude of the
covariance and A the “threshold 7 parameter, which will be talked about more later.

Considering the form of covariance function (2.1), as ¢; and ¢; are getting closer (less
than \) V/(¢;,t;) is getting larger. In other words, the closer the points are, the more
correlated are the points. On the contrary, if |¢t; — ¢;| — oo, there is almost no covariance
between these two points. So in r-exponential covariance function, when the power r
becomes larger, the covariance between distant points, larger than the threshold parameter
A, will be less. However for the covariance between near points, less than the threshold
parameter A, will be larger.

T i) T3 T4 Ty Tg Wit
r; 0.685 0.662 0.437 0.036 0.002 0.001 0.000
ro 0.662 0.685 0.543 0.066 0.005 0.001 0.000
rg 0.437 0543 0.685 0.230 0.036 0.012 0.000
xq4 0.036 0.066 0.230 0.685 0.436 0.274 0.034
x5 0.002 0.006 0.036 0.436 0.685 0.632 0.223
x¢ 0.001 0.001 0.012 0.274 0.632 0.685 0.376
x7 0.000 0.000 0.000 0.034 0.223 0.376 0.685

Table 2.2: Example’s Covariance Matrix V' (three decimal points)



Table 2.2 represents the sample covariance matrix using (2.1) for the seven observations
shown in Figure 2.1. All the numbers are rounded into three digits. I have estimated
the parameters in (2.1): A = 0.752 and 02 = 0.685. We will talk about how to choose
parameters in section 2.3. As we expected, the variance are all the same, the covariance are
all less than the variance and the matrix is symmetric. The further the two observation,
the less the covariance. The covariance between ¢; and t7 is almost nothing. Noticed that
the T in this example is not evenly located, if it is evenly located, we will expect a matrix
with the same value for every line parallel to the variance diagonal line.

Actually, because of the covariance function is a function of |t; —t;|, i,j =1,...,n, we
can expect the stationarity of the covariance function. So it makes sense to plot the value
of the covariance as a function of |t; —¢;|, ¢,7 = 1,...,n in Figure 2.2. For the points with
distance larger than 2, they have very small covariance. When we take a look at the value
of the covariance function when |t; —t;| = 0, we get the estimated o2 value is around 0.68.
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Figure 2.2: Covariance as a function of the distance of the points

Back to the form of the covariance function, in some other situations where the ob-
servations are not certain but noisy, we can add error 72 to the r-exponential covariance
function and redefine the covariance function as

Vit =otexp | T | atny 22)



where §(t;,t;) is the Kronecker delta function.® In the above function, we will expect more
variance on every points. However, the covariance between observations will not change.
In this form, the parameter 7 is coming from the observations’ noise. However, there is a
shortcoming that, we assume that all the observations are equally noisy, which might be
not true in some situations.

In addition, when we are dealing with different types of observations, we can add more
components into the covariance function. For example, if there is a periodical pattern in
the observation points, we can add

exp{—usin®*[vr(t; — t;)"]} (2.3)

to the covariance function (2.1) or (2.2) with three parameters r, u and v. Here v is the
parameter which controls the dependence cycle length.

2.3 Gaussian Process Regression

After we have collected the observation points (¢;,;), ¢ = 1,2,...,n, in practice, it might
be a good idea to plot y vs t, which will inform us the choice of covariance function.

Taken together, the observations and the unknown values to be estimated make a finite
realization of the Gaussian process. For example, when we are making prediction for one
point on t*, we have a n + 1 dimensional Gaussian distribution on the unknown value y*
and the observations Y

Y |78
MRS ML 2.4)
where
Vi = [V(ti, )] 1xns Ve = V(t*,1) (2.5)

The covariance matrix is a (n 4+ 1) x (n + 1) matrix and the 0 represents a (n+ 1) x 1
vector whose elements are all 0. Then, conditioned on the observations, the estimation
point still follows a multi-variable Gaussian distribution.

The wonderful part of the GPR is that distribution of the observations along with
the prediction point are defined in (2.4), and the mean is 0. However, the conditional

3Kronecker delta function: §(t;,t;) =1 if i = j and o otherwise.
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expectation E(y*|Y,0), where Y = (y1,...,y,), 0 is the parameters vector, is not 0 but
V,V=1Y. This conditional expectation is the estimation we want. Compared with OLS
prediction t*(T'T)~'T"Y, V.,V 'Y has similar form and also uses the information about
the inverse of some function about set 1'. In addition, the conditional variances are helpful
when we construct the confidence interval. Related conditional distribution deduction will
be provided in Appendix B.

In conclusion, the proper conditional distribution for estimation is:

Y IY,0 ~ N(V.VTYY, Ve = V) (2.6)

If we have k points T, = (t(1),t(2),---,tx)) to estimate, we can just redefine the V, =
[V(t(l),t(j))]an, 1= 1, oo, j = 1, ey k and V;* = [V(Q}(Z), x(j))]kxka 7,,] = 1, ey k, then
substitute them into (2.6). The joint estimation of Y, corresponding to Ty, Y,|Y, 0 will just
become a multi-variate Gaussian distribution with dimension of k.

m ] Ay
— Model Prediction:  y(x)
~==- lUncertanity Bounds: v(x)% 2 =s(x)
Y (N e o Design Points
s & Estimation Points =t
= T 7]
D p—
Rop—
[ ]

Figure 2.3: GPR Result for the Simple Demonstration

For the example in the section 2.1, the result of GPR when we are using the covariance
function (2.1) is shown. As we can see in Figure 2.3, the blue solid line is the prediction
line and the two red dashed lines are the 95% confidence interval. Here we can see the
heteroscedastic error property clearly. The predictions between the 1, and the 2,4, the 5,

10



and the 64, points are pretty accurate, because those observations are near for each pair.
The longer the distance between the two adjacent observations, the wider the confidence
interval. Another property is that the nearer the point to one observation, the narrower
the confidence interval. So we have the smooth bow shape confidence interval lines.

The GPR estimation line is much more non-linear than any polynomial models’ es-
timations. In the left end part of the estimation line even turns down as if there is a
periodic pattern even if we did not add the periodic term (2.3) into the covariance func-
tion. The confidence intervals are wide open in the two ends, which is quite reasonable
because the further the points away from observations points the more unsure we are about
the estimations.

T ) T3 Ty Ty Tg Ty
Vi 0.180 0.268 0.541 0.502 0.151 0.069 0.004
V.V 0874 -1.447 1.178 0.676 -0.679 0.475 -0.069
Vi 0.000 0.000 0.000 0.002 0.029 0.074 0.409
V.V-1 0379 -0.573 0.303 -0.429 1.648 -1.846 1.095

r* =23

¥ =055

Table 2.3: Example’s Covariance Matrix V, on point t = 2.3 and t = 5.5

In the Table 2.3, it shows when ¢* = 2.3 and ¢* = 5.5 in the example, what is the value
for V, and V,V 1. V, represents the value of the covariance between estimate points and
observation points and V,V ! shows the coefficients of the observations when we make
predictions.

t 7 var 95% CI
2.3 -0.958 0.009 (-1.144, -0.771)
5.5 0.191 0.327 (-0.930, 1.311)

Table 2.4: Estimation result for the two points

Point t* = 2.3 is right in the middle of the observations and ¢* = 5.5 is in the end of
one side. So we can see point t* = 5.5 is only highly correlated with nearby observation
points. The influences of points t;, t5 and t3 on t* = 5.5 are really limited. There is an
potential advantage we might be able to take that, when we make prediction, we do not
need to take into account of every observation points but only the nearby points, which
have enough influences on the prediction point. Together with Figure 2.2, if we have a
enough long x domain, we might only consider the influence from the points within x* 42

11



interval. This might really help to simplify the computation, but we will not look into it
further in this thesis. However, point t* = 2.3 is highly correlated with more observations
than point t* = 5.5. In other words, to estimate t* = 2.3 takes more information from
the observations. So we can see the standard deviation estimation in Table 2.4 for point
t* = 2.3 is much less than point t* = 5.5. The confidence interval for point t* = 2.3 is
much better than point t* = 5.5.

Then, focused on the coefficient part V.V ! of the table 2.3. There seems no general
rule that the nearer observations have larger absolute coefficient values. However, the
distant observations do generally have smaller absolute coefficient values.

2.3.1 Parameter Estimation

Until now, we have the form of the three matrices (2.5). In order to sample from the multi-
variable Gaussian distribution (2.4), it is necessary to estimate the parameters § = (02, \)
of the covariance function (2.1). Rarely, we will come across the situation that some
parameters are given. Most of the time, we have to find a way to estimate them. The
quality of the estimation will affect the quality of the regression directly.

The objective is using the n observations to estimate the parameters of the GPR model.
Considering that we have the closed form for the log-likelihood function ¢(f), we can use
MLE method to choose parameters 6 = (0%, \) by maximizing £(0) o log f(Y]X,0). We
know from (2.4), the multi-variate Gaussian has mean 0 and variance matrix V', so the
log-likelihood function is

1 1
() = —§YTV‘1Y -3 log |V| (2.7)

where V' depends on the parameters 6 = (02, \).

By profile likelihood, the 2-d optimization over § = (02, \) can be simplified into a 1-d
optimization over \ as

YTM-Y
62(\) = argmax {(c?, \) = — (2.8)
o2
where ( 2
M = _ L, =1,2,... 2.
|:eXp ( 2N >:|n><n’ e o " ( 9)

12



The profile likelihood is defined as:

1

Corofite(N) = L(A, G2N\) = —= — = <log |M| + nlog

|3

5 (2.10)

YTM_lYD

Upon maximizing £y, pic(A), the values \ and 62(5\) will be the precise MLE estimators
which maximize the original log likelihood function (). Details will be provided in Ap-
pendix A. In other words, we can turn this multi-parameters optimization problem into an
one parameter optimization. However, this formula can only be used when the covariance
function is defined as in (2.1).

Computationally, GPR parameters estimation can be tricky. The problem is mainly on
the evaluations of the likelihood function. Term —0.5log |V in the likelihood function is
described as the “complexity penalty term” [33]. The MLE for estimating the parameters
is not that simple in some situations. There are some methods suggested, for example,
the genetic algorithm [30] and the multiple starting locations search method [21]. In
addition, close points will easily generate a near-singular situation for the matrix, which
makes numerical computation of inverse and determinant of matrix difficult. To be specific,
this near singular situation will generate some very small negative eigenvalues, which is
supposed to be very small positive numbers, and leads to the failure of inverse. So when
we run an optimize algorithm with bad starting values or too wide estimate intervals,
there will be an error. In order to overcome this problem, “nugget” is introduced into
the computation [11] [37] procedure, and advanced work to improve the accuracy of the
estimation was made by Ranjan (2011) [30]. Even a further improvement is given in Butler
(2013) [5] and a Matlab package ‘GPMfit’ is developed.

In addition, this profile likelihood method can also be used in some other covariance
functions forms as long as we can separate the covariance function into two part as

k’(l‘i,l'j) = f(@l)g(ﬁg,ﬁm) (211)

where we have m parameters. Then we can obtain the estimation of the 6, given 6,,...,6,,
by profile likelihood method. This property can be useful when we discuss the Multi-
responses GPR later.

Until now, we outlined the GPR methodology with a simple example. GPR’s popular-
ity is due to its several advantages over the other linear and non-linear regression models.
Compared with most of the other models, GPR is a more powerful method [32] in the
respective of estimation by generating highly-nonlinear estimations. GPR’s estimations
have heteroscedastic errors: the points nearer the observations, the narrower the confi-
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dence intervals. In most of the cases, heteroscedastic error is better than the same error
everywhere as we will get by polynomial regression. In addition, the number of parameters
are controlled under GPR and GPR is so simple and easy to implement [22]. Compared
with neural network models, which are usually contains too many parameters and followed
by problems like easily overfitting and too complex to implement, GPR is a better choice.
However, GPR do have some disadvantage as well. GPR lacks the power of interpretation.
It is quite easy for us to tell the trend from a linear model, but the non-linear path from
GPR can be a problem to interpret. Moreover, GPR is computationally more expensive
than polynomial regression. Because we have to run optimization algorithm to estimate
the parameters instead of has close form likelihood derivative.

2.4 Multi-response GPR

Multi-response GPR, also known as multi-task or multi-output GPR, helps to deal with
observations containing multiple response levels. One of the first few work was done by
Cressie (1993) [7]. In his famous book about spatial analysis, Cressie studied the bi-output
and three-output situations.

Except the simple one response cases?, there are also some situations that the response
is multi-dimensional. If different responses are independent, then we can just treat those
multi-response cases as several one-response cases. So we can just apply the simple GPR to
every response level. However, the usual situations are that there are correlations between
those responses. In order to fit these situations, we should modify the GPR methodology.

Assuming that we have N observations lie at points tq,...,ty, each of which has M
responses. Then we define a matrix for the responses,

Y11, Y12, s Yim
Y=(,...,.Yn) = : : , (2.12)
YN1,YN2, " " s YNM
where y;; means the j;;, response of the 4, observation and every vector in the matrix is
one response. Y can be viewed as a sample from a multi-variate Gaussian distribution by

letting
vec(Y) ~ N(0,C) (2.13)

4”One response” here means a response vector corresponding to a vector of time line.
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The choice of covariance function is not as simple as for one-response GPR [13]. The
problem is that we have more observation values than time points and the covariance
function for one-response GPR is not working here. The potential increase of the number
of parameters is huge, considering the complexity of multi-response framework. In the work
of Bonilla, Chai and Williams (2008) [3] and the work of Boyle and Frean [], they explored
some forms of covariance function for multi-response GPR. This is a popular choice:

[t —t,]"
CoV(Yp.is Ygj) = a;,q exp {%} (2.14)

which is covariance function for response y,; and response y, ;.

This covariance function assumes that the correlation between observations can be
separated into two parts. One is for the observations with different ¢ values and the other
is for the inter-observation covariance. The covariance among the different responses for all
the observations are assumed to be the same. The covariance among different observations
are the same as defined in r-exponential covariance function. While these are indeed very
strong assumptions, they simplify the covariance function and offer enough interpretation
power we shall see later.

This covariance function (2.14) is based on the r-exponential covariance function. If the
circumstance needs, we can always change the second part of (2.14) into any covariance
function in Table 2.1.

Here we shall define another two matrices
Y= (Ui,j>MxM (215)

where M is the response dimension, 0 < 7,7 < M, and

_ —|ti — ¢5["
V= [exp ( o - (2.16)

where N is the observation points, 0 <1,7 < N.

V matrix represents the covariance between the different observations and the ¥ matrix
represents the covariance among different responses in each observation. After we define
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these two matrices, we can introduce the kronecker product of these two matrices,

0'171‘/ 0'17MV
C=2RV = P : (2.17)
O'M71V 0M7MV

which is a NM x N M matrix corresponds to the M x N covariance matrix C' we defined
in (2.13). By analogy to the one-response case, multi-response GPR proceeds as follows:

1. We maximize the log likelihood function:

1 1
0(0) = —ivec(Y)TC’_lvec(Y) ~3 log |C| (2.18)

where 6 includes A\, and all the N? elements in . It seems that there are N? 4 2
parameters in total and it will be difficult to maximize the likelihood function over
so many parameters. However, there are some advantages we can take by applying
profile likelihood and the properties of kronecker product into the optimization, which
we will look into in the next section.

2. The estimation y* for one new point ¢t* will be

y'Y,0 ~ N(C.C vec(Y), C. — C.C_,CT) (2.19)

—|t ="
C,=YX® [exp <
2)‘r Nx1

which is a NM x M matrix and

e = 2 _
C ®exp( o

where

which is a M x M matrix. The result is that y*|Y, 0 is still a M-dimension Gaussian
distribution.

2.4.1 Computational Advantage

If we consider 1000 data points, and the observations may have two dimensions. A 2000 x
2000 matrix is the covariance matrix, and we have to compute the determinant and inverse
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of this matrix when we estimate the parameters #. Assuming we are given a power value
r, it still leaves us 5 parameters r, )\,01’1,0172,02,1,02,25 to estimate. There is obviously
no closed form for the optimization procedure®, because the likelihood function involving
the determinant of a matrix. Considering the number of observations is large, it can be
challenging to optimize over so many parameters. Even if we can get the estimations right,
it will take a long time to optimize.

To simplify this problem, We apply the profile likelihood method. In the condition
that we have already known A and r, we can actually calculate matrix V. Then perform
a Cholesky decomposition to matrix V' and we can get V = U'U, where U is a lower
triangular matrix with real and positive diagonal entries. According to the property of
covariance matrix, V' should be invertible, then we shall have a matrix U~! as the inverse
matrix of U.

If we are given

Z=U'Y (2.20)
where Z is a N x M matrix, then according to the profile MLE, we have

.1 1 R
Y= NZ’Z = NY’V‘lY = (64;) s (2.21)

Now, we can substitute the profile MLE result into the likelihood function (2.18) to-
gether with the property of Kronecker Product and get

M
N . 1 Y'V-ly

gprof’ile(e) = —3 ijzzl(gi7jai’j> — §(M10g ’V| —+ NlOg ‘T‘) (222)

where 67 ; is the (i,j) element of S land Y, = (Y1i, Y2iy - - -, Yni)- Using this formula, we can

narrow down the high-dimension optimization into a two-dimension optimization which is
much simpler. Before using profile likelihood, we face NM x N M matrix inverse. But now
we only need to compute N x N matrix inverse.

All the deduction part of the profile likelihood can be found in Appendix A.

Until now, we talked about some basic ideas about GPR, and we shall move on to some
examples.

®The covariance matrix is symmetric, so ; ; = 0,
6Taking partial derivative does not have a close form
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Chapter 3

Simulation Study with
FitzHugh-Nagumo Model

3.1 FitzHugh-Nagumo Model

The FitzHugh-Nagumo (FHN) model is a set of ordinary differential equations (ODE). This
model’s solution process has some features of the biological neural excitement system[12].

The FHN model is defined by two variables. V is the voltage variable and R is the
recovery variable:

oV V3
OR 1

with three parameters (a,b,c). If we have a initial conditions (Vj, Ry), we have a outcome
for t > 0 as plotted in Figure 3.1.

The FHN model is composed of a linear (3.2) equation and a nonlinear (3.1) equation.
As the V values grows, we may have a sharp curve for V plot and we may have a more
smooth curve for R plot. Specificly, if we have small time value ¢ > 0, the main influence
will be ¢V instead of ¢V3/3 so we will see an almost linear line; around the point, V3, as t
grows, ¢V3/3 will quickly take over the control power leaves a sharp turn until R changed
correspondingly and the system will reach another balance. Although V value changes
sharply, R equation is only a linear function of V value. Compared with the V equation,
which is a cubic function of V value, R curve will change less violently than V curve. So
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is it shown in Figure 3.1 with the parameters (a, b, ¢) = (0.6, 0.4, 2.5) and the initial
conditions are (Vy, Ry) = (0, 0).

o
> 4
1 T 1 1 1 T 1
0 5 10 15 20 25 30
@
oo
[ ]
i
o |
[ ]
e}
S
1 T 1 1 1 T 1
0 5 10 15 20 25 30
Time

Figure 3.1: FHN model plot with parameters a=0.6, b=0.4, ¢=2.5 and initial value V[, =
0,Ry=0

Estimation of the parameters for the FHN model is a notoriously challenging task|[29].
There will exist many local optima for those dynamic systems modelling by Esposito and
Floudas[! 1] and many other problems. So ordinary optimization algorithm might not as
useful as we thought in this problem. [29] gives a review of several eligible methods and
propose a solution based on a modification of data smoothing methods.

Here, we shall attempt to use GPR to recover the curves for V and R without esti-
mating the parameters a, b and ¢. GPR has a non-linear estimation curve. With enough
observations, GPR is expected to recover the curves nicely.



3.2 Simulation Study 1

Now we want to see how good GPR can recover the curve if we only know limited points of
the curve. In order to discuss some properties of GPR, 30 randomly sampled time points
from the interval [0, 30] are used. Those are, as we can see in the Figure 3.5, the blue dots
on the black curve. Here, we focus on the V curve first, we will get to R curve later.

To explore the parameter r in the r-exponential covariance function, we use

—|ti — 5]

V(t“t]> = 02 exXp |: N

], ij=1,2,....n (3.3)

as the covariance function in this chapter.

-1
|

Time

Figure 3.2: 30 random sample points on FitzHugh-Nagumo model plot

Here we are using covariance function (3.3), we have three parameters § = (o2, \, 7).
By analogy to the profile likelihood as we discussed in chapter 2, we can have a profile
MLE 62 = 62(\,r). The following proceeds as

1
Corogite(As7) = LA, 7,62 (\, 7)) = L. <log M| + nlog’

YTM-Y
e A4
2 2 n D (3.4)
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where

B —(t;i —t;)" .
M = {exp( % . i,7=1,2,...,n (3.5)

So we only need to estimate two parameters (A, 7). In order to choose the best parame-
ters estimations, we have a contour plot of the likelihood function value over A and r. Too
large r value will decrease the covariance and A, as the threshold parameter, should have
a reasonable value corresponding to the length of the sample interval [0,30]. So we have r
in the range of [0,2] and A is in the range of [0,5].

Judging from Figure 3.3, the local best estimation should be around point (A,r) =
(1.2,1.75) or point (A,7) = (0.85,1.9). To run a optimize algorithm with these points as
starting value, we get the MLE (), 62, 7) = (0.837,1.374,1.997).
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Figure 3.3: GPR parameters estimation contour plot

Figure 3.4 displays the GPR predictions. Almost all the black solid true curve stays
inside the 95% confidence interval. It is clear that the nearer the observation points, the
narrower the confidence interval between the two observations. The nearer the prediction
point to an observation, the narrower the confidence interval for it. So we have some bow
shape confidence interval cruves as we can see. Between the time interval 10 to 15, the
estimation is extremely good with small confidence intervals and precise prediction line
because the observations are dense here. Between time 2 to 4 and 22 to 30, we have
reasonably dense observations, the estimations are also satisfying.
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GPR with estimated parameters
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Figure 3.4: GPR for the first set of 30 sample points with r=1.8

However, we still have to notice that there are some defects. For the sharp turn at
around time 18, there is no sample point on the turn point so the true line is outside the
confidence interval. The similar turn point around time 8, the true curve stays inside the
confidence interval, however around time 8 the confidence interval are wider than time 18.
Around the time interval 22 to 27 in the third hump, the adjacent observations are too far
away. The true curve is convex a little bit but the estimation curve is concave. Although
the true curve in this part is absolutely inside the 95% confidence interval, the confidence
intervals are really wide. Noticed the same part in the second hump, the observations
actually cover the part the third hump does not cover. So it means the simple covariance
function (3.3) cannot capture the periodic property of this model. We might want to try
to add periodic term later.

In all, GPR makes the prediction in a different way and the prediction curve is not
like any fixed form regression model. If it does not make too much impression in the
simple example in chapter 2, here we can see GPR prediction curve is so flexible. It is
so much more than some simple line between two observations. GPR predicts confidence
interval according to the estimated point’s distance to the nearest observation, which is
quite reasonable unlike every prediction has the same variance everywhere.
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3.3 Simulation Study II

To further explore the properties of GPR, r is a important parameter in the covariance
function. We will check that how different r can affect the prediction results. In addition,
it also makes sense to make predictions with different sets of samples. So we will exam
four different sets of randomly sampled samples with GPR. Further more, as we mentioned
in the last section, we are interested about the result by adding a periodic term into the
covariance function. Finally, FHN model is a two variables model, multi-response GPR
can also be applied here.

3.3.1 GPR with different r

Now we check how the different r value in covariance function (3.3) will affect the results
of GPR. We still use the sample from last section, sample 1!, and use (3.3) as covariance
function. Different from last section, we use 4 different r values (1.0, 1.3, 1.7, 2) to carry
out GPR and we got four plots in the left side of Figure 3.5. There are several interesting
results:

1. The estimation curves for these four r values have different curvatures in details. It
is clearest to compare the part of plots between time 6 to 9. When r = 1.7, the
estimation curve shows clear trend of going down, then a round smooth turn up to
the next observation. However, for r = 1.3 and » = 1.0 the estimation curves are
almost straight during the time interval and then angularly turn up. Judging from
time period 16 to 19 and 22 to 27, I will conclude that with larger r value, we will
expect more severe curvatures on the estimation cruves.

2. Greater r values have better confidence interval during those small time intervals,
but not necessarily better during those big time intervals.

Let us focus on the curves between time 12 and 17, the observations are relatively
dense here. The GPR prediction with » = 2 achieve almost no variation. As the r
value become smaller, the wider the confidence interval.

To explore what is the reason, we check the covariance function:

—|ti — 5[

Vit t;) = o exp [ -

], ij=12....n (3.6)

"'We will expect different sets samples in the next part
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Figure 3.5: GPR results with different samples and different r values
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When we have |t; —t;| > A, as r value increases, the covariance will decrease. On the
contrary, when we have [t; —t;| < A, as r value increases, the covariance will increase
as well. \ is a linear control of the covariance function and r is a exponential control
of the covariance function.

r=10 r=13 r=17 r=20
A 1885  1.628  1.371  0.799

Table 3.1: Different A\ values corresponding to the different r values

In Table 3.1, we can check the different MLE values for A when we using different
r values. All of them are less than 0.5 and )\ is decreasing as r increases. During
the time interval 12 to 17, all the observations are apart less than time 0.5. We will
expect more correlation on the time points in this time interval when we using larger
r value. More correlations lead to small variations on those points.

However, if we focus on the time 22 to 27, we cannot tell the confidence intervals are
that different for different r values. It is because in the middle of this interval, some
points are less than A\, but more are larger than A. The conditions are not the same,
so we cannot directly apply the rule above here.

According to the rule we deduct above, for small time intervals (time interval less
than any 2)\s), we will have more correlation between the middle points and the two
observations with larger r value. So we will have narrower confidence interval with
larger r value. However, for those adjacent observations with too big time interval
(larger than any 2\s), the right middle time point will have less standard deviation
when r is smaller.

Obs.  Time-int. Mid-Point | r value U s.d.
1.0 1.7042  0.2875
211, T12 0.45 21.6 1.3 1.7065  0.1983

1.7 1.7062 0.1133
2.0 1.7011  0.0029
1.0 0.3515 0.8833
o6, Tot 4.80 24.9 1.3 0.3193  0.9269
1.7 0.2996 1.0841
2.0 -0.0034 1.1491

Table 3.2: Analysis the different r value
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let’s take a look at the result in Table 3.2, the result shows when the time interval
is 0.45, the estimated s.d. for the middle point decreases as r value grows and when
the time interval is 4.8, the estimated s.d. is largest when r is the largest.

It should be pointed out that when we are applying GPR to the real life problem, the
time is usually calculated by year. So the time interval usually will be less than A,
which leads to a conclusion that the larger r we choose, the better confidence interval
we will get if corresponding A values are similar.

3. Smaller r values posses rounder confidence intervals curves, and greater r values yield
confidence intervals more like two bows. In other words, for the points that nearest
the observations, those with larger r value will have narrower confidence intervals.

To find out what is the reason for this, we have to look back at the covariance function.
As we discussed in the second result, those points that close to the observations will
have [t; —t;| < A. As a result, we will expect narrow confidence intervals with larger
r value.

3.3.2 GPR with different sample points

Now we sample four different sets of random samples with equal sample size of 30. We
will apply covariance function (3.3) with » = 1.8 to all of these samples. Then we have
the plots for the true curve, prediction curve and confidence intervals in Figure 3.5 and we
have those results:

1. No matter how to choose those 30 sample points, the GPR prediction 95% confidence
interval usually cover the true curve. All the four samples GPR results’ red smaller
dashed curves contain almost all the true curve, although some observations are quite
distant with each other. However, we cannot help but notice that in the third plot,
the true curve goes outside the 95% confidence interval both around time 10 and
20. For time 10, it is because the time interval between the two observations are too
apart. The estimation curve is terrible compared with the true line too. However,
for time 20, it is because the time interval between the observations are too small
but the vertical distance is huge. Although the estimation curve is not too bad but
the turn point is just too sharp for GPR to predict.

2. To make good predictions about the sharp turn, an observation near the turn point
is crucial. Let’s take a look at the turn points around time 8 and 18 in sample
1 and sample 2 plots. The estimation curve for sample 2 around those points are
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much better than the estimation curve for sample 1. It is clear that sample 2 has
observations near the turn points, but sample 1 has not. It is not surprising to see
that the confidence intervals are better for sample 2 around time 8 and 18.

. The estimated confidence interval width depend mainly on the adjacent observations’
time interval. Here is a Table 3.3, and the results are from sample 3.

Observations Time Interval Middle Point var s.d.
T17, T18 1.5 18.90 0.0675 0.2599
To1, Too 1.5 23.25 0.0623 0.2496
18, T19 1.2 20.25 0.0440 0.2098
To7, Tog 1.2 28.35 0.0363 0.1905

Table 3.3: Analysis the estimated s.d.

First of all, the longer the time interval, the greater the middle point’s estimated
variance. There are two sets of time intervals in Table 3.3. Apparently, time interval
1.5 has estimated s.d. around 0.25, but time interval 1.2 has estimated s.d. around
0.20.

Secondly, the locations of the time intervals are not so relevant to the estimated
variance for the middle points. For example, the vertical distance between x7; and
218 is much more than x,; and x45. We figure that the quality of estimation will be
better for the time interval between x9; and x99, but actually the estimated variances
are almost the same. The situation is the same for observations g, 19 and xo7,
Tog. S0 we say the influences of the locations of the time intervals to the quality of
estimation are limited.

3.3.3 Periodic Term

Until now, we have talked a lot about the properties of GPR with (3.3) as covariance
function. Let us attempt another covariance function with periodic term and see how
well are the predictions. As we can see in Figure 3.1, V value plot shows a clear sign
of periodicity. Section 2.2 actually mentioned that we can add a term to the original
covariance function to help to model the periodicity. So now we introduce the combined
covariance function with periodic term

—|zi — 2"

T ] + o) exp{—usin®[vr|z; — 5[]}, @5 =1,2,...,n. (3.7)

k(x;, xj) = 0']% exp [
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The results are shown in Figure 3.6. In this example we are still using the same four
samples as we used before.

GPR with covariance function (3.3) cannot achieve a good estimation curve during the
big gaps as we can see, for example, sample 1 estimation around the time interval 23 to
27 and sample 2 estimation around time interval 26 to 29. On the contrary, as we can
see in the right side plot, GPR with covariance function (3.7) estimates almost perfectly
during the time interval of 23 to 27, at least significantly better than the left side plot.
It is because we have a lot of information in the first and the second humps. Especially
in the second hump, the observations are almost evenly distributed around it. However,
still using sample 1, for the valley parts of time 6 to 8 or 16 to 17, no matter adding the
periodic term into the covariance or not, we cannot get good estimations. The reason is
because sample 1 does not have observations at the bottom of the valley. While sample 2
have enough sample points around the valley parts during the first and the second valleys,
so we can get a pretty good estimation curve using (3.7) during the third valley even if
we do not have any observations there. It is interesting that GPR generate a strange
estimation path using Sample 4. Although we have one observation on the top of the third
hump, but the estimation for this part is still not so good. I think it is the property of
large r value. GPR with large r value will generate severely curve estimations path. If we
have another observation a little right to the single observation on the top, we might get
a perfect estimation path.

In the other perspective, GPR using (3.7) as covariance function has better confidence
intervals during the time 23 to 27 and the two tails in sample 1 plot. With periodic term,
the estimation curves have clear trends of periodicity on both tails, instead of no clear
trends of without periodic term.

To further explore the covariance function (3.7), we shall give another set of assump-
tions. In the real situation, we might have evenly distributed observations, e.g. daily data
or monthly data, then we might want to make a prediction about the the future period.
In Figure 3.7, the first plot shows the result of GPR make prediction about the future
period. The estimation curve is quite good and the confidence intervals does not get worse
as time goes on. It is interesting that the first prediction hump is not as good as the second
prediction hump. It might be due to that we have an observation in the first hump so the
estimations are drawn to this observation.

If we give several scattered observations in the future, then we have the second plot in
Figure 3.7. As we can see, compared with the plot without those extra points, the second
plot has slightly better estimation curve and the confidence intervals are much better. This
is a example for the potential situation that we have some missing data. When we have
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more dense observation and less missing data, we will have even better estimations.
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Figure 3.7: GPR with evenly distributed observations using periodic term

3.3.4 Bi-variable GPR on FHN model

Judging from the FHN ODEs, V value and R value is related. Further more, there is a
inverse correlation as we can see in Figure 3.1. We do have data for pairs of V' and R. So
it might be a good choice to use the Multi-responses GPR. Here we still use sample 1 for
example.

First, we want to estimate the parameters. In the same parameters domain r in [0, 2]
and A in [0,5], we get the contour plot. The pattern is similar to the other contour plot
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in the previous part. The best estimation is around point (r, A) = (1.8,1.8). We might as
well choose a nearby starting point for the optimize algorithm and computer the MLE’s of
the parameters.
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Figure 3.8: Multi-responses GPR parameters estimation contour plot

The result of the parameter estimations are

- 5.222  —0.2130 A )
== ( —0.2130  0.3186 ) ,  A=168,  7=1920,

While the result shows that the estimation of the correlation is not so large, which will
definitely related to the quality of the estimation. To calculate actually correlation, we
find that the true correlation between V samples and R samples is —0.347, which is larger
than the result from multi-response GPR.

In order to compare the result from the multi-response GPR and the simple GPR,
Figure 3.9 is plotted. The two simple one-rsponse GPR estimations use the same r = 1.920
as the estimated value in the multi-response GPR. First of all, not all the confidence
intervals for multi-response GPR are better than the simple GPR. For example, for the
points in V' plot around time 25, simple GPR has better confidence interval. However, the
left tail part in R plots, multi-response GPR is better. Secondly, the estimation curves
from multi-response GPR are usually better than the results from simple GPR. It is clear
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that during the valley parts in V' plots, the multi-response GPR estimation curve is much
closer to the true curve. Still in the V plots, during time 23 to 27, multi-response GPR
estimation curve gives much better estimation.

To find out what is the reason that multi-response GPR gives bad confidence interval
around those big gaps, we should check the A values. The A for V is 0.943 and for R is
1.917. It is clear that V’s A is much smaller than multi-response GPR. As we discussed
in the previous part, A is the threshold parameter that determine the critical value of the
distance between observations. One point t* estimation with different A, the larger the
A, the smaller the value (|t* — ¢|/A)", the larger the covariance function. So it does make
sense that the confidence interval around 25 is bad from multi-response GPR and better
from simple GPR. Simple GPR’s A value fot R part is larger than multi-response GPR,
so we can see that the confidence interval for the two tails in simple GPR is worse than
multi-respose GPR.
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Figure 3.9: Multi-reponses GPR result compares with Single-variable GPR result

32



Chapter 4

Inference for Stochastic Differential
Equations

4.1 Missing Data Problem

Real time is a continuous scale and many data, e.g. financial data, are based on the real
time scale. Such data are often modeled using stochastic differential equations (SDEs).
An SDE for continuous stochastic process X; is written as

dXt = M(Xt,e)dt+U<Xt,0)dBt (41)

where 6 is a set of parameters for this SDE, and B; is the Brownian motion.

Although the SDE is specified in continuous time, we can only record discrete obser-
vations X = (Xo, X1,...,X,,) physically. For simplicity, let us assume a constant inter-
observation time At.

Given the discrete observations, the likelihood function for the parameters is

L(0|X) HpAt(Xi’Xiq,e), (4.2)

i=1

where pa(X;|X;_1,0) is the transition density of X; which, by construction, is a Markov
process. However, it is extremely rare that the transition density of a SDE model can be
expressible in closed form.
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In order to solve this inference problem, a popular approach is to discretize the continuous-
time equation using the Euler approximation:

Xt+At ~ Xt + /L(Xt, H)At -+ O'(Xt, H)ABLL (43)

where AB; = Byiay — By ~ N(0,At). Thus the transition densities can be approximated
by Gaussian distributions,

Xisad Xp, 0 ~ N (Xy + p(Xy)At, 0% (X,) At). (4.4)

The accuracy of this Euler approximation increases as At — 0. If the actual inter-
observation time At is large, the Euler approximation will significantly bias inferential
results [12].

If we are not satisfied with the data resolution of the observations X, we can treat the
midpoints between observations as missing data. That is, let X,,;ss = (Xo5, X1.5,-- -, Xn_05)
be the midpoints between the observation points X. For example, if we have the same
time interval At between observations, then X; g5 is the middle point at time (7 — 0, 5)At
between observation X; ; and X; at time (i — 1)At and At.

By Markov property, the joint density of the complete data is

,’:]z

P(Xa sz‘ss|9) (X0|9) ( i—O.5|Xi—17 Xi—15,.--,Xo, Q) X P(X1|Xz‘—ol5, Xic1,...,Xo, 9)

.
I
_

’:jz

(X0|9) ( i—0.5|Xi—1,9) X p(Xi|Xi—0.579)

.
Il
a

By introducing the missing data like this, the data resolution is doubled. Now every
transition density can be better approximated by the Euler discretization. That is, from a
Bayesian perspective, the original Euler posterior is

pac(01X) o< w(0) - [ pae(Xil Xi—1,6) (4.5)

=1

by adding the missing data, we have
N
pAt/2(9|X) X 7(9)/1_[ [pAt/2<Xi’Xi70.5ae)pAt/Q(Xz’fO.E)lXiflaQ)} A X miss- (4.6)
i=1
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When we replace all the true transition densities in the above two equations with
Gaussian densities by Euler approximation, pas/2(6|X) is a better approximation then
pac(0]X). By analogy, we can add more missing data between the observations. For
example, we can add three missing values between each pair of observations X; ; and X;
at time point t; + At/4, ¢, + At/2 and t; + 3At/4. Thus we can have pas/4(0|X), which
is even a better approximation to the real parameter likelihood than pas»(0|X), due to
Euler approximation is better with less time interval. Assuming that the integrals in (4.6)
and all the other pa./,(6]X) can be evaluated, then we can get an approximation that
converges to the true SDE posterior p(6|X) as k — oo.

However, the integrals cannot be computed analytically, so the idea is to apply “simu-
lated likelihood method” [15] and sample from

P(Xmiss, 01X) o w(0) L(0] X, Ximiss). (4.7)

If we can have samples (60, ¥;\), (62, Y, 2, ..., (6™, ¥;{")) from this target density,
then we can just ignore Y, and (6, 0® ... #N)) are the samples we needed to make
inference. This sampling procedure is usually done by Markov Chain Monte Carlo (MCMC)
method. The detail of implement of MCMC can be found in the work of Eraker (2001)
[10] and the work of Beskos (2008) [2]. However, our idea is to use GPR to create a Monte
Carlo sampling algorithm, which is easier than MCMC.

4.2 GPR-Based Importance Sampler

Monte Carlo integration is methodology to solve a integration problem with an approxi-
mated expectation as a sample average.

B(Y) = [ f@plalde = 573 fa), (48)

where p(x) is the density function and z;,7 = 1,..., M are i.i.d. samples from p(z).

Based on Monte Carlo integration, an importance sampling is a very fast way of ob-
taining samples from a target density p(z) when we can only sample from some auxiliary
proposal density ¢(x). It means to solve a integration problem as

[ = [ @B D= 13 )50 (49)

q(z) q(z)
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where z;,i = 1,..., M are i.i.d. samples from ¢(z).

Thus the importance sampler proceeds as follows:

1. Obtain i.i.d. samples from the proposal distribution z1, ...,z ~ q(z).
2. For each z;, calculate weights w; = p(x;)/q(x;),i =1,..., M.

3. Calculate normalized weights r; = w;/ Zj\il wj, in case we only know the propor-
tional value p(z) instead of the true target density.

4. Sample N values among x1,...,x) with replacement and with normalize weights
T1,...,7y. Those new N samples are recognized as samples from p(z).

In this case, the random variable of interest is (6, X,,iss) and the target density is
(0, Xmiss| X). When there is no closed form for the transition density, we will use Euler
approximation and get

D0, Xpiss| X) o< T(0)L(O|X, Xpiss), (4.10)

where, using one missing data scenario as example, we have approximation:
N
L(0| X, Xoniss) o Hﬁ(Xi—o.5|Xi—1, ) x p(Xi| Xi—o0.5,0) (4.11)
i=1

where every approximate transition densities are all approximated by Gaussian distribution
using Euler approximation.

If we can find a good proposal distribution, then we can use the procedure described
above and sample posterior §. However, the difficult for importance sampler is obtaining
a good proposal distribution q(6, X,uiss). A good proposal distribution requires a density
has even coverage over the target density and it should be easy to sample from. To solve
this question, a lot of work has been done, such as Kou (2012) [17] was using a method of
parallel sampling between different Euler approximations. But they used Gibbs sampling,
this thesis proposes a importance sampler method.

In this thesis, we construct proposals in a different way by first decomposing the joint
posterior distribution

p(easzss|X) - p(0|X7 szss) X p(szss|X) (412)
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where p(0]X, X,iss) is the conditional parameter distribution and p(X,:ss|X) is the con-
ditional missing data distribution.

In many financial applications, the conditional parameter distribution is analytically
available, which means that we can have the density and can sample from it. But the
conditional missing data distribution is usually not. We propose GPR prediction can serve
as a good approximation, thus importance sampler proposal is

Q(Qy Xmiss) - p(9|Xa Xmiss) X pGPR(Xmiss|X)- (413)

Until now, we can analytically write down the target density and proposal density, which
are both easily to sample from. Noticed that we need to properly normalize some of the
results, they are written in proportion forms.

4.3 CIR Model

As a famous mathematical finance model, Cox-Ingersoll-Ross model (CIR model) imitates
the behavior of interest rates. It named after John Cox, Jonathan Ingersoll and Stephen
Ross (1985) [6], who introduced it. CIR model assumes that only market risk affects the
interest rate, and it follows a stochastic differential equation defined as

d?”t = a(b — Tt)dt + U\/?TtdBt (414)
where a > 0, b > 0, ¢ > 0, § = (a,b,0), B; is the Brownian Motion represents the

influence of the random market risk.

CIR model is a stochastic process with the drift part a(b — r;) and the Brownian part
imitates the random market risk. Judging from the form of the drift part of the model, it
is a mean-riveting around b:

E[r|ro] = exp(—at)ro + (1 — exp(—at))b. (4.15)

The larger the interest rate r;, the more the random market influences the interest rate.
When r; goes to 0, the drift term is positive and the influence of the random term is limited.
It is customary to impose the condition 2ab < o2, ensures all the interest rate 7, is larger
than 0. The other two parameters a and o control the scale of the changes in drift and
random risk respectively.

The CIR model is one of the only SDEs admitting a closed form for its transition
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density. The transition density is a noncentral chi-square distribution [0]:
P(Xirne Xy, 0) = ce_“_”(g)pﬁ_fv (2(uv)1/2) : (4.16)
u

1 where

2ab 2a
p= -1, c¢= Py —— L u=cXyexp(—aAt), v=cXiia

o2

Since the transition density is known, there is no need to resort to the Euler approxi-
mation and missing data. We use the CIR model as an analytic test scenario to benchmark
GPR’s ability to impute the missing data between actual observations.

To simulate data from CIR model, we choose parameters as a = 3.76, b = 0.179 and
o = 0.401. Time interval is set to be 1/252 to represent the daily data and data size is set
to be 1000.

To simplify the problem, we will use the missing data scenario when only one missing
data X;_o5,72=1,..., N is between each pair of observations as we defined before. Using
the analytic transition density formula, a single missing point X; o5, ¢ = 1,...,n has the
conditional density

P(Xi—05|X,0) o< p(Xi—05|Xi1,0) X p(Xi| Xi—05,0). (4.17)

Like this, we can evaluate the conditional distribution of all those intermediate points.
Then we will compare the true density with Euler approximation and two GPR predictions.
Euler approximation can be achieved the same as (4.17) by replacing all the true transition
densities with approximated Gaussian distribution. Including Euler approximation results
is just a simple demonstration about the quality of Euler approximation. As far as the two
GPRs, we just use the points prediction results.

Here, we will use the r-exponential as the covariance function. The first GPR approach
is to optimize over two parameters (r, \). This approach, using the MLE r value, chooses
parameters through the information from observations (GPRr). However, GPR with r-
exponential covariance function has Markov property when r = 1, which is an unique
property that all the other r value does not possess. Actually, Ornstein-Uhlenbeck (OU)
process is one of the few Gaussian Processes with close form SDE, and OU process has a
covariance function exactly the same as r-exponential function with » = 1. However, all
the other gaussian processes with r-exponential covariance function do not have a close

11, (x) is the modified Bessel function
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form SDE to describe it. By the property of SDE, we know the Gaussian process with
r = 1 exponential covariance function has the Markov property. Considering that CIR
model’s Markov property, we use it as a second GPR approach (GPR1).
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Figure 4.1: Daily CIR Missing Point Likelihoods Comparison.
Black solid line: GPRr approximation; Green dashed line: GPR1 approximation;
Red dotdash line: True SDE likelihood; Blue dotted line: Euler approximation.
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Figure 4.2: Weekly CIR Missing Point Likelihoods Comparison.

Black solid line: GPRr approximation; Green dashed line: GPR1 approximation;

Red dotdash line: True SDE likelihood; Blue dotted line: Euler approximation.
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GPRr’s MLE for parameters (r, ) are (0.962,13.395). As we can see the estimation
of r is less than 1. We have GPR1’s A estimation is 10.503. Combining the result from
chapter 3, GPR1 will have smaller variance value, because the A value are all larger than
time interval 1/252. In other words, GPR with » = 1 will have likelihood curve sharper.
Noticed the GPRr estimated r value is quite close to 1, it shows the data also suggest the
markov property of the model.

In Figure 4.1, we have the comparison plots among true densities, Euler approximation
densities, GPRr approximation and GPR1 approximation. The corresponding colors and
line type can be found in the caption of the figure. Every plot is for a single point and all
of these 12 missing points are generated randomly.

As we expected, the likelihoods for the true densities and the Euler approximation
densities are almost the same. Except that some of them have slightly different mean
locations, as we mentioned that Fuler approximation can be biased as time interval grows
larger. Green dashed curve, which is GPR1, is always a little shaper than black solid curve,
which is GPRr. As we discussed in chapter 2, larger r value yields smaller variance. But
the r values of the two GPR models are not too different, so the results of the estimation
actually do not differ that much. Judging from the 12 plots, in more than 60% of the points,
GPR performs really well and the likelihoods are almost the same as the true densities.
Even the worse situations at missing point 178 is not that bad. Except in missing point 949,
GPRs densities are wider than or almost equal to the true densities in all the other plots.
In (4.13), we need p(Xpiss|X), which is the GPR estimation, instead of p(Xss]X,0),
which is the true density and Euler density. In other words, GPR estimations do not need
the information about the parameters but true density and Euler density need. Using less
information, GPRs’ larger standard deviations fit the theoretical deduction.

For the daily data, we can conclude that GPR approximation is quite good. However,
the weekly data might be challenging for the GPR method, because the time interval is
larger. Figure 4.2 shows the weekly data comparison plots. The result is that GPRs still
perform quite well. Focus on the mean locations, apparently GPR estimations do better
than the Euler approximation. The standard deviations of GPRs as we discussed are still
reasonably good.

So far, GPR performs well on estimations of the missing data problem based on the
CIR model, and it shows great potential to achieve as good estimations based on a more
complicated SDE. This SDE may have no close form for the transition density. We shall
move on the next section for the Heston model’s inference.
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4.4 Heston Model

Heston Model is a stochastic volatility model with a pair of SDEs, one of which describes
the volatility of an asset by a simple process based on Brownian motion and the other
represents the price of the asset based on its volatility. In another word, the volatility of
the asset is not a simple Brownian motion but another process.

Here is one form of the SDEs of Heston model by performing a transformation Y; =
(X, Z¢)" = (log(Sy), 21/;1/2)' base on the original variables (S, V;) of Heston model:

1 1
dXt == (O{ - thQ)dt + EthBXt

1
2, = (B/2, — 57Z)dt + 0dBy, (4.18)

pP= COY(BXH BZt)

which will be a nicer form to use when we come across the computations.

4.4.1 Estimation Results

The basic idea here is to see how good is GPR fitting the model. If GPR turns out to be
a good fit, then we will look into the possibility of performing importance sampling based
on GPR.

As mentioned before, many MCMC methods have been proposed to sample from the
joint posterior of the parameters and missing data. However, it is computational expensive.
If GPR densities on missing points can achieve nice results, then computationally speaking,
importance sampling can be much more efficient than the MCMC approach. As there are
two variables in Heston model and clearly those two variables are correlated, this might be
a good case to use multi-responses GPR on these variables (X;, Z;).

Thanks to the code provided by my supervisor M. Lysy, I am able to generate sam-
ples from a standard Gibbs sampler for the Euler posteriors at different resolutions [20].
Resolution k means that we discretize the adjacent observations equally into 2% parts and
impute 2 — 1 missing points. The higher the k resolution we can achieve better results
from Euler approximation. For example, if we are using k = 1, we are sampling for only
one intermediate points between adjacent observations.

To simulate data from Heston Model, we use parameters a« = 1, v = 5, § = 0.82,
o = 0.6 and p = —0.8, and we give it a reasonable large time interval 5/252 to represent
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weekly data. We simulate 50 observations leaving 49 points as missing data. In addition,
we will sample from MCMC method by iterating 500,000 times, which should be enough
to make converging estimation. Resolution 0 to 2 will be run and the result data is stored.
The same as CIR model data, we will concentrate on the one intermediate missing data
between observations scenario. So resolution 1 data keeps all the samples for the missing
data we need.

The reason we choose weekly data is according to the posterior estimation for the
parameters with this time interval. Resolution 1 is different from resolution 0 but close
to resolution 2 as we can see in the first plot of Figure 4.3. This means that resolution
1 is a sufficient approximation for the true SDE, instead of using resolution 2. However,
this information will not be known in advance. If we choose a smaller time interval,
resolution 1 will not be significantly different from resolution 0. This means that missing
data imputation is not needed, because the original observations have already secured a
good parameters likelihood approximation.
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Figure 4.3: MCMC Posterior Parameters Inference with 500,000 Iterations
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MCMC takes too long to calculate and the results are correlated. The second plot in
Figure 4.3 shows the autocorrelation (ACF) for samples of each parameters. It shows the
heavy correlation between MCMC samples. For all five parameters, the samples within 10
lags have more than 30% correlation. But if we use importance sampling, all the samples
are independent. As k grows, the autocorrelation problem becomes worse. Here, resolution
1 is our focus, because we are essentially trying to compare the results from GPR based
importance sampling with it.

500, 000 iterations using MCMC take more than 70 seconds on my computer using C++
code. However, draw 1e7 samples from 99 dimension Gaussian distribution takes about
the same time using C++ code in the same computational settings. Indeed, importance
sampling from Gaussian process is much faster than MCMC method. We might want to
consider changing the iteration numbers for MCMC, but too less iterations just cannot
reach convergence. Figure 4.4 shows the posterior parameter inference. As we can see that
compared with Figure 4.3, likelihood for v, 3, a haven’t totally converged yet.

145

Density
1.0
0.10

04
|

0.05
1

0o
|
0.00
1

Figure 4.4: MCMC Posterior Parameters Inference with 20,000 Iterations

Before we apply the importance sampler based on GPR, let us first take a look at the
quality of the GPR estimations. We have the sample data from MCMC, so it makes sense
to compare the distribution quantile from GPR with numerical quantile from MCMC data.
MCMC sample data is used as the true samples in this chapter. The confidence intervals
from GPR are constructed by mean41.96 x sd, while the confidence intervals from MCMC
sample data is just the result of the sample quantiles. We still use GPRr and GPR1 here for
the same reason we mentioned in the last section. In Figure 4.5, we can see the comparison
for these three method: sample quantile and two GPR methods. In order to facilitate the
visual display, results are presented after re-centering the MCMC true missing data to have
mean equal to 0.
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Two GPR methods both are quite good with the mean estimations, as we can see that
both black solid and red dashed line stays around 0. The estimated r value is 1.313, which
is much larger than 1, so that GPRr has much narrower confidence intervals. Remarkably,
GPRI1 produces an excellent estimate of the missing data in Z;. However, GPRr consistent-
ly undercovers the true missing data distribution’s support. This will have very negative
consequences for importance sampling as we shall soon see. For the X; component, both
GPR approximations have considerable difficulty capturing the true missing data density.
As we know that the volatility of X, is partially determined by the value of Z;. Smaller
Zy gives us smaller X; volatility. Maybe we should introduce the value Z; into the GPR
methodology to meet the requirements of the Heston model, but the basic settings of the
GPR we are using now just simply cannot imitate the behavior of X;. Luckily enough,
we have confidence intervals from GPR with r» = 1 cover almost all the sample quantile
confidence interval, so we want to proceed to the importance sampling part using GPR
with r = 1.
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Figure 4.5: Confidence Intervals Comparison. Blue dotted line: sample quantile;
Black solid line: GPRr estimation; Red dashed line: GPR1 estimation.
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4.4.2 Heston model importance sampler

First of all, we should introduce some analytical results for Heston model derived by Lysy
under the prior 7(f) o< yo2. The posterior distribution of 0|Y is

aly ~ N(a,b),
c 2
§|047YN X(f)

(,}/7 67 K’)|7—27 «a, Y ~ Nk(,uv V)
where the coefficients can be found in Lysy (2012) [20].

Heston model’s likelihood function can be written into the form like (4.2),

LO]Y) o HpAt(Y;|Y;—1,9>~ (4.19)

i=1

Since we introduce the missing data problem with £ level of resolution. Let us simplify
some definitions. We are using At as the time interval between the observations, then
we define At, = At/2F. Thus we can relabel the observations as Y = (Yp,Y1,...,Y,) =
(Yio, Yiok, - -, Yipor), with the missing data Y, = (Yo, .., Yeor 1, Yoyt - Yinor—1)
We assume the complete data to be Y, =Y UY,, = (Yio, ..., Yy nor), so when k — oo, the
true transition matrix can be approximated by this multi-Gaussian distribution:

Xk,n + (Oé — %le,n)Atk }LZlg,nAtk %pO'Zk,nAtk
Zin + (B) Ziy — 3721 n) Ay, 100 21 Ay, 021 po Zy, n Aty

(4.20)
then we will have an Euler likelihood L(6|Y;,) by approximate the true transition densities
by Gaussian densities. So according to (4.10), we have approximately true density

Yint1|Yen, 0 = N <(

n2k

(0, VulY') o< L(0]Y3)m () o< [ [ hae(Veil YVei1,0) (4.21)

i=1

Now, let us focus on the importance sampler. Three importance samplers will be
compared:

1. The first importance sampler is the oracle Gaussian distribution. Oracle method
here means to construct the proposal Gaussian distribution using the mean and the
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variance calculated using the true samples from MCMC method. Theoretically, it
shows the best case scenario when we use Gaussian distribution as the proposal
distribution. While we have to understand this sample data is usually not available,
we get them using computationally expensive MCMC method, which we are trying
to avoid using. The meaning of this oracle method is to test how good a Gaussian
distribution can serve as the proposal distribution.

The importance sampler proposal for oracle method is the same as (4.13), but with
Doracte(Xm|X) instead of papr(Xm|X).

2. The second importance sampler is directly from the result of multi-response GPR.
As we discussed before, we fit multi-response GPR with r = 1 and get the joint
estimation of the missing points. The importance sampler is described in (4.13).

perr(Xm|X) is a 98 dimensional Gaussian density as we have 49 missing points for
X; and Z, each.

3. The third importance sampler is based on GPR too. In last part, we found GPR
estimation for X; is not so good. Nonetheless, the estimations for Z; are perfect.
Actually we do not need GPR estimation for the X; part because there is a close
form conditional distribution for X; given Z;, every missing data x; follows

xz|Y7 Zma 0~ N(Au Bz)a

where the coefficients can be found in Lysy (2012)[20].
In this GPR-Z method, the proposal importance sampling can be defined as

q(0,Ym) = p(0]Yn, Y)p(Xon| Zin, Y )p(Zn|Y) (4.22)

where Y, = (Xon, Zn), p(Xin|Zm, Y) is the missing X part’s conditional density and
q(Z,|Y) is the GPR estimation density. We still use multi-response GPR to fit the
model and only keep the result of Z,, part, draw samples for Z,, and calculate the
density value. Then we based on the sample of Z,, draw sample for Y, and calculate

the conditional density. In this way, we manage to only use the good estimated part
of GPR, Z; part.

The comparison procedure goes by firstly fit the GPR with » = 1 and get the joint
estimation of the missing points. Then sample 20,000 samples for every each of those three
methods. For oracle method, we draw samples with MCMC data’s mean and variance for
both missing X; and Z;. For multi-response GPR method, we use multi-response GPR’s
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estimation results as the proposal density to sample from. For the GPR-Z method, we use
multi-response GPR’s Z; estimation results to sample from Z; part and then condition on
Z; to sample from X; using (3). After we sample for the missing data, we based on those
result to sample for #, which is the same procedure for all three methods. At the same
time, we calculate all the samples’ density values. Using those values, we can analytically
calculate the value for every proposal density ¢(X,,,0).

A good proposal density should be easily sampled from and also the weights w;, defined
in section 4.2, should not be too different. We do not want to have one group of weights
very large and the other groups quite small. In that case, we will keep getting samples from
the high weight points, according to the importance sampler procedure. We want those
weights to be reasonably distributed. That is what we are evaluating here using effective

sample size (ESS) factor?:

1
ESS = 1+ var(w)/E?(w) (423)

which is used here as a criterion here.

The scale of the numeric value of p(0,Y,,|X) and ¢(0,Y;,|X) can be quite small, e-
specially when we have large observation number, which is 50 in our case. So it is
wise to compute them in a log scale. In Figure 4.6, it shows the density for value
log(p(0, Y| X)) — log(q(0,Y,,| X)) of all three methods. All the numeric values of tar-
get densities are all proportional to the true value. To make it easier to compare, all three
sets of values are set to mean 0. The focus here should be drawn to the range of the density
covers.

The dotted blue line represents the oracle method. It is the best Gaussian density and
it yields a range of around 5, that means for almost all the log likelihood ratio, the largest
one is around e° times larger than the smallest one. Actually it is quite good result, and
we can get more than 10% on ESS from oracle method.

However, when we use the GPR method suggested in the previous part, we red solid
curve and the result is no good. The density curve covers the range more than 15, which
means that the larger r; is e!® times larger than the smaller one. This is quite bad and the
ESS value is far less than 1%. To find out the reason why the result is bad, we might blame
the poor fit for X; value as shown in Figure 4.5. Some samples on the edges can make a
great different because as we can see the coverage of some GPR estimations are not great.
Besides, GPR with r-exponential covariance function theoretically should not be performed
on a non-stationary data because the r-exponential covariance’s stationarity property|[31].

2ESS factor lies between 0 to 1 and the close to 1, the better
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Just for the computational simplification reason, we perform a multi-responses GPR on
the data.

............ Oracle method

2 T VR N GPR method
GPR-Z method

|

(o]

Density

-
-

Figure 4.6: Log likelihood comparison with different approaches

The black dashed curve is for the GPR-Z approach. The density curve is much bet-
ter than multi-response GPR. Although the density is not as concentrated as the oracle

method, but the range is around 6 which is not too large. ESS confirms this result that
yields value around 3%.

Method Trial 1 Trial 2 Trial 3
Oracle 0.091471 0.179531 0.157764
GPR-Z 0.025035 0.021033 0.028071

GPR 0.000678 0.000219 0.001920

Table 4.1: ESS value for different approaches

The ESS value can be affected greatly by some outliers. So we run every method three
times just to make sure the result is accurate. As we can see in Table 4.1 that the value
can change a lot but the scales stay no change. Oracle is around 10%, GPR-Z method
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is around 3% and multi-response GPR method is less than 0.1%. The major part of the
log likelihood difference always focus on a range of 4 for oracle method, 7 for Half GPR
method and 15 for total GPR method.

The result from the log likelihood ratio and ESS value suggest that we should try GPR-
7 method. Although oracle method yields better result, but the data come at the cost of
MCMC method, which we are trying to avoid. In order to compare with MCMC method,
we use sample size of 500, 000 too.

The posterior estimations comparison is shown in the Figure 4.7. As we can see that,
if we use k=1 situation as the true posterior, GPR-Z method achieves similar posterior
densities. Compared with the simulate parameters values « =1, v =5, § =0.82, 0 = 0.6
and p = —0.8, the posterior estimations are reasonable. In addition, GPR-Z generates
independent sample, rather highly correlated samples from MCMC as we shown before.
The densities from GPR-Z are not smooth, because we sample only 20,000 samples using
GPR-Z. So there are some parameters values cannot be covered or relatively sparsely
sampled.
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Figure 4.7: Parameters Posterior Comparison Between MCMC and GPR-Z

Although the ESS value is not great for GPR-~Z method, but when we generate sample
from GPR-Z method, we can get reasonably good posterior density. Noticed that random
draw from Gaussian distribution is much faster than MCMC, GPR-Z method is reasonably
faster.
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Chapter 5

Conclusion

This thesis examined the possibility of using Gaussian process regression to perform in-
ference for continuous time stochastic processes. Two applications were considered from
which we draw the following conclusions:

1. Information about the characteristics of the true model can be very helpful to choose
the right GPR covariance function. In chapter 3, the FHN model’s example has
shown us that we can achieve much better result by simply involving periodic term
in the covariance function. All the shape turns in the true curve can be captured if
we simply have some observations near it in any of the cycles. We even show that
the future predictions of the FHN model can still capture the periodic property with
considerably less error. In chapter 4, the Heston model example shows us that we
should use the information, such as the Markov property, to modify our covariance.
The results shows that GPR using r-exponential covariance function with r = 1,
which has Markov property, gives better estimations than GPR using estimated r
value. Also, in this example, we find out that we should be careful to apply stationary
covariance function to non-stationary data like the price part of the Heston model.
Here, we have exclusively focused on the r-exponential covariance function, but the
potential advantages of other covariances remain to be explored.

2. When using multi-response GPR to model a multi-variate stochastic process, the
dependence mostly appears in the conditional mean part rather than the conditional
variance part. In chapter 3, the comparison between the multi-response GPR and
simple GPR shows us that the conditional mean’s curves from multi-response GPR
are better than simple GPR, while the conditional variance is not. In chapter 4,
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the Heston model shows us the good estimations for both mean and variance for
Zy, and good mean estimation but bad variance estimation for X;. If we have the
information about the model that one variable’s variance is connected with another
variable’s mean, such as the Heston model, we can try to modify GPR methodology
to estimate X; based on Z;.

3. GPR has great potential for the parameters inference for multivariate SDE’s. MCMC
approach based on Euler approximation and Gibbs sampling can give solutions, but
it is computationally too expansive. Nevertheless, 3% ESS factor value for popular
Heston model can be of tremendous practical significance. As we mentioned before,
sample from Gaussian distribution is really fast. As we can see in the last part of
chapter 4, GPR-~Z method achieve reasonably better posterior estimation than MCM-
C method when same size of samples are used. In addition, there is still modification
can be made to the methodology, such as the choice of the covariance function.

For the future work, there is still a lot to be done. Such as,

1. In practice, Heston model only has observations X, not Z;. This proposed method-
ology would have to be adapted to impute Z; based on X; before the GPR approxi-
mation.

2. In the Heston model example, we find out that GPR estimation for X; is not so good,
which is because the variance of X; depends on the value of Z;,. However, if we can
modify GPR covariance function and include the information of Z; for the variance
of X;, we might get an better estimation for X; using GPR.

Overall, GPR with its advantages deserves more attentions in the study of inference
for continuous stochastic process. With the possible adaptations, the potential of GPR
importance sampler based parametric inference is still yet to be further explored.
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Appendix A

Profile Likelihood

In the one-response GPR, we the log-likelihood function is:

1 1
If we define ( 2
B — (2 — x5 o
M = {exp (—2)\2 )}n*n, ih,j=1,2....n (A.2)
Then,
V= G;ZM_l (A.3)
and
V| = noj|M| (A.4)

So we can simplified A.1 into:

™

1 1
00) = =07 2=Y' MY — ~log |[M] — 5

2
i ) og oy (A.5)

To maximize the log-likelihood function over the scale of 0}20, which means:

1 n Y'M-Y
4 —1 _ A2

So if we are give the value for A\, we can get the profile estimation of a]% as shown above.
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In multi-response GPR, when we are given the value for V' as defined in section 2.4, we
can make a transformation to Y and get Z = U~'Y. So we will have the result

7' =(Z,,... . 2) = Zi~N(0,%), i=1,....N (A.7)

where N is the number of the observation, because every row of Y, Y; ~ N(0,V;,;X).

So every Z; is a realization of N(0,X). According to the MLE,

N
N NM 1 .
1ogl:[ F(Zi]D) o< ((E) =~ log || — ——log2m — & 21: Z3' 70 (AS)
and the matrix derivative rule,
8tT’(AXB) . 81n|a,X| S
ox - BA L —ox =X (A.9)

where X is a matrix. Assume x = X! then we get

k) N | 1 e SN ziz 7z
= — —_ - Z,ZZ :O:> il — Z — i=1 = Alo
ok 27 T3 ; i " N N (A.10)
so we will have the result that
. 1 1 .
Y= NZ’Z = NY’V‘lY = (6ij)mxm (A.11)

where No;; = Y/V~1Y].

Noticed that the following properties of Kronecker Product can be useful of further
simplify the likelihood function:

det(A ® B) = [det(A)]’ x [det(B)]"

(AB)'=A"1® B!

where A and B are random square matrix with the size of a x a and b x b.
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Now, let’s take a look at the (2.18), and the first part of that can be simplify as

vec(Y) O tvec(Y) = (Y1, Ya, ..., Yar) ('@ VY (Y1, Yo, ..., Yar)

! —1 / —1
0’171‘/ ct O‘LMV
/ . . .
:(}/17}/277YM) : .. : (Yh}/%aYM)
/ —1 / —1
O-M,].V c O_Mva
M M
= o YV, =N ol 0y
- 4,071 J 1,77 0]
,5=1 ,5=1

where o} ; is the (i,j) element of Y7t and Y; = (yii, Yoi, - - > Yni)
The second part of (2.18) is

log |C| = Mlog |V |+ Nlog |3

Y'vly
= Mlog|V| + N log T‘

Based on the profile MLE result in the previous part, we can simply (2.18) into

Y'V-ly

N < 1
00) === D (8i;015) — 5 (Mlog|V| + Nlog | —

,j=1

)) (A.12)

where &} ; is the (i,j) element of Sl and Y = (Y1i Y21y - -+ Yni)'-
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Appendix B

Mathematical Deduction of
Conditional Distribution

All the definition will be the same as we used in Chapter 2.

L [ K K 7' [4B
SITIEY:

where K, K, and K,, are the covariance matrix. K and A are n X n matrices; K, and B
are 1 x n matrices and K,, and C are 1 x 1 matrices.

Based on the algebra knowledge about how to compute inverse matrix, we have

A= (V= VIVLV) T =V 4 VAV, = VYY) Y
C = (Voo = VYV = VL4 VIV = VIVZIV) VIV
B=-V 'V.(V-VV,V,) ' = -V V/(V,, - V,yvV/)7!

5| = [V][Va — VIV

(B.2)

As we remember the joint probability density function for the n-dimension observation
vector Y is

1

M= e

(B.3)

Y'V-lY
2

exp {—
Now, if we have a point to estimate, we can view the observations and the expected
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point as a sample from an n 4+ 1 dimension multivariate Gaussian. The joint probability
density function for the observations and the prediction point should be

1 (Y/,y*)/E_l(Y/,y*)

forym(Yoy) = any e P |~ 5 (B.4)

where (Y, y*) is an 1 X n matrix, and ¥ is defined in (B.1).

According to the definition of the conditional distribution and using the (B.1) and
(B.2),

Jown (YV,y7)
X )= 22y V07 7
Ty IY(?/ 1Y) Fr(Y)
(271')71/2"/’ 1 e . B
= e, - Vvt O | Tl BT ) - YT
1
T e V., — v exp(4)
(B.5)
where A = —3(y — ViVY) (Vi = VIV My = VY.
In conclusion,
yIY ~ N(K.KY, K., — K.K_,K) (B.6)
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