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Abstract

Sharing the resources of multiple wireless networks with overlapped coverage areas has a po-

tential of improving the transmission throughput. However, in the existing frameworks, the

improvement cannot be achieved in congestion scenarios because of independent congestion

control procedures among the end-to-end paths. Although various network characteristics

make the congestion control complex, this variety can be useful in congestion avoidance if

the networks cooperate with each other. When congestion happens in an end-to-end path,

it is inevitable to have a packet transmission rate less than the minimum requested rate due

to congestion window size adjustments.

Cooperation among networks can help to avoid this problem for better service quality.

When congestion is predicted for one path, some of the on-going packets can be sent over

other paths instead of the congested path. In this way, the traffic can be shifted from a con-

gested network to others, and the overall transmission throughput does not degrade in a con-

gestion scenario. However, cooperation is not always advantageous since the throughput of

cooperative transmission in an uncongested scenario can be less than that of non-cooperative

transmission due to cooperation costs such as cooperation setup time, additional signalling

for cooperation, and out-of-order packet reception. In other words, a trade-off exists between

congestion avoidance and cooperation cost. Thus, cooperation should be triggered only when

it is beneficial according to congestion level measurements.

In this research, our aim is to develop an efficient cooperative congestion control scheme

for a heterogeneous wireless environment. To this end, a cooperative congestion control

algorithm is proposed, in which the state of an end-to-end path is provided at the desti-

nation terminal by measuring the queuing delay and estimating the congestion level. The

decision on when to start/stop cooperation is made based on the network characteristics,

instantaneous traffic condition, and the requested quality of service (QoS). Simulation re-

sults demonstrate the throughput improvement of the proposed scheme over non-cooperative

congestion control.
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Chapter 1

Introduction

The global Internet Protocol (IP) traffic in the year 2005 was two exabytes per month.

According to a Cisco forecast, the busy-hour of global IP traffic will increase fivefold by

2015 as compared to 2010, while the average traffic will increase fourfold [1]. As a result,

it is expected that network congestion will become a more critical problem in the near

future. Cisco also predicts that the traffic from wireless devices will exceed traffic from

wired devices by 2016. Wi-Fi and mobile devices will account for 61% of IP traffic. In

addition to the growth of wireless traffic volume, more strict and specialized quality-of-

service (QoS) is required for new applications. In other words, high-speed, always-connected,

and everywhere-available Internet access with much restrictive failure tolerance will become

necessary in the near future. In order to satisfy the requested QoS, congestion control should

be studied for the future Internet.

1.1 Network Congestion

Congestion, in data networking, refers to a situation in which the quantity of data packets

sent through network paths is more than what the network can accommodate. In this

situation, any increase in the source data transmission rate results in no improvement, or

even reduction in transmission throughput. In a data network, congestion is inevitable,
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because network resources are shared among users to achieve efficiency and scalability, and

different users may simultaneously request a high rate or their peak rate values. When a

network becomes congested, the queuing length of the server becomes very large in a short

period of time and buffers overflow, leading to packet loss or delay. In order to deal with

this problem, many techniques have been proposed, generally known as congestion control

techniques.

Congestion control is a strategy to manage network input traffic, in order to avoid con-

gestion, and to ensure network stability, throughput efficiency, and service fairness among

the end users. These goals can be achieved by end-to-end congestion control protocols such

as transmission control protocol (TCP) [2]. End-to-end congestion control is established at

the transport layer that is responsible for controlling the input traffic via the source and/or

destination. In other words, ensuring a reliable end-to-end connection while the delay, con-

gestion, and flow are sufficiently under control to satisfy the required QoS is the transport

layer’s responsibility. Moreover, modifications in an end-to-end congestion control protocol

need to be applied only at the two end terminals, and the settings in the entire network

including routers remain unchanged. Therefore, end-to-end congestion control has played

an important role in the Internet traffic control. In this research, we focus on end-to-end

congestion control from the transport layer perspective.

The most well-known end-to-end congestion control protocol in the Internet is the TCP,

where a source uses a congestion window (CW) to control the input traffic without employing

any explicit information about the internal structure of the network and other network ter-

minals. It uses the feedback information sent from the destination to the source. A feedback

notifies the sender by an acknowledgement (ACK) packet whether or not the transmitted

packet1 has reached the destination. One important factor leading to the Internet success

in the past decades is the TCP performance improvement that has mades TCP popular for

1The smallest unit of data at the transport layer is called segment, which includes a transport layer header
attached to a network layer data packet. Here, the term “packet” always refers to segment or TCP packet
for simplicity.
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various Internet services. Even for real-time services such as video streaming, the TCP is

widely used for more than 50% of commercial streaming recently instead of the user data-

gram protocol (UDP) [3, 4]. For example, popular applications (such as Skype) use the TCP

as their transport layer protocol to pass through network address translators and firewalls

that block UDP traffic. However, since both congestion avoidance and real-time transmission

are required, developing QoS solutions for congestion control algorithms is very important

for the future Internet.

1.2 Heterogeneous Wireless Environment

The need to facilitate the Internet access from mobile users requires Internet compatibility

in the wireless infrastructure. Currently, LTE and WiMax are all-IP packet switched net-

works and can be connected to the Internet backbone. However, there are many technical

challenges in mobile wireless networks that do not exist in the wired Internet and, there-

fore, an always-connected, everywhere-available, and high-speed Internet access is not fully

supported yet in wireless networks. Specifically, wireless transmission performance degrades

due to propagation impairments and user mobility. Although the performance of TCP in

the wired Internet is acceptable, it is shown that TCP performance degrades in wireless

networks [4, 5]. Hence, different congestion control protocols have been proposed for a wire-

less scenario [6, 7, 8], and QoS provisioning in wireless networks has been a focus of some

recent research works [9, 10, 11]. Especially for multimedia services, various applications

have different QoS requirements and traffic characteristics, which lead to more complicated

congestion control problems [12].

Each wireless network is designed to satisfy service requests in a specific application envi-

ronment. Consequently, coverage area overlapping of multiple wireless networks has become

more probable. An environment in which the coverage areas of different wireless networks

overlap is referred to as a heterogeneous wireless environment [13]. Integrating various wire-
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less access networks can be deployed through IP-based core networks (CNs) or the Internet

backbone. Using an IP platform, different access networks with different technologies and

infrastructures can be gathered into a single IP-based infrastructure. Therefore, it is possi-

ble to deliver various services to the end terminals using different networks, independent of

their technology differences. As networking technologies advance, it is expected that more

and more end terminals will be equipped with multiple wireless interfaces for Internet ac-

cess. Therefore, multiple paths can be established between end terminals and the Internet

backbone. Multi-path transmission uses multiple paths from different networks in a hetero-

geneous environment to connect a source to a destination. The connection via multiple paths

is called an association [14], which has a potential of increasing network resource utilization

and improving service quality [8]. It can accommodate different service requests through

multiple networks, or transmit data simultaneously through different paths to improve end-

to-end packet delivery [15]. As various network resources are available in a region, end hosts

can enjoy increased network capacity via simultaneous multi-path utilization [16].

Figure 1.1 illustrates a simple heterogeneous environment in which WiMax and cellular

networks are available simultaneously for a number of terminals. Each terminal is located

in the coverage area of a cellular network. Moreover, some terminals are also connected

to the WiMax network. Such terminals can establish simultaneous transmissions through

the WiMax and cellular networks. Therefore, a complete data transmission from a specified

source terminal to a destination terminal is provided through a WiMax/cellular network,

the Internet backbone, and then another WiMax/cellular network, respectively.

The TCP performs well in a primary wired Internet scenario, in which only one path

is exploited, and delay and congestion losses are tolerable or avoidable. However, using

the traditional congestion control protocol for each path of an association in multi-path

transmission makes the protocol unfair. For example, in a scenario of two paths with similar

round trip times (RTTs), if we run the regular TCP on both paths, the multi-path flow would

obtain twice as much throughput as the single path flow, which is not fair. A straightforward
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Figure 1.1: A heterogeneous wireless environment containing cellular and WiMax networks

solution is to run weighted TCP on each sub-flow based on the available bandwidth, as

discussed in [17]. However, for the paths with heterogeneous characteristics, this approach

can degrade the transmission throughput [18]. To increase the multi-path transmission

throughput from the transport layer perspective, different methods have been proposed in

the literature [13, 14, 18, 19, 20, 21, 22]. However, existing protocols suffer from some

limitations which have become our motivation for this thesis as discussed in the following.
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1.3 Motivations and Objectives

Multi-path transmission is to achieve reliable end-to-end transmissions. That is, when a path

fails, the connection interruption can be avoided by switching from that path to another one.

However, switching – or handoff in a mobile wireless environment – between paths may cause

intolerable delay and/or packet loss. Therefore, a well-designed mechanism for multi-path

transmission is needed to provide required reliability [18].

As an alternative approach, flexibility in sharing resources in different networks is achiev-

able through multi-path transmission by splitting the traffic into independent paths [15]. A

mobile host can have access to the Internet via multiple access links such as Bluetooth,

WiFi, and cellular network modems, each of which has its corresponding service provider.

The choice of a network for a specific data transmission should be made based on factors

such as bandwidth, throughput, latency, jitter, QoS requirements, cost, power consumption,

interference, and traffic patterns [18]. The simultaneous use of multiple paths in data trans-

mission to enhance the overall bandwidth available to a wireless node is an advantage of

multi-path transmission in terms of high transmission rate, low packet loss rate, and low

transmission delay. As a result, it is desirable to stream data packets across all interfaces

simultaneously whenever necessary.

The issues associated with multi-path transmission can be addressed from an end-to-end

transport layer point of view. Dealing with multi-path transmission at the transport layer

has become attractive recently, as the lower layers cannot completely remove all differences

in delay, packet reordering, and losses to make multiple paths seem like a single path from

the transport layer viewpoint. Moreover, transport layer design has some unique advantages.

Below the transport layer, shifts of traffic between paths cannot be controlled as the infor-

mation is too coarse [23]. Therefore, the transport layer design is necessary for an efficient

implementation of multi-path transmission.

Various proposals have been addressed in the literature over the past decade in the area

of multi-path transport layer protocols. However, existing protocols suffer from difficulties in
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guaranteeing QoS, while seeking optimal resource allocation, managing delays, and having

scalable additive increase-multiplicative decrease (AIMD) congestion control. The existing

congestion control protocols for the multi-path transmission mainly focus on wired networks

[24, 25] without addressing time-variant delay of each path, different RTTs of multiple paths,

packet loss due to wireless channel fading and other heterogeneous wireless network char-

acteristics. Moreover, the existing protocols have independent congestion control for each

path, in which the overall transmission rate may decrease in a congestion scenario, even if

some networks are under-utilized. The current transport layer protocols make it possible

to transmit packets through multiple paths simultaneously, but they do not achieve maxi-

mal congestion avoidance. Therefore, a new congestion control protocol is required, which

should be scalable, reliable, and stable for the future Internet and be suitable for a het-

erogeneous wireless environment. Although it is shown in [26] that the variety in network

characteristics makes congestion control complicated, this variety is expected to be useful in

congestion avoidance if other available networks are not congested and can cooperate with

the congested network. More importantly, cooperation for congestion control among avail-

able networks can be useful not only in packet retransmission [21], but also in the actual

packet transmission. The latter, which is the focus of this work, refers to sending some of the

on-going packets through an uncongested network instead of the congested one in a conges-

tion period, without decreasing the overall transmission rate or degrading QoS. Therefore,

cooperation among available networks is expected to improve data transmission throughput,

and to utilize resources more efficiently in each network.

In this research, our aim is to develop a cooperative congestion control algorithm for

multi-path transmission of video streaming in a heterogeneous wireless environment. By

means of dependent but separate congestion control procedures, unused resources of hetero-

geneous networks can be used for congestion avoidance. When congestion is predicted for one

path, other paths will be notified to help the congested path by moving the traffic load away

from the congested path. Hence, the CW reduction of a congested path can be compensated
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by the increased CW of other paths. In this way, the overall packet transmission rate does

not decrease, packet loss is reduced, and satisfactory QoS can be achieved. Different from

prior works that focus on wired networks with a constant RTT [18, 19, 21, 22] or similar

RTTs for different paths [19, 21], this research focuses on heterogeneous wireless networks

where different RTTs are expected for different paths.

For the cooperative congestion control, it is necessary to find proper time instances to

initiate and terminate cooperation. Since a trade-off exists between congestion avoidance

and cooperation cost, the congestion levels of the end-to-end paths should be estimated and

compared to the calculated cooperation thresholds to decide whether or not to start/stop

cooperation.

1.4 Outline of the Thesis

In this thesis, in Chapter 2, congestion control and its challenges in a wireless environment

are summarizes. In Chapter 3, we provide an overview of the state-of-the-art of multi-path

transmission techniques for QoS provisioning in wireless Internet access from an end-to-end

transport layer perspective. The system model for the heterogeneous wireless environment

under consideration is presented in Chapter 4. Cooperative congestion control algorithm

development is studied in Chapter 5, where the problem of cooperation start/stop times is

formulated and the proposed congestion control scheme is evaluated. Chapter 6 concludes

the research and identifies the future research directions.
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Chapter 2

Congestion Control in Wireless

Networks

2.1 Congestion Control

Congestion can be expressed as an overload state in a network. Obviously, this definition

cannot describe when exactly congestion happens and how long the network remains in the

congestion state. Various descriptions in the literature specify the congestion state. The

most useful descriptions are as follows:

• Queuing theory definition - Congestion happens when the arrival rate exceeds the

service rate.

• Networking definition - Congestion is defined as running out of buffer space, at

which point packet dropping starts. This definition agrees exactly with the TCP

definition for congestion.

• Practical data-base definition - The load on a network over a certain period of time

shows congestion happening. Thus, the mean link utilization describes the congestion

level.
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• General definition - If increasing the use of a service that is shared among a group

of people imposes a cost on the existing users, this service is congested.

Each of the preceding definitions has its own strength and weakness. The queuing theory

definition can be treated as a prediction of packet loss. However, in some rare scenarios,

the arrival rate becomes larger than the service rate for a short period in which the state is

falsely predicted as congestion. Therefore, the congestion prediction based on the queuing

definition is not error-free. On the other hand, the networking definition is more realistic, but

congestion cannot be prevented before it happens. The practical definition gives an insight

into traffic and channel conditions. However, it is based on the average load, which cannot

describe momentary congestion or a spike in data packet losses. The last definition seems

to be too general, but it can be useful in cooperation towards congestion control, and is the

only definition that takes other user conditions into account. In the following, the queuing

theory definition is considered because the queuing model can describe packet transmission

in heterogeneous networks. Moreover, the queuing theory definition can predict congestion

and can be used in a congestion avoidance scheme. However, the other definitions are also

incorporated in our congestion control proposal.

Figure 2.1 depicts a one-way data transmission with feedback for congestion control

between two end terminals. An end-to-end path from the source to the destination, which

is used for sending data packets, is called the forward path, while an end-to-end path from

the destination to the source, which is used for sending ACK packets, is called the backward

path. Using the received ACK information, the number of successfully received packets is

estimated at the source. Then, the CW size is set based on the congestion control strategy.

The most popular congestion control strategy in the Internet is the original version of

TCP with four functionality phases. One phase is chosen at a time based on the received

feedback from the destination and some pre-defined parameters. The CW size is the most

important parameter that shows the maximum number of packets that can be sent without

being congested. Each sending piece of information is labeled by a sequence number. To
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Source Destination 

Data packet transmission
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ACK packet transmission (Feedback)

Figure 2.1: End-to-end data and ACK transmission

notify the sender that the data is correctly received, TCP has a simple but useful ACK

mechanism. An ACK packet includes the sequence number of the last successfully-received

packet. If an out-of-order packet arrives at the receiver, a duplicate ACK is generated. Three

duplicate ACKs or no ACK during a timeout period are/is an indication of a packet loss.

Based on the provided parameters and TCP ACK strategy, TCP phases are performed.

The two main congestion control phases are slow start and congestion avoidance. In the

slow start phase, the initial CW size is set to one maximum segment size (MMS) and is

incremented by one MMS on each new ACK. When the CW reaches the preset slow start

threshold, the procedure enters the congestion avoidance phase which increases CW linearly.

If timeout happens, the slow start threshold is set to the half of current transmission window

size and the CW size is reduced to one MMS. Then, the slow start phase starts again. In

the case of three duplicate ACKs, TCP performs fast retransmission phase. This mechanism

allows TCP to avoid a lengthy timeout during which no data is transferred. If the ACK

is received in about one RTT after the missing packet is retransmitted, fast recovery phase

is entered. The CW size is set to slow start threshold and the congestion avoidance phase

starts, because the feedback shows that the slow start is not needed anymore.
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2.1.1 Congestion Control Categories

In order to study congestion control protocols, it is necessary to understand different types

of congestion control protocols and to apply the most relevant and useful category for a

target application. In the following, different congestion control categories are reviewed and

compared.

• Loss-based vs. Delay-based: Most congestion control protocols can be catego-

rized into loss-based or delay-based schemes. The congestion control in the current

mainstream TCP (TCP-Reno) is loss-based, meaning that it reacts to packet loss oc-

currences indicated by ACKs from the destination. The congestion measure is the

detected packet loss from the feedback for a loss-based scheme, and the queuing delay

for delay-based congestion control such as Fast-TCP. Delay-based congestion control

schemes have been shown to outperform loss-based approaches at higher transmission

rates [27]. However, for a large CW, the queuing delay is not an accurate predic-

tor of congestion level. In a network with a large bandwidth-delay product, using a

delay-based protocol to augment the basic AIMD of TCP is not a proper approach.

Instead, a fully delay-based protocol can be useful [27], where congestion loss rarely

happens, and the queuing delay can be estimated more accurately. Another advantage

of delay-based design in wireless networks is the ability to distinguish random loss due

to dispersive fading channels from the one due to congestion loss.

• Packet-level vs. Flow-level: Congestion control can also be classified into packet-

level and flow-level approaches. The flow-level perspective has a macroscopic view

of the congestion control. It aims at achieving high resource utilization, low queuing

delay and loss, proper fairness, and stability. The packet-level design implements the

flow-level goals within the constraints imposed by end-to-end control. Historically, in

congestion control protocol development, such as in TCP-Reno, the packet-level control

is first developed, and then the flow-level control is added to achieve the required
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stability and fairness. In more recent protocols such as Fast-TCP [28] and stream

control transmission protocol (SCTP) [14], the packet-level design is considered after

the flow-level design [27, 29].

• Window-based vs. Rate-based: Congestion control protocols can also be catego-

rized from another viewpoint into window-based or rate-based protocols [29]. Window-

based congestion control protocols are mainly based on the generic AIMD algorithm or

other approaches with linear CW growth. All strategies in window-based protocols are

to find the best increment and decrement steps given the CW size. On the other hand,

rate-based congestion control is equation-based, which finds the maximum acceptable

data rate according to a recent loss rate. Thus, the sender updates its transmission rate

based on the control equation. Generally speaking, developing a rate-based congestion

control algorithm is more complicated than developing a window-based one [27].

• Multicast vs. Unicast: Based on the application, a congestion control protocol

needs to be unicast for a one-source to one-destination flow, or multicast for one-

source to many-destination flows in the Internet. Multicast congestion control is more

challenging than unicast as traffic should be distributed along many paths to different

destinations. Thus, a multicast scenario is similar to the multipath TCP in terms of

dealing with more than one path, but is completely different from multi-path TCP in

terms of the number of destinations.

In this work, a window-based unicast scheme that uses queuing delay as the congestion

measure is considered. Both packet-level and flow-level perspectives are used for cooperation-

time calculation as both need to be studied for every congestion control proposal to control

packet transmission in one RTT and to manage the packets in a flow, simultaneously.
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2.2 Congestion Control Challenges in a Wireless Envi-

ronment

Generally speaking, performance of the popular congestion control protocol for the Internet,

i.e. TCP, degrades in mobile wireless networks. The degradation is because, in a wireless

network, transmission errors or packet losses happen not only due to congestion, but also

due to other error sources such as channel fading, mobility, and channel contention nature

of wireless networks, which are mostly unavoidable. However, the TCP cannot distinguish

among different error sources and all transmission errors are attributed to network conges-

tion. Thus, TCP decreases its CW size in response to all kinds of packet loss unnecessarily,

leading to a performance degradation. Therefore, in order to develop a congestion control

protocol for a wireless environment, different challenges such as single and burst packet loss

and power limitation issues should be addressed.

In wireless networks, a fading dispersive channel can cause a high bit error rate. When

a data packet is lost, a timeout happens or duplicate ACKs are generated. Then, TCP

decreases its CW unnecessarily. Moreover, a large number of retransmissions are scheduled

in this case, which consumes power and increases the link traffic. Also, in a wireless network,

a connection should be kept alive as a user roams around. In an infra-structured network,

when a mobile host wants to leave the coverage of a base station or access point and connect

to another one, some packets can be lost during the handoff. In general, due to limited

radio coverage and user mobility, frequent handoffs occur. Thus, the link experiences a short

disconnection during a communication session. It is shown that a short disconnection can

stall the TCP during a long period even more than the disconnection time [30].

Another characteristic of wireless networks which may lead to packet loss is the broadcast-

ing nature of wireless signals which can lead to channel contention. Because of broadcasting,

signals may interfere with each other. Hence, a collision is sensed and transmission may fail.

This problem is more common in TDMA-based multi-hop wireless networks.
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Another challenge of TCP is the burst packet loss. In channel deep fading, more than

one packet can be dropped. It is shown that more than one packet loss in one round trip

time can degrade TCP performance significantly. Moreover, mobility can cause burst packet

loss. In an infra-structured network such as a cellular network, a mobile host may leave one

cell and enter another one. Thus, it should be disconnected from previous base station and

then connected to the new one. Some packets may be lost in the handoff process. In ad-hoc

networks, network partitions and any change in routing can cause packet loss for a short

duration, which leads to a burst loss.

Another wireless network property is the limited power and energy. It has been shown in

[30] that the total consumed-energy for TCP decreases by increasing its goodput. Therefore,

to conserve energy, it is very crucial to minimize the number of transmissions and perform

the needed operations in an efficient manner.

TCP performance degradation is different among various wireless networks. In infra-

structured networks, a high bit error rate is not negligible. Moreover, frequent handoffs by

mobile hosts cause burst losses in wireless networks. In satellite networks, the link is capable

of sending at a high data rate. Therefore, the slow start phase in TCP is not efficient for this

type of networks, as it takes too much time to reach the high bit rate of satellite networks.

In addition, there are long delays in satellite networks because of long distances between

a source and a destination. In ad-hoc networks, along with a high bit error rate, network

partitioning and changes in routing affect TCP goodput. Accordingly, many network-based

congestion control protocols have been proposed in the literature [31, 32, 33].

2.3 Congestion Control Protocols for Wireless Net-

works

In order to improve the TCP performance in mobile wireless networks, several solutions have

been proposed in the literature [34, 35]. There are also non-TCP based approaches such as
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wireless application protocol (WAP 1.0 or WAP 2.0 [36]), that are designed basically for

flow control in mobile wireless networks. However, TCP-based protocols are more popular

as they act fairly when there are coexisting TCP flows in the wired Internet [37].

TCP-based congestion detection approaches differentiate the random loss and burst loss

from congestion loss, and can be categorized into reactive and proactive schemes [35]. The

reactive congestion detection approaches use the feedback provided by ACKs to calculate

the TCP parameters. Then, based on the current TCP parameters, the CW size is updated.

Proactive congestion detection, on the other hand, uses the network condition to estimate

the path capacity, end-to-end delay and other parameters. Then, the flow rate is managed

based on the TCP state. All these approaches improve the congestion control performance

in wireless scenarios, but do not completely eliminate the performance degradation in the

wireless domain. Among reactive congestion control approaches, TCP-Probing modifies

TCP at the source terminal. A significant shortcoming in the TCP protocol is entering the

retransmission phase unnecessarily when three duplicate ACKs are received or a time-out

occurs. To address this problem in TCP-probing, instead of entering the retransmission, two

probing packets called prob1 and prob2 are sent through the link to ensure about the source

of packet loss. Using the prob1 and prob2, RTT1 and RTT2 are calculated and compared

to the original RTT. If both RTTs are less than the original RTT, the channel condition is

acceptable (congestion is not probable), and thus TCP continues to control flow rate and

ignores time-out or duplicate ACKs. If RTT2 or both RTTs are greater than the original

one, fast retransmission should be started and CW should be decrease [38]. In this method,

probing increases the traffic in the link.

State suspension approaches follow another TCP-based congestion control strategy for

wireless networks in which congestion control is suspended for a specific time. TCP-Delayed

Congestion Response (TCP-DCR) is a state suspension approach that improves the TCP

robustness to non-congestive events. In this method, the receiver waits for an RTT after the

first duplicate ACK is sent. Thus, it is more likely that out-of-order packets are received at
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the receiver in this waiting time due to different packet delays in the wireless link. In this

way, unnecessary retransmissions due to reordered packets at the destination are avoided.

Simulation results show the improvement of performance using this method as compared to

previous ones in delayed wireless networks [39]. It is worth nothing that adaptive waiting-

time can improve TCP-DCR performance in different networks especially in ad-hoc networks.

A successful proactive approach is the TCP-Westwood which can be used in both wired

and wireless networks [40]. TCP-Westwood monitors the rate of acknowledged data to

control the CW size. When a new ACK is received, the amount of acknowledged data is

used to estimate the bandwidth of the link. The estimated bandwidth of the connection

is obtained by applying a discrete-time low-pass filter. Then, the slow start threshold is

calculated as the product of the estimated available bandwidth and the minimum RTT

sampled throughout the duration of the connection divided by the packet size. This method

improves the performance of congestion control in the presence of non-congestion losses.

As mentioned before, congestion control performance degradation varies among different

wireless networks, and some congestion control protocols are proposed for a specific network.

For example, the TCP-Peach algorithm is proposed to compensate for TCP performance

degradation in satellite networks due to long path delays and a high bit error rate [31]. In

TCP-Peach, two phases of regular TCP are changed. The slow start phase is replaced with

fast start, and fast recovery with rapid recovery. Dummy packets are added to get more

information about available network flow rate. To this end, a low-priority dummy packet

is sent along with data packets. If congestion happens, the dummy packet will be dropped

first. Therefore, receiving ACK for the dummy packet ensures TCP about more available

bandwidth. If the TCP phase is fast start, the transmission window will be increased rapidly

due to correctly transmitted dummy packets. Hence, the high data rate of satellite networks

can be achieved in a short time. The same situation holds in the rapid recovery in which

the ACKs of dummy packets allow TCP to increment the CW size rapidly and continue

sending data. This method is reactive, and congestion happens before the CW modification.
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Furthermore, dummy packets cause more frequent congestions. TCP-Peach also increases

the traffic of the link without sending more information. Therefore, the goodput is not

improved as much as expected.

TCP-Veno is an strategy that deals with random loss in infra-structured networks. The

backlog accumulated along the communication path is estimated first [32]. If it is less than a

threshold, a non-congested link can be assumed. If extra packets are more than the threshold,

congestion is assumed. This backlog is estimated as the product of minimum measured RTT

and the differences between the expected and actual rates. The expected rate is the CW

size divided by the minimum measured RTT and the actual rate is the CW size divided by

the smoothed measured RTT. As a drawback, TCP-Veno resumes decreasing the CW size

in burst loss, which degrades performance for that case.

TCP-Feedback uses routers’ assistance to improve the TCP performance in ad-hoc net-

works due to route failures. In ad-hoc networks, there are some intermediate mobile hosts

between the source and destination. A node, which becomes aware of the next mobile host

disruption, transmits a route failure notification to the source. Every node that becomes

aware of this notification, stops packets from being forwarded in this route and uses an al-

ternate route if available. The TCP discards all timing variables such as time-out counter

and stops sending packets until it assures about an alternate route. This happens when

the failure node sends another notification about another available route. Then, the TCP

restarts and all unacknowledged packets are retransmitted first [33]. Unlike previous meth-

ods, TCP-Feedback can handle any wireless route disruption along the transmission path.

However, it creates burst traffic immediately after the connection reestablishment, which

can cause packet congestion. It is worth noting that all state suspension approaches suffer

from time varying behaviours of wireless networks. This is because they suspend TCP and

continue transmission after reconnection using the previous link flow rate and RTT, which

likely are not valid for the current link.

Receiver-Assisted Congestion Control (RACC) has been proposed to improve the through-
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put of congestion control in high-speed lossy wireless networks by integrating the loss-based

and delay-based schemes [41]. In this protocol, the source terminal sets the CW size based

on the AIMD scheme. At the same time, the destination helps to choose a proper CW

size by providing a delay-based bandwidth estimation. Simulation results show that RACC

outperforms TCP in high-speed wireless networks.

In some congestion control protocols for wireless networks, routers are employed to dis-

tinguish random loss from congestion loss. TCP-Jersey is a congestion detection approach

that uses routers to implement the approach [42]. It uses the same idea as TCP-Westwood

to estimate the bandwidth of connection, but the estimation is calculated in a simpler way.

TCP-Jersey uses congestion warning in congestion-notification routers to distinguish ran-

dom errors from congestion. The router marks all congested bits in the IP header when

the average queue length exceeds a given threshold. It is shown that TCP-Jersey performs

friendly to TCP. Simulation results show that TCP-Jersey works better than all previous

discussed methods in wireless networks even for high bit error rates. However, it has poor

performance in the presence of burst loss. TCP-Casablanca applies a biased queue man-

agement to de-randomize congestion loss, such that it can be distinguishable from random

loss based on their different distributions [43]. The streams of data which are ready to be

sent to the destination are labeled by “in” and “out” marks. Every transmitted packet is

marked “out” and so are retransmission packets. When a router experiences congestion, it

drops out-marked packets. In this way, most of the packet losses due to congestion are out-

marked packets. But in a wireless network, the packet loss distribution is random. So, the

congestion can be distinguished from random loss and rate decreasing is avoided in random

loss. Simulation results show that this method can distinguish congestion loss from random

loss with 95 percent of accuracy. However, TCP-Casablanca similar to TCP-Jersey needs

routers to participate accurately in this strategy.

Mobile-host-centric transport protocol (MCP) has been proposed for a scenario where

one end terminal is mobile [44]. This includes both source and destination terminals. The
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congestion control is managed from the mobile terminal using the local available information

about the packet loss. Therefore, the CW size is set at the source or destination based on

the mobile node. This protocol is mainly defined for the scenario that the mobile user is

connected to the wireless network and the other end is a server in a wired network.

As discussed in the description of wireless congestion control protocols, every protocol

focuses on providing a solution for a specific challenge in a wireless network. The discussed

congestion control protocols and their differences are summarizes in Table 2.1.

Table 2.1: Congestion control proposals in the literature for a wireless network

Protocol Name Modifid node Application Year

TCP-Peach [31] Router & Source & destination Satellite 2001
TCP-Probing [38] Source Wired/Wireless Networks 2000
TCP-Veno [32] Source Wired/Wireless Networks 2003
TCP-Westwood [40] Source Wired/Wireless Networks 2002
TCP-Jersey [42] Router & Source Wired/Wireless Networks 2004
TCP-Casablanca [43] Router & Source & destination Wired/Wireless Networks 2005
TCP-Feedback [33] Router Ad-hoc 2001
TCP-DCR [39] Destination Delayed wireless networks 2005
MCP [44] Source & destination Wireless/Wired Networks 2007
RACC [41] Source & destination High-speed wireless networks 2010

2.4 Summary

In this chapter, we first introduce congestion control definition and categories. Then, we

discuss congestion control challenges in a wireless network and review some protocols pro-

posed for congestion control in a wireless scenario with significant improvements. Every

proposed congestion control protocol improves the throughput from an aspect which may

not address other challenges of wireless networks. Although the throughput of congestion

control in wireless networks is improved using the proposed protocols, proposing a TCP-

friendly congestion control protocol that works efficiently in wired/wireless scenarios is still

an open research problem.
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Chapter 3

Overview of Multi-path Congestion

Control

This chapter summarizes the existing works on multi-path congestion control and their ad-

vantages and limitations. Major challenges in end-to-end congestion control for a heteroge-

neous wireless environment are also discussed. Gathering this information from the literature

gives an insight into important problems that need further research.

3.1 Congestion Control Challenges for Multi-path Trans-

mission

In order to establish a reliable end-to-end multi-path connection, some requirements should

be satisfied at the transport layer. First of all, as the TCP does not support multiple

interfaces with multiple IP addresses, a simultaneous connection to multiple paths needs

to be provided. Then, concurrent packet transmissions through those paths are requested.

Second, in multi-path transmission, the probability that the packets reach the destination

out-of-order is significant. Third, fairness is not often achieved in the coexistence of flows in

multi-path and single-path transmissions. These challenges are discussed in the following.
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3.1.1 Concurrent Multi-path Transmission

For a multi-path transmission, the multi-homing is a feature that enables a transport layer’s

association with multiple IP addresses at each end of the association. This binding allows

a source to transmit data to a multi-homed receiver through different destination addresses

[45]. Thus, multi-homing is essential for simultaneous connections in heterogeneous networks.

The first reliable transport layer standard to support multi-homing is the SCTP [46]. The

SCTP is standardized by the Internet engineering task force (IETF) as a reliable transport

protocol [14]. It has many important features of the TCP such as window-based congestion

control, error detection, and retransmission along with multi-homing and multi-streaming.

In the SCTP, multi-homing is enabled by letting two endpoints set up a connection with

multiple IP addresses (an association) for each endpoint. One of those addresses is labelled

as the primary and the others are as backup addresses. This capability enables the SCTP

to communicate between two endpoints using multiple links. However, the SCTP does not

support simultaneous transmission through the multiple paths and, therefore, cannot fully

benefit from multiplicity of the available networks.

Utilizing the available paths for simultaneous transmission of data packets can be achieved

at the transport layer through concurrent multi-path transmission [21], which is a concurrent

transfer of new data from a source to a destination via two or more independent paths. The

idea of concurrent multi-path transmissions is to use the multi-homing feature to distribute

data across multiple end-to-end paths. It is used in recent multi-path congestion control

protocols such as [21, 47, 48].

3.1.2 Packet Reordering

Another challenge for congestion control protocols in mobile wireless networks is packet

reordering or out-of-order packet reception at the destination. Many congestion control pro-

tocols (such as the TCP) require a strict byte-order delivery that cannot tolerate various

path delays. In heterogeneous wireless networks, packets experience different delays because
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of the disparity in network infrastructures. Also, propagation attenuation, shadowing and

fading can result in different transmission delays in wireless networks. When packets are

delivered with different delays, one packet may arrive later than its subsequent packets.

This phenomenon is called out-of-order delivery and causes the congestion control proto-

col to reduce the transmission rate mistakenly. Moreover, as the packets received at the

destination earlier should wait for the delayed packets to resume the original order, a long

delay is expected in packet transmission. As a result, for multi-path transmission in het-

erogeneous networks, modifications are required to minimize packet reordering or its effect

in the congestion control. To overcome the reordering problem in multi-path transmission,

the adaptive load balancing algorithm (ALBAM) is proposed where the priority of choosing

a path for packet transmission is given to the lowest-delay path. In this way, reordering is

eliminated in multi-path transmission [49]. However, the throughput performance of packet

transmission degrades due to this priority condition.

In a single-path transmission, out-of-order packet reception is mainly due to router ac-

tivity pauses, parallelism in high speed routers to provide packet stripping, and link-layer

retransmissions to recover losses in wireless networks [50, 51]. However, the packet reorder-

ing is ignored in most single-path congestion control proposals [52]. In our system model,

packet reordering is more significant since different delays in various end-to-end paths are

inevitable.

Packet reordering has major negative effects on congestion control throughput and end-

to-end transmission delay. First, a delayed packet may be treated as a lost packet and cause

the congestion control to retransmit the packets unnecessarily. Second, packet reordering

results in incorrect congestion detection which is followed by decreasing the CW size, and

leads to throughput degradation. Third, as an ACK packet is only sent for an in-order

received packet, acknowledging several packets after receiving the delayed packet leads to a

huge increase of the CW size. The latter causes the source transmitting a burst of packets

which may lead to congestion in the network. Finally, the waiting time for a delayed packet
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to resume the original order of packets may violate QoS requirements of real-time services.

In our system model, we focus on video streaming, unnecessary packet retransmission does

not happen. However, CW size reduction, burst of packets transmission, and unacceptable

delay need to be considered in cooperative congestion control.

Although the existing reordering reduction schemes improve the congestion control through-

put significantly, their performance in multi-path scenarios is degraded due to the time-

variant end-to-end delay of each path [50]. Therefore, the existing reordering reduction

schemes are not applicable to heterogeneous wireless networks.

3.1.3 Service Fairness

Service fairness is essential for every congestion control protocol. Fairness from an end-to-

end viewpoint is achieved if, at the equilibrium, the considered network resource such as

available bandwidth is shared fairly among the sources, using only the information available

to the end hosts and without any help from intermediate nodes or routers [53]. Different

definitions have been proposed for the fairness in congestion control protocols [9, 53, 54, 55].

The possibility of a congestion control protocol to be fair is studied in [56]. For single-

path transmission, max-min flow rate fairness is proposed in [54] and widely used in the

networking research community. Later, a new definition of fairness is proposed based on a

Nash arbitration scheme which resulted in proportional fairness [57]. However, it is also a

flow rate allocation scheme. Weighted proportional fairness is then proposed in [55]. In this

method, although the fairness can be expressed as flow rate allocation, the fairness definition

is to share the congestion cost among the bits instead of flows. Fairness for the TCP and

other single-path protocols are mostly considered based on the fair flow rate schemes [58, 59].

However, in most congestion control protocols, fairness can be achieved at the cost of an end-

to-end delay increase [60]. In another fairness definition, a source-destination pair can have a

non-TCP end-to-end congestion control protocol in the Internet, if it acts fairly to the TCP.

This kind of fairness is called TCP-friendliness and means that a protocol should behave the
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same way as the TCP from the traffic viewpoint, such that the average throughput of a non-

TCP supported flow remains around the average throughput of a TCP flow [61]. Therefore,

the protocols can be deployed in the Internet without much concern about fairness to other

traffic [62].

Although several congestion control protocols are fair in a single-path transmission, they

are not fair in a multi-path scenario with independent congestion control for each path.

Unfair resource allocation happens when a multi-path flow co-exists with a single-path one.

In such a scenario, multi-path association with K paths takes the bandwidth, which is K

times of a single-path bandwidth.

3.2 Multi-path Congestion Control Protocols

Recent transport layer protocols for congestion control have made it possible to transmit

packets through multiple paths simultaneously. All multi-path congestion control protocols

have the minimum requirement of multi-homing capability. The proposed protocols can be

divided into SCTP-based and TCP-based solutions. Some of the most important protocols

are summarized in Table 3.1 and are discussed in the following.

Table 3.1: Multi-path transport layer proposals in the literature

Protocol Name Characteristics Year

Multi-homed TCP [63] Enabled multi-homing for TCP 2003
LS-SCTP [19] Load Sharing 2004
pTCP [18] Two parallel paths 2005
CMT-SCTP [21] Concurrent multi-path transmission 2006
COUPLED [64] Rate-based multi-path 2007
EWTCP [65] Weighted TCP for each path 2009
CMT/RP [62] Concurrent multi-path and resource poolings 2010
WM2-SCTP [66] Concurrent multi-path transmission with parallel subflows 2010
MP-TCP [26] Heterogeneous RTTs 2011
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3.2.1 SCTP-Based Solutions

The SCTP standardization with the multi-homing capability has been followed by various

proposals for SCTP-based multi-path congestion control. In multi-homed algorithms for the

transport layer, concurrent multi-path transmission cannot be performed efficiently by itself

because of the significant packet reordering observed at the destination. Also, since window-

based congestion control increases the CW for a path only when the sequence number of

an incoming ACK is greater than that of the previous ACK, the CW grows too slowly. To

resolve the inefficient load sharing problem, different approaches have been suggested.

Load sharing SCTP (LS-SCTP), an SCTP-based load sharing technique, is proposed in

[19], in which the congestion control is performed on a path basis, while the flow control is

on an association basis. Thus, both source and destination endpoints use their association

buffers to hold the data packets regardless of their transmission paths. As congestion control

is performed on a per path basis, the source has a separate congestion control for each path.

This setup provides the sender endpoint with a virtual CW size equal to the aggregate of

the CWs of all the paths within the association. The LS-SCTP has separate congestion

control for each path, while taking into account the overall CW size of all paths. The sum

of CWs over all the available paths provides some information about the environment, but

the congested paths cannot be distinguished using this information.

The CMT-SCTP, on the other hand, distributes data packets across multiple end-to-end

paths [21]. It consists of three sub-algorithms to overcome the packet reordering side-effects.

The CMT schedules new data packets to different paths as bandwidth becomes available on

the corresponding paths, i.e., if the corresponding CWs allow it to do so. When a CW space

is available simultaneously for two or more destinations, data packets are sent to them in

an arbitrary order. Using the full bandwidth of a path before using other paths is just to

reduce reordering. The CMT-SCTP also facilitates concurrent multi-path transmission by

distributing packets based on CWs of the paths.

A resource pooling scheme, i.e. distribution of traffic along available paths, for CMT-
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SCTP is the concurrent multi-path transmission/resource pooling (CMT/RP) [62]. In this

protocol, three main objectives are set for congestion control based on CMT-SCTP and the

idea of resource pooling [47]. First, a CMT/RP flow can have a throughput gain over a

single-homed flow. Thus, it should get at least as much bandwidth via the best path as a

single-homed flow. Second, a CMT/RP protocol should be fair. It should not take more

bandwidth on a shared bottleneck path than a single-homed flow via the same bottleneck.

Third, resource pooling should be carried out in such a way that a CMT/RP flow should

balance congestion on all of its paths. Aiming at these goals, the slow start thresholds are

employed as a useful metric for the available bandwidth of paths. The CW is increased based

on the normalized slow start threshold for similar link characteristics.

Although the SCTP was initially designed as a transport protocol for wired networks,

there are many research activities in the application of SCTP to wireless mobile networks.

The SCTP suffers from random loss in wireless networks, just as the TCP does. Thus,

TCP-based strategies for wireless networks may be applicable for SCTP-based protocols.

An extension of the SCTP for concurrent multi-path transmission with parallel subflows

is wireless multi-path multi-flow SCTP (WM2-SCTP) [66], which allows the streams to

be grouped in subflows based on the required QoS. In this approach, both flow control

and congestion control are performed based on subflows instead of association. Thus, a

separate source buffer is assigned to each subflow to make it independent from other subflows.

Moreover, in order to support mobility, a performance improvement method is proposed for

mobile SCTP in integrated heterogeneous networks [24].

3.2.2 Multi-path TCP-based Solutions

Multi-path transmission through TCP-based protocols allows one data stream to split over

multiple paths in transmission, which improves reliability, such that a connection can be

maintained even if some of the paths fail. In the following, we discuss some algorithms

proposed for TCP-based multi-path transmission.
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The Parallel TCP (pTCP) [18] is a bandwidth aggregation scheme that strips data over

multiple paths at the transport layer, regardless of previous processes in the link and applica-

tion layers. The pTCP is composed of a stripped connection manager (SM) and TCP-virtual

(TCP-v). The TCP-v controls one path, independent of other paths, by probing the path,

detecting loss, and carrying out loss recovery. The SM manages independent TCP-v’s. These

two functions lead to intelligent congestion control for each path. However, flow control and

congestion control are managed by a centralized algorithm, which makes the method com-

plicated. Furthermore, high resource usage due to implementation of one TCP for each path

makes pTCP impractical.

In [48], the concurrent multi-path transmission is extended to the TCP by optimizing

cost and performance to dynamically distribute data packets into multiple paths. The idea is

to use concurrent multi-path transmission in the existing Internet transport layer protocols,

mainly the TCP.

Another technique is equally-weighted TCP (EWTCP) [65], where multi-path congestion

control is managed for each path separately. That is, the CW increases proportionally to a

weighting parameter under the assumption that the RTTs of all paths are similar. However,

in reality, different paths have different RTTs due to different routings (different path lengths)

and/or different technologies in heterogeneous networks. The COUPLED algorithm in [64]

is a window-based TCP, derived from a rate-based multi-path version of Scalable-TCP [67].

It follows the idea that a multi-path flow should shift all its traffic onto the least congested

path. It is shown in [65] that the goal can be achieved in theory without any need to separate

measurement of congestion on each path. Thus, the CW size for each path changes based on

the overall CW size. However, similar to EWTCP, the COUPLED algorithm suffers from

differences in RTTs.

Finally, multi-path TCP (MPTCP), proposed in [22], is a protocol based on a more

realistic multi-path congestion control algorithm for the Internet according to the CWs and

RTTs of all paths. An end-to-end algorithm for sharing capacity is proposed with some

28



modification to the TCP. It is assumed that the TCP controls the traffic to be sent on

each path, but does not perform resource allocation to specify the paths. By studying the

COUPLED and EWTCP algorithms, it is concluded that the least congested path should

be used, while keeping sufficient traffic on the other paths. In TCP, insufficient traffic means

insufficient feedback. Thus, the SEMICOUPLED algorithm [22] is proposed based on the

two congestion control requirements that the CW should be increased based on the overall

CW with some weightings and decreased based on its own path’s CW for each received ACK.

3.2.3 Limitations of Multi-path Congestion Control Protocols

The existing multi-path congestion control protocols aim to use the excessive resources avail-

able in multiple networks to increase the transmission rate. However, they do not employ

these given excessive resources for congestion avoidance. All the congestion control protocols

for multi-path transmission apply independent congestion control to each path in the sense

that congestion may happen in each path independent of other paths, as in a single path

transmission. Furthermore, the existing multi-path congestion control protocols have two

other limitations: sensitivity to the transmission parameters of the paths, and weak recovery

from congestion.

Each transmission path between a sender and a receiver in a multi-path scenario has

various parameters such as delay, which are not necessarily the same among all the available

paths. However, most of the proposed congestion control protocols for multi-path networks

assume that the delay, for example, is approximately the same in all paths. Unfortunately,

the performance of the protocols degrades when there is a small difference in the delays. The

RTT is another path parameter which is assumed to be the same for different paths in many

previous works [18, 21, 63]. However, the assumption is not true generally in a heterogeneous

wireless environment. Only the MPTCP protocol deals with different RTTs, at a cost of

increased complexity. Therefore, how to deal with the differences in the parameters of

heterogeneous networks needs to be further studied.
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Another limitation in previously proposed protocols for multi-path transmission is the

weak recovery from congestion. As the proposed methods so far perform congestion control

independently on each path, recovery from a congestion scenario takes a long time similar to

recovery from a congestion scenario in a single-path transmission. However, it is expected

that a more intelligent algorithm can benefit from excessive resources given in a heteroge-

neous environment such that the congested network can recover from a congestion scenario

sooner with less throughput performance degradation.

3.3 Summary

This chapter reviews various existing methods of multi-path transmission from an end-to-end

transport layer viewpoint and for wireless Internet access. Multi-homing as a necessary con-

dition for multi-path transmission and concurrent multi-path as the best strategy to improve

performance have been considered. Furthermore, congestion control methods have been re-

viewed, including both SCTP-based and multi-path TCP-based protocols for simultaneous

data transmission. However, the existing methods suffer from serious limitations. First, the

excessive resources of multiple networks are not used for congestion avoidance. Second, they

are very sensitive to disparate networking conditions in a heterogeneous scenario which is

the case for multi-path transmission. Third, congestion happens in the Internet access, and

the recovery from the congestion state requires network resources.

In particular, cooperation in end-to-end congestion control can be helpful in various ways.

Here, we consider the cooperation as a congestion prevention method without losing service

quality. Almost all the existing multi-path congestion protocols treat the available paths

as independent paths with separate congestion control decisions. As different paths have

different characteristics, it is possible to make use of this diversity in a cooperative way.

Therefore, the traffic can be moved from congested paths to non-congested ones based on

the congestion level.
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Chapter 4

System Model

The system model under consideration is composed of three components, namely heteroge-

neous networks, traffic model, and end-to-end congestion control, as introduced in Subsection

4.1. First, in the heterogeneous network configuration, an end-to-end connection between

a source and a destination in a heterogeneous wireless environment is specified, in which

the wireless networks are connected to the Internet backbone. Second, the considered traf-

fic for communication between a source terminal1 and a destination terminal is described.

Third, for an end-to-end path in the heterogeneous networking environment, the parameters

and characteristics of our assumed congestion control are described. The interaction among

the three system model components is described in Subsection 4.2. The interaction model

captures the effect of multiple heterogeneous networks and the network traffic on an end-to-

end transmission. This effect is modelled as an end-to-end queuing delay in the congestion

control algorithm.

1Here, the terminal is any device used by an end user to communicate with another end user through the
existing network(s).
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4.1 System Model Components

In the system model, an end-to-end connection is assumed to have been established between

any pair of source and destination terminals, which are connected to heterogeneous wireless

networks. This end-to-end connection in the heterogeneous environment, the type of service

that is considered for communication between the end terminals, and the congestion control

model are described in the following.

4.1.1 Heterogeneous Network Configuration

Consider a heterogeneous environment consisting of a set N = {1, 2, ..., N} of heterogeneous

IP-based wireless access networks, which are connected to the Internet backbone. The

wireless access networks have different wireless technologies and infra-structures. A set

M = {1, 2, ...,M} of terminals are assumed to be connected to these networks. Each terminal

is able to identify the available networks at its current location, i.e., the terminal is located in

the coverage area of one or more than one network. Therefore, a set Km ⊆ N, ‖Km‖ = Km,

of access networks are available to the mth (m ∈ M) terminal, where ‖.‖ denotes the size

of a set. The terminal connects to all Km access networks, simultaneously. The capability

is provided by the multi-homing feature of the terminals. Thus, each terminal can transmit

data through one or more networks in parallel.

In this work, it is assumed that two wireless networks are available to the source, i.e. K =

{1, 2}, and another two wireless networks are available to the destination, i.e. K
′ = {1′, 2′}.

The best combination of networks at the two end terminals is assumed to be provided by the

network selection strategies [68], and is available in our system model. Therefore, for two

available networks to the source and two available networks to the destination, two forward

paths and two backward paths can be established between the source and the destination.

Each path consists of three segments: a wireless network connection to the source from the

set {1, 2}, the Internet backbone, and a wireless network connection at the other end from
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Figure 4.1: End-to-end paths between two end terminals in a heterogeneous wireless envi-
ronment

set {1′, 2′}, as shown in Figure 4.1. For any successfully transmitted packet, one ACK is

sent to the source from the destination through the backward path of the same networks.

Moreover, with the multi-homing capability, concurrent multi-path transmission is provided

for the end users, such that a flow stream can be divided into two sub-flows transmitted

through the two end-to-end paths. The concurrent multi-path transmission can make use of

cooperation as described in the following.

For the kth end-to-end path, the aggregate delay is assumed to consist of two types of

delays: queuing delay and propagation delay, denoted by qk and dk, respectively2. Queuing

delay, q, is the delay due to the waiting time in the network buffers. All other types of

delay in the end-to-end path, due to the wireless and wired networks, is considered as a

propagation delay over a physical distance.

In addition, a single bottleneck is considered for an end-to-end path which is assumed

to be in the wireless domain. The capacity of an end-to-end path bottleneck, which is the

transmission rate limitation in the path, is denoted by c, and assumed to be known to the

end terminals. Therefore, in terms of end-to-end congestion control, each end-to-end path

is described by a single wireless network bottleneck and is modelled by a queuing system.

2Index k, whenever specified, denotes the considered path k.
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Therefore, K parallel queues describe an association of K end-to-end paths for a source-

destination pair.

4.1.2 Traffic Model

Consider video streaming applications, which constitute a large portion of recent Internet

services [69, 70]. A streaming service has a variable bit rate (VBR) and a long-lived flow. A

minimum packet transmission rate, denoted by rmin, needs to be satisfied for each stream as

a QoS requirement for streaming services. To satisfy the requested QoS, a reliable end-to-end

connection is provided through a congestion control protocol.

Since successive video packets are highly correlated in video streaming, the packet arrival

cannot be modelled by a Markov process. Moreover, the video streaming duration in a

wireless network can be modelled by a Pareto distribution [71], which has the heavy-tailed

distribution characteristics [72]. Therefore, considering the packet arrival process with a

general distribution, a Pareto service time for video streaming in a wireless network, and

a single server to serve the packets in each path, the network queuing model is a G/G/1

queue. In the network queue, l(t) denotes the queue length which is the number of packets

that have entered the network bottleneck and have not departed from it yet at time t.

4.1.3 End-to-end Congestion Control

Based on the heterogeneous wireless networking model introduced in Subsection 4.1.1, the

end-to-end association for the source-destination terminals has K end-to-end forward paths

for video packet transmission. It is assumed that congestion control is applied to each

end-to-end path separately but not independently. The congestion control protocol under

consideration is window-based, in which the CW size, denoted by ω, is updated at the source

based on the received ACK from the destination. For every end-to-end path, the ACK is

transmitted through a backward path in the same network as the forward-path.

Based on the ACK received at the source, the RTT, denoted by τ , which is the sum
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of the forward and backward path transmission durations, is measured at the source for a

successfully transmitted packet. Moreover, the minimum RTT, denoted by τmin, is set for

the minimum measured RTT of the packets from the same flow. Let T (t) denote the forward

path transmission duration (TD) which is measured at the destination at time t. In addition,

let Tmin(t) and Tmax(t) denote the minimum and the maximum measured TD until time t,

respectively.

In order to analyze the congestion control algorithm, both flow-level viewpoint and

packet-level viewpoint are considered. From the flow-level viewpoint, the behaviour of a

set of flows is investigated on a continues-time basis, in which the measurement time is

denoted by t and the packet transmission rate at time t is denoted by x(t). From the packet-

level perspective, the behaviour of a set of packets in their RTTs is studied, in which the

index of a packet is donated by u [28]. In the latter, the sending time of packet u from

the source and the receiving time at the destination are denoted by Sp(u) and Ap(u), re-

spectively. Moreover, the number of sent packets that have not reached the destination yet,

i.e. the number of packets in flight (PIF), is measured for CW size adjustment. Let ψ(u)

denote the number of PIFs when the index of last sent packet is u. The number of packets

in a queue of a path is called backlog if the arrival rate equals the bottleneck rate of the

path [28] and is denoted by Bp(u) when the last transmitted packet is u. More information

on the primary relation among the parameters from the packet-level perspective is given in

Appendix A.

4.2 Interaction Model

In this subsection, the interaction between the heterogeneous wireless networks and conges-

tion control is considered. A realistic model of congestion control in a heterogeneous wireless

environment requires all instantaneous status of the associated networks, service requests,

and traffic from all users to be taken into account, which leads to a very complicated con-
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Figure 4.2: The interaction model of congestion control in a heterogeneous wireless scenario

gestion control analysis. Therefore, we consider a simplified model, while keeping a detailed

description of aspects that are expected to have a major impact on the congestion control

performance. To this end, we use a strategy called fixed-point method [73, 74], which has

been proposed for a homogeneous network with loss-based feedback [75]. In this method, the

system model is divided into two parts: congestion control model and network (network’s

bottleneck) model. We extend the same technique to the heterogeneous environment with

K network bottlenecks (the bottlenecks of K end-to-end paths) with delay-based congestion

control, as shown in Figure 4.2, and call it the interaction model.

For delay-based congestion control in one end-to-end path, the congestion control model

and the network model interact with each other based on the input traffic and queuing

delay. In the congestion control model for an end terminal, the congestion state of an

existing end-to-end path between the source-destination terminals is calculated based on

the queuing delay of the end-to-end path. Based on the congestion state, the congestion

control protocol changes the CW size. The input of congestion control block is the queuing
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delay of the end-to-end path which is derived from the corresponding network model. The

queuing delay represents the current condition of the end-to-end path and existing traffic

flows from all other users in the wireless/wired networks. The outputs of congestion control

block are the packets that are sent through the end-to-end path. Thus, the input traffic of

the network model is controlled by the congestion control model. The detailed description of

congestion control model can be defined or modified without changing the system model. For

a cooperative congestion control solution, the detailed congestion control model is described

in Chapter 5.

In the network model, for the bottleneck of a single end-to-end path, the G/G/1 queuing

model is considered. Heterogeneous network characteristics (such as propagation delay) are

the input parameters of the network model, and the queuing delay of the end-to-end path,

which reflects the behaviour of all exiting traffic in the network and the end user requests,

is the network model output.

For the heterogeneous wireless networks, as shown in Figure 4.2, the two-block (one

congestion control block and one network block) model is extended to that with K congestion

control blocks and K network blocks. As the heterogeneous networks in different end-to-end

paths have different characteristics, they should be described in separate network blocks.

Therefore, K parallel blocks represent the K end-to-end paths of an association, and each

end-to-end path has separate congestion control. Note that, in our cooperative algorithm,

the congestion control decisions are based on the status of all the paths. Thus, with one

congestion control block associated with one end-to-end path, K separate but dependent

congestion control blocks are needed.

4.3 Problem Definition

The objective of this research is to develop a cooperative transport layer algorithm that

provides a reliable video streaming transmission through heterogeneous wireless networks.
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By means of cooperation among available networks, this transport layer algorithm should

enhance the QoS for the users. In order to develop a cooperative end-to-end congestion

control algorithm for a heterogeneous wireless environment, with a focus on cooperation, we

first select an available congestion control protocol from the literature as a congestion control

protocol core. This protocol should be developed for wireless/wired scenarios and the CW

adjustment strategy should be compatible with cooperation among heterogeneous wireless

networks. Second, some information about the heterogeneous wireless networks needs to

be provided to the end terminals, so that the network characteristics should be sent to the

end terminals with minimum signalling overhead, such as network path propagation delay,

end-to-end bottleneck capacity, and updated information about the current traffic state of

the end-to-end paths. Third, a cooperation strategy should be established among available

networks with minimum information exchange between the heterogeneous wireless networks.

Finally, the cooperation strategy needs to be integrated with the chosen congestion control

protocol, such that the uncongested paths are notified when one path is congested. The CW

size of the uncongested paths should be increased, while the CW size of the congested path

is decreased. A cooperative congestion control algorithm is proposed and discussed in more

details in Chapter 5.

In cooperative congestion control, when congestion happens in one or more available

paths, some of the on-going packets are sent over uncongested paths instead of a congested

one, in order to improve the transmission throughput. Nevertheless, the throughput of co-

operative transmission in an uncongested scenario can be less than that of non-cooperative

transmission due to cooperation costs such as cooperation setup time, additional signalling

for cooperation, and out-of-order packet reception [65]. In other words, a trade-off exists be-

tween congestion avoidance and cooperation cost and, thus, cooperation should be triggered

only when it is beneficial according to congestion level measurements. This trade-off has led

us to define a problem to find the best times to start cooperation and to stop it. As a result,

cooperation starts only when it is necessary. This starting point can be after congestion has
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happened, after increased packet loss, after a significant delay or an unsatisfactory requested

rate. This problem is considered in this work and a solution is provided in Chapter 5.

4.4 Summary

Development of a cooperative congestion control algorithm for heterogeneous wireless net-

works with the Internet backbone is our objective in this research. To this end, in this

chapter, the system model under consideration is described, including heterogeneous net-

works, traffic model, and end-to-end congestion control. A single bottleneck of an end-to-end

path in the heterogeneous network environment with the streaming services is modelled by

a G/G/1 queue and the relation between the heterogeneous networking environment and

congestion control is represented based on the interaction model.
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Chapter 5

Cooperative Congestion Control

In this work, the objective is to develop a cooperative end-to-end congestion control algorithm

for a heterogeneous wireless environment. Here, cooperation among networks is used to

minimize the overall congestion over the whole association, while the end terminals are

provided with satisfactory QoS.

In this chapter, a cooperative end-to-end congestion control algorithm for a heterogeneous

wireless environment is presented in three steps. In Section 5.1, the cooperation requirements

are discussed. Then, integration of a cooperation strategy with the selected congestion

control protocol is considered in Section 5.2. Finally, finding the best times to start and stop

cooperation is presented in Section 5.3. To demonstrate the performance of the proposed

cooperative congestion control, simulation results are presented in Section 5.4.

5.1 Cooperation Requirements

For cooperative congestion control in the heterogeneous environment as illustrated in Figure

4.1, the congestion level of an end-to-end path for every source-destination pair is estimated

by measuring the queuing delay (or queue length) of the end-to-end path and comparing it

to cooperation thresholds. If an end-to-end path of a source-destination pair is predicted as a

congested path and the other end-to-end path of the source-destination pair is uncongested,
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the corresponding networks – namely the congested network and the cooperator network –

start cooperation.

In order to start cooperation, i.e. sending some of the on-going packets through the

cooperator network instead of the congested one, the congestion control of the uncongested

end-to-end path needs to be notified to increase its CW. In our cooperative algorithm, coop-

eration notification is sent to the source without modifying the congestion control protocol

of the end-to-end paths. This is performed via sending an ACK, i.e., the ACK for a success-

fully transmitted packet in the congested network is sent through the backward path of both

networks. The ACK is sent through the congested network as a regular feedback for packet

reception, and is sent through the other network as a cooperation notifier, which leads to an

automatic increment in the CW size.

For a cooperative congestion control algorithm, an existing congestion control protocol

has been chosen as the congestion control core and, then, a cooperative algorithm is devel-

oped for a congestion scenario. Therefore, in the following, the congestion control protocol

under consideration as a cooperative congestion control core is discussed. Afterwards, the

responsibility of the two end terminals in cooperative congestion control and a congestion

control Markov model are discussed.

5.1.1 Congestion Control Core

Among existing congestion control protocols in the literature, TCP Westwood [40] is cho-

sen as the congestion control core in this work. This protocol improves the transmission

throughput in wireless networks by changing the traditional CW adjustment of the TCP. In

the TCP Westwood, instead of updating the CW size based on the number of lost packets,

the received ACKs are monitored and the instantaneous achieved data rate for an end-to-

end connection is estimated. Both the estimation and CW adjustment are performed at the

source terminal.

Similar to other TCP-based protocols, the AIMD algorithm is used in the TCP Westwood
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CW adjustment. Therefore, the TCP Westwood follows the linear increase of CW until

reaching a threshold called slow-start threshold. The CW remains at this threshold unless

congestion is detected, i.e. the ACK of a packet is not received in three RTTs or a time-out

is reached [40]. In this scenario, the CW size is not halved based on TCP. Instead, the CW

size of TCP Westwood is set as

ω(t) = R(t) · τ(t) (5.1)

where R(t) denotes the estimation of the achieved data rate at time t. This rate is estimated

by calculating the ratio of the number of acknowledged packets over the acknowledgement

period that is after the previous estimation time and before the current time t. The slow-

start threshold is also updated based on the R(t) estimation. Therefore, TCP Westwood

avoids unnecessary reduction in the CW size and slow start threshold, and improves the

transmission throughput specially in a wireless environment.

The CW size of the TCP Westwood is proportional to the number of received ACKs such

that by sending an ACK through the cooperator path as a cooperation notification, the CW

size of the cooperator path increases and cooperation is established. The exact number of

required ACKs to be sent through the cooperator path needs further investigation.

5.1.2 End-terminal Responsibilities

As the end-to-end congestion control procedure should be managed by the two end terminals,

any necessary control to avoid congestion should be managed by the source and/or desti-

nation. Therefore, the source can control the CW of each path based on (5.1). Meanwhile,

cooperation-related measurements and decisions on whether or not to start cooperation

should be made at one of the two end terminals. The destination terminal is chosen for the

following reasons.

• The forward-path delay of the end-to-end path needs to be measured in order to esti-

mate its congestion. In congestion control protocols, the forward path delay is usually
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calculated as half of the RTT measured at the source [76]. However, in wireless net-

works, the forward and backward paths may have different delays. Moreover, the

processing time to send ACK after receiving a packet at the destination cannot always

be neglected in the above forward-path-delay calculation [32]. In contrast, the des-

tination is able to measure solely the delay of the forward path, i.e. TD. Therefore,

the destination can predict congestion on the forward path more accurately, which will

make cooperation more efficient;

• In the TCP Westwood protocol, the source updates the CW size. Devolving the

cooperation decision process to the other end can decrease the processing time of

the congestion control scheme. Further, the information reaches the destination first

and then an ACK is sent to the source. Therefore, the destination has more up-to-date

information for a better decision;

• After sending a packet, the source waits for an ACK from the destination. If the ACK

is lost due to random loss or congestion loss in the backward wireless path, the source

may incorrectly trigger cooperation. Note that the ACK loss cannot be ignored in

wireless networks due to the wireless channel impairments.

Therefore, as shown in Figure 4.1, setting the CW (as in the regular congestion control

protocol) is managed by the source, while cooperation decision is made at the destination.

Figure 5.1a shows a block diagram of the source functions and Figure 5.1b shows that of

the destination for the cooperative end-to-end congestion control. As can be seen in Figure

5.1a, the source should manage two separate congestion control tasks for the two paths.

As illustrated in Figure 5.1b, the destination responsibilities are packet reception, sending

ACKs, and cooperation decision making.

The congestion level is estimated at the destination terminal by measuring the queuing

delay (or queue length) of each path. Therefore, the destination terminal needs to update

information about the queuing delay (queue length) of both end-to-end paths. To this end,
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at the source terminal, each packet is labeled based on its forward path and includes the

information of its sending time. Once a packet is received at the destination terminal, the

TD time is measured and the packet ACK is sent to the source through the same networks

as a feedback. The values of three parameters are drawn from the received packet at the

destination. First, the packet TD time of the forward path is accurately measured at the

destination. Second, the number of acknowledged packets in a specific period is determined

for each path. Finally, the minimum TD time experienced in each path is updated at the

destination. These measurements are used to estimate the congestion level of each path and

to decide on whether or not cooperation is required. Every destination needs to be aware of

the congestion level of its own paths. No addition signalling and state information exchange

are required between different destination terminals.

5.1.3 Congestion Control Markov Model

To model the association of the end-to-end paths, three congestion levels are considered for

each path as indicated in Table 5.1: The path has no traffic when there is no packet to be

sent through the path; it is uncongested when the average arrival rate of packets is less than

the average service rate; it is congested if the average arrival rate is not less than the average

service rate. Note that the average arrival rate and average service rate are calculated using

the exponentially weighted moving average (EWMA) with a weight 0.002 to prevent the

effect of sudden changes in traffic [77]. The congestion level is denoted by sk, taking a value

from {0, 1, 2}, as listed in Table 5.1.

Table 5.1: End-to-end path congestion levels

Congestion level Traffic load condition
0 No traffic in the path
1 Uncongested: arrival rate < service rate
2 Congested: arrival rate ≥ service rate

A pair of end terminals can determine the congestion level of the two associated end-
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to-end paths, denoted by state ~S = (s1, s2), in which sk is the congestion status of path

k, k = 1, 2. The congestion level over time can be modelled by a discrete-time Markov chain

with state ~S = (s1, s2) as, given the current state, the future and past states are independent.

Therefore, the probability of transition to state j can be described as follows:

Ps(~Su = j|~Su−1 = i1, ~Su−2 = i2, ..., ~S1 = iu−1) = Ps(~Su = j|~Su−1 = i1), (5.2)

where iv, j ∈ {0, 1, 2}2, 1 ≤ v ≤ u − 1, and the sampling time (time step) u ∈ {1, 2, ...} is

the index of the last received packet at the destination. The discrete-time Markov chain is

achieved by sampling the continuous-time Markov chain with the same states as stated in

Table 5.1 using the uniformization method in which the inter-arrival time of the time steps

is assumed to be exponentially distributed [78].

Without cooperation between the two networks, the state diagram of end-to-end paths

from the transport layer viewpoint is illustrated in Figure 5.2, which is a finite-state discrete-

time irreducible Markov chain with transmission probability from state (i, j) to state (x, y)

denoted by Pij,xy. For the two end-to-end paths, there are nine states (s1, s2) with s1, s2 ∈

{0, 1, 2}.

5.2 Cooperation in Congestion Control

When congestion is predicted for one path, cooperation is initiated, and then some of the on-

going packets are sent over the cooperator path instead of the congested path. However, as

stated in Section 4.3, a trade-off exists between congestion avoidance and cooperation cost.

Thus, cooperation should be triggered only when it is beneficial according to congestion level

measurements. In this section, cooperation initiation is discussed, cooperation thresholds

are introduced, and the Markov model in Subsection 5.1.3 is revised for the scenario of

cooperative networks.
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Figure 5.2: Congestion state diagram with two end-to-end paths

5.2.1 Cooperation Initiation

Three steps should be taken to initiate a cooperation. First, the destination asks the coop-

erator network to activate its path with the corresponding destination-to-source connection.

Then, the ACK of the last received packet from the congested path is sent through both

the cooperator network path and the congested path. When this ACK reaches the source

terminal, the CW of the cooperator path will increase to let a number of packets be sent

through the cooperator path instead of the congested one. Then, the source provides an ac-

tivation request signal for the cooperator network to activate the source-to-destination path.

As a result, cooperation is initiated and both congested and cooperator networks provide

simultaneous packet deliveries to the end terminal.

Moreover, to address the trade-off between congestion avoidance and cooperation cost, we

define two parameters for the cooperation as the start-cooperation threshold (SCT) and end-

cooperation threshold (ECT), denoted by β and α, respectively. The cooperation thresholds
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Figure 5.3: Congestion state diagram with network cooperation

are calculated based on the characteristics of available networks and current path condition.

Therefore, different paths can have different threshold values. We consider the end-to-end

queuing delay as a measure for the congestion level of a path. That is, if the queuing

delay of a path becomes more than SCT, congestion is predicted for near future. Therefore,

cooperation of other available networks can be used to avoid congestion. On the other hand,

if the queuing delay becomes less than ECT, cooperation is not worth anymore.

5.2.2 The Markov Model with Cooperation Between Networks

Cooperation in the heterogeneous networks should provide maximal congestion avoidance.

That is, congestion level 2 should be avoided whenever possible via cooperation between the

two networks. Therefore, cooperative congestion control aims to achieve

Ps( ~Su = (x, y)| ~Su−1 = (i, j)) = Pij,xy = 0, if x = 2 or y = 2. (5.3)
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Based on the cooperation thresholds and (5.3), the Markov chain in Figure 5.2 is reduced

to that shown in Figure 5.3, which does not include transient states. Our cooperative

congestion control strategy to achieve (5.3) is as follows:

• When qk < αk, the path over network k and network k′ is not congested and, therefore

does not require cooperation from the other network;

• When qk > βk and the other end-to-end path is not congested, congestion is predicted

for the path over network k and network k′. Therefore, the other end-to-end path

starts helping to deliver some of the packets in order to achieve maximal congestion

avoidance in end-to-end path k;

• When q1 > β1 and q2 > β2, congestion happens at both paths, and cannot be avoided.

In the steady state, the cooperative congestion control strategy reduces the number of states

in the Markov chain from 9 (without cooperation in Figure 5.2) to 5, by achieving (5.3), and

the congestion scenario of a single end-to-end path is avoided by the cooperation.

5.3 When to start/stop cooperation

For the cooperation strategy, we need to find the best cooperation time in which the objective

given in (5.3) is achieved and the minimum rate requirement is satisfied. In this section, we

derive proper cooperation thresholds, SCT and ECT, considering both flow-level and packet-

level perspectives with macroscopic and microscopic views of congestion control, respectively.

5.3.1 Flow-Level Cooperation Thresholds

We derive the cooperation thresholds in order to satisfy the required QoS. From the flow-level

viewpoint, two flows are transmitted through the two end-to-end paths. With the minimum

requested rate, rmin, the cooperation is initiated when this rate cannot be provided in a
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single end-to-end path for a predicted congestion scenario. On the other hand, cooperation

is stopped when cooperation is not beneficial anymore.

The RTT of a path is measured at the source in every transport layer protocol. Hence,

the minimum RTT, τmin(t), which is considered as the minimum measured RTT until time

t and the RTT of the last acknowledged packet at t, τ(t), have been measured and are

available after every ACK reception at the same node. Based on the RTT information, the

queue length of the end-to-end path k at time t can be calculated according to the actual

and expected rates by [79]

lk(t) =

[(

ωk(t)

τk(t)

)

e

−

(

ωk(t)

τk(t)

)

a

]

· τe,k(t) (5.4)

=
τk(t) − τmin,k(t)

τk(t)
· ωk(t), k = 1, 2. (5.5)

where the expected rate, (ωk(t)
τk(t)

)e, is the congestion-free rate in which all the transmitted

packets are received successfully with minimum RTT and the actual rate, (ωk(t)
τk(t)

)a, is the

ratio of the current CW size to the current RTT. Moreover, τe,k(t) denotes the expected

RTT which is the minimum RTT at time t for the end-to-end path k. The destination can

directly measure the total time taken by a packet to reach the destination (TD time) that is

in general more accurate than τ(t)/2 in wireless networks. Therefore, by replacing τk(t)/2

with Tk(t), the queue length can be estimated more accurately as

lk(t) =
Tk(t) − Tmin,k(t)

Tk(t)
· ωk(t), k = 1, 2. (5.6)

The packet transmission rate is calculated in [40] as xk(t) = ωk(t)
2Tk(t)

. Thus, (5.6) can be written

as

ωk(t) − lk(t) = 2xk(t) · Tmin,k(t), k = 1, 2. (5.7)
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To satisfy the minimum rate requirement, we have

x1(t) + x2(t) ≥ rmin. (5.8)

Multiplying (5.8) by 2Tmin,1(t) and considering (5.7) for k = 1 without loss of generality, we

have

ω1(t) − l1(t) + 2Tmin,1(t) · x2(t) ≥ 2Tmin,1(t) · rmin. (5.9)

According to Figure 5.3, before starting cooperation where x2(t) = 0 as s2 = 0, the rate

requirement can be satisfied only if

l1(t) ≤ ω1(t) − 2rmin · Tmin,1(t). (5.10)

The same inequalities as (5.9) and (5.10) hold for k = 2. Therefore,

lk(t) ≤ ωk(t) − 2rmin · Tmin,k(t), k = 1, 2. (5.11)

If the queue length violates the bound in (5.11), a single path transmission cannot satisfy

the QoS requirement and hence cooperation should be exploited. In order to achieve the

SCT threshold, we use the Little’s law [80, 81] with permissible initial and final queues over

a finite time period. As stated in [81], for a queuing system observed over a finite period

[I, J ], the little’s law holds for the measurements in that period, i.e.,

l[I,J ] = λ[I,J ] · q[I,J ] (5.12)

where λ[I,J ] is the ratio of the cumulative number of packets in the system in the time period

[I, J ] over the period length. Note that the cumulative number of packets includes the arrival

packets in [I, J ] as well as the packets that are in the system at time I. Moreover, l[I,J ] and

q[I,J ] are the average queue length and average queuing delay experienced only inside the
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period [I, J ], respectively.

In order to apply the little’s law over a finite time period to find the SCT from estimating

the queue length in our system, we define an observation period as [I, J ] = [t− ǫ/2, t+ ǫ/2],

where ǫ is chosen small enough such that l(t) ≈ l[t−ǫ/2,t+ǫ/2] and qk(t) ≈ q[t−ǫ/2,t+ǫ/2] over the

observation period. Therefore, for the end-to-end path k, we have

lk(t) = λǫ · qk(t), k = 1, 2 (5.13)

where λǫ is the ratio of the cumulative number of packets in the system in time period

[t− ǫ/2, t+ ǫ/2] over ǫ.

It is assumed in this work that the considered duration for queue length estimation is

sufficient. However, choosing a larger time period can reduce possible errors in estimating

queuing parameters. In order to find the best time to start and stop cooperation efficiently,

the effect of a larger time period and the system overhead due to cooperation measurements

should be considered in further investigation.

Using (5.11) and (5.13), the queuing delay inequalities are

qk(t) ≤
1

λǫ
· [ωk(t) − 2rmin · Tmin,k(t)], k = 1, 2. (5.14)

Therefore, the SCT needs to be set to

βk(t) =
1

λǫ
· [ωk(t) − 2rmin · Tmin,k(t)], k = 1, 2. (5.15)

However, according to (5.13), in order to determine the start-cooperation time, instead of

checking qk(t) ≤ βk(t), it is sufficient to check (5.11).

After calculating the start cooperation point, we need to find out when to stop it. Note

that cooperation will not be beneficial anymore if a single path has the potential to transmit

all the packets from the source. It means that the number, ω1(t) + ω2(t), of packets can
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be transmitted in the TD time, Tk(t). Thus, the actual rate in (5.4) becomes ω1(t)+ω2(t)
Tk(t)

.

Moreover, the maximum possible rate for a single path, k, is
ωmax,k

Tmin,k(t)
, in which ωmax is

the maximum possible CW size for TCP Westwood that is derived in [82]. Note that the

expected transmission duration time is considered to be Tmin,k(t) that minimizes α to ensure

that cooperation is not necessary anymore. By considering the maximum possible rate as the

expected rate in (5.4), the cooperation should be stopped if the following inequality holds:

lk(t) ≤ [
ωmax,k
Tmin,k(t)

−
ω1(t) + ω2(t)

Tk(t)
] · Tmin,k(t), k = 1, 2. (5.16)

Therefore, using (5.13), we choose ECT as

αk(t) =
1

λǫ
· [

ωmax,k
Tmin,k(t)

−
ω1(t) + ω2(t)

Tk(t)
] · Tmin,k(t), k = 1, 2 (5.17)

and the cooperation should be stopped if the queuing delay decreases to be less than αk(t).

The same as the start-cooperation threshold, we will calculate (5.16) for end-cooperation

decision in the cooperative congestion control algorithm.

5.3.2 Packet-Level Cooperation Threshold

From a packet-level perspective, data communication between two end terminals can be

described by tracking the behaviour of a number of packets that are sent through the networks

[28]. Here, the SCT is calculated based on the packet-level requirements of cooperation.

Considering the backlog of a path, cooperation is efficient if the backlog of the transmission

path without cooperation, denoted by Bp,nc, exceeds that of the two paths when cooperation

is in place, i.e.,

Bp,nc(u) ≥ Bp,1(u) +Bp,2(u). (5.18)

Here, although one packet is not transmitted through both the paths, we keep the same

packet index u for paths 1, 2, and non-cooperative scenario to compare them over the same
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RTT. It is proved in [83] that the arrival time of packet u can be described based on the

delays of the system in a single path transmission

d+
Bp(u)

c
= Ap(u) − Sp(u). (5.19)

The minimum transmission time and the actual transmission time of packet u are ψ(u)
c

and Ap(u) − Sp(u), respectively. Therefore,

d+
Bp(u)

c
≥
ψ(u)

c
. (5.20)

Inequality (5.20) can be extended to the two end-to-end paths, by indexing the formula

for paths 1 and 2. Then, by providing inequalities for Bp,1(u) and Bp,2(u), (5.18) can be

rewritten as

Bp,nc(u) ≥ Bp,1(u) +Bp,2(u) ≥ ψ1(u) − d1 · c1 + ψ2(u) − d2 · c2. (5.21)

To further proceed with the analysis, we use the following theorem from [83].

Theorem 4.1: Let u and u′ denote packet indexes and ψ be the number of PIFs. For

all u and u′ with 1 < u′ < u, if ψ(u′), ψ(u′ + 1), ..., ψ(u) are non decreasing, we have

Bp(u
′) + ψ(u) − ψ(u′) ≥ Bp(u). (5.22)

�

When a path is expected to be congested in near future, its PIF number increases with

time. Therefore, the condition in Theorem 4.1 for non-decreasing PIFs holds when conges-

tion is predicted. At this moment, cooperation should be started. Using (5.22) for non-

cooperative scenario (with subscript nc) and (5.21), two inequalities with the same Bp,nc(u)

lead to

Bp,nc(u
′) + ψnc(u) − ψnc(u

′) ≥ ψ1(u) − d1 · c1 + ψ2(u) − d2 · c2 (5.23)
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where ψnc(.) is the number of PIFs in the non-cooperative scenario.

While cooperation needs to be beneficial, the overall cooperation CWs should be at least

equal to non-cooperative CW, denoted by ωnc(u) for packet u. Therefore,

ωnc(u) ≤ ω1(u) + ω2(u). (5.24)

The same inequality holds for the PIFs,

ψnc(u) ≤ ψ1(u) + ψ2(u). (5.25)

By substituting (5.25) in (5.23), inequality (5.23) reduces to

Bp,nc(u
′) ≥ ψnc(u

′) − d1 · c1 − d2 · c2. (5.26)

From the packet-level perspective, the queuing delay can be estimated as q1(u) = T1(u)−d1.

Also from [83], we have q(u) = Bp(u)
c

. Therefore, considering that congestion is predicted for

end-to-end path 1 without loss of generality, we have

q1(u
′) ≥

ψnc(u
′)

c1
− d1 − d2 ·

c2
c1
. (5.27)

Inequality (5.27) provides the SCT threshold based on the current situation of the path

before cooperation (ψnc(u
′)) and the characteristics of both end-to-end paths (c1, c2, d1, d2),

given by

β1(u
′) =

ψnc(u
′)

c1
− d1 − d2 ·

c2
c1
. (5.28)

In summary, network characteristics, current traffic condition, and the requested QoS

determine the thresholds to start, maintain, and stop cooperation. Based on the calculated

thresholds for cooperation decision making, the required functions for cooperation of network

2 with network 1 in congestion control are summarized in Algorithm 1. Note that, in
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Algorithm 1: Cooperative congestion control algorithm

Result: cooperation between the wireless networks of the uncongested path (i) with
those of the congested one (j): i, j ∈ {1, 2}, i 6= j

get di, dj, ci, cj, rmin;
for every packet to be sent through path i do

Attach i and Sp to packet u;
if packet u reaches the destination then

Measure Ti, Tmin,i, qi and li;

if (li ≥ ωi − 2rmin · Tmin,i && qi ≥
ψp

ci
− di − dj ·

cj
ci

) then
qi ≥ βi holds.

end

if li ≤ ωmax,i − (
Tmin,i(t)

Ti(t)
) · (ωi(t) + ωj(t)) then

qi ≤ αi holds.
end

end
Compare qi, βi, αi as in Figure 5.3;
if cooperation is necessary for path i then

if path j is not congested then
Send the ACK through path j;
Perform the cooperation;

end

end

end

order to take the cooperation start time into account from both packet-level and flow-level

perspectives, both packet-level and flow-level inequalities, (5.27)) and (5.11) respectively,

should be evaluated.

5.4 Simulation Results

Performance measures of transport layer protocols over wireless links include throughput,

goodput, delay, and fairness [74]. Here, as a preliminary study, based on computer simula-

tions, we provide a performance comparison between our proposed cooperative congestion

control scheme and the same multi-homed congestion control strategy without any cooper-

ation in a heterogeneous wireless environment with two different wireless networks.
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The system model in Section 5.1 is simulated in Matlab using the SimEvents library1.

To evaluate the performance of the multi-homed cooperative congestion control algorithm

with two networks, the following three schemes are considered:

• Our proposed multi-homed cooperative congestion control algorithm with two net-

works, labeled as “MH - C”;

• Multi-homed non-cooperative congestion control algorithm with two networks, labeled

as “MH - NC”;

• Single-network congestion control, labeled as “S”.

All the three schemes are based on the TCP Westwood protocol. The source node

transmits packets through the same end-to-end path. The two multi-homed schemes have

an additional path in a different network. In the simulation, the packet inter-arrival duration

time is exponentially distributed. The packet size is constant, and the packet service time

duration with a heavy-tailed distribution is modelled by a Pareto distribution2. The end-

to-end paths are simulated using their bottleneck queuing model, i.e., an M/G/1 queue for

the considered simulation scenario. With the delay-based congestion control, the end-to-

end delay in each path can be used to compare the end-to-end congestion control schemes.

Three simulation scenarios are considered, one source-destination pair with different packet

arrival rates, multiple source-destination pairs, and packet loss due to wireless channel. The

simulation results for these scenarios are discussed in the following.

5.4.1 Different Packet Arrival Rates

For the first simulation scenario, we consider a source-destination pair with two available

wireless networks. The inter-arrival duration mean is changed from 0.001s to 1s to simulate

1Event-driven communication between components, in order to analyze and optimize end-to-end latencies,
throughput and packet loss, can be modelled using SimEvents which is included in Simulink software.

2Although the packet size does not have a heavy-tailed distribution in this simulation, the service time
remains heavy-tailed to reflect the dependency of packet transmission on the ACK reception of previous
packets in a congestion control scheme.
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Figure 5.4: The number of successfully-transmitted packets versus time with mean arrival
rate of 500 packets/s

all congested (arrival rate ≥ service rate) and non-congested scenarios. The simulation

parameters are summarized in Table 5.2. The two existing heterogeneous wireless interfaces

have different characteristics such as different RTTs.

Table 5.2: Simulation Parameters and their corresponding values

Parameter Value
Mean packet inter-arrival duration 0.001 - 1 s
Network bottleneck 1 service time mean value 6 ms
Network bottleneck 2 service time mean value 2 ms
Network 1 propagation delay 5 ms [84]
Network 2 propagation delay 6 ms [84]
Packet size 10 Kbits

Figure 5.4 shows the number of successfully-transmitted packets versus time, with the

mean packet arrival rate of 500 packets/s. The throughput is improved when multi-homing

is provided in a heterogeneous environment over single-network congestion control. How-

ever, the multi-homed throughput does not reach the summation of two path throughputs,
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Figure 5.5: Transmission throughput versus arrival rate

similar to the observation in [22]. As can be seen in Figure 5.4, our proposed cooperative

congestion control algorithm improves the multi-homed throughput by avoiding congestion

and unnecessary queuing delay. Therefore, by means of the two-network cooperation, the

number of successfully-transmitted packets increases significantly.

The average throughput of congestion control schemes depends on the arrival rate and

service rates in the end-to-end paths. Figure 5.5 shows the transmission throughput in the

three considered schemes for different arrival rates. Figure 5.5 also shows a request rate,

which is equal to the average arrival rate. Note that the average service rate is 160 packets/s

for the first end-to-end path and 500 packets/s for the second end-to-end path. For the

average arrival rate less than 160 packets/s, the requested rate is provided by all the three

congestion control schemes.

When the arrival rate exceeds the service rate of the first end-to-end path, i.e., the path

is congested, the single path congestion control is restricted to its bottleneck capacity and

cannot follow the requested rate. However, as it is observed from Figure 5.5, the throughput
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of the multi-homed congestion control schemes increases.

At the arrival rate of around 300 packets/s, in the multi-homed schemes, the first path

becomes congested and the second one is not congested. The non-cooperative scheme cannot

manage the available resources efficiently to achieve the requested rate as the two end-to-end

paths are independent, meaning that the throughput of multi-homed non-cooperative scheme

is restricted in the first end-to-end path, but, it still increases in the second end-to-end path3;

On the other hand, the cooperative congestion control provides the requested rate by means

of cooperation. The cooperative scheme continues to provide the requested rate by means of

cooperation for the mean arrival rate less than about 500 packets/s. For larger mean arrival

rates, cooperation is still in place, which keeps the throughput of cooperative congestion

control more than that of the non-cooperative scheme. However, the cooperation is not

sufficient anymore to provide the requested rate. The cooperation between the heterogeneous

networks is beneficial until both paths become congested (at around 660 packets/s).

The average end-to-end delay for the three congestion control schemes is illustrated in

Figure 5.6. The average waiting time for a packet to reach the destination in all three schemes

increases slowly with the average arrival rate, when the arrival rate is less than the service

rates (less than 160 packets/s). When the mean arrival rate comes close to 160 packets/s, the

first end-to-end path becomes fully congested most of time. Therefore, the end-to-end delay

in the single-path scheme sharply increases to infinity. In this scenario, the end-to-end delay

in the multi-homed schemes increases slowly. At around 300 packets/s, in which the first

end-to-end path becomes congested, the end-to-end delay of the non-cooperative scheme

goes to infinity as the end-to-end delay due to the congested path increases the average

end-to-end delay. The advantage of cooperation in multi-path congestion control becomes

clear in this scenario, in which the two network paths cooperate to avoid congestion in the

first path. Therefore, the end-to-end delay does not increase significantly since cooperation

3It should be noted that in this scenario, for the multi-homed non-cooperative scheme, half of the source
traffic is sent through each of the two end-to-end paths. This assumption is to provide a congestion scenario
for a single source-destination pair.
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Figure 5.6: End-to-end delay for different arrival rates

between two end-to-end paths is sufficient to avoid congestion in both paths.

As can be seen in Figure 5.6, in the cooperative scheme, the average end-to-end delay

increases sharply at around 500 packets/s as cooperation is not sufficient anymore to com-

pensate for the CW size decrement of end-to-end path 1. Therefore, the average end-to-end

delay of cooperative scheme experiences a sudden increase.

Table 5.3: Simulation Parameters and their corresponding values

Parameter Value
Network bottleneck 1 mean service rate value 707 pkts/s
Network bottleneck 2 mean service rate value 141 pkts/s
Pareto shape parameter for service rate 1 3
Pareto shape parameter for service rate 2 3
Pareto scale parameter for service rate 1 0.001
Pareto scale parameter for service rate 2 0.0047
Mean packet arrival rate of the first source 400 pkts/s & 600 pkts/s
Mean packet arrival rate of the second source 370 pkts/s
Network 1 propagation delay 1 ms
Network 2 propagation delay 10 ms
Packet size 10 Kbits
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Figure 5.7: Throughput of congestion control schemes over time with the arrival rate of 400
pkts/s

5.4.2 Multiple End-to-end Terminals

In order to evaluate the performance of congestion control schemes for multiple users, two

pairs of source-destination terminals are considered. There are also two wireless networks

available in this scenario. The first wireless network is available to both pairs and the second

wireless network is available only to one of the source-destination pairs. In other words,

a source-destination pair with three congestion control schemes (S, MH-C, and MH-NC)

co-exists with a second source-destination pair that has access to the first wireless network.

Congestion happens in the first network if the aggregate arrival rates exceeds the bottleneck

service rate. In such a scenario, we expect that each terminal transmits its packets fairly by

means of its congestion control, i.e. the transmission rate is at most half of the first network

bottleneck capacity for any of the two source-destination terminals.

The simulation parameters for this scenario are summarized in Table 5.3. The two

wireless networks are assumed to be WiFi and cellular networks with the parameters as in

[22].

62



0 5 10 15 20 25 30 35 40
250

300

350

400

450

500

Time (sec)

T
hr

ou
gh

pu
t (

P
ac

ke
t/s

ec
)

 

 

MH − 3C
MH − NC
S
Second Terminal

Figure 5.8: Throughput of congestion control schemes over time with the arrival rate of 600
pkts/s

Figure 5.7 illustrates the throughput of each congestion control scheme over a time period.

For the single path congestion control, the arrival rate of the first terminal is 400 pkts/s and

the arrival rate of the second terminal is 370 pkts/s. The aggregate arrival rate is more

than the service rate (707 pkts/s) and, hence, the CW sizes are changed to reach the fair

throughput of 707/2 pkts/s for both first and second paths. In multi-homed non-cooperative

scheme, 83 percent of packets are transmitted through a path in the first network and 17

percent of them are sent through a path in the second network, based on the network

bottleneck capacities. Therefore, all packets are transmitted without congestion. The multi-

homed cooperative congestion control is also non-congested and the rate of 400 pkts/s is

achieved.

Figure 5.8 shows the throughput of congestion control schemes versus time for the arrival

rate of 600 pkts/s. In this scenario, all three congestion control schemes experience congestion

in the first path. The single path congestion control throughput remains at the 707/2

pkts/s. The multi-homed non-cooperative scheme experiences congestion in the first path

(500 + 370 > 707). The second path transmits 17 percent of packets (102 pkts/s) and the
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Figure 5.9: Throughput of congestion control in a lossy wireless environment

transmission rate in the first path is limited to 707/2 pkts/s. Thus, as shown in Figure 5.8,

the overall throughput in the non-cooperative congestion control is 455 pkts/s. However,

the cooperative congestion control makes use of cooperation, which leads to the throughput

of around 500 pkts/s which includes 707/2 pkts/s from the first path and 141 pkts/s from

the second path. Therefore, in terms of throughput, the cooperative congestion control

outperforms the other congestion control schemes.

5.4.3 Packet Loss

In this scenario, we consider packet loss due to wireless network channels and measure the

throughput of congestion control schemes for different packet losses with the same parameters

in Table 5.2. The average packet loss in the Figure 5.9 is set to be equal to the average packet

loss in the first network and 10 times of the average packet loss in the second network.

As shown in Figure 5.9, the throughput of all congestion control schemes decreases with

increasing the average packet loss. However, cooperative congestion control throughput is

always higher than other schemes.
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Based on the simulation results, the proposed cooperative congestion control algorithm

can enhance the requested rate provisioning, specially when congestion happens in one path.

This improvement is achieved by the cooperation of heterogeneous networks in reducing

congestion.

5.5 Summary

In this chapter, an end-to-end cooperative congestion control algorithm is proposed when

two networks are available to each of the end users. The cooperative scheme is developed

without requiring changes to the protocol of the congestion control core. The cooperation

measurement and decision-making are performed at the destination and the cooperation

notification is sent to the source via an ACK to increase the CW size of the uncongested path.

The cooperation start/stop thresholds, SCT and ECT, have been discussed and formulated

based on the wireless network characteristics, current traffic condition, and requested QoS.

The simulation results show the performance improvement of the cooperative scheme in

comparison with the previous multi-homed congestion control protocols.
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Chapter 6

Conclusion and Future Work

The objective of this research is to develop an end-to-end cooperative congestion control

algorithm in a heterogeneous wireless environment with the Internet backbone. The end

terminals are equipped with multiple radio interfaces for connection to the Internet back-

bone and multiple paths can be established between the end terminals for simultaneous

packet transmission. We consider cooperation among heterogeneous wireless networks with

overlapped coverage areas as a congestion prevention method without losing service quality.

The cooperation among available networks is used to enhance QoS, especially in a con-

gestion scenario. The cooperative congestion control algorithm should avoid congestion in

every path based on the condition of all paths in the association. Therefore, when conges-

tion is predicted for one path, other paths are notified to help the congested path by moving

the traffic load away from the congested path and by increasing CW size of non-congested

paths to compensate for the CW size reduction of the congested one. However, cooperation

among heterogeneous wireless networks in congestion scenarios does not always take place

as an uncongested network may not be available for cooperation or cooperation may not be

beneficial due to overhead such as cooperation setup time.

In this thesis, the cooperation of heterogeneous wireless networks with multi-homing

capability is studied for an end-to-end congestion control. An existing congestion control
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protocol is chosen as the cooperative congestion control core. The cooperative congestion

control is modelled by a finite-state Markov chain, and the estimated congestion level of

each path is compared to some calculated thresholds. The thresholds have been calculated

to determine when to start/stop cooperation considering wireless network characteristics and

current traffic in the network. Simulation results demonstrate that the proposed algorithm

reduces congestion occurrences and increases the transmission throughput significantly in

a congestion scenario. Moreover, the transmission throughput of cooperative congestion

control always outperforms that of non-cooperative congestion control in wireless networks

with packet loss.

As a future work, this research can be extended in several directions as follows.

• The CW decrease of a path in a congestion scenario is a serious obstacle to guaran-

teeing the QoS for the users. Cooperation can enhance QoS in a congestion scenario

if enough cooperation from uncongested networks exists. To specify the amount of co-

operation, the cooperation rate can be defined as the number of packets sent through

the cooperative network normalized to the total number of transmitted packets. The

cooperative congestion control rate should be maximized, while congestion occurrences

are minimized and QoS degradation is avoided.

• Although heterogeneous wireless networks and the wired Internet backbone provide

end-to-end packet transmissions together, they have different network resources, var-

ious traffic flows, and dissimilar infra-structures. Therefore, the congestion level of a

path in the wireless domain is not generally the same as in the wired one. If a network

is congested in the wired Internet backbone, the cooperative congestion control algo-

rithm, which aims to use the heterogeneity in wireless networks to reduce congestion,

may not be effective and necessary. Therefore, the cooperation algorithm should be

notified whether the cooperation has been effective in congestion reduction. This can

be achieved by tracking the queuing delay changes of the end-to-end paths.
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• Although the problem of out-of-order packet reception is ignored in most congestion

control proposals [52], it should be considered for congestion control in heterogeneous

networks because different delays in various end-to-end paths are inevitable. Moreover,

the transition between wireless and wired networks may change the order of packets

even in a single network path since the switches or routers may have parallel queues

with different delays [51].

The throughput of multi-path congestion control algorithms can be increased signif-

icantly by minimizing reordering or its effects [22]. The solution to the reordering

problem can take the advantages of cooperation. It can be combined with the cooper-

ative congestion control scheme to provide the best cooperation congestion prevention

scenario while the number of out-of-order packets is minimized. To minimize out-

of-order packet delivery to improve the transmission throughput, an adaptive ACK

strategy should be developed for time-varying delays in the end-to-end paths. The

trade-off between the cooperation maximization and reordering minimization can be

studied to enhance the end-to-end QoS;

• Fairness is essential for any congestion control scheme since the bottleneck is shared

among different entities. It is known from the literature that a fair congestion control

protocol in a single-path transmission generally does not act fairly in a multi-path

transmission [22]. Thus, a cooperative congestion control algorithm in a heterogeneous

environment is not necessarily fair even if the independent congestion control proto-

cols are fair. On the other hand, different definitions are proposed for the fairness

concept, as discussed in Subsection 3.1.3. Hence, to achieve the fairness, first, a proper

definition of fairness needs to be provided for cooperative congestion control. Then,

cooperation among heterogeneous wireless networks should be facilitated to guarantee

the target fairness, i.e., a fair rate allocation should be developed to maximize the QoS

enhancement via cooperation.
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Appendix A

Packet-level congestion control

primary equations

Packets are labeled based on their sending order,

Sp(u) ≤ Sp(u+ 1), ∀u. (A.1)

The minimum PIF can be one (just for packet u), which means all the packets except u

are received at the destination. The maximum PIF can be equal to the number of packets

in flight in the previous RTT plus one, which means non of the packets in flight has reached

the destination yet, i.e.,

1 ≤ ψ(u) ≤ ψ(u− 1) + 1. (A.2)

The relationship between the queuing delay and backlog can be simply described based

on the bottleneck of the end-to-end path, given by

q(u) =
Bp(u)

c
. (A.3)
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There is a limitation on the maximum transmission rate of packets,

Ap(u) − Ap(u− 1) ≥
1

c
∀u. (A.4)

The arrival time of packet u can be described based on the delays in the system,

Ap(u) = Sp(u) + d+
Bp(u)

c
. (A.5)
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