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Abstract

The aim of this thesis is to develop algorithmic methods for computing particular performance measures of interest for a general class of discrete-based insurance risk models. We build upon and generalize the insurance risk models considered by Drekic and Mera (2011) and Alfa and Drekic (2007), by incorporating a threshold-based dividend system in which dividends only get paid provided some period of good financial health is sustained above a pre-specified threshold level. We employ two fundamental methods for calculating the performance measures under the more general framework.

The first method adopts the matrix-analytic approach originally used by Alfa and Drekic (2007) to calculate various ruin-related probabilities of interest such as the trivariate distribution of the time of ruin, the surplus prior to ruin, and the deficit at ruin. Specifically, we begin by introducing a particular trivariate Markov process and then expressing its transition probability matrix in a block-matrix form. From this characterization, we next identify an initial probability vector for the process, from which certain important conditional probability vectors are defined. For these vectors to be computed efficiently, we derive recursive expressions for each of them. Subsequently, using these probability vectors, we derive expressions which enable the calculation of conditional ruin probabilities and, from which, their unconditional counterparts naturally follow.

The second method used involves the first claim conditioning approach (i.e., condition on knowing the time the first claim occurs and its size) employed in many ruin theoretic articles including Drekic and Mera (2011). We derive expressions for the finite-ruin time based Gerber-Shiu function as well as the moments of the total dividends paid by a finite
time horizon or before ruin occurs, whichever happens first. It turns out that both functions can be expressed in elegant, albeit long, recursive formulas.

With the algorithmic derivations obtained from the two fundamental methods, we next focus on computational aspects of the model class by comparing six different types of models belonging to this class and providing numerical calculations for several parametric examples, highlighting the robustness and versatility of our model class. Finally, we identify several potential areas for future research and possible ways to optimize numerical calculations.
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Nomenclature

Abbreviations:
- DISAM: Delayed independent Sparre Andersen model.
- iid: Independent and identically distributed.
- MAMs: Matrix-analytic methods.
- OISAM: Ordinary independent Sparre Andersen model.
- pmf: Probability mass function.

Conventions:
If \(a\) and \(b\) are integers with \(a > b\), then \(a, a+1, \ldots, b\) is considered to be an empty sequence of points.

If \(a\) and \(b\) are integers with \(a > b\), then \(\sum_{\ell=a}^{b} f_\ell = 0\) for any arbitrary function \(f_\ell\).

\(0^0 = 1\).

\(0 \times \infty = \infty \times 0 = 0\).

Basic Notation:
- \(\mathbb{Z}^-\): The set of negative integers (i.e., \{-1,-2,-3,\ldots\}).
- \(\mathbb{N}\): The set of natural numbers (i.e., \{0,1,2,\ldots\}).
- \(\mathbb{Z}^+\): The set of positive integers (i.e., \{1,2,3,\ldots\}).
∅: The empty set.

⌊x⌋: The floor function of $x$, yielding the largest integer that is less than or equal to $x$.

⌈x⌉: The ceiling function of $x$, yielding the smallest integer that is greater than or equal to $x$.

$(x - y)_+$: The maximum of $x - y$ and 0.

$\text{mod}(a, b)$: $a$ modulo $b$ for $a \in \mathbb{N}$ and $b \in \mathbb{Z}^+$. Note that $\text{mod}(0, b) = 0$.

$1_A$: The indicator function of an event $A$, equal to 1 if $A$ is true and 0 if $A$ is false.

$\overline{A}$: The complement of an event $A$.

$|A|$: The cardinality of (i.e., number of elements in) a set $A$.

$A'$: The transpose of a vector/matrix $A$.

$[A]_{m,n}$: The $(m,n)$th block-matrix of $A$.

**Constants:**

$u$: The initial surplus value.

d: The initial value of the dividend counter.

c: The premium amount per time unit.

$b$: The dividend threshold level.

$n_r$: The maximum time span until the first claim occurs.

$n_a$: The maximum interclaim time (i.e., the maximum time span between two consecutive claims).

$y_0$: The minimum claim size.

$y_\alpha$: The maximum claim size.
\( c_1 \): The minimum unrestricted dividend amount.

\( c_2 \): The maximum unrestricted dividend amount.

\( h \): The maximum dividend counter value, conveying when a potential dividend can be issued.

\( 0 \): A \( 1 \times n_a \) vector of zeros.

\( 0 \): An \( n_a \times n_a \) matrix of zeros.

\( e_1 \): A \( 1 \times n_a \) vector with 1 in the first element and zeros elsewhere.

**Variables:**

\( t \): A general time unit value.

\( y \): A general (i.e., realized) claim size value.

\( k \): The realized time unit value at which the first claim occurs.

\( \tau \): A general (i.e., realized) time of ruin value.

\( i \): A general (i.e., realized) surplus value.

\( j \): A general (i.e., realized) deficit at ruin value.

\( s \): A total dividend amount value before the current time period.

\( s^* \): A dividend amount value at the current time period. If the current time period is a non-dividend paying time period, then \( s^* = 0 \).

\( T \): The time of ruin random variable.

\( U(t) \): The value of the surplus process at time \( t \) under a continuous-time insurance risk model.

\( U(T^-) \): The surplus prior to ruin under a continuous-time insurance risk model.

\( |U(T)| \): The deficit at ruin under a continuous-time insurance risk model.
\( U_t: \) The value of the surplus process at time \( t \) under a discrete-time insurance risk model.

\( U_{T^-}: \) The surplus prior to ruin under a discrete-time insurance risk model.

\( |U_T|: \) The deficit at time at ruin under a discrete-time insurance risk model.

\( \Omega_k: \) The sample space of possible non-ruin values that the surplus process can take at time \( k \).

\( N(t): \) The number of claims by time \( t \) under a continuous-time insurance risk model, with \( N(0) \) set equal to 0.

\( N_t: \) The number of claims by time \( t \) under a discrete-time insurance risk model, with \( N_0 \) set equal to 0.

\( W_1: \) The time until the first claim occurs, where \( W_1 \in \{1, 2, \ldots, n_r\} \).

\( W_\ell: \) The time between the \((\ell - 1)th\) and \( \ell \)th claims (a.k.a. \( \ell \)th interclaim time) for \( \ell \in \{2, 3, 4, \ldots\} \), where \( W_\ell \in \{1, 2, \ldots, n_a\} \).

\( X_\ell: \) The size of the \( \ell \)th claim for \( \ell \in \mathbb{Z}^+ \), under a continuous-time insurance risk model, where \( X_\ell > 0 \).

\( Y_\ell: \) The size of the \( \ell \)th claim for \( \ell \in \mathbb{Z}^+ \), under a discrete-time insurance risk model, where \( Y_\ell \in \{y_0, y_0 + 1, \ldots, y_\alpha\} \).

\( E_t: \) The value of the elapsed time counter, at time \( t \), since the occurrence of the last claim, starting from 1 at time 0, and resetting to 1 at every claim occurring time unit.

\( D_t: \) The value of the dividend counter at time \( t \). A dividend is potentially issued at time \( t + 1 \) only when \( D_t \) is equal to \( h \).

\( S_t: \) The total dividend amounts issued by time \( t \in \mathbb{N} \), with \( S_0 = 0 \). Its range of values depends on knowing \( U_{t-1}, D_{t-1} \), and possibly the value of a claim at time \( t \).

\( Order: \) The event variable specifying the order of claim and dividend implementation should they both need to be processed at the same time unit. If the claim is processed before the dividend, then \( Order \) is set equal to \( ClmFrs; \) otherwise, it is set equal to \( C\bar{ClmFrs} \).
Probabilities:

- $r_\omega$: Equal to $Pr\{W_1 = \omega\}$.
- $R_\omega$: Equal to $Pr\{W_1 > \omega\}$.
- $a_\omega$: Equal to $Pr\{W_\ell = \omega\}$ for $\ell \in \{2, 3, 4, \ldots\}$.
- $A_\omega$: Equal to $Pr\{W_\ell > \omega\}$ for $\ell \in \{2, 3, 4, \ldots\}$.
- $\alpha_y$: Equal to $Pr\{Y_\ell = y\}$ for $\ell \in \mathbb{Z}^+$.
- $\Lambda_y$: Equal to $Pr\{Y_\ell > y\}$ for $\ell \in \mathbb{Z}^+$.
- $p$: Equal to $Pr\{ClmFrst\}$.
- $d_\ell$: Equal to the probability that an unrestricted dividend is equal to $\ell$.
- $d^*_\ell\{i\}$: Equal to the probability that a restricted dividend is equal to $\ell$, given that the surplus process is at level $i$ immediately before the dividend is issued.

General Functions:

- $z_u$: The earliest time the surplus process reaches or crosses the threshold level $b$ from an initial surplus of $u$.
- $z^*_u, d$: The earliest time a dividend can be issued, starting from an initial surplus of $u$ and an initial dividend counter of $d$.
- $T_{u,d}(t)$: The collection of dividend paying time points up to and including time $t$, starting from an initial surplus of $u$ and an initial dividend counter of $d$.
- $P_{z^*_u, d}(n)$: The number of periods after $z^*_u, d$ required for $n$ dividends to be issued.
- $Div_i(x)$: The restricted value of an unrestricted dividend of size $x$, given that the surplus process is at level $i$ immediately before the dividend is issued.
$\text{TotDiv}_n(x)$: The total amount of the first $n$ dividends, each comprised by way of a constant unrestricted dividend of size $x$.

$\mathcal{R}_{u,d}(t)$: The collection of all possible total dividend amounts accumulated by time $t$, starting from an initial surplus of $u$ and an initial dividend counter of $d$.

$i_{\text{min}}$: The smallest possible surplus prior to ruin value.

$\tilde{v}_u(t)$: An upper bound on the level the surplus process can achieve at time $t$, starting from an initial surplus of $u$.

$V_{u_1,d_1}(t_1, t_2, y, s, s^*, \text{Order})$: The value of the dividend counter at time $t_2$, starting at time $t_1$ ($< t_2$) from a surplus of $u_1$ and a dividend counter of $d_1$, given that the only claim occurs at time $t_2$ with a size equal to $y$, the total amount of dividends over the time period $\{t_1 + 1, t_1 + 2, \ldots, t_2 - 1\}$ is equal to $s$, the dividend amount at time $t_2$ is equal to $s^*$, and the value of the event variable at time $t_2$ is equal to Order. At times when any of these parameters do not play a role in determining the value of the dividend counter, we replace them with the notation “.”.

**Functions Assuming No Claims before Time $k$:**

$v_{u,d}(k)$: The maximum level the surplus process can achieve at time $k$ from an initial surplus of $u$ and an initial dividend counter of $d$, immediately before the first claim and possible dividend are implemented at time $k$.

$\tilde{v}_{u,d}(k, n)$: An upper bound on the level the surplus process can achieve at time $k + n$ from an initial surplus of $u$ and an initial dividend counter of $d$, given that the first claim occurred at time $k$.

**Performance Measures:**

$\psi_{n,i,j}^{(k)}(u, d)$: Equal to $Pr\{T = k + n, \left| U_T \right| = i | U_k \in \Omega_k, U_0 = u, D_0 = d\}$.

$\omega_{n,i}^{(k)}(u, d)$: Equal to $Pr\{T = k + n, \left| U_T \right| = i | U_k \in \Omega_k, U_0 = u, D_0 = d\}$.

$\phi_{n,j}^{(k)}(u, d)$: Equal to $Pr\{T = k + n, \left| U_T \right| = j | U_k \in \Omega_k, U_0 = u, D_0 = d\}$.
\[ \psi_{\tau,i,j}(u,d) \text{: Equal to } Pr\{T = \tau, U_{T-} = i, |U_T| = j |U_0 = u, D_0 = d\}. \]

\[ \omega_{\tau,i}(u,d) \text{: Equal to } Pr\{T = \tau, U_{T-} = i |U_0 = u, D_0 = d\}. \]

\[ \phi_{\tau,j}(u,d) \text{: Equal to } Pr\{T = \tau, |U_T| = j |U_0 = u, D_0 = d\}. \]

\[ \Psi_{\tau,i,j}(u,d) \text{: Equal to } Pr\{T \leq \tau, U_{T-} \leq i, |U_T| \leq j |U_0 = u, D_0 = d\}. \]

\[ \Gamma_{\tau}(u,d) \text{: Equal to } Pr\{T \leq \tau |U_0 = u, D_0 = d\}. \]

\[ \tilde{G}_{v,m}(u,d) \text{: Equal to } E[v^T w(U_{T-}, |U_T|)1_{|T\leq m}|U_0 = u, D_0 = d] \text{ under a DISAM, where } v \in (0,1] \text{ is a discount rate and } w(U_{T-}, |U_T|) \text{ is a specified penalty function.} \]

\[ G_{v,m}(u,d) \text{: Equal to } E[v^T w(U_{T-}, |U_T|)1_{|T\leq m}|U_0 = u, D_0 = d] \text{ under an OISAM, where } v \in (0,1] \text{ is a discount rate and } w(U_{T-}, |U_T|) \text{ is a specified penalty function.} \]

\[ \tilde{D}_m(u,d) \text{: Equal to } E[\Sigma^\tau_{\min(T,m)}|U_0 = u, D_0 = d] \text{ under a DISAM.} \]

\[ D_m(u,d) \text{: Equal to } E[\Sigma^\tau_{\min(T,m)}|U_0 = u, D_0 = d] \text{ under an OISAM.} \]
Chapter 1

Literature Review

1.1 Introduction

1.1.1 A Brief History of Ruin Theory

The concept of insurance and pooling risk is quite an old one since the early formation of human civilizations. Ever since money came into existence, societies have found it extremely beneficial to develop safety mechanisms in the form of financial compensations for their citizens, in the face of possible personal misfortunes (e.g., floods, sickness, death of a family member). Consequently, the role of insurance became more pronounced. As a result, both private and public institutions were established to protect members and organizations against particular potential losses through financial compensation and/or services.

Nowadays, insurance has become a part of everyday life for both members and institutions, at least in developed societies. In the foreword of his 1984 book *The Historian and Business of Insurance*, Oliver Westall states—in the context of the British economy—that “the involvement of insurance in so many aspects of the economy has meant that its history has reflected the evolution of business and social life in a most intimate and revealing
way.” Extending this quote, we may even be so bold to say that maintaining the well-being of these risk-protection agencies is crucial for the well-being of human society. Thus, it is essential to keep insurance companies financially healthy and productive, and minimize the risk of ruin (i.e., bankruptcy).

The research conducted in this thesis lies under the umbrella of ruin theory (a.k.a. collective risk theory), which mathematically studies the insurance company’s vulnerability to being ruined (i.e., bankrupt) at some point in the future. This is done by mathematically formulating an insurance risk model which involves setting up at least one surplus process. A surplus process (a.k.a. risk reserve) is typically classified as the net financial amount of an insurance company after taking away operational expenses. Once the process/processes has/have been set up, the goal is then to calculate or derive expressions for particular ruin-related quantities known as performance measures or risk measures, such as the probability of ultimate ruin (i.e., the probability that an insurance company will eventually go bankrupt).

The first known publication of an insurance risk model was a compound Poisson risk model published in 1903 by Filip Lundberg (e.g., see Cramér (1969)), who can be considered as the father of ruin theory. The assumptions of his model were quite simple and the main objective was to derive the probability that an insurance company’s surplus will become negative (i.e., get ruined) at some date in the future. Other risk measures examined by Lundberg and others in the early twentieth century involved upper and lower bounds on probabilities of ruin, which were particularly useful when calculating the probability of ruin was done manually.
In fact, it was not until the 1980’s that the focus of the ruin theory literature became oriented towards computationally intensive and practical models. By looking at recent publications (i.e., 1990’s to late 2000’s) in top actuarial and statistical journals, we find that there has been an increasing number of articles which focus on practical issues such as those shown in the following list:

(1) Analysis of surplus models under a very general set of assumptions:

   (a) Multivariate models, of which an overview is given in Anastasiadis and Chuvoka (2012).

   (b) A model incorporating a constant interest rate, with claim instants that are governed by a Markovian arrival process, and claim sizes that are matrix exponentially distributed as in Mitric et al. (2012).

   (c) Dependent interclaim time and claim size models as in Willmot and Woo (2012) and Mihálykó and Mihálykó (2011).

   (d) A Lévy insurance risk model as in Bo et al. (2012) (note: there were errors in the original manuscript, which were corrected in the two-page follow-up Bo et al. (2013)).

   (e) A discrete renewal risk model as in Cossette et al. (2006).

(2) Use of statistical techniques in estimating parameters and calculating performance measures:

   (a) Using a hybrid of crude Monte Carlo and asymptotic estimation to estimate the finite-time probability of ruin in an AR(1) model as in Tang and Yuan (2012).

   (b) Using the Log phase-type class to fit heavy-tailed data as in Ahn et al. (2012).
(c) Calculating the probability of ultimate ruin via a bootstrap approach as in Baumgartner and Gatto (2010).

(d) Calculating the adjustment coefficient in an ARMA($p,q$) risk model as in Christ and Steinebach (1995).

(3) Development of recursive techniques for computing different types of ruin probabilities efficiently for particular insurance risk models:

(a) A discrete-based insurance risk model with random dividends as in Drekic and Mera (2011).

(b) An Erlangian approximation to insurance risk models with phase-type interclaim times and claim sizes as in Stanford et al. (2011).

(c) An insurance risk model with phase-type distributed claim sizes as in Drekic et al. (2004).

Hence, as the literature becomes abundant with both realistic and mathematically tractable models, insurance companies will have a greater variety of quantitative tools and methods at their disposal.

1.1.2 Insurance Risk Models as Proxies for Company Solvency

Notwithstanding this, we note that insurance risk models can only play a minor role in analyzing an insurance company’s financial well-being. This is because the assumptions made about the nature of the surplus process throughout time are overly simplistic. Certain extrinsic factors may set a completely different fate for the company’s surplus should
they occur (source: Willmot (2011)). For instance, a company may face a sudden increase in competition (e.g., new players issuing insurance products with competitive prices) or a sudden loss of reputation (e.g., being subjected to multiple bad faith lawsuits). Either case will heavily require adaptive strategic planning that will render an insurance risk model obsolete since new forces (i.e., sources of expenses) will not be captured by the stochastic model. Hence, insurance risk models cannot be over-relied upon due to the dynamic nature of the real world.

Nonetheless, stochastic models can be useful in scenario testing and even in making short-term predictions (sources: Landriault (2011); Willmot (2011)). Thus, it would be useful for practitioners to include some of the insurance risk models available in the literature in analyzing the solvency of their businesses.

1.2 Insurance Risk Models in the Literature

1.2.1 Works under the Continuous Framework

The main focus in the literature has been on the formulation/analysis of insurance risk models under a continuous-time framework. The most typical model is a surplus process, starting with an initial capital, receiving a constant premium throughout time, and processing a random number of claims, each of which is of a random size. Mathematically, using notation commonly used in the literature, this process can be written as follows:

\[ U(t) = u + ct - \sum_{\ell=1}^{N(t)} X_{\ell} \] for \( t \geq 0 \) and with \( U(0) = u \) and \( N(0) = 0 \).

In the above equation, \( U(t) \) represents the company’s surplus at time \( t \), \( u \) is the initial wealth of the insurance company, \( c \) is the constant premium rate per time unit, \( N(t) \) is the
number of claims that have occurred by time $t$, and $X_\ell$ is the size of the $\ell$th claim. Note that this model has two sources of randomness: $N(t)$ and the $X_\ell$’s. The main objective of using this model (and more general ones of a similar nature) is to calculate the probability that the surplus of an insurance company would be 0 or less at some specified (or unspecified) future date, given an initial capital of $u$. Figure 1.1 below gives an example of this typical kind of surplus process:

![Figure 1.1: A sample path of a continuous-time surplus process with $u = 2$ and $c = 2$.](image)

This simple model was first introduced by Lundberg in 1903: the claim number process, $\{N(t), t \geq 0\}$, was assumed to be a Poisson process with parameter $\lambda$, and the $X_\ell$’s were positively distributed and iid (i.e., independent and identically distributed) and independent of the number of claims $N(t)$ (e.g., see Seal (1969), pp. 12–14). Lundberg’s framework was the starting point for deriving explicit expressions for risk measures such as the probability of ultimate ruin and the moments of the time of ruin.
We, of course, acknowledge the simplicity of the model above: there are many aspects we should take into account when developing models of practical value. Still, that was the starting point. Eventually, generalizations of the above-mentioned model became abundant in the literature. Along with the generalized models listed in Section 1.1.1, here are a few more examples:

(1) Copula models such as in Czado et al. (2012).

(2) Semi-Markov processes such as in Albrecher and Boxma (2005) where the independence assumption between $N(t)$ and the $X_i$’s is dropped.

(3) $\{N(t), t \geq 0\}$ being a mixed Poisson process, with interclaim times being generally distributed (as opposed to the classical exponential distribution which is a result of Lundberg’s original model) as in Grandell (1997).

(4) $\{N(t), t \geq 0\}$ being a delayed (or modified) renewal process, with claim sizes being generally distributed as in Willmot (2004).

Next to distributional generalizations, there are structural generalizations, which include incorporating other factors into the model. One such generalization, which we examine in this thesis, involves incorporating a threshold-based dividend system (a.k.a. dividend strategy), which will be covered in the next sub-section.

1.2.2 Surplus Processes with Dividend Systems

In practice, insurance companies issue payments to their shareholder members, as most of them are private enterprises. The amount and duration of these payments are determined by many factors such as the shareholder’s position and the financial health of the insurance company. Since a shareholder’s primary interest in the business is to make a high amount
of profit, a successful insurance company would therefore be one that has highly generous dividend systems for its owners. Thus, it would be of significant practical interest to incorporate dividends in insurance risk models.

Insurance risk models incorporating dividend systems were originally proposed by de Finetti (1957). In most insurance risk models including this feature, the common norm of issuing dividends is that they are applied only during periods of time when the surplus process is considered as financially healthy (see Avanzi and Wong (2012) for an example of an insurance risk model that does not follow this norm). Financial health is usually classified by comparing the value of the surplus process to a pre-specified threshold level such as the one depicted in Figure 1.2 (some models, although less common in the literature, incorporate multiple threshold levels such as in Lin and Sendova (2008)). Once the surplus process reaches or crosses this threshold level, it is classified as financially healthy and a dividend system is set in motion. In addition, dividends should never jeopardize

Figure 1.2: A sample path of a continuous-time surplus process under a threshold-based dividend system with \( u = 2 \) and \( c = 2 \).
the financial health of an insurance company; that is, the dividend amounts issued should never be allowed to be sufficient enough to bring the surplus process below the threshold level.

One major advantage, both practically and mathematically, of incorporating threshold levels in insurance risk models is that they can keep risk reserves (i.e., surpluses) realistically bounded. Seal states on page 122 of his 1969 book that the “concept of an indefinite future for a risk business [such as an insurance company] coupled with the resulting infinite risk reserve [...] was, however, criticized as unrealistic.” For a comprehensive overview of insurance risk models incorporating dividend systems, see Avanzi (2009).

1.2.3 Improvements in Performance Measures

Next to developing more flexible insurance risk models, a lot of research has been dedicated to calculating and deriving algebraic expressions for complex, albeit useful, performance measures such as expected discounted total dividends prior to ruin and the Gerber-Shiu function (proposed and formalized by Gerber and Shiu (1998)). The latter function has especially become popularly studied in the literature within the last decade because of its generality (i.e., we can extract several different performance measures under special cases). Specifically, the Gerber-Shiu function involves a general function, known as the penalty function, depending on particular ruin-related quantities associated with the surplus process, such as the surplus prior to ruin (i.e., the value of the surplus process immediately before the ruin-causing claim) and the deficit at ruin (i.e., how far the surplus process is below 0 at the time of ruin). Hence, by deriving general performance measure functions, surplus processes can be analyzed under different aspects.
Also, next to the development of more complex performance measures (thanks to the advancements in computational speed), several works in simulation and efficient algorithms have recently been developed in the literature for calculating ruin probabilities and other risk measures (for early works, see, for instance, Dufresne and Gerber (1989) and Dickson (1995)). The focus of this thesis lies in this area of the literature, specifically on deriving efficient algorithms for computing ruin-related quantities associated with a particular class of insurance risk models under a completely discrete framework (i.e., all elements determining the behaviour of surplus process, such as time and claim size, are discrete-valued). Since our model is based on this framework, and on particular computational techniques for calculating specific performance measures of interest, we dedicate the following two sections in this literature review to elaborate on the research conducted in both areas.

1.2.4 Works under the Discrete Framework

“Unlike continuous-time risk models, discrete-time risk models have not attracted much attention and the literature counts fewer contributions. Yet discrete-time risk models also have their special features and are closer to reality” (source: Li et al. (2009)).

Mathematically, using notation commonly used in the literature, a discrete-based process can be written as follows:

\[ U_t = u + ct - \sum_{\ell=1}^{N_t} Y_\ell \text{ for } t \in \mathbb{N} \text{ and with } U_0 = u \text{ and } N_0 = 0. \]

Analogous to the continuous-time risk models, \( U_t \) represents the company’s surplus at time \( t \), \( u \) is the initial wealth of the insurance company, \( c \) is the constant premium rate per time unit, \( N_t \) is the number of claims that have occurred by time \( t \), and \( Y_\ell \) is the size of the \( \ell \)th claim. All these variables are discrete. Note again that this model has two sources of
randomness: $N_t$ and the $Y_\ell$’s. Figure 1.3 above provides a simple transition scheme of this discrete-based process.

It may come as a surprise that the discrete framework has received very little attention before the 1990’s (this also includes discrete-time surplus processes with continuous claim amounts, which is much scarcer in the literature); rather, the focus has always seemed to have been on continuous-time insurance risk models. In fact, the first paper that, so to speak, popularized the discrete framework was Gerber’s 1988 article under the amusing title *Mathematical Fun with the Compound Binomial Process*. The model Gerber used is a discrete analogue of the classical compound Poisson model: the compound binomial process. Specifically, the model assumes that at every discrete time point, a maximum of one claim can occur with a known (constant) probability value. The claim sizes are assumed to be iid discrete random variables, and the claim occurrence (or non-occurrence) at each time point is independent of subsequent occurrences (or non-occurrences) at other time
points. Regarding interclaim times, instead of having them exponentially distributed as in the continuous case, these claim times are geometrically distributed—since, in some sense, the geometric distribution is considered to be the discrete counterpart of the exponential distribution because of the memoryless property it satisfies. By employing conditional probabilistic arguments and martingale theory, in addition to some algebra, Gerber derives the probability of ultimate ruin, as well as probabilities involving the surplus prior to ruin and the deficit at ruin.

Several papers have been written since Gerber’s 1988 article deriving other risk measures for more general discrete-based risk models (see Li et al. (2009) for a comprehensive overview of discrete-time models studied). Here are some notable generalization examples of interest:

(1) Distribution and performance measure generalizations:

(a) In Cossette et al. (2010) and Cossette et al. (2004), dependency structures are assumed.

(b) In Pavlova and Willmot (2004), the number of claims are assumed to follow a discrete-time renewal process and individual claim amounts are assumed to be discrete, iid and independent of the number of claims.

(c) In Cheng et al. (2000), Lundberg’s fundamental equation is introduced for Gerber’s compound binomial surplus model, and explicit formulas for particular probabilities of ruin are derived.

(2) Structural generalizations:

(a) In Dreikic and Mera (2011), Kim et al. (2008), Landriault (2008), Bao (2007),
and Tan and Yang (2006), a threshold-based dividend system is incorporated.

(b) In Xie and Zou (2010), interest rates, next to a threshold-based dividend system, are incorporated.

(c) In Yuen and Guo (2001), multiple claim types are incorporated.

(d) In dos Reis (2000), recovery times (where a recovery time is an uninterrupted length of time during which a surplus process is negatively valued) are allowed.

As can be seen, there has been a growing number of recent papers on discrete-based insurance risk models, most of which are extensions of the compound binomial framework and focusing on deriving marginal distributional results for certain risk measures, such as the time of ruin, the surplus prior to ruin, and the deficit at ruin. However, as mentioned by Alfa and Drekic (2007), “there appear to be few results in the literature for computing the joint probability distribution of these fundamental ruin-related quantities of interest in the delayed Sparre Andersen model.” We address the works in this area of study next.

1.2.5 Properties of Discrete-based Delayed Sparre Andersen Models

These models (a.k.a. discrete-based renewal risk models) assume that the time until the first claim occurs follows an arbitrary discrete distribution, and is independent of the subsequent interclaim times. The main reason behind this assumption lies in the view that the first claim time is not a valid interclaim time. Rather, since the process is forcibly started from time 0, and proceeding on the premise that a claim has occurred at time 0 would simply be an artificial, convenient assumption, the time until the first claim should be considered as an incomplete interclaim time period, and, hence, its probability distribution need not necessarily be the same as its subsequent counterparts. This is a more
general class of models than the one studied by Pavlova and Willmot (2004), where the first interclaim time is assumed to follow the stationary or equilibrium distribution (e.g., see Karlin and Taylor (1975), pp. 192–193) of the iid subsequent interclaim times, and is independent of them.

Keeping in mind that, taxonomically, Sparre Andersen models only assume independence between interclaim times (including the time until the first claim), a commonly used type of Sparre Andersen model is one that further assumes that these interclaim times are independent of claim size. Thus, for specificity on the model class we use in this thesis, we denote this special class of models as discrete-based delayed independent Sparre Andersen models which will be abbreviated from this point forward to DISAMs (or DISAM for a singular model). A special case of DISAMs is when the time for the first claim to occur follows the same distribution as subsequent interclaim times. We denote models following this special case as discrete-based ordinary independent Sparre Andersen models, which will be abbreviated from this point forward to OISAMs (or OISAM for a singular model).

This thesis generalizes the DISAM originally presented in Alfa and Drekic (2007), creating a new class, so to speak, of insurance risk models. The aim then is to derive computational algorithms for calculating the following performance measures (more details will be given in the next chapter):

1. The trivariate ruin probability: the joint probability of the time of ruin, the surplus prior to ruin, and the deficit at ruin.

2. Two bivariate ruin probabilities:

   (a) The joint probability of the time of ruin and the surplus prior to ruin.
(b) The joint probabilities of the time of ruin and the deficit at ruin.

(3) The finite-ruin time based Gerber-Shiu function.

(4) The moments of the total dividends paid by a finite time horizon or before ruin occurs, whichever happens first.

For the last two performance measures, the first claim conditioning method is used (i.e., condition on knowing the time the first claim occurs and its size, and exploit the renewal property of the model), which is standard practice in the field of ruin theory. As for the trivariate and bivariate ruin probabilities, as employed by Alfa and Drekic (2007), we use a combination of matrix-analytic methods (MAMs for short) and conditional probabilistic arguments to derive expressions and computational procedures to calculate these quantities.

To complete the literature review on the methods used in developing the DISAM class in this thesis, the final section provides a recapitulation of the field to which MAMs pertain.

1.3 Along Came MAMs

“*It is unworthy of excellent men to lose hours like slaves in the labor of calculation which could safely be relegated to anyone else if machines were used*” (Gottfried Leibniz, source: Edwards (1979)).

1.3.1 Motivation

With the advancements of computational power within the second half of the previous century, the field of computational probability has become rich and multidisciplinary (e.g.,
telecommunications, queueing theory, inventory theory, computer engineering, ruin theory). The main objective of computational probability is to develop statistical models that are both general and tractable.

In his 1981 book, Marcel Neuts introduced a new genre, under a queueing context, in computational probability: MAMs. MAMs are techniques used to analyze stochastic models with matrix components under a Markovian framework. Note that these stochastic models need not be multivariate in order to include matrix components; rather, transition probability matrices and initial probability vectors are used to analyze the behaviour of stochastic processes. Examples include the analysis of discrete and continuous phase-type distributions—which are generalizations of geometric and exponential distributions, respectively—and Markovian arrival processes—which are generalizations of the Poisson process.

The main advantage of working under a Markovian setup is that we do not need to keep track of the entire history of the underlying stochastic process. Rather, in order to predict the value of a Markovian-based process at some specific future date, we only need to know its present value; past knowledge is deemed irrelevant. Notwithstanding the fact that these models are less general than those that keep track of past values as well as the present one, they are nonetheless more general than models whose processes do not depend on any path information (i.e., neither the present value nor past ones) for prediction. They also have the advantage of being mathematically tractable with many quantities explicitly expressed in terms of elegant matrix and vector components.

However, the main drawback of using MAMs is that calculating matrices can be compu-
tationally costly. Specifically, computational complexity (i.e., the time it takes to perform a desired task using a computer program) can be a constraining factor in making calculations when dealing with matrices of high dimension. Albeit that computational speed is increasing, and hence making high-dimensional matrix manipulation more convenient, it is essential to continually develop computational complexity reduction techniques in order to optimize the use of these models. This is expressed in the preface of Neuts’s 1981 book, where he identifies computational probability, which incorporates MAMs, as “the study of stochastic models with a genuine added concern for algorithmic feasibility over a wide, realistic range of parameter values.”

1.3.2 MAMs in Ruin Theory

In recent times, within the field of ruin theory, MAMs have been used to calculate performance measures of insurance risk models strongly generalized from basic ones. Examples under the continuous framework include the following models:

(1) In Mitric et al. (2012) (previously mentioned in Section 1.1.1), claim instants are assumed to be governed by a Markovian arrival process, and claim sizes are matrix exponentially distributed.

(2) In Badescu and Landriault (2009), a general non-renewal insurance risk model is presented, using continuous phase-type distributions, Markovian arrival processes, and results from fluid queues.

(3) In Li (2008), a continuous-time Sparre Andersen model is presented, assuming that interclaim times are continuous phase-type distributed. Different probabilities of ruin are calculated and a matrix expression for the expected discounted dividends prior to ruin in the presence of a constant dividend barrier is derived.
(4) In Stanford et al. (2000), both the interclaim times and the claim sizes are assumed to be continuous phase-type distributed and a numerical approach is used to calculate and plot probabilities of ruin with respect to changes made to particular parameters in the model (e.g., initial reserve ratio and relative security loading).

1.3.3 MAMs in Discrete-based Insurance Risk Models

To the best of our knowledge, the only publications in the literature of which we are aware that use MAMs in discrete-based insurance risk models are Drekic and Mera (2011), Wu and Li (2010), Wu and Li (2008), and Alfa and Drekic (2007). In Wu and Li (2008), inter-claim times are assumed to be iid discrete positive random variables and individual claim amounts are assumed be discrete phase-type distributed. Using MAMs, the probability of ultimate ruin and a certain bivariate ruin probability are derived.

The same authors in their more recent paper (i.e., Wu and Li (2010)) introduce a model where the number of claims follows a generalized \((a, b, 0)\) class of distributions, and risk models with both discrete and continuous claim amounts are formulated and examined. These authors also present recursive formulas for these two types of models including the special case when the number of claims follows a particular class of discrete phase-type distributions (which belong to the their defined \((a, b, 0)\) class). The DISAM class used in this thesis follows along the lines of Drekic and Mera (2011) and Alfa and Drekic (2007), whose assumptions and notation are very similar to what will be presented in the subsequent chapters.

This concludes the literature review of this thesis. In the next chapter, we define our model class and its underlying assumptions. The following two chapters show the
methodologies used for deriving and calculating the performance measures of interest and their algebraic results. The subsequent chapter considers specific sub-classes of the general one, with several numerical examples provided. Finally, we conclude this thesis with a discussion of potential areas for future research.
Chapter 2

The Model Class

2.1 The Surplus Process

Members of our model class (e.g., see Figure 2.1 above) share the following surplus process equation:

\[ U_t = u + ct - \sum_{\ell=1}^{N_t} Y_\ell - S_t \text{ for } t \in \mathbb{N}, \]

where \( U_t \) is the value of the surplus process (a.k.a. surplus value) at time unit \( t \), \( u \) is a constant value indicating the initial value of the surplus process at time 0, \( c \) is a constant value indicating the dividend rate per unit time, \( N_t \) is the number of dividends issued up to time \( t \), \( Y_\ell \) represents the amount of dividends issued at time \( \ell \), and \( S_t \) is the sum of the claims paid up to time \( t \).
value representing the premium amount collected per time unit, $N_t$ is a random variable indicating the number of claims by time $t$, $Y_\ell$ is a random variable, indicating the size of the $\ell$th claim, and $S_t$ is a random variable indicating the total dividend amount by time $t$. In addition, regarding the variable $S_t$, $S_0 = 0$ and the range of values this variable can take at any time $t$ is dictated by knowing the value of the surplus amount at time $t - 1$, the value of a so-called dividend counter (to be explained shortly) at time $t - 1$, and, possibly, the value of the claim size (should a claim have occurred) at time $t$.

Thus, there are three sources of randomness affecting the behaviour of the surplus process. We now turn to the main properties of the model class.

### 2.2 Model Class Characteristics

The following is the list of assumptions of our insurance risk model class:

1. We are working under a discrete framework.

2. At every time period, a premium of constant size $c \in \mathbb{N}$ is collected. Premiums are collected before any potential claims and dividends. We remark that while a premium value of zero is not truly realistic under an insurance risk model context, we incorporate the possibility that $c = 0$ since our derivations still hold without any loss of generality. Furthermore, as the model class we are developing can be viewed simply as a stochastic process, there may be some practical uses in other areas of study where one is working with a process that is doomed to decay (e.g., depreciation value analysis, wear-and-tear scenarios of a particular biological process).

3. All claim sizes, $Y_1, Y_2, Y_3, \ldots$, are iid and positively valued, with probability mass
function (pmf) denoted by $\alpha_y = Pr\{Y_\ell = y\}$ for $\ell \in \mathbb{Z}^+$, tail probability function denoted by $\Lambda_y = Pr\{Y_\ell > y\}$ for $\ell \in \mathbb{Z}^+$, a minimum support value of $y_0$, and a maximum support value denoted by $y_\alpha$, which is not necessarily finite.

(4) The time until the first claim, $W_1$, is positively valued with pmf denoted by $r_\omega = Pr\{W_1 = \omega\}$, tail probability function denoted by $R_\omega = Pr\{W_1 > \omega\}$, and a maximum support value denoted by $n_r$, which is finite. We remark that the finite support assumption can be dropped when using the first claim conditioning approach in Chapter 4.

(5) Subsequent interclaim times, $W_2, W_3, W_4, \ldots$, are iid and positively valued, with pmf denoted by $a_\omega = Pr\{W_\ell = \omega\}$ for $\ell \in \{2, 3, 4, \ldots\}$, tail probability function denoted by $A_\omega = Pr\{W_\ell > \omega\}$ for $\ell \in \{2, 3, 4, \ldots\}$, and a maximum support value denoted by $n_a$, which is finite. We remark that the finite support assumption can be dropped when using the first claim conditioning approach in Chapter 4. We also refer to $W_2, W_3, W_4, \ldots$ as ordinary interclaim times.

(6) Claim sizes, the time until the first claim, and all subsequent interclaim times are independent of one another.

(7) Individual dividends are non-negatively distributed and the value of a dividend depends on the surplus level, $i$, immediately before it is to be issued, with pmf denoted by $d^*_\ell\{i\}$. Such dividends are referred to as restricted in the sense that each of their amounts are never allowed to be large enough to bring the surplus process below a threshold level $b \in \mathbb{N}$. The unrestricted counterparts of these dividends, on the other hand, are the original amounts that would have been issued had it not been
for the threshold level constraint. Thus, an unrestricted dividend whose amount is large enough to bring the surplus process below the threshold level $b$, will have its restricted version just equal to the amount that will bring the surplus process down to (or at) level $b$. For instance, if a dividend is to be issued and the surplus process is at level $b$, then the restricted version will be equal to 0 so that the surplus process remains at level $b$.

The pmf of a restricted dividend satisfies the following equation:

$$d^*_\ell \{i\} = \begin{cases} 
  d_\ell & \text{if } \ell = \min\{(i-b)_+, c_1\}, \min\{(i-b)_+, c_1\} + 1, \\
  \ldots, \min\{(i-b)_+, c_2\} - 1; \\
  \sum_{\omega=\min\{(i-b)_+, c_2\}}^{c_2} d_\omega & \text{if } \ell = \min\{(i-b)_+, c_2\}; \\
  0 & \text{otherwise}, 
\end{cases}$$

where $d_\ell$ denotes the pmf of an unrestricted dividend which we assume lies between $c_1$ and $c_2$ such that $c_1$ and $c_2$ are non-negative integers, $c_1 \leq c_2$, and $\sum_{\ell=c_1}^{c_2} d_\ell = 1$. For convenience, we define $d_\ell = 0$ for all $\ell \notin \{c_1, c_1 + 1, \ldots, c_2\}$. Note that the above definition of $d^*_\ell \{i\}$ even allows for $i$ to be less than $b$, which in this case yields $d^*_\ell \{i\} = 1_{[\ell=0]}$.

In the special case where we allow $c_1 = c_2 = \infty$, we set, by convention, $d^*_\ell \{i\} = 1_{[\ell=(i-b)_+]}. $
Dividend payment periods are determined by a dividend counter, which we denote by $D_t$ for $t \in \mathbb{N}$, with $D_0 = d$, where $d$ is a pre-assigned initial setting amount. The behaviour of this counter at time $t \in \mathbb{Z}^+$ is influenced by both its value and the surplus value at the previous time unit (i.e., $D_{t-1}$ and $U_{t-1}$, respectively). In particular, the quantity $h \in \mathbb{Z}^+$ represents the maximum value the dividend counter can take, indicating that a dividend is scheduled to be issued at the next time unit (i.e., for a dividend to be issued at time $t + 1$, we require $D_t = h$ and $U_t \geq b$ to hold true). Whether or not a dividend is actually issued at the next time unit depends on additional factors, which are discussed in the next two assumptions. We emphasize that the behaviour of $D_t$ depends on the level of the surplus process with respect to the threshold value (i.e., below, or at or above level $b$), and is assumed to be user-defined. Particular choices of how $D_t$ behaves will be specified in later chapters.

Should a claim occur during a dividend payment period, the priority of which to implement first is determined by a Bernoulli random variable, with $p$ serving as the probability of processing a claim before a dividend, and $1 - p$ serving as the probability of processing a claim after a dividend. We assume that there is a zero probability of having both items processed at exactly the same time.

Next, we present the performance measures of interest, whose algorithmic expressions we aim to derive under our model class.

### 2.3 Performance Measures

Before presenting the performance measures, we begin by defining the following random variables:
(1) $T$ is the time of ruin (i.e., the first time the surplus process becomes negative).

(2) $U_{T-}$ is the surplus prior to ruin (i.e., the value of the surplus process immediately before it becomes negative).

(3) $|U_T|$ is the deficit at ruin (i.e., how far the surplus process is below 0 at the time of ruin).

Figure 2.2 gives an idea on where these random variables lie on a sample path:

\[ \psi_{\tau,i,j}(u,d) = \Pr\{T = \tau, U_{T-} = i, |U_T| = j | U_0 = u, D_0 = d \} \]

We refer to this risk measure as the trivariate ruin probability since it represents the joint pmf of the time of ruin, the surplus prior to ruin, and the deficit at ruin.

\[ \omega_{\tau,i}(u,d) = \Pr\{T = \tau, U_{T-} = i | U_0 = u, D_0 = d \} \]

We refer to this risk measure as a bivariant ruin probability since it represents the joint pmf of the time of ruin and the surplus prior to ruin.

Figure 2.2: Values of $T$, $U_{T-}$, and $|U_T|$ for a sample path of a discrete-time surplus process with $u = 2$, $c = 2$, and $b = 5$. 

In this thesis, we focus on deriving algorithmic expressions for the following performance measures pertaining to the above random variables:

(1) $\psi_{\tau,i,j}(u,d) = \Pr\{T = \tau, U_{T-} = i, |U_T| = j | U_0 = u, D_0 = d \}$. We refer to this risk measure as the trivariate ruin probability since it represents the joint pmf of the time of ruin, the surplus prior to ruin, and the deficit at ruin.

(2) $\omega_{\tau,i}(u,d) = \Pr\{T = \tau, U_{T-} = i | U_0 = u, D_0 = d \}$. We refer to this risk measure as a bivariant ruin probability since it represents the joint pmf of the time of ruin and the surplus prior to ruin.
(3) \( \phi_{\tau,j}(u,d) = Pr\{T = \tau, |U_T| = j |U_0 = u, D_0 = d \} \). We refer to this risk measure as a bivariate ruin probability since it represents the joint pmf of the time of ruin and the deficit at ruin.

(4) \( \tilde{G}_{v,m}(u,d) = E[v^T w(U_{T-}, |U_T|) 1_{[T\leq m]} |U_0 = u, D_0 = d] \), where \( v \in (0,1] \) (known as the discount factor), \( w(.,.) \) is an arbitrary non-negative function of the surplus prior to ruin and the deficit at ruin (known as the penalty function), and \( m \in \mathbb{Z}^+ \) is a fixed value (known as the finite time horizon). We refer to this function as the finite-ruin time based Gerber-Shiu function. We note that if \( w(U_{T-}, |U_T|) \) is bounded for all values of \( T \), then by letting \( m \) tend to infinity, we can apply the dominated convergence theorem (e.g., see Resnick (1999), Theorem 5.3.3) to obtain

\[
\lim_{m \to \infty} E[v^T w(U_{T-}, |U_T|) 1_{[T\leq m]} |U_0 = u, D_0 = d] = E[v^T w(U_{T-}, |U_T|) 1_{[T<\infty]} |U_0 = u, D_0 = d].
\]

The final expression above is simply referred to as the Gerber-Shiu function. We also note that our definition of \( \tilde{G}_{v,m}(u,d) \) follows along the lines of other finite-ruin time based Gerber-Shiu functions, such as those recently studied by Garrido and Zhou (2010) and Kuznetsov and Morales (in press) under a continuous-time setting.

(5) \( \tilde{D}^r_m(u,d) = E[S^r_{\min(T,m)} |U_0 = u, D_0 = d] \). We refer to this function as the \( r \)th moment of the total dividends issued by a finite time horizon of \( m \in \mathbb{Z}^+ \) or before ruin occurs, whichever happens first. Since we assume that dividends can never bring
the surplus process below level $b$, then $S_t < \infty$ holds true for all values of $t$. Note also that $S_t$ is a non-negative, non-decreasing function of $t$, since it is defined as the total dividends by time $t$. Thus, if $T < \infty$ holds true almost surely (e.g., if $U_t$ is bounded by an upper ceiling value), then we can apply the monotone convergence theorem (e.g., see Resnick (1999), Theorem 5.3.1) to obtain

$$\lim_{m \to \infty} E[S^r_{\min\{T, m\}} | U_0 = u, D_0 = d] = E[S^r_T | U_0 = u, D_0 = d].$$

The right-hand side expression is simply referred to as the $r$th moment of the total dividends prior to ruin.

We use MAMs to derive algorithmic expressions for the above trivariate and bivariate ruin probabilities. We show the details in Chapter 3. As for the finite-ruin time based Gerber-Shiu function and the moments of the total dividends issued before a finite time horizon or before ruin occurs, whichever happens first, we apply the first claim conditioning approach. This is covered in Chapter 4.

We dedicate the remainder of this chapter to defining fundamental notation and functions, including some useful derivations associated with them, that will be employed under the matrix-analytic and first claim conditioning methods. Other notation not mentioned here is local to the method used, and hence, will be introduced in its corresponding chapter.

### 2.4 Essential Notation, Functions and Derivations

#### 2.4.1 Basic Model Notation

The following notation will always be used under its respective context in this thesis:
• \( y \): A general (i.e., realized) claim size. If we are assessing the surplus process at a non-claim paying time period, then \( y \) is set equal to 0.

• \( k \): The realized time unit value at which the first claim occurs.

• \( \text{Order} \): The event variable specifying the order of claim and dividend implementation should they both need to be processed at the same time unit. If the claim is processed before the dividend, then \( \text{Order} \) is set equal to \( \text{ClmFrst} \); otherwise, it is set equal to \( \text{ClmFrst} \) (i.e., the claim is processed after the dividend).

• \( s \): A total dividend amount value before the current time period.

• \( s^* \): A dividend amount value at the current time period. If the current time period is a non-dividend paying time period, then \( s^* = 0 \). Of course, the value of \( s^* \) is influenced by the values of \( U_{t-1} \), \( \text{Order} \), and \( y \). For instance, assuming that \( t \) is a dividend paying time period, if \( U_{t-1} + c > b \), but \( U_{t-1} + c - y < b \) and \( \text{Order} = \text{ClmFrst} \), then \( s^* = 0 \). If, however, \( \text{Order} = \text{ClmFrst} \) and all other values remain unchanged, then \( s^* > 0 \).

2.4.2 General Functions

Define the following functions:

• \( z_u \): The earliest time the surplus process reaches or crosses the threshold level \( b \) from an initial surplus of \( u \). Mathematically, we have the following expression:
\[ z_u = \begin{cases} \infty & \text{if } c = 0 \text{ and } u < b; \\ 0 & \text{if } c = 0 \text{ and } u \geq b; \\ \left\lceil \frac{(b - u)_+}{c} \right\rceil & \text{if } c \in \mathbb{Z}^+. \end{cases} \]

- \( z^*_u,d \): The earliest time a dividend can be issued, starting from an initial surplus of \( u \) and an initial dividend counter of \( d \). Note that it is infinite if \( z_u \) is infinite.

- \( \mathcal{T}_{u,d}(t) \): The collection of dividend paying time points up to and including time \( t \), starting from an initial surplus of \( u \) and an initial dividend counter of \( d \). Note that \( \mathcal{T}_{u,d}(t) = \emptyset \) if \( t < z^*_u,d \), since no dividend can be paid before time \( z^*_u,d \).

- \( P_{z^*_u,d}(n) \): The number of time units after \( z^*_u,d \) required for \( n \) dividends to be issued.

- \( f(n)_{u,d}(s) \): The convolution pmf of the first \( n \) dividends, starting from an initial surplus of \( u \) and an initial dividend counter of \( d \). By convention, \( f^{(0)}_{u,d}(s) = 1_{[s=0]} \).

Of particular importance is the case where no claims are assumed to have occurred during the time period over which the first \( n \) dividends are issued. If this assumption holds, then a recursive expression for \( f^{(n)}_{u,d}(s) \) can be derived as follows:

Letting \( Z_\ell \) represent the amount of the \( \ell \)th restricted dividend, and using the function \( P_{z^*_u,d}(n) \) defined above, we first note that

\[ f^{(n)}_{u,d}(s) = Pr \left\{ \sum_{\ell=1}^{n} Z_\ell = s \left| U_0 = u, D_0 = d \right. \right\}. \]
Using the law of total probability (e.g., see Baclawski (2008), Chapter 6), we can write the following recursive expression:

\[ f^{(n)}_{u,d}(s) = \sum_{\omega=0}^{s} Pr \left\{ \sum_{\ell=1}^{n} Z_\ell = s \mid \sum_{\ell=1}^{n-1} Z_\ell = \omega, U_0 = u, D_0 = d \right\} f^{(n-1)}_{u,d}(\omega) \]

\[ = \sum_{\omega=0}^{s} Pr \left\{ Z_n = s - \omega \mid \sum_{\ell=1}^{n-1} Z_\ell = \omega, U_0 = u, D_0 = d \right\} f^{(n-1)}_{u,d}(\omega). \]

Assuming no claims have occurred, the value of the surplus process at the time of the \(n\)th dividend, but immediately before its implementation, is given by \(u + c[z^*_{u,d} + P_{z^*_{u,d}}(n - 1)] - \omega\). Thus, it follows that

\[ Pr \left\{ Z_n = s - \omega \mid \sum_{\ell=1}^{n-1} Z_\ell = \omega, U_0 = u, D_0 = d \right\} = d^*_s \{ u + c[z^*_{u,d} + P_{z^*_{u,d}}(n - 1)] - \omega \}. \]

As a result, we obtain the following overall formula:

\[ f^{(n)}_{u,d}(s) = \begin{cases} 
1_{[s=0]} & \text{if } n = 0; \\
d^*_s \{ u + c z^*_{u,d} \} & \text{if } n = 1; \\
\sum_{\omega=0}^{s} d^*_s \omega \{ u + c[z^*_{u,d} + P_{z^*_{u,d}}(n - 1)] - \omega \} f^{(n-1)}_{u,d}(\omega) & \text{if } n > 1.
\end{cases} \]

- \(TotDiv_n(x)\): The total amount of the first \(n\) dividends, each comprised by way of a constant unrestricted dividend of size \(x\).
Once again, we wish to focus on the situation where no claims are assumed to have occurred during the time period over which the first \( n \) dividends are issued. If this assumption holds, then a recursive expression for \( \text{TotDiv}_n(x) \) can be derived with the aid of the functions \( T_{u,d}(t) \) and \( P_{z_{u,d}^*}(n) \) defined above, which we describe below:

First of all, \( \text{TotDiv}_0(x) = 0 \) since the amount is clearly 0 when no dividends are paid. Secondly, it is clear that

\[
\text{TotDiv}_1(x) = \min\{x, u + cz_{u,d}^* - b\}.
\]

Next, in order to find \( \text{TotDiv}_2(x) \), we start by noting that at time \( z_{u,d}^* \), the surplus process is at \( u + cz_{u,d}^* - \text{TotDiv}_1(x) \). One dividend payment period later, \( P_{z_{u,d}^*}(1) \) in this case, the process is at level \( u + c[z_{u,d}^* + P_{z_{u,d}^*}(1)] - \text{TotDiv}_1(x) \) just prior to the dividend being paid. Hence,

\[
\text{TotDiv}_2(x) = \text{TotDiv}_1(x) + \min\{x, u + c[z_{u,d}^* + P_{z_{u,d}^*}(1)] - \text{TotDiv}_1(x) - b\}.
\]

Similarly, to calculate \( \text{TotDiv}_3(x) \), we start by noting that at time \( z_{u,d}^* + P_{z_{u,d}^*}(1) \), the surplus process is at level \( u + c[z_{u,d}^* + P_{z_{u,d}^*}(1)] - \text{TotDiv}_2(x) \). One dividend payment period later, \( P_{z_{u,d}^*}(2) - P_{z_{u,d}^*}(1) \) in this case, the process is at level \( u + c[z_{u,d}^* + P_{z_{u,d}^*}(2)] - \text{TotDiv}_2(x) \) just prior to the dividend being paid. Hence,

\[
\text{TotDiv}_3(x) = \text{TotDiv}_2(x) + \min\{x, u + c[z_{u,d}^* + P_{z_{u,d}^*}(2)] - \text{TotDiv}_2(x) - b\}.
\]

Therefore, to calculate \( \text{TotDiv}_n(x) \), we apply the same inductive procedure as above to obtain the following expression:
\[
\text{TotDiv}_n(x) = \begin{cases} 
0 & \text{if } n = 0; \\
\min\{x, u + cz^*_u, d - b\} & \text{if } n = 1; \\
\text{TotDiv}_{n-1}(x) + \min\{x, u + c[z^*_u, P]_{z^*_u}(n - 1)\} & \text{if } n > 1.
\end{cases}
\]

- \(\mathcal{R}_{u,d}(t)\): The collection of all possible total dividend amounts accumulated by time \(t\), starting from an initial surplus of \(u\) and an initial dividend counter of \(d\). Using the functions \(\text{TotDiv}_n(x)\) and \(\mathcal{T}_{u,d}(t)\) defined above, an expression for \(\mathcal{R}_{u,d}(t)\) can be written as follows:

\[
\mathcal{R}_{u,d}(t) = \{\text{TotDiv}_{\mathcal{T}_{u,d}(t)}(c_1), \text{TotDiv}_{\mathcal{T}_{u,d}(t)}(c_1) + 1, \ldots, \text{TotDiv}_{\mathcal{T}_{u,d}(t)}(c_2)\}.
\]

Note that for \(t < z^*_u\), \(\mathcal{R}_{u,d}(t) = \{0\}\) since \(\mathcal{T}_{u,d}(t) = \emptyset\).

- \(V_{u_1,d_1}(t_1, t_2, y, s, s^*, \text{Order})\): The value of the dividend counter at time \(t_2\), starting at time \(t_1\) (< \(t_2\)) from a surplus of \(u_1\) and a dividend counter of \(d_1\), given that the only claim occurs at time \(t_2\) with a size equal to \(y\), the total amount of dividends over the time period \(\{t_1 + 1, t_1 + 2, \ldots, t_2 - 1\}\) is equal to \(s\), the dividend amount at time \(t_2\) is equal to \(s^*\), and the value of the event variable at time \(t_2\) is equal to \(\text{Order}\).

We remark that this function can capture the case when no claim occurs at time \(t_2\), simply by setting \(y = 0\). Furthermore, at times when any of these arguments do not play a role in determining the value of the dividend counter, we replace them with the notation “.”. For example, if \(t_2\) is a non-dividend paying time period, then the
last two arguments play no role in determining the value of the dividend counter, and thus, for simplicity, we write the function as $V_{u_1,d_1}(t_1, t_2, y, s, s\ldots)$. However, we note that this function does not exist for certain combinations of $s$ and $s^\ast$. For instance, if $Order = ClmFrst$ and $y$ is large enough to bring the surplus process below level $b$, then $s^\ast$ must be equal to 0. Otherwise, $V_{u_1,d_1}(t_1, t_2, y, s, s^\ast, Order)$ is undefined.

In addition, due to the assumption that only one claim takes place (at time $t_2$) over the time period $\{t_1 + 1, t_2 + 2, \ldots, t_2\}$, the function $V_{u_1,d_1}(t_1, t_2, y, s, s^\ast, Order)$ is stationary in the sense that

$$V_{u_1,d_1}(t_1, t_2, y, s, s^\ast, Order) = V_{u_1,d_1}(0, t_2 - t_1, y, s, s^\ast, Order) \text{ for } t_1 < t_2.$$  

With these essential definitions in hand, we turn to the algorithmic section of the thesis. We begin with MAMs which will be used for deriving computational formulas of the desired trivariate and bivariate ruin probabilities.
Chapter 3

Algorithmic Expressions for Ruin Probabilities Using MAMs

3.1 Additional Notation

The following basic notation will be used throughout this chapter:

- $\mathbf{0}$: A $1 \times n_a$ vector of zeros.
- $\mathbf{0}$: An $n_a \times n_a$ matrix of zeros.
- $\mathbf{e}_1$: A $1 \times n_a$ vector with 1 in the first element, zeros elsewhere.

Further notation will be provided in later sections since specific terminologies will be introduced from particular concepts to be covered. We now proceed to constructing the fundamental Markov process in order to apply MAMs.

3.2 Constructing the Markov Process

In addition to assuming that $U_0 = u$ and $D_0 = d$, by conditioning on the occurrence of the first claim to have taken place at time $k \in \mathbb{Z}^+$, we can formulate a Markov process for
the time points \( t \in \{k, k+1, k+2, \ldots \} \). Exploiting the renewal property of the surplus process, we can subsequently consider time \( k \) as our “new” time 0. Hence, for \( t \geq k \), in order to determine values of the Markov process at time \( t+1 \), all we need to know is particular information about the surplus process at time \( t \). Specifically, we need to know the values of the variables \( y, s^*, \) and \( \text{Order} \) at time \( t \) in order to analyze the process at time \( t+1 \).

We define \( E_t \) to be the value of an elapsed claim time counter, at time \( t \), since the occurrence of the last claim. The use of this counter under a DISAM context was initially introduced by Alfa and Drekin (2007), which was based on an earlier result derived by Alfa and Neuts (1995). The counter \( E_t \) behaves as follows: it starts at 1 at time 0, increments by 1 so long as a claim does not occur, and then resets to 1 at claim-occurring time instants. Thus, following the occurrence of the first claim, the range of values for \( E_t \) is \( \{1, 2, \ldots, n_a\} \) as \( n_a \) is the largest possible ordinary interclaim time.

Therefore, we construct the trivariate stochastic process \( \{(U_t, D_t, E_t), t = k, k+1, k+2, \ldots \} \), which happens to exhibit a Markovian nature. For instance, if, at time \( t \), we know that the surplus process is below level \( b \) and no claim has occurred at time \( t+1 \), then

\[
(U_{t+1}, D_{t+1}, E_{t+1}) = (U_t + c, V_{U_t,D_t}(t, t+1, 0, 0, \ldots), E_t + 1)
\]

where the last equality follows as a result of the earlier stationarity property. Considering all such cases, we obtain the following Markovian relationships for all \( t = k, k+1, k+2, \ldots \):
\[(U_{t+1}, D_{t+1}, E_{t+1}) = \begin{cases} (U_t + c, V_{U_t, D_t}(0, 1, 0, 0, \ldots), E_t + 1) & \text{if } U_t < b \text{ and } y = 0; \\ (U_t + c - y, V_{U_t, D_t}(0, 1, y, 0, \ldots), 1) & \text{if } U_t < b \text{ and } y > 0; \\ (U_t + c, V_{U_t, D_t}(0, 1, 0, 0, \ldots), E_t + 1) & \text{if } U_t \geq b, D_t < h \text{ and } y = 0; \\ (U_t + c - y, V_{U_t, D_t}(0, 1, y, 0, \ldots), 1) & \text{if } U_t \geq b, D_t < h \text{ and } y > 0; \\ (U_t + c - s^*, V_{U_t, D_t}(0, 1, 0, s^*, \ldots), E_t + 1) & \text{if } U_t \geq b, D_t = h \text{ and } y = 0; \\ (U_t + c - y - s^*, V_{U_t, D_t}(0, 1, y, 0, s^*, \text{Order}), 1) & \text{if } U_t \geq b, D_t = h \text{ and } y > 0. \end{cases}\]

Figure 3.1 below shows how this trivariate stochastic process may evolve over time. In this figure, for demonstration purposes, we assume that the dividend counter is set/reset to 1 any time the process is below level \(b\), and increments by 1 after crossing \(b\); once it reaches \(h\), it remains at this value until a claim size is sufficiently large enough to bring the process below level \(b\).

![Figure 3.1](image_url)

Figure 3.1: A sample evolution of the trivariate stochastic process with \(u = 2, d = 1, c_1 = c_2 = 1, c = 2, b = 3, h = 3, k = 5, D_5 = 1, \text{ and } 0 < p < 1.\)
In the special case where \( h = 1 \), we remark that we can use the bivariate process \( \{(U_t, E_t), t = k, k+1, k+2, \ldots \} \) instead, simplifying the above results considerably. Therefore, with the above Markovian setup, we can proceed to employing MAMs.

### 3.3 The Transition Probability Matrix

From Alfa and Drekin (2007), the interclaim time pmf, \( a_k \), can be expressed in the following discrete phase-type form:

\[
a_k = e_1 S^{k-1} s' \text{ for } k \in \mathbb{N}.
\]

Recalling that \( A_k = Pr\{W_i > k\} \) for \( i \in \{2, 3, 4, \ldots \} \), the \( n_a \times n_a \) matrix \( S \) and the \( 1 \times n_a \) vector \( s \) can be written as follows:

\[
S = \begin{pmatrix}
1 & 2 & 3 & \cdots & n_a - 1 & n_a \\
1 & 0 & A_1/A_0 & 0 & \cdots & 0 & 0 \\
2 & 0 & 0 & A_2/A_1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
n_a & 0 & 0 & 0 & \cdots & 0 & A_{n_a-1}/A_{n_a-2}
\end{pmatrix}
\]

and

\[
s = \begin{pmatrix}
1 & 2 & \cdots & n_a - 1 & n_a \\
1 - A_1/A_0 & 1 - A_2/A_1 & \cdots & 1 - A_{n_a-1}/A_{n_a-2} & 1
\end{pmatrix}.
\]

We remark that because \( S \) and \( s \) will be included in the algorithmic derivations used for calculating the desired ruin probabilities, their dimensions need to both be finite (i.e.,
Nevertheless, for interclaim distributions with infinite support, there are two considerations that can be used to circumvent the infinite dimensionality problem. The first consideration, which was used by Alfa and Drekie (2007), is truncation. That is, choose a cutoff point beyond which the tail probability is acceptably small. In mathematical terms, we choose a small enough $\epsilon$ such that the new $n_a$ satisfies the following equation:

$$n_a = \inf\{n : A_n < \epsilon\}.$$ 

After choosing this $n_a$, we redefine $a_{n_a}$ to be equal to $A_{n_a-1}$ and $a_n$ to be equal to 0 for all $n > n_a$.

Another consideration that can be used alongside the first is to note that for calculating $\psi_{\tau,i,j}(u,d)$, $\omega_{\tau,i}$, and $\phi_{\tau,j}$, the interclaim values in excess of $\tau$ cannot cause ruin by time $\tau$. Thus, for a given $\tau$, we can set $n_a$ to be equal to $\tau + 1$ and redefine $a_{\tau+1}$ to be equal to $A_\tau$ and $a_n$ to be equal to 0 for all $n > \tau$. Note that this consideration is also applicable for interclaim times with finite support but have $n_a > \tau$. Therefore, considering all cases, and denoting the original interclaim time support value by $n_a^*$, $n_a$ can be chosen as follows:

$$n_a = \min\{n_a^*, \tau, \inf\{n : A_n < \epsilon\}\}.$$ 

With that in mind, we next turn to constructing the transition probability matrix of the previously defined trivariate process. From the earlier Markovian relationships, we can write the transition probability matrix in the following manner:
Elaborating on the above notation used, the values found on the borders of the matrix represent one-step transitions of the surplus process, while the elements inside $P$ are block-matrices containing all possible transitions of both the dividend and elapsed claim time counter values (in one time unit). For instance, the block matrix $\tilde{A}_{0,1}$ contains all the dividend and elapsed claim time counter transition values (in one time unit) when the surplus process transitions from level 0 to 1 (in one time unit). We then further break down the above block-matrices of $P$ (each of which are of dimension $hn_a \times hn_a$) into smaller block-matrices of dimension $h \times h$. In what follows, let the $(m,n)$th block-matrix of an arbitrary matrix $A$ be denoted by $[A]_{m,n}$. In addition, let

$$
B_{\ell} = \begin{cases} 
0 & \text{if } \ell \in \mathbb{Z}^-; \\
S & \text{if } \ell = 0; \\
\frac{s'}{\epsilon_{\ell} \alpha_{\ell}} & \text{if } \ell \in \mathbb{Z}^+,
\end{cases}
$$

$x$ and $y$ be the respective surplus level values at times $t$ and $t+1$, and $m$ and $n$ be the respective dividend counter values at times $t$ and $t+1$. Invoking the stationarity property that our Markovian process $\{(U_t, D_t, E_t), t = k, k+1, k+2, \ldots\}$ exhibits, we obtain the following explicit formulas for the decompositions of the above block-matrices of $P$:
\[
[A_{x,z}]_{m,n} = 1_{[n=V_x,m(0,1,x+c-z,0,...)]} B_{x+c-z}.
\]

\[
[B_{x,z}]_{m,n} =
\begin{cases}
1_{[n=V_{x,m}(0,1,x+c-z,0,...)]} B_{x+c-z} & \text{if } m < h; \\
p1_{[n=V_{x,h}(0,1,x+c-z,0,...)]} B_{x+c-z} & \text{if } m = h.
\end{cases}
\]

\[
[C_{x,z}]_{m,n} =
\begin{cases}
1_{[n=V_{x,m}(0,1,x+c-z,0,...)]} B_{x+c-z} & \text{if } m < h; \\
x+c-z & p \sum_{y=y_0}^{x+c-y-z} d_{x+c-y-z} \{x + c - y\} 1_{[n=V_{x,h}(0,1,y,0,x+c-y-z,ClmFrst)]} B_y & \text{if } m = h.
\end{cases}
\]

\[
\sum_{s^* = c_1}^{x+c-z} (1 - p) d_{s^*} \{x + c\} 1_{[n=V_{x,h}(0,1,x+c-s^*-z,0,s^*,\text{ClmFrst})]} B_{x+c-s^*-z}
\]

\[
\sum_{s^* = c_1}^{x+c-z} (1 - p) d_{s^*} \{x + c\} 1_{[n=V_{x,h}(0,1,x+c-s^*-z,0,s^*,\text{ClmFrst})]} B_{x+c-s^*-z}
\]
We now use the above block-matrices to derive matrix-analytic expressions to calculate the desired trivariate and bivariate probabilities of ruin. To begin, we extract the useful sections of the matrix $P$.

### 3.4 Splitting the States and Defining Probability Vectors

As done in Alfa and Drekie (2007) and in Drekie and Mera (2011), we partition the trivariate state space of $\{(U_t, D_t, E_t), t = k, k+1, k+2, \ldots\}$ into two mutually exclusive sub-state spaces: one containing all ruin states and the other containing all non-ruin states. The purpose for defining these two sub-state spaces is to analyze the surplus process up to the time of ruin in terms of two distinct time periods—the time period ranging from time 0 to time $T - 1$ (i.e., all non-ruin state transitions), and the one time unit period from time $T - 1$ to time $T$ (i.e., all state transitions from non-ruin to ruin)—which will allow us to formulate expressions used for calculating the desired probabilities of ruin.

Letting $Q$ represent the transition probability matrix governing all non-ruin to non-ruin state transitions, and $R$ represent the transition probability matrix governing all non-ruin to ruin state transitions, we have
Now, by conditioning on the first claim occurring at time $k$, and exploiting the homogeneity of the transition probabilities beyond the first claim (since the interclaim times are iid after the first claim), we define the following three vectors associated with our Markov process, which will be used in calculating the desired ruin probabilities.
First of all, let \( \tilde{b}^{(k)} \) be the initial probability vector containing the probabilities of all the non-ruin states the Markov process \( \{(U_t, D_t, E_t), t = k, k+1, k+2, \ldots \} \) can assume at time \( k \). Specifically, we have

\[
\tilde{b}^{(k)} = \begin{pmatrix} 0 & 1 & 2 & \cdots \\
\tilde{b}_0^{(k)} & \tilde{b}_1^{(k)} & \tilde{b}_2^{(k)} & \cdots \end{pmatrix},
\]

where

\[
\tilde{b}_i^{(k)} = \begin{pmatrix} 1 & 2 & \cdots & h \\
\tilde{b}_{i,1}^{(k)} & \tilde{b}_{i,2}^{(k)} & \cdots & \tilde{b}_{i,h}^{(k)} \end{pmatrix} \text{ for } i \in \mathbb{N},
\]

with each \( \tilde{b}_{i,\ell}^{(k)} \) having a dimension of \( 1 \times n_a \).

Next, let \( \tilde{g}_n^{(k)} \) be the non-ruin probability vector at time \( k+n \) containing the probabilities of all the non-ruin states the Markov process \( \{(U_t, D_t, E_t), t = k, k+1, k+2, \ldots \} \) can assume at time \( k+n \) without ruin having occurred by time \( k+n \). Thus, using the above notation, we have

\[
\tilde{g}_n^{(k)} = \begin{pmatrix} 0 & 1 & 2 & \cdots \\
\tilde{g}_{n,0}^{(k)} & \tilde{g}_{n,1}^{(k)} & \tilde{g}_{n,2}^{(k)} & \cdots \end{pmatrix} = \tilde{b}^{(k)} Q^n \text{ for } n \in \mathbb{N},
\]

where

\[
\tilde{g}_{n,i}^{(k)} = \begin{pmatrix} 1 & 2 & \cdots & h \\
g_{n,i,1}^{(k)} & g_{n,i,2}^{(k)} & \cdots & g_{n,i,h}^{(k)} \end{pmatrix} \text{ for } i \in \mathbb{N},
\]

with each \( g_{n,i,\ell}^{(k)} \) having a dimension of \( 1 \times n_a \). Note that \( g_{n,i,\ell}^{(k)} = 0 \) for \( i > u + c(k+n) \), as \( u + c(k+n) \) represents the value of the surplus process at time \( k+n \) in the event that no claims or dividends ever take place. In Section 3.5.1, we will derive formulas that produce
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lower cutoff points for \( i \) than \( u + c(k + n) \), which will be useful in efficiently computing the relevant elements of this vector.

Lastly, let \( \tilde{h}_{n}^{(k)} \) be the ruin probability vector at time \( k + n \), containing the probabilities of all the ruin states the Markov process \( \{(U_t, D_t, E_t), t = k, k + 1, k + 2, \ldots \} \) can assume at time \( k + n \) if ruin occurs at precisely time \( k + n \). It follows that

\[
\begin{pmatrix}
-1 & -2 & -3 & \ldots
\end{pmatrix}
= \begin{pmatrix}
\tilde{h}_{n,-1}^{(k)} & \tilde{h}_{n,-2}^{(k)} & \tilde{h}_{n,-3}^{(k)} & \ldots
\end{pmatrix} = \tilde{b}^{(k)} Q^{n-1} R = \tilde{g}_{n-1}^{(k)} R \text{ for } n \in \mathbb{Z}^+, 
\]

where

\[
\tilde{h}_{n,-j}^{(k)} = \begin{pmatrix}
1 & 2 & \cdots & h
\end{pmatrix}
\begin{pmatrix}
\tilde{h}_{n,-j,1}^{(k)} & \tilde{h}_{n,-j,2}^{(k)} & \cdots & \tilde{h}_{n,-j,h}^{(k)}
\end{pmatrix}
\text{ for } j \in \mathbb{Z}^+, 
\]

with each \( \tilde{h}_{n,-j,\ell}^{(k)} \) having a dimension of \( 1 \times n_a \). We remark that \( \tilde{h}_{n,-j,\ell}^{(k)} = 0 \) for \( j > y_\alpha - \min\{c, b + (c - c_2)_+\} \), with the right-hand side of this inequality being infinite when \( y_\alpha = \infty \). The quantity \( \min\{c, b + (c - c_2)_+\} \) actually represents the smallest possible surplus prior to ruin value that can be achieved over all time. The first term of this quantity is based on the fact that premiums are earned before any potential claims and dividends. Thus, before the ruin-claim, the surplus process could climb to level \( c \) from the smallest non-ruin surplus value, which is obviously level 0. On the other hand, if \( c \) is sufficiently larger than \( b \), \( c_2 \) itself is sufficiently large, and ruin occurs at a dividend paying time unit such that the ruin claim is implemented after the dividend, then the smallest possible surplus prior to ruin value can actually be smaller than \( c \). For example, if \( b = 1, c = 3, c_2 = 4, U_{T-1} = 3 \), and \( T \) is a dividend paying time unit, it is possible for \( U_{T-} \) to be equal to 2 by gaining the premium \( c \) and issuing a dividend of size \( c_2 \) before the ruin claim. Thus, in this case, it is possible to achieve a surplus prior to ruin value which is
less than the premium amount $c$, and this is captured by the second term of the quantity $\min\{c, b + (c - c_2)_+\}$.

In the above analysis, we have implicitly assumed that it is possible for dividends to be processed before claims (i.e., $p < 1$). If $p = 1$, however, then the smallest possible surplus prior to ruin value is simply equal to $c$. Therefore, incorporating the value of $p$, the quantity $\min\{c, b + (c - c_2)_+\}$ can be more accurately expressed as

$$i_{\text{min}} = c1_{[p=1]} + \min\{c, b + (c - c_2)_+\}1_{[p<1]},$$

so that $h_{n,-j}^{(k)} = 0$ for $j > y_\alpha - i_{\text{min}}$.

Although we have identified the required elements needed to calculate our desired ruin probabilities, we face the computational problem of infinite dimensionality. That is, in order to compute the desired ruin probabilities, we need to conduct numerical operations on $\tilde{b}_i^{(k)}$, $\tilde{g}_n^{(k)}$, $\tilde{h}_n^{(k)}$, $Q$, and $R$, which is computationally infeasible since the number of elements involved is infinitely many. Hence, the objective becomes to find ways in retaining a finite number of elements from these block-vectors and block-matrices that can be used to compute, exactly or approximately, the desired ruin probabilities. Fortunately, it turns out that we can compute these probabilities exactly using MAMs on the above block-vectors and block-matrices. The next section shows how this is done.
3.5 Efficient Methods for Computing Probability Vectors

3.5.1 Ceiling Values

The first step in tackling the infinite dimensionality of the above vectors is to determine which elements we need to retain and which ones we can afford to discard. As our probability block-vectors are indexed first and foremost with respect to the surplus level $i$ (where each level $i$ itself has $h$ vectors), we realize that beyond a particular surplus level, at a given point in time, the probability values will be 0. For example, as mentioned in the previous section, if we are assessing the surplus process at time $k+n$, then we know that the block-vectors whose $i$th subscript is greater than $u+c(k+n)$ will be zero vectors, since the surplus process can never exceed level $u+c(k+n)$ at time $k+n$. Hence, all we need to do is to locate the index values in those block-vectors after which the probability values will always be 0. We refer to such index values as ceiling values.

Because our surplus processes involve dividend systems operating under a fairly general framework, determining the “optimal” or “best” ceiling value may not always be feasible without making certain assumptions and knowing specific parameter values. This is illustrated in the following three ceiling values we use for assessing our probability vectors.

The first ceiling value we introduce, which we denote by $v_{u,d}(k)$, has the objective of outputting the maximum level the surplus process can achieve at time $k$ starting from an initial surplus of $u$ and an initial dividend counter of $d$, immediately before the first claim and a possible dividend are implemented. A formula for this ceiling value would involve finding the level the surplus process takes on at time $k$ before assessing any dividends (i.e.,
\( u + c k \), and then subtracting from this value all minimum dividend amounts issued up until time \( k - 1 \) (i.e., \( \text{TotDiv}|_{\tau_{u,d}(k-1)}(c_1) \)). Hence, \( v_{u,d}(k) \) can simply be expressed as follows:

\[
v_{u,d}(k) = u + ck - \text{TotDiv}|_{\tau_{u,d}(k-1)}(c_1).
\]

Note that this formula yields an optimal ceiling value for the initial probability vector \( b_{i,\ell}^{(k)} \), in the sense that \( b_{i,\ell}^{(k)} = 0 \) for all \( i > v_{u,d}(k) \) while it is possible that \( b_{i,\ell}^{(k)} \neq 0 \) for any \( i \leq v_{u,d}(k) \). Furthermore, we remark that \( v_{u,d}(k) = u + ck \) if \( k \leq z_{u,d}^* \), since \( |\tau_{u,d}(k-1)| = 0 \) in this case.

The second ceiling value we use, which we denote by \( \tilde{v}_{u,d}(t) \), is a more general version than the previous one, whose objective is to output the maximum level the surplus process can achieve at a general time unit \( t \), starting from an initial surplus of \( u \) and an initial dividend counter of \( d \). Therefore, unlike the previous ceiling value above, there is no restriction here on the number of claims that have occurred by time \( t \). This can result in a situation where particular claim sizes occurring at certain time points before time \( t \) can lead to a higher surplus value at time \( t \) than a situation where claim size and frequency are both kept to a minimum until time \( t \). For instance, suppose that \( u = 1, d = 1, c = 5, c_1 = c_2 = 3, b = 5, h = 2, y_0 = 1 \), and the dividend counter \( D_t \), while at or above level \( b \), increments by 1 until reaching \( h \), and then resets to 1. Hence, \( z_u = 1 \), and \( z_{u,d}^* = 3 \). Now, suppose we wish to calculate \( \tilde{v}_{u,d}(3) \). Using the formula above and implementing the dividend at time 3 will yield a value of \( 1 + 5 \times 3 - 3 = 13 \). However, if a claim of size 2 occurred at time 1, we could obtain a surplus value of 14, assuming no claims occur at times 2 and 3 (e.g., see Figure 3.2 for a visual illustration of this). Thus, a suitable formula for this ceiling value will be required to account for such scenarios.
One obvious non-optimal formula we can use for this ceiling value is to simply set $\tilde{v}_{u,d}(t)$ equal to $u + ct$. In that case, claims and dividends are unaccounted for, and hence it can be considered as a rather inefficient ceiling value since there is unnecessary extra computational time used in retaining zero-valued vector elements.

Nonetheless, it turns out that if we make three minor simplifications, we can derive a formula which calculates a more efficient ceiling value. We notify readers that while the derivations outlined here and the final expressions given at the end of this section are quite extensive, they are very useful for computational implementation. Bearing that in mind, we state the simplifications underlying our derivations. First of all, we assume that the dividend counter, $D_t$, is both one-unit incremental and cyclic above the threshold level...
(i.e., once above level $b$, $D_t$ increments one unit at a time until reaching $h$; one time unit after reaching $h$, it resets to 1 and begins incrementing by 1 again). Secondly, we assign the value of $D_{z_u}$ to be equal to 1, thereby implying that $z^*_{u,d} = z_u + h$. As we will be comparing various sample paths with each other, this simplification enables us to avoid problems arising from asynchronous dividend paying time periods. Moreover, $z^*_{u,d}$ does not actually depend on $d$ now, and hence, neither will $\tilde{v}_{u,d}(t)$. Thirdly, we exclude the consideration of claims for $t \geq z^*_{u,d}$. This simplification is essentially due to the fact that for certain models in our class, claims can disrupt dividend paying time periods.

Before proceeding further, we note that based on the second simplification stated above, we can suppress the argument $d$ and replace $\tilde{v}_{u,d}(t)$ with $\tilde{v}_u(t)$ and use $z_u + h$ instead of $z^*_{u,d}$. Finally, we would like to emphasize that although our results shown on page 60 are based on the above simplifications, they are generally applicable to all the models in our class. Of course, further simplifications can be made and greater ceiling value efficiency can be attained in accordance to the specifications of the model/models under study.

To derive the formula for $\tilde{v}_u(t)$, we begin by considering values of $t$ satisfying $t < z_u + h$. In this case, the obvious choice for $\tilde{v}_u(t)$ is simply

$$u + ct - 1_{[t \geq n_r]} y_0 - \left(\frac{(t - n_r)^+}{n_a}\right) y_0,$$

since there are no dividends to be implemented. However, for values of $t \geq z_u + h$, it will become necessary to incorporate other sample paths alongside the “mainstream” one (i.e., the path that starts at level $u$ at time 0, with dividend frequency and amount kept to a minimum upon achieving level $b$). These other paths we will consider all share a common feature: the surplus process was brought down to level $b - 1$ at some time point in the
past, with the dividend counter set equal to 1 at that time point, and dividend frequency and amount are kept to a minimum beyond that time point. We denote a sample path of this kind as a \(b - \frac{1}{t_0}\) path, where \(t_0\) denotes the time at which the sample path was brought down to level \(b - 1\) (with corresponding dividend counter set equal to 1). In what follows, we compare the surplus level of each sample path for \(t \geq z_u + h\).

At time \(t = z_u + h\), we need to compare the “mainstream” path with the \(b - \frac{1}{z_u}\) path (in fact, it was this path that was shown to yield the greater surplus value in the earlier numerical example). Still, we must be cautious in general about when to consider alternate paths as possible routes for the process to take. For instance, the \(b - \frac{1}{z_u}\) path is not relevant if \(u \geq b\) (since, in this case, we know that \(z_u = 0\) and we are certain that \(U_0 = u \neq b - 1\)), and hence, should not be considered as a possible alternate path with which we compare the “mainstream” one. We incorporate this aspect into our final formulas on page 60.

Returning to our analysis at time \(t = z_u + h\), we see that the reason the “mainstream” and \(b - \frac{1}{z_u}\) paths are the only two ones eligible to yield a maximum surplus value at time \(z_u + h\) lies in the observation that the only instant the “mainstream” path can be overtaken is at time \(z_u + h\) when the dividend is implemented. In other words, by delaying the dividend counter by 1 time unit—through having the surplus process reside at level \(b - 1\) at time \(z_u\) and setting the dividend counter to 1—and hence, not issuing a dividend at time \(z_u + h\), may produce a higher surplus value at time \(z_u + h\) than the “mainstream” path. Thus, this other sample path results in the earning of \(h\) premiums. Therefore, if we define \(Div_i(x)\) to be the restricted value of an unrestricted dividend of size \(x\), given that the surplus process is at level \(i\) immediately before the dividend is issued (i.e., \(Div_i(x) = \min\{ (i - b)_+, x \} \)), we have
\[ \bar{v}_u(z_u + h) = \max \{ u + c(z_u + h) - \text{Div}_{u+c(z_u+h)}(c_1), b - 1 + ch \}. \]

At time \( t = z_u + h + 1 \), and assuming for the moment that \( h > 1 \) (i.e., before the next dividend payment period in the “mainstream” path), we need to compare the surplus values at time \( t \) emerging from three particular sample paths: “mainstream”, “\( b - 1/z_u \)”, and “\( b - 1/z_u + 1 \)”. Note that, when evaluating the third sample path, no dividend is issued from time \( z_u + 2 \) to time \( z_u + h + 1 \) since \((z_u + h + 1) - (z_u + 2) + 1 = h \) and \( h + 1 \) periods are required for a dividend to be issued if starting from level \( b - 1 \) at time \( z_u + 1 \) with a dividend counter value of 1. Thus,

\[ \bar{v}_u(z_u + h + 1) = \max \{ u + c(z_u + h + 1) - c_1, b - 1 + c(h + 1) - c_1 \}. \]

In order to proceed further, we must examine \( \bar{v}_u(t) \) for \( t > z_u + h \) under two separate cases. The final results of both cases are shown on page 60.

The first case examines the situation when \( c_1 \leq c \). In this case, the above function for \( \bar{v}_u(z_u + h + 1) \) simplifies to comparing only between the first and second sample paths (e.g., see Figure 3.3 for an illustration), namely

\[ \bar{v}_u(z_u + h + 1) = \max \{ u + c(z_u + h + 1) - c_1, b - 1 + c(h + 1) - c_1 \}. \]
Figure 3.3: Analysis of $\bar{v}_u(z_u + h + 1)$ for a surplus process with $u = 1$, $d = 1$, $c_1 = 2 \leq c = 2$, $b = 5$, and $h = 2$.

For $t = z_u + h + 2$, and assuming for the moment that $h > 2$ (i.e., before the next dividend paying time period in the “mainstream” path), the two sample paths chosen above both receive a premium of $c$. Since $c_1 \leq c$, the “$b - 1/z_u$” path is guaranteed to yield a surplus value at least as high as the surplus level at time $z_u + h + 2$ resulting from the “$b - 1/z_u + 2$” path. Thus,

$$
\bar{v}_u(z_u + h + 2) = \max \{ u + c(z_u + h + 2) - c_1, b - 1 + c(h + 2) - c_1 \}.
$$

In general, for $t = z_u + h + n$ where $1 \leq n < h$, it follows from the same line of logic that

$$
\bar{v}_u(z_u + h + n) = \max \{ u + c(z_u + h + n) - c_1, b - 1 + c(h + n) - c_1 \}.
$$

If we now consider the situation at $t = z_u + 2h$ (i.e., a dividend will be issued in the “mainstream” path, but no dividend will be issued in the “$b - 1/z_u$” path), it is clear that
\[ \tilde{v}_u(z_u + 2h) = \max \{ u + c(z_u + 2h) - 2c_1, b - 1 + 2ch - c_1 \}. \]

For \( t = z_u + 2h + 1 \), both sample paths will receive a premium of \( c \) and (assuming again that \( h > 1 \)) a dividend will only be issued in the “\( b - 1/z_u \)” path. Thus,

\[ \tilde{v}_u(z_u + 2h + 1) = \max \{ u + c(z_u + 2h + 1) - 2c_1, b - 1 + c(2h + 1) - 2c_1 \}. \]

Adopting the same essential approach in general, we therefore have, for the case of \( t \geq z_u + h \), the following expression:

\[ \tilde{v}_u(t) = \max \left\{ u + ct - \left\lceil \frac{t - z_u - h + 1}{h} \right\rceil c_1, b - 1 + c(t - z_u) - \left\lceil \frac{t - z_u - h}{h} \right\rceil c_1 \right\}. \]

Turning our attention to the second case in which \( c_1 > c \), we begin with \( t = z_u + h + 1 \), again assuming for the moment that \( h > 1 \) (i.e., before the next dividend paying time period in the “mainstream” path). Since \( c_1 > c \), among the “\( b - 1/t_0 \)” sample paths, the one yielding the highest surplus value at time \( z_u + h + 1 \) is the one that incorporates the most frequent premium payments and no dividends. Since \( D_{z_u} \) is assumed to be equal to 1, the “\( b - 1/z_u + 1 \)” path is the one we seek (e.g., see Figure 3.4 for an illustration), so that we obtain

\[ \tilde{v}_u(z_u + h + 1) = \max \{ u + c(z_u + h + 1) - Divu+c(z_u+h)(c_1), b - 1 + ch \}. \]
For \( t = z_u + h + 2 \), and assuming for the moment that \( h > 2 \) (i.e., before the next dividend paying time period in the “mainstream” path), we compare the “mainstream” path with the “\( b - 1/z_u \)”, “\( b - 1/z_u + 1 \)”, and “\( b - 1/z_u + 2 \)” paths. Among the three “\( b - 1/t_0 \)” paths, since \( c_1 > c \), the one that yields the greatest premiums without invoking a dividend payment is the “\( b - 1/z_u + 2 \)” path. Mathematically, the number of premiums earned from this path is clearly \( h \), so that we have

\[
\tilde{v}_u(z_u + h + 2) = \max \{ u + c(z_u + h + 2) - \text{Div}_{u+c(z_u+h)}(c_1), b - 1 + ch \}.
\]

In general, for \( t = z_u + h + n \) where \( 1 \leq n < h \), it follows from the same line of logic that

\[
\tilde{v}_u(z_u + h + n) = \max \{ u + c(z_u + h + n) - \text{Div}_{u+c(z_u+h)}(c_1), b - 1 + ch \}.
\]

Let us now consider the surplus process at \( t = z_u + 2h \): for the “mainstream” path, the surplus process reaches level \( u + c(z_u + h) - \text{Div}_{u+c(z_u+h)}(c_1) + ch \) immediately be-
fore incorporating a restricted dividend of unrestricted size $c_1$. If we attempt to place the above-written surplus level as a subscript of the $Div(a,.)$ function, we will face an issue of lengthy formula writing. This issue will persist for higher values of $t$, and so, we introduce a recursive function in order to tackle this issue. Specifically, we define

$$a_u(\ell) = \begin{cases} 
  u + c(z + h) & \text{if } \ell = 0; \\
  a_u(\ell - 1) - Div(a_u(\ell-1))(c_1) + ch & \text{if } \ell > 0.
\end{cases}$$

Therefore, for $t = z + 2h$, we have

$$\tilde{v}_u(z + 2h) = \max \{ a_u(1) - Div(a_u(1))(c_1), b - 1 + ch \}.$$  

Keep in mind that the above formula includes two dividend amounts in the “mainstream” path: one at time $z + h$ (incorporated in the term $a_u(1)$) and the other at time $z + 2h$.

For $t = z + h + n$ where $h \leq n < 2h$, all we need to do for the “mainstream” path is to incorporate the collection of $n - h$ additional premiums, resulting in the following expression:

$$\tilde{v}_u(z + h + n) = \max \{ a_{u,d}(1) - Div(a_{u,1})(c_1) + c(n - h), b - 1 + ch \}.$$  

Applying the same reasoning for $2h \leq n < 3h$, we get the following expression:

$$\tilde{v}_u(z + h + n) = \max \{ a_u(2) - Div(a_u(2))(c_1) + c(n - 2h), b - 1 + ch \}.$$  
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Combining the above cases (i.e., for models with $c_1 \leq c$ and models with $c_1 > c$, and all values of $t$) with the given assumptions, we summarize the results for $\tilde{v}_u(t)$ on page 60.

The third and final ceiling value we use, which we denote by $\tilde{v}_{u,d}(k,n)$ for $n \in \mathbb{N}$, assumes that the first claim occurred at time $k$, starting from an initial surplus of $u$ and an initial dividend counter of $d$, and has the objective of outputting an upper bound on the surplus process at time $k+n$. Hence, we can interpret this ceiling value as a conditional version of $\tilde{v}_u(k+n)$, in the sense that a claim is known to have occurred at time $k$. Specifically, we assess the surplus process at time $k$ (to be viewed as our new starting point) and adjust the initial surplus level and dividend counter accordingly. As a result, we can make use of the previous ceiling value formula.

However, we remark that the general ceiling value, $\tilde{v}_u(t)$, we wish to employ here should pertain to that of an OISAM (since the first claim has been assumed to occur). Thus, to make the distinction, we replace $\tilde{v}_u(t)$ with $\tilde{v}_{u,\text{ord}}(t)$. The only changes to be made involve replacing $n_r$ with $n_a$ in the formula of $\tilde{v}_u(t)$ found on page 60. We now proceed to the analysis of $\tilde{v}_{u,d}(k,n)$, under the following six non-overlapping, exhaustive cases:

1. $k \notin T_{u,d}(k)$ and $v_{u,d}(k) - y_0 < b$: In this case, the “mainstream” path yields the “optimal” level at time $k+n$, namely:

   \[ \tilde{v}_{u,d}(k,n) = \tilde{v}_{u,\text{ord}}(k) - y_0(n). \]

2. $k \notin T_{u,d}(k)$ and $v_{u,d}(k) - y_0 \geq b$: In this case, since the “mainstream” path is above level $b$ at time $k$, it is susceptible to more dividends being paid out than a path starting below level $b$ at time $k$, which can potentially result in having a lower
surplus value at time $k+n$ than that alternate path. Thus, we need to compare the surplus level at time $k+n$ from the “mainstream” path with that from the “$b-1/k$” path. Thus,

$$\tilde{v}_{u,d}(k, n) = \max \left\{ \tilde{v}^{ord}_{v_u,d(k) - y_0}(n), \tilde{v}^{ord}_{b-1}(n) \right\}.$$  

(3) $k \in T_{u,d}(k), p = 0,$ and $v_{u,d}(k) - Div_{v_u,d}(k)(c_1) - y_0 < b$: In this case, since $p = 0$, the first claim is implemented after the dividend. Since the resulting surplus level is below the threshold, the “mainstream” path yields the “optimal” level at time $k+n$, namely:

$$\tilde{v}_{u,d}(k) = \tilde{v}^{ord}_{v_u,d(k) - Div_{v_u,d}(k)(c_1) - y_0}(n).$$

(4) $k \in T_{u,d}(k), p = 0,$ and $v_{u,d}(k) - Div_{v_u,d}(k)(c_1) - y_0 \geq b$: In this case, since $p = 0$, the first claim is implemented after the dividend. Since the “mainstream” path is above level $b$ at time $k$, it is again susceptible to more dividends being paid out than a path starting below level $b$ at time $k$, which can potentially result in having a lower surplus value at time $k+n$ than that alternate path. Therefore, we need to compare the surplus level at time $k+n$ from the “mainstream” path with that from the “$b-1/k$” path. Thus,

$$\tilde{v}_{u,d}(k, n) = \max \left\{ \tilde{v}^{ord}_{v_u,d(k) - Div_{v_u,d}(k)(c_1) - y_0}(n), \tilde{v}^{ord}_{b-1}(n) \right\}.$$  

(5) $k \in T_{u,d}(k), p > 0,$ and $v_{u,d}(k) - y_0 - Div_{v_u,d}(k) - y_0(c_1) < b$: In this case, since $p > 0$, the first claim can either be implemented before or after the dividend. However, since dividends are restricted, it is clear that the first claim being implemented before the dividend is guaranteed to always yield a surplus value at least as high as the situation when the first claim is implemented after the dividend. Hence, we assign
the “mainstream” path to be the one where the first claim occurs before the dividend, and thus,

\[ \tilde{v}_{u,d}(k, n) = \tilde{v}_{\text{ord}}^{v_{u,d}(k) - y_0 - \text{Div}(v_{u,d}(k) - y_0)(c_1)}(n). \]

(6) \( k \in T_{u,d}(k), p > 0, \) and \( v_{u,d}(k) - y_0 - \text{Div}(v_{u,d}(k) - y_0)(c_1) \geq b: \) As stated in the above case, since \( p > 0 \) and dividends are restricted, the first claim being implemented before the dividend will always yield a surplus value at least as high as the situation when the first claim is implemented following the dividend. Hence, we assign the “mainstream” path to be the one where the first claim occurs before the dividend. Since this “mainstream” path is above level \( b \) at time \( k \), it is susceptible to more dividends being paid out than a path starting below level \( b \) at time \( k \), which can potentially result in having a lower surplus value at time \( k + n \) than that alternate path. Therefore, we need to compare the surplus level at time \( k + n \) from the “mainstream” path with that from the “\( b - 1/k \)” path. Thus,

\[ \tilde{v}_{u,d}(k, n) = \max\{ \tilde{v}_{\text{ord}}^{v_{u,d}(k) - y_0 - \text{Div}(v_{u,d}(k) - y_0)(c_1)}(n), \tilde{v}_{b-1}^{\text{ord}}(n) \}. \]

The final expression combining the above six cases is shown on the next page.
\[
\ell_u(t) = \left\{ \begin{array}{ll}
\max\{u + ct - c_1, b\} & \text{if } t = z_u + h \text{ and } u \geq b; \\
\max\{u + ct - c_1, b - 1 + ch\} & \text{if } t = z_u + h \text{ and } u < b; \\
\max\left\{ u + ct - \left\lceil \frac{t - z_u - h + 1}{h} \right\rceil c_1, b - 1 + c(t - z_u) - \left\lceil \frac{t - z_u - h}{h} \right\rceil c_1 \right\} & \text{if } t > z_u + h \text{ and } c_1 \leq c; \\
\max\left\{ a_u \left( \left\lceil \frac{t - z_u - h}{h} \right\rceil \right) - \text{Div}_{u,v_u,d}(c_1 + c \mod (t - z_u, h), b - 1 + ch) \right\} & \text{if } t > z_u + h \text{ and } c_1 > c.
\end{array} \right.
\]

\[
\ell_{u,d}(k, n) = \left\{ \begin{array}{ll}
\v^{\text{ord}}_{v_u,d(k) - y_0}(n) & \text{if } k \notin T_{u,d}(k) \text{ and } v_{u,d}(k) - y_0 < b; \\
\max\left\{ \v^{\text{ord}}_{v_u,d(k) - y_0}(n), \v^{\text{ord}}_{b-1}(n) \right\} & \text{if } k \notin T_{u,d}(k) \text{ and } v_{u,d}(k) - y_0 \geq b; \\
\v^{\text{ord}}_{v_u,d(k) - \text{Div}_{v_u,d}(c_1) - y_0}(n) & \text{if } k \in T_{u,d}(k), p = 0, \text{ and } v_{u,d}(k) - \text{Div}_{v_u,d}(c_1) - y_0 < b; \\
\max\left\{ \v^{\text{ord}}_{v_u,d(k) - \text{Div}_{v_u,d}(c_1) - y_0}(n), \v^{\text{ord}}_{b-1}(n) \right\} & \text{if } k \in T_{u,d}(k), p = 0, \text{ and } v_{u,d}(k) - \text{Div}_{v_u,d}(c_1) - y_0 \geq b; \\
\v^{\text{ord}}_{v_u,d(k) - y_0 - \text{Div}_{v_u,d}(c_1) - y_0}(n) & \text{if } k \in T_{u,d}(k), p > 0, \text{ and } v_{u,d}(k) - y_0 - \text{Div}_{v_u,d}(c_1) - y_0 < b; \\
\max\left\{ \v^{\text{ord}}_{v_u,d(k) - y_0 - \text{Div}_{v_u,d}(c_1) - y_0}(n), \v^{\text{ord}}_{b-1}(n) \right\} & \text{if } k \in T_{u,d}(k), p > 0, \text{ and } v_{u,d}(k) - y_0 - \text{Div}_{v_u,d}(c_1) - y_0 \geq b.
\end{array} \right.
\]
We now apply those ceiling values in selecting the relevant elements from the probability vectors \( b_i^{(k)} \), \( g_{n,i}^{(k)} \), and \( h_{n,j}^{(k)} \) for computation.

### 3.5.2 Determining the Values of the Sub-vectors of \( b_i^{(k)} \)

Let \( \Omega_k \) represent the sample space of all possible non-ruin values that the surplus process can take at time \( k \). By construction, \( \Omega_k = \{0, 1, \ldots, v_{u,d}(k) - y_0\} \). Therefore, note that \( b_i^{(k)} = 0 \) for \( i \notin \Omega_k \). For \( i \in \Omega_k \), the values of \( b_i^{(k)} \) can be broken up into two separate cases, which we detail below:

The first case is if \( k \notin \mathcal{T}_{u,d}(k) \) (i.e., \( k \) is not a dividend paying time unit), so that there are \( |\mathcal{T}_{u,d}(k - 1)| \) total dividends. Furthermore, if we assume that the sum of these (restricted) dividends is equal to a value \( s \), then the surplus process will be at level \( u + ck - s \) immediately before the claim is implemented. In addition, the claim size will have to be equal to \( u + ck - s - i \) in order for the surplus process to be at level \( i \). Finally, the dividend counter will be equal to \( V_{u,d}(0, k, u + ck - s - i, s, \ldots) \). Combining these elements together, we obtain

\[
\sum_{s \in \mathcal{R}_{u,d}(k-1)} f_{u,d}^{(|\mathcal{T}_{u,d}(k-1)|)}(s) \alpha_{u + ck - s - i} \mathbf{1}_{[\ell = V_{u,d}(0, k, u + ck - s - i, s, \ldots)]} \cdot e_1.
\]

The second case is if \( k \in \mathcal{T}_{u,d}(k) \) (i.e., \( k \) is a dividend paying time unit). Note that before time \( k \), we have \( |\mathcal{T}_{u,d}(k - 1)| \) previous dividends. Furthermore, if we assume that the sum of these (restricted) dividends is equal to a value \( s \), then the surplus process would be at level \( u + ck - s \) immediately before the claim or dividend is first implemented. Since \( k \) is a dividend paying time unit, we need to consider two cases: the claim being implemented before the dividend and vice-versa.
If the claim is processed before the dividend, then the range of values of the claim size depends on the value of $i$. Specifically, if $i < b$, no dividend ends up being issued; in other words, a dividend amount of 0 is issued with probability 1. Hence, the claim size range simply consists of the singleton value $u + ck - s - i$. As in the first case, the value of the dividend counter, $\ell$, is set equal to $V_{u,d}(0, k; u + ck - s - i, s, ..)$.

However, if $i \geq b$, a potential non-zero dividend will be issued after the claim. Thus, the claim size will range from $y_0$ to $u + ck - s - i$. If we assume that this claim size is equal to $y$, then the dividend counter will be equal to $V_{u,d}(0, k, y, s, u + ck - s - y - i, ClmFrst)$. Note that the special case $i = b$ and $u + ck - s = b$ has a zero probability of occurring because this will imply that a claim of size 0 will be administered, which is impossible since claim sizes are at least equal to $y_0$, which is positively valued.

If the dividend is processed before the claim, then the range of the restricted dividend amount will depend on both $i$ and the value of the surplus process at time $k$ given by $u + ck - s$. Specifically, if $i < b$, then the restricted dividend amount will range from $\min\{c_1, u + ck - s - b\}$ to $\min\{c_2, u + ck - s - b\}$. However, if $i \geq b$, then the restricted dividend amount will range from $\min\{c_1, u + ck - s - b\}$ to $\min\{c_2, u + ck - s - (i + y_0)\}$. Note that if $c_1 > u + ck - s - (i + y_0)$, then $\min\{c_1, u + ck - s - b\} > \min\{c_2, u + ck - s - (i + y_0)\}$, implying that there will not be any restricted dividend amount small enough to bring the surplus process down to level $i + y_0$.

We can combine the above two situations since the value of $i$ can be used to compare the relative values of $u + ck - s - b$ and $u + ck - s - (i + y_0)$ in the limits of the dividend amount. As a result, the restricted dividend amount will range from $\min\{c_1, u + ck - s - b\}$
to \( \min\{c_2, u + ck - s - \max\{b, i + y_0\}\} \). Finally, by assuming a restricted dividend amount equal to \( s^* \) at time \( k \), the value of the dividend counter, \( \ell \), will be equal to \( V_{u,d}(0, k, u + ck - s - s^* - i, s^*, ClmFrst) \). Combining these elements together, we obtain

\[
\sum_{s \in \mathbb{R}_{u,d}(k-1)} \bar{f}_{u,d}(kn-\ell)\left\{ \sum_{y=0}^{\min\{c_2, u + ck - s - s^*\}} p \right\} \left( \sum_{y=0}^{\min\{c_2, u + ck - s - s^*\}} \alpha_y d_{u+ck-s-y-i}^* \{u + ck - s - y\} \mathbf{1}_{\ell=V_{u,d}(0, k, u + ck - s - y - i, ClmFrst)} \right) + (1 - p) \sum_{s^* = \min\{c_1, u + ck - s\}} d_{s^*}^* \{u + ck - s\} \alpha_{u+ck-s-s^*-i, s^*, ClmFrst} \right\} \cdot \varepsilon.
\]

Finally, the result of combining the above two cases together is shown on page 67.

### 3.5.3 Determining the Values of the Sub-vectors of \( \bar{g}_{n,i}^{(k)} \)

Note that since \( \bar{g}_{n}^{(k)} = \left( \bar{g}_{n,0}^{(k)}, \bar{g}_{n,1}^{(k)}, \bar{g}_{n,2}^{(k)}, \ldots \right) = \bar{b}_i^{(k)} Q^n \) for \( n \in \mathbb{N} \), we have \( \bar{g}_{0}^{(k)} = \bar{b}_i^{(k)} \) and \( \bar{g}_{n+1}^{(k)} = \bar{g}_{n}^{(k)} Q \) for \( n \in \mathbb{Z}^+ \). In particular, this recursive relation can be expressed more explicitly as follows:

\[
\left( \begin{array}{c}
\bar{g}_{n,0}^{(k)} \\
\bar{g}_{n,1}^{(k)} \\
\bar{g}_{n,2}^{(k)} \\
\vdots \\
\bar{g}_{n+b}^{(k)} \\
\end{array} \right) = \left( \begin{array}{c}
\bar{g}_{n-1,0}^{(k)} \\
\bar{g}_{n-1,1}^{(k)} \\
\bar{g}_{n-1,2}^{(k)} \\
\vdots \\
\bar{g}_{n-1,b}^{(k)} \\
\end{array} \right) \times \left( \begin{array}{cccccc}
0 & 1 & \cdots & b-1 & b & b+1 \\
0 & A_0,0 & A_0,1 & \cdots & A_0,b-1 & A_0,b & A_0,b+1 \\
1 & A_1,0 & A_1,1 & \cdots & A_1,b-1 & A_1,b & A_1,b+1 \\
2 & A_2,0 & A_2,1 & \cdots & A_2,b-1 & A_2,b & A_2,b+1 \\
\vdots & \vdots & \vdots & \cdots & \vdots & \vdots & \vdots \\
b & A_{b-1,0} & A_{b-1,1} & \cdots & A_{b-1,b-1} & A_{b-1,b} & A_{b-1,b+1} \\
b+1 & A_{b+1,0} & A_{b+1,1} & \cdots & A_{b+1,b-1} & A_{b+1,b} & A_{b+1,b+1} \\
\vdots & \vdots & \vdots & \cdots & \vdots & \vdots & \vdots \\
\end{array} \right)
\]

Noting that \( \bar{g}_{n-1,i}^{(k)} \) has zero-valued elements for \( i > \bar{v}_{u,d}(k; n - 1) \), the above equation simplifies to give the following result:

\[
\bar{g}_{n,i}^{(k)} = \begin{cases} 
\bar{g}_{i}^{(k)} & \text{if } n = 0; \\
\sum_{r=0}^{b-1} \bar{g}_{n-1,r}^{(k)} \bar{A}_{r,i} + \sum_{r=b}^{\bar{v}_{u,d}(k; n-1)} \bar{g}_{n-1,r}^{(k)} \left( \bar{B}_{r,i} \mathbf{1}_{\{i < b\}} + \bar{C}_{r,i} \mathbf{1}_{\{i \geq b\}} \right) & \text{if } n \in \mathbb{Z}^+.
\end{cases}
\]
The next step is to break down the above block-matrices into smaller sub-blocks. Specifically, for \( n \in \mathbb{Z}^+ \), we have

\[
\tilde{g}_{n,i}^{(k)} = \left( g_{n,i,1}^{(k)}, g_{n,i,2}^{(k)}, \ldots, g_{n,i,h}^{(k)} \right)
\]

\[
= \sum_{r=0}^{b-1} \left( g_{n-1,r,1}^{(k)}, g_{n-1,r,2}^{(k)}, \ldots, g_{n-1,r,h}^{(k)} \right) \tilde{A}_{r,i}
\]

\[
+ \sum_{r=b}^{\tilde{v}_{u,d}(k,n-1)} \left( g_{n-1,r,1}^{(k)}, g_{n-1,r,2}^{(k)}, \ldots, g_{n-1,r,h}^{(k)} \right) \left( \tilde{B}_{r,i} 1_{[i<b]} + \tilde{C}_{r,i} 1_{[i\geq h]} \right).
\]

Equating components for \( \ell \in \{1, 2, \ldots, h\} \), we immediately obtain

\[
g_{n,i,\ell}^{(k)} = \begin{cases} 
  b_{i,\ell}^{(k)} & \text{if } n = 0; \\
  \sum_{r=0}^{b-1} \sum_{m=1}^{h} g_{n-1,r,m}^{(k)} [\tilde{A}_{r,i}]_{m,\ell} & \text{if } n \in \mathbb{Z}^+. \\
+ \sum_{r=b}^{\tilde{v}_{u,d}(k,n-1)} \sum_{m=1}^{h} g_{n-1,r,m}^{(k)} \left( [\tilde{B}_{r,i}]_{m,\ell} 1_{[i<b]} + [\tilde{C}_{r,i}]_{m,\ell} 1_{[i\geq h]} \right) 
\end{cases}
\]

Since \([\tilde{A}_{r,i}]_{m,\ell} = 1_{[\ell=V_{r,m}(0,1,r+c-i,0,\ldots)]} B_{r+c-i} \), the first term in the second case above vanishes for \( r < i - c \), since \( B_i = 0 \) for \( i < 0 \). Thus, we can replace \( r = 0 \), the lower index of the first summation (found in the first term in the second case above), with \( r = \max\{0, i - c\} \). By decomposing \([\tilde{B}_{r,i}]_{m,\ell}\) and \([\tilde{C}_{r,i}]_{m,\ell}\) in the second term, and examining the \( B_i \) matrices within them, we find that these matrices are equal to \( 0 \) for \( i - c < 0 \). Thus, similar to the first summation in the first term, we can replace the lower index of the first summation in the second term with \( r = \max\{b, i - c\} \).
Substituting the explicit expressions of the block-matrices given on page 41 into the above equation for \( g_{n,i,\ell}^{(k)} \), we obtain the resulting expression shown on page 67.

### 3.5.4 Determining the Values of the Sub-vectors of \( \tilde{h}_{n,-j}^{(k)} \)

Note that since \( \tilde{h}_n^{(k)} = \left( \tilde{h}_{n,-1}^{(k)}, \tilde{h}_{n,-2}^{(k)}, \tilde{h}_{n,-3}^{(k)}, \ldots \right) = \tilde{\gamma}^{(k)} Q^{n-1} R \) for \( n \in \mathbb{Z}^+ \), it clearly follows that \( \tilde{h}_n^{(k)} = \tilde{g}_{n-1}^{(k)} R \) for \( n \in \mathbb{Z}^+ \). As done in the previous sub-section, we start by writing out this recursive formula more explicitly as follows:

\[
\begin{pmatrix}
\tilde{h}_{n,-1}^{(k)}, \tilde{h}_{n,-2}^{(k)}, \tilde{h}_{n,-3}^{(k)}, \ldots
\end{pmatrix}
= \begin{pmatrix}
\tilde{g}_{n-1,0}^{(k)}, \tilde{g}_{n-1,1}^{(k)}, \tilde{g}_{n-1,2}^{(k)}, \ldots
\end{pmatrix}
\times
\begin{pmatrix}
-1 & -2 & -3 & \ldots \\
0 & \tilde{A}_{0,-1} & \tilde{A}_{0,-2} & \tilde{A}_{0,-3} & \ldots \\
1 & \tilde{A}_{1,-1} & \tilde{A}_{1,-2} & \tilde{A}_{1,-3} & \ldots \\
2 & \tilde{A}_{2,-1} & \tilde{A}_{2,-2} & \tilde{A}_{2,-3} & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
b-1 & \tilde{A}_{b-1,-1} & \tilde{A}_{b-1,-2} & \tilde{A}_{b-1,-3} & \ldots \\
b & \tilde{B}_{b,-1} & \tilde{B}_{b,-2} & \tilde{B}_{b,-3} & \ldots \\
b+1 & \tilde{B}_{b+1,-1} & \tilde{B}_{b+1,-2} & \tilde{B}_{b+1,-3} & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix},
\]

As stated in the previous sub-section, since \( \tilde{g}_{n-1,i}^{(k)} \) has zero-valued elements for \( i > \tilde{v}_{u,d}(k, n-1) \), we obtain the following recursive result:

\[
\tilde{h}_{n,-j}^{(k)} = \sum_{r=0}^{b-1} \tilde{g}_{n-1,r}^{(k)} \tilde{A}_{r,-j} + \sum_{r=b}^{\tilde{v}_{u,d}(k,n-1)} \tilde{g}_{n-1,r}^{(k)} \tilde{B}_{r,-j} \text{ for } n \in \mathbb{Z}^+.
\]

The next step is to break down the above block-matrices into smaller sub-blocks. Specifically, for \( n \in \mathbb{Z}^+ \), we have
\[ \tilde{h}_{n,-j}^{(k)} = \left( \tilde{h}_{n,-j,1}^{(k)}, \tilde{h}_{n,-j,2}^{(k)}, \ldots, \tilde{h}_{n,-j,h}^{(k)} \right) = \sum_{r=0}^{b-1} \left( g_{n-1,r,1}^{(k)}, g_{n-1,r,2}^{(k)}, \ldots, g_{n-1,r,h}^{(k)} \right) \tilde{A}_{r,-j} + \tilde{v}_{n,d(k,n-1)} + \sum_{r=b}^{\tilde{v}_{n,d(k,n-1)}} \left( g_{n-1,r,1}^{(k)}, g_{n-1,r,2}^{(k)}, \ldots, g_{n-1,r,h}^{(k)} \right) \tilde{B}_{r,-j}. \]

Equating components for \( \ell \in \{1, 2, \ldots, h\} \), we obtain

\[ \tilde{h}_{n,-j,\ell}^{(k)} = \sum_{r=0}^{b-1} \sum_{m=1}^{h} g_{n-1,r,m}^{(k)} [\tilde{A}_{r,-j}]_{m,\ell} + \sum_{r=b}^{\tilde{v}_{n,d(k,n-1)}} \sum_{m=1}^{h} g_{n-1,r,m}^{(k)} [\tilde{B}_{r,-j}]_{m,\ell} \text{ for } n \in \mathbb{Z}^+. \]

Once again, substituting the explicit expressions of the block-matrices given on page 41 into the above equation for \( \tilde{h}_{n,-j,\ell}^{(k)} \), we obtain the resulting expression shown on the next page.
$$\begin{align*}
\delta_{u,d}(k) &= \begin{cases} \\
\sum_{x \in \mathbb{R}_{u,d}(k-1)} f_{u,d}(\mathbb{R}_{u,d}(k-1)) \left( \{s\} \alpha_{u+c-k-s-1} \mathbb{1}_{\{s=V_{r,h},m(0,k,u+c-k-s-\ell,0,\ldots)B_{r+c-\ell}\}} \right) & \text{if } k \notin \mathcal{T}_{u,d}(k); \\
\sum_{x \in \mathbb{R}_{u,d}(k-1)} f_{u,d}(\mathbb{R}_{u,d}(k-1)) \left( \{s\} \alpha_{u+c-k-s-1} \mathbb{1}_{\{s=V_{r,h},m(0,k,u+c-k-s-\ell,0,\ldots)B_{r+c-\ell}\}} \right) & \text{if } k \in \mathcal{T}_{u,d}(k). 
\end{cases}
\end{align*}$$

$$\begin{align*}
\tilde{\delta}_{u,d}(k,i,\ell) &= \begin{cases} \\
\tilde{\delta}_{u,d}(k,i,\ell) \sum_{r=m-1}^{h-1} \sum_{m=1}^{k-1} \tilde{\delta}_{u,d}(k,i,\ell) \left( \{s\} \mathbb{1}_{\{s=V_{r,h},m(0,1,r+c-i,0,\ldots)B_{r+c-\ell}\}} \right) & \text{if } n = 0; \\
\tilde{\delta}_{u,d}(k,i,\ell) \sum_{r=m-1}^{h-1} \sum_{m=1}^{k-1} \tilde{\delta}_{u,d}(k,i,\ell) \left( \{s\} \mathbb{1}_{\{s=V_{r,h},m(0,1,r+c-i,0,\ldots)B_{r+c-\ell}\}} \right) & \text{if } n \in \mathbb{Z}^+. 
\end{cases}
\end{align*}$$

$$\begin{align*}
\tilde{\delta}_{u,d}(k,i,\ell) \sum_{r=m-1}^{h-1} \sum_{m=1}^{k-1} \tilde{\delta}_{u,d}(k,i,\ell) \left( \{s\} \mathbb{1}_{\{s=V_{r,h},m(0,1,r+c-i,0,\ldots)B_{r+c-\ell}\}} \right) + \sum_{r=h}^{k-1} \sum_{m=1}^{k-1} \tilde{\delta}_{u,d}(k,i,\ell) \left( \{s\} \mathbb{1}_{\{s=V_{r,h},m(0,1,r+c-j,0,\ldots)B_{r+c+j}\}} \right)
\end{align*}$$
3.6 Determining the Conditional Trivariate and Bivariate Ruin Probabilities

For $n \in \mathbb{Z}^+$, we define three conditional ruin probabilities of interest. First of all, let $\psi^{(k)}_{n,i,j}(u,d)$ be the probability of ruin occurring at time $k + n$, such that the surplus prior to ruin and the deficit at ruin are equal to $i$ and $j$, respectively, given that the first claim occurred at time $k$. This conditional trivariate ruin probability is mathematically equal to $Pr\{T = k + n, U_{T-} = i, |U_T| = j|U_k \in \Omega_k, U_0 = u, D_0 = d\}$. Let $\omega^{(k)}_{n,i}(u,d)$ be the probability of ruin occurring at time $k + n$, such that the surplus prior to ruin is equal to $i$, given that the first claim occurred at time $k$. This conditional bivariate ruin probability is mathematically equal to $Pr\{T = k + n, U_{T-} = i|U_k \in \Omega_k, U_0 = u, D_0 = d\}$. Finally, let $\phi^{(k)}_{n,j}(u,d)$ be the probability of ruin occurring at time $k + n$, such that the deficit at ruin is equal to $j$, given that the first claim occurred at time $k$. This conditional bivariate ruin probability is mathematically equal to $Pr\{T = k + n, |U_T| = j|U_k \in \Omega_k, U_0 = u, D_0 = d\}$. It is worthwhile to note that ruin cannot occur if any of the following holds true:

1. The maximum possible claim size $y_\alpha$ does not exceed $i_{\text{min}}$ (i.e., the ruining claim must exceed the smallest surplus prior to ruin value).

2. $i > \bar{v}_{u,d}(k,n)$ (i.e., the surplus prior to ruin at time $k + n$ cannot exceed the ceiling value).

3. $j > y_\alpha - i_{\text{min}}$ (i.e., the deficit at ruin cannot exceed the difference between the largest claim size and smallest surplus prior to ruin value).

Now, we turn our attention to deriving algorithmic expressions for each of the above conditional ruin probabilities.
3.6.1 Calculating $\psi_{n,i,j}^{(k)}(u,d)$

Keeping in mind that ruin does not occur in the first $n - 1$ transitions from time $k$, we examine $\psi_{n,i,j}^{(k)}(u,d)$ under the following four non-overlapping, exhaustive cases:

Case 1: $c \leq c_2$ and $c \leq b$

In this case, $\min\{c, b + (c - c_2)\_+\} = c$. Now, we examine the conditional trivariate ruin probability, $\psi_{n,i,j}^{(k)}(u,d)$, under five non-overlapping, exhaustive sub-cases:

1. $i < c$: This is an impossible scenario, and hence, $\psi_{n,i,j}^{(k)}(u,d) = 0$.

2. $c \leq i < b$:

   At time $k + n - 1$, the process must be at level $i - c$, without the possibility of a dividend being issued at time $k + n$. Hence, we simply have
   \[
   \psi_{n,i,j}^{(k)}(u,d) = \sum_{\ell=1}^{h} g_{n-1,i-c,\ell} s_\ell' \alpha_{i+j}.
   \]

3. $i = b$:

   Here, we have two possible scenarios to consider at time $k + n$: one where no dividend is issued, and one where a dividend is issued immediately before the ruining claim. Note that the first scenario is identical to the above sub-case, and thus, we have \[
   \sum_{\ell=1}^{h} g_{n-1,b-c,\ell} s_\ell' \alpha_{b+j} \text{ contributing to } \psi_{n,b,j}^{(k)}(u,d). \]

As for the second scenario, since dividend amounts are restricted, and we are examining the surplus process at level $b$, it is possible that the original (unrestricted) dividend amount could have been large enough to bring the surplus process below $b$. Thus, by considering all possible values of the surplus process at time $k + n - 1$, we ultimately have
(1 - p) \sum_{s=c}^{c_2} \sum_{s^* = \max\{c_1, s\}}^{c_2} d_{s^*} g_{n-1, b+s-c,h}^{(k)} s' \alpha_{b+j} \text{ contributing to } \psi_{n,b,j}^{(k)}(u,d).$

Hence, combining the above two scenarios, we get

$$\psi_{n,b,j}^{(k)}(u,d) = \left( \sum_{\ell=1}^{h} g_{n-1,b-c,\ell}^{(k)} + (1 - p) \sum_{s=c}^{c_2} \sum_{s^* = \max\{c_1, s\}}^{c_2} d_{s^*} g_{n-1,b+s-c,h}^{(k)} \right) s' \alpha_{b+j}. \tag{4}$$

(4) $b < i < b + c$:

As in the previous sub-case, we have two possible scenarios to consider at time $k + n$: one where no dividend is issued, and one where a dividend is issued immediately before the ruining claim. We remark that the first scenario is identical to the second sub-case, and thus, we have

$$\sum_{\ell=1}^{h} g_{n-1,i-c,\ell}^{(k)} s' \alpha_{i+j} \text{ contributing to } \psi_{n,i,j}^{(k)}(u,d).$$

Concerning the second scenario, and unlike the second scenario in the previous sub-case, since the surplus process is above level $b$, dividend amounts are not capped. Thus, by considering all possible values of the surplus process at time $k + n - 1$, this scenario yields

$$(1 - p) \sum_{s^* = \max\{c_1, b+c-i\}}^{c_2} d_{s^*} g_{n-1,i+s^*-c,h}^{(k)} s' \alpha_{i+j} \text{ contributing to } \psi_{n,i,j}^{(k)}(u,d).$$

The reason for having $\max\{c_1, b+c-i\}$ as the lower index of $s^*$, as opposed to just $c_1$, is that we need to insure that the surplus process at time $k + n - 1$ is at or above level $b$ (i.e., $i + s^* - c \geq b$); otherwise, a dividend at time $k + n$ would not be possible.

Hence, combining the above two scenarios, we get

$$\psi_{n,i,j}^{(k)}(u,d) = \left( \sum_{\ell=1}^{h} g_{n-1,i-c,\ell}^{(k)} + (1 - p) \sum_{s^* = \max\{c_1, b+c-i\}}^{c_2} d_{s^*} g_{n-1,i+s^*-c,h}^{(k)} \right) s' \alpha_{i+j}. \tag{4'}$$
(5) $i \geq b + c$:

Here, we actually have three possible scenarios to consider at time $k + n$: one where no dividend is issued, one where a potential dividend would have been issued had it not been for the ruining claim, and one where a dividend is issued immediately before the ruining claim. For the first scenario, we have $\sum_{\ell=1}^{h-1} g_{n-1,i-c,\ell} s' \alpha_{i+j}$ contributing to $\psi^{(k)}_{n,i,j}(u,d)$. Note that unlike in the previous sub-cases, we do not include here the dividend counter value $h$ in the summation since, at time $k + n - 1$, the surplus process is at a level high enough for a dividend to be issued should the dividend counter value be equal to $h$, which is not in the scenario we are considering here.

In the case of the second scenario, we simply have $pg_{n-1,i-c,h} s' \alpha_{i+j}$ contributing to $\psi^{(k)}_{n,i,j}(u,d)$. Finally, for the third scenario, by considering all possible values of the surplus process at time $k + n - 1$, we have $\sum_{s^* = c_1}^{c_2} d_{s^*} g_{n-1,i+s^*-c,h} s' \alpha_{i+j}$ contributing to $\psi^{(k)}_{n,i,j}(u,d)$. Note that, unlike the previous sub-case, $s^*$ has a minimum value of $c_1$ since $b + c - i$ is guaranteed to be non-positive for $i \geq b + c$.

Hence, combining the above three scenarios, we get

$$\psi^{(k)}_{n,i,j}(u,d) = \left( \sum_{\ell=1}^{h-1} g_{n-1,i-c,\ell} + pg_{n-1,i-c,h} + (1 - p) \sum_{s^* = c_1}^{c_2} d_{s^*} g_{n-1,i+s^*-c,h} \right) s' \alpha_{i+j}.$$

Therefore, combining all of the above sub-cases, we have the following expression:
$$\psi^{(k)}_{n,i,j}(u,d) = \begin{cases} 
0 & \text{if } i < c, \\
\sum_{\ell=1}^{h} g_{n-1,i-c,\ell} s^j \alpha_{i+j} & \text{if } c \leq i < b, \\
\left(\sum_{t=1}^{h} g_{n-1,b-c,\ell} + (1-p) \sum_{s=c}^{c_2} \sum_{s^*=\max\{c_1,s\}}^{c_2} d_{s^*} \frac{g_{n-1,b+s-c,h}}{g_{n-1,b+s-c,h}} s^j \alpha_{i+j} \right) & \text{if } i = b, \\
\left(\sum_{t=1}^{h} g_{n-1,i-c,\ell} + (1-p) \sum_{s^*=\max\{c_1,b+i-c\}}^{c_2} d_{s^*} \frac{g_{n-1,i+s^*-c,h}}{g_{n-1,i+s^*-c,h}} s^j \alpha_{i+j} \right) & \text{if } b < i < b+c, \\
\left(\sum_{t=1}^{h-1} g_{n-1,i-c,\ell} + pg_{n-1,i-c,h} + (1-p) \sum_{s^*=c_1}^{c_2} d_{s^*} \frac{g_{n-1,i+s^*-c,h}}{g_{n-1,i+s^*-c,h}} s^j \alpha_{i+j} \right) & \text{if } i \geq b + c. 
\end{cases}$$

**Case 2: c ≤ c_2 and c > b**

In this case, $\min\{c, b+(c-c_2)_+\} = b$. Similar to the approach used above, we examine the conditional trivariate ruin probability, $\psi^{(k)}_{n,i,j}(u,d)$, under five non-overlapping, exhaustive sub-cases:

1. $i < b$: This is an impossible scenario, and hence, $\psi^{(k)}_{n,i,j}(u,d) = 0$.

2. $i = b$:

   This sub-case is valid only if a dividend is issued immediately before the ruining claim. Since dividend amounts are restricted, and we are examining the surplus process at level $b$, it is possible that the original (unrestricted) dividend amount could have been large enough to bring the process below $b$. Hence, by considering all possible values of the surplus process at time $k + n - 1$, we have

   $$\psi^{(k)}_{n,b,j}(u,d) = (1-p) \sum_{s=c}^{c_2} \sum_{s^*=\max\{c_1,s\}}^{c_2} d_{s^*} \frac{g_{n-1,b+s-c,h}}{g_{n-1,b+s-c,h}} s^j \alpha_{b+j}.$$
(3) $b < i < c$:

As in the previous sub-case, this sub-case is valid only if a dividend is issued immediately before the ruining claim. Unlike the above sub-case, however, since the surplus process is above level $b$, dividend amounts are not capped. Hence, by considering all possible values of the surplus process at time $k + n - 1$, we have

$$\psi_{n,i,j}^{(k)}(u,d) = (1 - p) \sum_{s^* = \max\{c_1, b+c-i\}}^{c_2} d_{s^*} g_{n-1,i+s^*-c,h}^{(k)} s^' \alpha_{i+j}.$$ 

(4) $c \leq i < b + c$:

Here, we have two possible scenarios to consider at time $k + n$: one where no dividend is issued, and one where a dividend is issued immediately before the ruining claim.

Note that the first scenario is identical to the second sub-case in Case 1, and thus, we have

$$\psi_{n,i,j}^{(k)}(u,d) = (1 - p) \sum_{s^* = \max\{c_1, b+c-i\}}^{c_2} d_{s^*} g_{n-1,i+s^*-c,h}^{(k)} s^' \alpha_{i+j}$$

contributing to $\psi_{n,i,j}^{(k)}(u,d)$. The second scenario, on the other hand, is identical to the previous sub-case, and thus, we have

$$(1 - p) \sum_{s^* = \max\{c_1, b+c-i\}}^{c_2} d_{s^*} g_{n-1,i+s^*-c,h}^{(k)} s^' \alpha_{i+j}$$

contributing to $\psi_{n,i,j}^{(k)}(u,d)$.

Hence, combining the above two scenarios, we get

$$\psi_{n,i,j}^{(k)}(u,d) = \left( \sum_{\ell=1}^{h} g_{n-1,i-c,\ell}^{(k)} + (1 - p) \sum_{s^* = \max\{c_1, b+c-i\}}^{c_2} d_{s^*} g_{n-1,i+s^*-c,h}^{(k)} s^' \alpha_{i+j} \right).$$

(5) $i \geq b + c$:

Here, we have three possible scenarios to consider at time $k + n$: one where no dividend is issued, one where a potential dividend would have been issued had it not been for the ruining claim, and one where a dividend is issued immediately before the ruining claim. For the first scenario, as explained in the fifth sub-case of Case 1, we have

$$\psi_{n,i,j}^{(k)}(u,d) = \sum_{\ell=1}^{h-1} g_{n-1,i-c,\ell}^{(k)} s^' \alpha_{i+j}$$

contributing to $\psi_{n,i,j}^{(k)}(u,d)$. In the case of the second
scenario, we simply have $p g_{n-1,i-c,h}^{(k)} s' \alpha_{i+j}$ contributing to $\psi_{n,i,j}^{(k)}(u,d)$. Finally, for the third scenario, by considering all possible values of the surplus process at time $k + n - 1$, we have $(1 - p) \sum_{s^* = c_1}^{c_2} d_{s^*} g_{n-1,i+s^*-c,h}^{(k)} s' \alpha_{i+j}$ contributing to $\psi_{n,i,j}^{(k)}(u,d)$. Note that, unlike the previous sub-case, $s^*$ has a minimum value of $c_1$, since $b + c - i$ is again non-positive for $i \geq b + c$.

Hence, combining the above three scenarios, we get

$$\psi_{n,i,j}^{(k)}(u,d) = \left( \sum_{\ell=1}^{h-1} g_{n-1,i-c,\ell}^{(k)} \right) s' \alpha_{i+j}.$$ 

Therefore, combining all of the above sub-cases, we have the following expression:

$$\psi_{n,i,j}^{(k)}(u,d) = \begin{cases} 
0 & \text{if } i < b; \\
(1 - p) \sum_{s=c}^{c_2} d_{s} g_{n-1,b+s-c,h}^{(k)} s' \alpha_{b+j} & \text{if } i = b; \\
(1 - p) \sum_{s^* = \max\{c_1,b+c-i\}}^{c_2} d_{s^*} g_{n-1,i+s^*-c,h}^{(k)} s' \alpha_{i+j} & \text{if } b < i < c; \\
\left( \sum_{\ell=1}^{h} g_{n-1,i-c,\ell}^{(k)} + (1 - p) \sum_{s^* = \max\{c_1,b+c-i\}}^{c_2} d_{s^*} g_{n-1,i+s^*-c,h}^{(k)} \right) s' \alpha_{i+j} & \text{if } c \leq i < b + c; \\
\left( \sum_{\ell=1}^{h-1} g_{n-1,i-c,\ell}^{(k)} + pg_{n-1,i-c,h}^{(k)} + (1 - p) \sum_{s^* = c_1}^{c_2} d_{s^*} g_{n-1,i+s^*-c,h}^{(k)} \right) s' \alpha_{i+j} & \text{if } i \geq b + c. 
\end{cases}$$

We remark that in the case of $p = 1$, the above expression for $\psi_{n,i,j}^{(k)}(u,d)$ yields a value of 0 for all $i < c$, in agreement with our earlier observation that the minimum surplus prior to ruin value is equal to $c$ in this case.
Case 3: $c > c_2$ and $c \leq b + (c - c_2)_+$

In this case, $\min\{c, b + (c - c_2)_+\} = c$. Next, we examine the conditional trivariate ruin probability, $\psi^{(k)}_{n,i,j}(u,d)$, under four non-overlapping, exhaustive sub-cases:

1. $i < c$: This is an impossible scenario, and hence, $\psi^{(k)}_{n,i,j}(u,d) = 0$.

2. $c \leq i < b + c - c_2$:

   At time $k+n-1$, we observe that the process was at level $i-c$, without the possibility of a dividend being issued at time $k+n$. Furthermore, note that for this case, unlike the previous two, the surplus process cannot be brought down to level $b$ by a dividend (immediately before implementing the ruining claim) since $c > c_2$. Hence, we simply have

   $$\psi^{(k)}_{n,i,j}(u,d) = \sum_{\ell=1}^{h} g^{(k)}_{n-1,i-c,\ell}s^{\ell} \alpha_{i+j}.$$ 

3. $b + c - c_2 \leq i < b + c$:

   Here, we have two possible scenarios to consider at time $k+n$: one where no dividend is issued, and one where a dividend is issued immediately before the ruining claim.

   Note that the first scenario is identical to the previous sub-case, and thus, we have

   $$\sum_{\ell=1}^{h} g^{(k)}_{n-1,i-c,\ell}s^{\ell} \alpha_{i+j}$$ contributing to $\psi^{(k)}_{n,i,j}(u,d)$. The second scenario, on the other hand, is identical to the second scenario of the fourth sub-case of Case 2, and thus, we have

   $$(1-p) \sum_{s^* = \max\{c_1, b+c-i\}}^{c_2} d_{s^*} g^{(k)}_{n-1,i+s^*-c,h}s^{\ell} \alpha_{i+j}$$ contributing to $\psi^{(k)}_{n,i,j}(u,d)$.

   Hence, combining the above two scenarios, we get

   $$\psi^{(k)}_{n,i,j}(u,d) = \left( \sum_{\ell=1}^{h} g^{(k)}_{n-1,i-c,\ell} + (1-p) \sum_{s^* = \max\{c_1, b+c-i\}}^{c_2} d_{s^*} g^{(k)}_{n-1,i+s^*-c,h}s^{\ell} \alpha_{i+j} \right).$$
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(4) \( i \geq b + c \):

Here, we have three possible scenarios to consider at time \( k + n \): one where no dividend is issued, one where a potential dividend would have been issued had it not been for the ruining claim, and one where a dividend is issued immediately before the ruining claim. For the first scenario, as explained in the fifth sub-case of Case 1, we have \( \sum_{\ell=1}^{h-1} g_{n-1,i-c,\ell} s'_{\alpha_i+j} \) contributing to \( \psi_{n,i,j}^{(k)}(u, d) \). In the case of the second scenario, we simply have \( p g_{n-1,i-c,h}^{(k)} s'_{\alpha_i+j} \) contributing to \( \psi_{n,i,j}^{(k)}(u, d) \). Finally, for the third scenario, by considering all possible values of the surplus process at time \( k + n - 1 \), we have \( (1 - p) \sum_{s^* = c_1}^{c_2} d_{s^*} g_{n-1,i+s^* - c,h}^{(k)} s'_{\alpha_i+j} \) contributing to \( \psi_{n,i,j}^{(k)}(u, d) \).

Note that, unlike the previous sub-case, \( s^* \) has a minimum value of \( c_1 \), since \( b + c - i \) is non-positive for \( i \geq b + c \).

Hence, combining all of the above three scenarios, we get

\[
\psi_{n,i,j}^{(k)}(u, d) = \left( \sum_{\ell=1}^{h-1} g_{n-1,i-c,\ell} + p g_{n-1,i-c,h} + (1 - p) \sum_{s^* = c_1}^{c_2} d_{s^*} g_{n-1,i+s^* - c,h}^{(k)} \right) s'_{\alpha_i+j}.
\]

Therefore, combining all of the above sub-cases, we have the following expression:

\[
\psi_{n,i,j}^{(k)}(u, d) = \begin{cases} 
0 & \text{if } i < c; \\
\sum_{\ell=1}^{h-1} g_{n-1,i-c,\ell} s'_{\alpha_i+j} & \text{if } c \leq i < b + c - c_2; \\
\left( \sum_{\ell=1}^{h-1} g_{n-1,i-c,\ell} + (1 - p) \sum_{s^* = \max\{c_1, b+c-1\}}^{c_2} d_{s^*} g_{n-1,i+s^* - c,h}^{(k)} \right) s'_{\alpha_i+j} & \text{if } b + c - c_2 \leq i, \\
\text{and } i < b + c; \\
\left( \sum_{\ell=1}^{h-1} g_{n-1,i-c,\ell} + p g_{n-1,i-c,h} + (1 - p) \sum_{s^* = c_1}^{c_2} d_{s^*} g_{n-1,i+s^* - c,h}^{(k)} \right) s'_{\alpha_i+j} & \text{if } i \geq b + c.
\end{cases}
\]
Case 4: $c > c_2$ and $c > b + (c - c_2)_+$

In this case, $\min\{c, b + (c - c_2)_+\} = b + c - c_2$. Now, we examine the conditional trivariate ruin probability, $\psi_{n,i,j}^{(k)}(u,d)$, under four non-overlapping, exhaustive sub-cases:

(1) $i < b + c - c_2$: This is an impossible scenario, and hence, $\psi_{n,i,j}^{(k)}(u,d) = 0$. Note that for this case, unlike the previous ones, the surplus prior to ruin is always greater than $b$ at time $k + n$. This can be demonstrated by showing that the smallest value it can take is greater than $b$: suppose that at time $k + n - 1$, the surplus process is at the lowest non-ruined value possible, which is level 0. Then, in the next time period (i.e, at time $k + n$), the surplus process will increase by a premium, and hence will be at level $c$. Now, suppose a dividend of maximum amount $c_2$ is issued immediately before the ruining claim.; then, the surplus prior to ruin will be equal to $b + c - c_2$. Since $c > c_2$, therefore the minimum surplus prior to ruin value is guaranteed to be greater than $b$.

(2) $b + c - c_2 \leq i < c$:

This sub-case is valid only if a dividend is issued immediately before the ruining claim. Hence, by considering all possible values of the surplus process at time $k + n - 1$, we simply have

$$\psi_{n,i,j}^{(k)}(u,d) = (1 - p) \sum_{s^* = \max\{c_1, b + c - i\}}^{c_2} d_{s^*} \bar{q}_{n-1,i+s^*-c,b} g'(\alpha_{i+j}).$$

The reason for having $\max\{c_1, b + c - i\}$ as the lower index of $s^*$, as opposed to just $c_1$, is that we need to insure that the surplus process at time $k + n - 1$ is at or above level $b$ (i.e., $i + s^* - c \geq b$); otherwise, a dividend at time $k + n$ would not be possible.
Here, we have two possible scenarios to consider at time $k + n$: one where no dividend is issued, and one where a dividend is issued immediately before the ruining claim. Note that the first scenario is identical to the second sub-case in Case 3, and thus, we have

$$h \sum_{\ell=1}^{h} g_{n-1,i-c,\ell}^{(k)} s^{'} \alpha_{i+j}$$ contributing to $\psi_{n,i,j}^{(k)}(u,d)$. The second scenario, on the other hand, is identical to the previous sub-case, and thus, we have

$$(1 - p) \sum_{s^{*} = \max\{c_1, b+c-i\}}^{c_2} d_{s^{*}} q_{n-1,i+s^{*}-c,h}^{(k)} s^{'} \alpha_{i+j}$$ contributing to $\psi_{n,i,j}^{(k)}(u,d)$.

Hence, combining the above two scenarios, we get

$$\psi_{n,i,j}^{(k)}(u,d) = \left( \sum_{\ell=1}^{h} g_{n-1,i-c,\ell}^{(k)} + (1 - p) \sum_{s^{*} = \max\{c_1, b+c-i\}}^{c_2} d_{s^{*}} q_{n-1,i+s^{*}-c,h}^{(k)} s^{'} \alpha_{i+j} \right) s^{'} \alpha_{i+j}.$$

Here, we have three possible scenarios at to consider time $k + n$: one where no dividend is issued, one where a potential dividend would have been issued had it not been for the ruining claim, and one where a dividend is issued immediately before the ruining claim. For the first scenario, as explained in the fifth sub-case of Case 1, we have

$$\sum_{\ell=1}^{h-1} g_{n-1,i-c,\ell}^{(k)} s^{'} \alpha_{i+j}$$ contributing to $\psi_{n,i,j}^{(k)}(u,d)$. In the case of the second scenario, we simply have $p g_{n-1,i-c,h}^{(k)} s^{'} \alpha_{i+j}$ contributing to $\psi_{n,i,j}^{(k)}(u,d)$. Finally, for the third scenario, by considering all possible values of the surplus process at time $k + n - 1$, in this scenario, we have $1 - p \sum_{s^{*} \in c_1}^{c_2} d_{s^{*}} q_{n-1,i+s^{*}-c,h}^{(k)} s^{'} \alpha_{i+j}$ contributing to $\psi_{n,i,j}^{(k)}(u,d)$. Note that, unlike the previous sub-case, $s^{*}$ has a minimum value of $c_1$, since $b + c - i$ is non-positive for $i \geq b + c$.

Hence, combining the above three scenarios, we get
\[ \psi_{n,i,j}^{(k)}(u,d) = \left( \sum_{\ell=1}^{h-1} g^{(k)}_{n-1,i-c,\ell} + pg^{(k)}_{n-1,i-c,h} + (1 - p) \sum_{s^* = c_1}^{c_2} d_{s^*}^{(k)} g^{(k)}_{n-1,i+s^* - c,h} \right) s' \alpha_{i+j}. \]

Therefore, combining all of the above sub-cases, we have the following expression:

\[ \psi_{n,i,j}^{(k)}(u,d) = \begin{cases} 
0 & \text{if } i < b + c - c_2; \\
(1 - p) \sum_{s^* = \max\{c_1, b + c - i\}}^{c_2} d_{s^*}^{(k)} g^{(k)}_{n-1,b+s^* - c,h} s' \alpha_{i+j} & \text{if } b + c - c_2 \leq i < c; \\
\left( \sum_{\ell=1}^{h-1} g^{(k)}_{n-1,i-c,\ell} + (1 - p) \sum_{s^* = \max\{c_1, b + c - i\}}^{c_2} d_{s^*}^{(k)} g^{(k)}_{n-1,i+s^* - c,h} \right) s' \alpha_{i+j} & \text{if } c \leq i < b + c; \\
\left( \sum_{\ell=1}^{h-1} g^{(k)}_{n-1,i-c,\ell} + pg^{(k)}_{n-1,i-c,h} + (1 - p) \sum_{s^* = c_1}^{c_2} d_{s^*}^{(k)} g^{(k)}_{n-1,i+s^* - c,h} \right) s' \alpha_{i+j} & \text{if } i \geq b + c.
\end{cases} \]

Once again, we comment that in the case of \( p = 1 \), the above expression for \( \psi_{n,i,j}^{(k)}(u,d) \) correctly yields a value of 0 for all \( i < c \), as the minimum surplus prior to ruin value is equal to \( c \) in this case.

### 3.6.2 Calculating \( \omega_{n,i}^{(k)}(u,d) \)

A straightforward way to calculate this conditional bivariate ruin probability is by summing \( \psi_{n,i,j}^{(k)}(u,d) \) over all possible values of \( j \). Since the maximum claim size is \( y_\alpha \) and the surplus prior to ruin is set equal to \( i \), the maximum value that the deficit at ruin, \( j \), can therefore be is \( y_\alpha - i \). Thus, we have

\[ \omega_{n,i}^{(k)}(u,d) = \sum_{j=1}^{y_\alpha - i} \psi_{n,i,j}^{(k)}(u,d). \]

Looking at the results in the previous sub-section, and observing that the \( j \)'s are only found in the claim size pmf, we end up with expressions for \( \omega_{n,i}^{(k)}(u,d) \) identical to those for \( \psi_{n,i,j}^{(k)}(u,d) \), with the exception that all the \( \alpha_{i+j} \)'s are now replaced with \( \Lambda_j \)'s (i.e., the claim size tail probability function). Specifically, we get the following results:
Case 1: $c \leq c_2$ and $c \leq b$

\[
\omega_{n,i,j}^{(k)}(u, d) = \begin{cases} 
0 & \text{if } i < c; \\
\sum_{\ell=1}^{h} g_{n-1,i-c,\ell}^{(k)} s'\Lambda_i & \text{if } c \leq i < b; \\
\left( \sum_{\ell=1}^{h} g_{n-1,b-c,\ell}^{(k)} + (1-p) \sum_{s=c}^{c_2} \sum_{s^* = \max\{c_1, s\}} d_{s^*} g_{n-1,b+s-c,h}^{(k)} \right) s'\Lambda_b & \text{if } i = b; \\
\left( \sum_{\ell=1}^{h} g_{n-1,i-c,\ell}^{(k)} + (1-p) \sum_{s=c}^{c_2} d_{s^*} g_{n-1,i+s^*-c,h}^{(k)} \right) s'\Lambda_i & \text{if } b < i < b + c; \\
\left( \sum_{\ell=1}^{h-1} g_{n-1,i-c,\ell}^{(k)} + pg_{n-1,i-c,h}^{(k)} + (1-p) \sum_{s=c_1}^{c_2} d_{s^*} g_{n-1,i+s^*-c,h}^{(k)} \right) s'\Lambda_i & \text{if } i \geq b + c.
\end{cases}
\]

Case 2: $c \leq c_2$ and $c > b$

\[
\omega_{n,i,j}^{(k)}(u, d) = \begin{cases} 
0 & \text{if } i < b; \\
(1-p) \sum_{s=c}^{c_2} \sum_{s^* = \max\{c_1, s\}} d_{s^*} g_{n-1,b+s-c,h}^{(k)} s'\Lambda_b & \text{if } i = b; \\
(1-p) \sum_{s=c}^{c_2} \sum_{s^* = \max\{c_1, b+c-i\}} d_{s^*} g_{n-1,i+s^*-c,h}^{(k)} s'\Lambda_i & \text{if } b < i < c; \\
\left( \sum_{\ell=1}^{h} g_{n-1,i-c,\ell}^{(k)} + (1-p) \sum_{s=c}^{c_2} d_{s^*} g_{n-1,i+s^*-c,h}^{(k)} \right) s'\Lambda_i & \text{if } c \leq i < b + c; \\
\left( \sum_{\ell=1}^{h-1} g_{n-1,i-c,\ell}^{(k)} + pg_{n-1,i-c,h}^{(k)} + (1-p) \sum_{s=c_1}^{c_2} d_{s^*} g_{n-1,i+s^*-c,h}^{(k)} \right) s'\Lambda_i & \text{if } i \geq b + c.
\end{cases}
\]
Case 3: \( c > c_2 \) and \( c \leq b + (c - c_2)_+ \)

\[
\omega^{(k)}_{n,i}(u, d) = \begin{cases} 
0 & \text{if } i < c; \\
\sum_{\ell=1}^{h} g^{(k)}_{n-1,i-c,\ell} s^\prime \Lambda_i & \text{if } c \leq i < b + c - c_2; \\
\left( \sum_{\ell=1}^{h} g^{(k)}_{n-1,i-c,\ell} + (1 - p) \sum_{s^* = \max \{c_1, b+c-i\}}^{c_2} d_s^* g^{(k)}_{n-1,i+s^*-c,h} \right) s^\prime \Lambda_i & \text{if } b + c - c_2 \leq i < b + c; \\
\left( \sum_{\ell=1}^{h-1} g^{(k)}_{n-1,i-c,\ell} + pg^{(k)}_{n-1,i-c,h} + (1 - p) \sum_{s^* = c_1}^{c_2} d_s^* g^{(k)}_{n-1,i+s^*-c,h} \right) s^\prime \Lambda_i & \text{if } i \geq b + c.
\end{cases}
\]

Case 4: \( c > c_2 \) and \( c > b + (c - c_2)_+ \)

\[
\omega^{(k)}_{n,i}(u, d) = \begin{cases} 
0 & \text{if } i < b + c - c_2; \\
(1 - p) \sum_{s^* = \max \{c_1, b+c-i\}}^{c_2} d_s^* g^{(k)}_{n-1,i+s^*-c,h} s^\prime \Lambda_i & \text{if } b + c - c_2 \leq i < c; \\
\left( \sum_{\ell=1}^{h} g^{(k)}_{n-1,i-c,\ell} + (1 - p) \sum_{s^* = \max \{c_1, b+c-i\}}^{c_2} d_s^* g^{(k)}_{n-1,i+s^*-c,h} \right) s^\prime \Lambda_i & \text{if } c \leq i < b + c; \\
\left( \sum_{\ell=1}^{h-1} g^{(k)}_{n-1,i-c,\ell} + pg^{(k)}_{n-1,i-c,h} + (1 - p) \sum_{s^* = c_1}^{c_2} d_s^* g^{(k)}_{n-1,i+s^*-c,h} \right) s^\prime \Lambda_i & \text{if } i \geq b + c.
\end{cases}
\]

3.6.3 Calculating \( \phi^{(k)}_{n,j}(u, d) \)

One method to calculate this conditional bivariate ruin probability is by summing \( \psi^{(k)}_{n,i,j}(u, d) \) over all possible values of \( i \). Since the maximum claim size is \( y_\alpha \) and the deficit at ruin is set equal to \( j \), the maximum value that the surplus prior to ruin, \( i \), can therefore be is \( y_\alpha - j \). Thus, we have
\[ \phi_{n,j}^{(k)}(u, d) = \sum_{i=\text{imin}}^{y_{\alpha-j}} \psi_{n,i,j}^{(k)}(u, d). \]

An alternative method to calculate \( \phi_{n,j}^{(k)}(u, d) \) is to use the ruin probability vector \( \bar{h}_{n,-j}^{(k)} \) directly. Knowing that the elapsed claim time counter, \( E_t \), must be equal to 1 at time \( t = k + n \) since a claim (i.e., the ruining one) occurs, we have

\[ \phi_{n,j}^{(k)}(u, d) = \sum_{\ell=1}^{h} \bar{h}_{n,-j,\ell}^{(k)} e_1'. \]

The next section shows the derivations of the unconditional versions of the above probabilities.

### 3.7 Determining the Unconditional Trivariate and Bivariate Ruin Probabilities

We are now in a position to obtain explicit expressions for \( \psi_{\tau,i,j}^{(u,d)}(u, d) \), \( \omega_{\tau,i}^{(u,d)}(u, d) \), and \( \phi_{\tau,j}^{(u,d)}(u, d) \) from their conditional counterparts. The final results are shown on page 89, and the methodology is shown in the following sub-sections.

#### 3.7.1 Calculating \( \psi_{\tau,i,j}^{(u,d)}(u, d) \)

Using the law of total probability, we have

\[
\psi_{\tau,i,j}^{(u,d)}(u, d) = Pr\{T = \tau, U_T^- = i, |U_T| = j | U_0 = u, D_0 = d \}
\]

\[
= \sum_{k=1}^{n_r} r_k Pr\{T = \tau, U_T^- = i, |U_T| = j | U_0 = u, D_0 = d, W_1 = k \}
\]

\[
= \min_{\{\tau, n_r\}} \sum_{k=1}^{\min} r_k Pr\{T = \tau, U_T^- = i, |U_T| = j | U_0 = u, D_0 = d, W_1 = k \}.
\]
Now, if ruin occurs after $n_r$ time units (i.e., $\tau > n_r$), then, by construction

$$\psi_{\tau,i,j}(u,d) = \sum_{k=1}^{n_r} r_k \Pr\{T = \tau, U_{T-} = i, |U_T| = j \mid U_0 = u, D_0 = d, W_1 = k\}$$

$$= \sum_{k=1}^{n_r} r_k \psi_{\tau-k,i,j}^{(k)}(u,d).$$

If, however, ruin occurs at or before time $n_r$ (i.e., $\tau \leq n_r$), then either the first claim is the cause of ruin, or the first claim occurs at some time $k \in \{1, 2, \ldots, \tau - 1\}$ and ruin is subsequently experienced $\tau - k$ time units later. Mathematically, this amounts to

$$\psi_{\tau,i,j}(u,d) = \sum_{k=1}^{\tau} r_k \Pr\{T = \tau, U_{T-} = i, |U_T| = j \mid U_0 = u, D_0 = d, W_1 = k\}$$

$$= \sum_{k=1}^{\tau-1} r_k \Pr\{T = \tau, U_{T-} = i, |U_T| = j \mid U_0 = u, D_0 = d, W_1 = k\}$$

$$+ r_\tau \Pr\{T = \tau, U_{T-} = i, |U_T| = j \mid U_0 = u, D_0 = d, W_1 = \tau\}$$

$$= \sum_{k=1}^{\tau-1} r_k \psi_{\tau-k,i,j}^{(k)}(u,d) + r_\tau \Pr\{T = \tau, U_{T-} = i, |U_T| = j \mid U_0 = u, D_0 = d, W_1 = \tau\}.$$

As done in Alfa and Drekic (2007), we can combine these two cases together to obtain

$$\psi_{\tau,i,j}(u,d) = \min\{\tau-1, n_r\} \sum_{k=1}^{\tau-1} r_k \psi_{\tau-k,i,j}^{(k)}(u,d) + \min\{\tau-1, n_r\} \Pr\{T = \tau, U_{T-} = i, |U_T| = j \mid U_0 = u, D_0 = d, W_1 = \tau\}.$$

The second component, $\Pr\{T = \tau, U_{T-} = i, |U_T| = j \mid U_0 = u, D_0 = d, W_1 = \tau\}$, can be further assessed under the following two non-overlapping, exhaustive cases: the ruining first claim occurs during a non-dividend paying time period, and the ruining first claim occurs during a dividend paying time period. Under the first case, the above probability expression is equal to
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\[
\sum_{s \in \mathcal{R}_{u,d}(\tau-1)} f_{u,d}((T_{u,d}(\tau-1))) (s) 1_{[i=u+c\tau-s]} \alpha_{u+c\tau-s+j}.
\]

Since the indicator function is equal to 1 only when \( s = u + c\tau - i \), the previous probability expression simplifies to become

\[
f_{u,d}((T_{u,d}(\tau-1))) (u + c\tau - i) \alpha_{i+j}.
\]

Under the second case, by taking into account all possible dividends prior to and including time \( \tau \), the same probability expression is now given by

\[
\sum_{s \in \mathcal{R}_{u,d}(\tau-1)} f_{u,d}((T_{u,d}(\tau-1))) (s) \left\{ p 1_{[i=u+c\tau-s]} \alpha_{u+c\tau-s+j} 
+ (1 - p) \sum_{s^* = \min\{c_1, u+c\tau-s-b\}} 1_{[i=u+c\tau-s-s^*]} d_{s^*}^{*} \{u + c\tau - s\} \alpha_{u+c\tau-s-s^*+j} \right\}.
\]

Since the indicator functions are equal to 1 only when \( s = u + c\tau - i \) for the first one and \( s^* = u+c\tau-s-i \) for the second one, the above probability expression simplifies to become

\[
\left( pf_{u,d}((T_{u,d}(\tau-1))) (u + c\tau - i) + (1 - p) \sum_{s \in \mathcal{R}_{u,d}(\tau-1)} f_{u,d}((T_{u,d}(\tau-1))) (s) d_{s}^{*} \{u + c\tau - s\} \alpha_{u+c\tau-s+i} \right) \alpha_{i+j}.
\]

However, an identity exists in that \( \sum_{s \in \mathcal{R}_{u,d}(\tau-1)} f_{u,d}((T_{u,d}(\tau-1))) (s) d_{s}^{*} \{u + c\tau - s\} \) is actually equal to \( f_{u,d}(\mathcal{T}_{u,d}(\tau)) (u + c\tau - i) \). This is because evaluating dividend amounts that will result in the surplus process being at level \( i \) at time \( \tau \) can be calculated by either accounting for all possible total dividend amounts up to and including time \( \tau - 1 \), and then ensuring that the dividend amount at time \( \tau \) is equal to the value that will bring the surplus process down to level \( i \), or by simply accounting for all dividend values from time 1 to time \( \tau \) that will yield a total amount such that the surplus process is brought down
from level $u + c\tau$ to level $i$. Thus, the above probability expression further simplifies to become
\[
\left( pf_{u,d}(\tau - 1)) (u + c\tau - i) + (1 - p)f_{u,d}(\tau)) (u + c\tau - i) \right) \alpha_{i+j},
\]
and the combination of the above two cases of $\psi_{\tau,i,j}(u,d)$ is shown on page 89.

3.7.2 Calculating $\omega_{\tau,i}(u,d)$

Note that
\[
\omega_{\tau,i}(u,d) = \sum_{j=1}^{y_{\alpha-i}} \psi_{\tau,i,j}(u,d)
\]
and
\[
\omega_{n,i}^{(k)}(u,d) = \sum_{j=1}^{y_{\alpha-i}} \psi_{n,i,j}^{(k)}(u,d).
\]

Using these two equations, we examine $\omega_{\tau,i}(u,d)$ under two non-overlapping, exhaustive cases: the ruining first claim occurs during a non-dividend paying time period, and the ruining first claim occurs during a dividend paying time period.

Under the first case, we have
\[\omega_{\tau,i,j}(u,d) = \sum_{j=1}^{y_{\alpha-i}} \psi_{\tau,i,j}(u,d)\]

\[= \sum_{j=1}^{y_{\alpha-i}} \left( \sum_{k=1}^{\min\{\tau-1,n_r\}} r_k \psi_{\tau-k,i,j}^{(k)}(u,d) + r_\tau f_{u,d}(|T_{u,d}(\min\{\tau-1,n_r\})|) (u + c\tau - i) \alpha_{i+j} \right)\]

\[= \sum_{k=1}^{\min\{\tau-1,n_r\}} r_k \sum_{j=1}^{y_{\alpha-i}} \psi_{\tau-k,i,j}^{(k)}(u,d) + r_\tau f_{u,d}(|T_{u,d}(\min\{\tau-1,n_r\})|) (u + c\tau - i) \sum_{j=1}^{y_{\alpha-i}} \alpha_{i+j}\]

\[= \sum_{k=1}^{\min\{\tau-1,n_r\}} r_k \omega_{\tau-k,i}^{(k)}(u,d) + r_\tau f_{u,d}(|T_{u,d}(\min\{\tau-1,n_r\})|) (u + c\tau - i) \Lambda_i.\]

Note that since all summands are non-negative, there is no issue in switching the order of summations, by invoking Tonelli’s theorem (e.g., see Billingsley (1995), Theorem 18.3).

Under the second case, by evaluating all possible dividends prior to and including time \(\tau\), we have

\[\omega_{\tau,i,j}(u,d) = \sum_{j=1}^{y_{\alpha-i}} \psi_{\tau,i,j}(u,d)\]

\[= \sum_{j=1}^{y_{\alpha-i}} \left( \sum_{k=1}^{\min\{\tau-1,n_r\}} r_k \psi_{\tau-k,i,j}^{(k)}(u,d) + r_\tau f_{u,d}(|T_{u,d}(\min\{\tau-1,n_r\})|) (u + c\tau - i) \alpha_{i+j} \right)\]

\[= \sum_{k=1}^{\min\{\tau-1,n_r\}} r_k \sum_{j=1}^{y_{\alpha-i}} \psi_{\tau-k,i,j}^{(k)}(u,d) + r_\tau f_{u,d}(|T_{u,d}(\min\{\tau-1,n_r\})|) (u + c\tau - i) \sum_{j=1}^{y_{\alpha-i}} \alpha_{i+j}\]

\[= \sum_{k=1}^{\min\{\tau-1,n_r\}} r_k \omega_{\tau-k,i}^{(k)}(u,d) + r_\tau f_{u,d}(|T_{u,d}(\min\{\tau-1,n_r\})|) (u + c\tau - i) \Lambda_i.\]
As in the above case, all summands are again non-negative, and so, there is no issue in
switching the order of summations, by invoking Tonelli’s theorem. The combination of the
above two cases of $\omega_{\tau,i}(u, d)$ is shown on page 89.

### 3.7.3 Calculating $\phi_{\tau,j}(u, d)$

Note that

$$
\phi_{\tau,i}(u, d) = \min\{y_{\alpha - j}, \tilde{v}_u(\tau)\} \sum_{i = i_{min}} \psi_{\tau,i,j}(u, d)
$$

and

$$
\phi_{n,i}^{(k)}(u, d) = \min\{y_{\alpha - j}, \tilde{v}_u(n)\} \sum_{i = i_{min}} \psi_{n,i,j}^{(k)}(u, d).
$$

Using these two equations, we examine $\phi_{\tau,j}(u, d)$ under two non-overlapping, exhaustive
cases: the ruining first claim occurs during a non-dividend paying time period, and the
ruining first claim occurs during a dividend paying time period.

Under the first case, we have

$$
\phi_{r,j}(u, d) = \min\{y_{\alpha - j}, \tilde{v}_u(\tau)\} \sum_{i = i_{min}} \psi_{r,i,j}(u, d)
$$

$$
= \min\{y_{\alpha - j}, \tilde{v}_u(\tau)\} \left( \sum_{k = 1}^{\min\{\tau - 1, n_r\}} r_k \psi_{r-k,i,j}^{(k)}(u, d) + r_{\tau} f_{u,d}^{(|T_{u,d}|)}(u + c\tau - i) \alpha_{i+j} \right)
$$

$$
= \sum_{k = 1}^{\min\{\tau - 1, n_r\}} r_k \sum_{i = i_{min}} \psi_{r-k,i,j}^{(k)}(u, d) + r_{\tau} \sum_{i = i_{min}} f_{u,d}^{(|T_{u,d}|)}(u + c\tau - i) \alpha_{i+j}
$$

$$
= \sum_{k = 1}^{\min\{\tau - 1, n_r\}} r_k \psi_{r-k,j}^{(k)}(u, d) + r_{\tau} \sum_{i = i_{min}} f_{u,d}^{(|T_{u,d}|)}(u + c\tau - i) \alpha_{i+j}.
$$
Note that since all summands are non-negative, there is no issue in switching the order of summations, by again invoking Tonelli’s theorem.

Under the second case, by evaluating all possible dividends prior to and including time \( \tau \), we have

\[
\phi_{\tau,j}(u,d) = \min\{y_{a-j,\bar{v}_a(\tau)}\} \sum_{i=i_{\min}} \psi_{\tau,i,j}(u,d)
\]

\[
= \min\{y_{a-j,\bar{v}_a(\tau)}\} \left\{ \sum_{i=i_{\min}} \min\{\tau-1,n_r\} \sum_{k=1} r_k \psi_{\tau-k,i,j}(u,d) + r_\tau \left( p_{u,d}^{\prime}[|\tau-u,d(\tau)|]}(u+c\tau - i) + (1-p) f_{u,d}^{\prime}[|\tau-u,d(\tau)|]}(u+c\tau - i) \right) \alpha_{i+j} \right\}
\]

\[
= \sum_{k=1} r_k \sum_{i=i_{\min}} \min\{y_{a-j,\bar{v}_a(\tau)}\} \psi_{\tau-k,i,j}(u,d)
\]

\[
+ r_\tau \sum_{i=i_{\min}} \min\{y_{a-j,\bar{v}_a(\tau)}\} \left( p_{u,d}^{\prime}[|\tau-u,d(\tau)|]}(u+c\tau - i) + (1-p) f_{u,d}^{\prime}[|\tau-u,d(\tau)|]}(u+c\tau - i) \right) \alpha_{i+j}
\]

\[
= \sum_{k=1} r_k \delta_{\tau-k,i,j}(u,d)
\]

\[
+ r_\tau \sum_{i=i_{\min}} \min\{y_{a-j,\bar{v}_a(\tau)}\} \left( p_{u,d}^{\prime}[|\tau-u,d(\tau)|]}(u+c\tau - i) + (1-p) f_{u,d}^{\prime}[|\tau-u,d(\tau)|]}(u+c\tau - i) \right) \alpha_{i+j}.
\]

As in the above case, all summands are again non-negative, and so, there is no issue in switching the order of summations, by invoking Tonelli’s theorem. The next page summarizes the derivations of the unconditional trivariate and bivariate ruin probabilities.

This concludes our algorithmic derivations using MAMs. Now, we turn our attention to deriving the finite-ruin time based Gerber-Shiu function and the moments of the total dividends paid by a finite time horizon or before ruin occurs, whichever happens first, using the first claim conditioning approach.
\[ \psi_{\tau,i,j}(u,d) = \begin{cases} \min \{ \tau - 1, n_r \} \sum_{k=1}^{\text{min} \{ \tau - 1, n_r \}} r_k \psi_{\tau-k,i,j}(u,d) + r_{\tau} f_{u,d}(\tau) (u + c \tau - i) \alpha_{i+j} & \text{if } \tau \notin T_{u,d}(\tau); \\ \min \{ \tau - 1, n_r \} \sum_{k=1}^{\text{min} \{ \tau - 1, n_r \}} r_k \psi_{\tau-k,i,j}(u,d) + r_{\tau} \left( p f_{u,d}(\tau) (u + c \tau - i) + (1 - p) f_{u,d}(\tau) (u + c \tau - i) \right) \alpha_{i+j} & \text{if } \tau \in T_{u,d}(\tau). \end{cases} \]

\[ \omega_{\tau,i}(u,d) = \begin{cases} \min \{ \tau - 1, n_r \} \sum_{k=1}^{\text{min} \{ \tau - 1, n_r \}} r_k \omega_{\tau-k,i}(u,d) + r_{\tau} f_{u,d}(\tau) (u + c \tau - i) \Lambda_i & \text{if } \tau \notin T_{u,d}(\tau); \\ \min \{ \tau - 1, n_r \} \sum_{k=1}^{\text{min} \{ \tau - 1, n_r \}} r_k \omega_{\tau-k,i}(u,d) + r_{\tau} \left( p f_{u,d}(\tau) (u + c \tau - i) + (1 - p) f_{u,d}(\tau) (u + c \tau - i) \right) \Lambda_i & \text{if } \tau \in T_{u,d}(\tau). \end{cases} \]

\[ \phi_{\tau,j}(u,d) = \begin{cases} \min \{ \tau - 1, n_r \} \sum_{k=1}^{\text{min} \{ \tau - 1, n_r \}} r_k \phi_{\tau-k,j}(u,d) + r_{\tau} \sum_{i=\text{min} \tau}^{\text{min} \{ y_0 - j, \delta_u \}} f_{u,d}(\tau) (u + c \tau - i) \alpha_{i+j} & \text{if } \tau \notin T_{u,d}(\tau); \\ \min \{ \tau - 1, n_r \} \sum_{k=1}^{\text{min} \{ \tau - 1, n_r \}} r_k \phi_{\tau-k,j}(u,d) + r_{\tau} \sum_{i=\text{min} \tau}^{\text{min} \{ y_0 - j, \delta_u \}} \left( p f_{u,d}(\tau) (u + c \tau - i) + (1 - p) f_{u,d}(\tau) (u + c \tau - i) \right) \alpha_{i+j} & \text{if } \tau \in T_{u,d}(\tau). \end{cases} \]
Chapter 4

Algorithmic Expressions for Ruin-related Quantities Using the First Claim Conditioning Method

4.1 Introduction

One of the main advantages of assuming that interclaim times (not counting the time until the first claim, which is potentially different from the others) are iid is that the claim instants form a sequence of renewal points for the underlying stochastic process of interest. That is, at a claim-occurring time unit, say time \( t \), we can reset \( t \) to 0, and effectively start the process anew. As a result, since interclaim times are iid beyond the first claim, DISAMs eventually behave like OISAMs. For this reason, we consider the DISAM class and condition on the time until the first claim occurs and obtain expressions for the following ruin-related quantities of interest, namely:

\[
\tilde{G}_{v,m}(u,d) = E[v^T w(U_{T^-}, |U_T|)1_{[T \leq m]}|U_0 = u, D_0 = d]
\]

and

\[
\tilde{D}_m^r(u,d) = E[S_{\min\{T,m\}}^r|U_0 = u, D_0 = d].
\]
For these two quantities of interest, note that we constrain the analysis to a finite time horizon, \( m \in \mathbb{Z}^+ \). That is, the surplus process is analyzed only up to time \( m \). We, of course, still conform to the assumption that the time of ruin, \( T \), is a stopping time of the process, implying that we do not examine the process beyond the time of ruin, even if ruin occurs after time \( m \). This will be evident in the derivation of the two ruin-related quantities of interest. As indicated in Chapter 2, we can relax the finite time horizon constraint under certain conditions to the more general form, where the only constraint is \( T < \infty \).

In addition to conditioning on \( W_1 = k \), we also need to account for other factors that will affect the surplus level of the process. Specifically, we will need to account for the size of the first claim, as well as all possible (restricted) dividend sums before time \( k \), whether or not time \( k \) is a dividend-issuing time unit, and, if so, whether or not the claim is processed before the dividend. This can be done systematically using the law of total probability; and so, our recursive formulas will involve multiple summations over the possible variables that can influence the value of the surplus process.

We remark that a very useful feature of employing the first claim conditioning approach, unlike the situation with MAMs in the previous chapter, is that the distributions of the time until the first claim occurs and the ordinary interclaim times need not have finite maximum support values (i.e., \( n_r \) and \( n_a \) can be infinite). We now proceed to applying this method on the remaining two aforementioned performance measures of interest.
4.2 Determining the Finite-ruin Time Based Gerber-Shiu Function

With \( \tilde{G}_{v,m}(u,d) \) serving as the finite-ruin time based Gerber-Shiu function for a DISAM, we also need to introduce \( G_{v,m}(u,d) \) as its OISAM counterpart. By conditioning on the time of the first claim (i.e., \( W_1 = k \)), we can split \( \tilde{G}_{v,m}(u,d) \) into five non-overlapping, exhaustive cases, all of which will be combined together into one final expression at the end:

1. **Ruining first claim occurs, during a non-dividend paying time period, by time horizon \( m \):**

   In this case, there is a total of \( |\mathcal{T}_{u,d}(k)| \) dividends, which are issued prior to the ruining first claim. If we assume that the sum of these (restricted) dividends is equal to a value \( s \), then the surplus process will be at level \( u + ck - s \) immediately before the ruining claim is implemented, which itself must range in value from \( u + ck - s + 1 \) to \( y_\alpha \). Thus, using the law of total probability, we readily obtain

\[
\sum_{k \in \mathcal{T}_{u,d}(\min\{n, m\})} v^k \sum_{s \in \mathcal{R}_{u,d}(k)} f^\alpha((\mathcal{T}_{u,d}(k)))(s) \left\{ \sum_{y = u + ck - s + 1}^{y_\alpha} \alpha g w(u + ck - s, |u + ck - s - y|) \right\} r_k.
\]

2. **Ruining first claim occurs, during a dividend paying time period, by time horizon \( m \):**

   Before time \( k \), \( |\mathcal{T}_{u,d}(k - 1)| \) dividends in total are issued. If we assume that the sum of these (restricted) dividends is equal to a value \( s \), then the surplus process will be at level \( u + ck - s \) immediately before the claim or dividend is first implemented. There are two sub-cases to consider at this point: either the claim is implemented
before the dividend, or vice-versa. In the first sub-case, no dividend at time \( k \) ends up being issued. Therefore, the size of the ruining claim, \( y \), will range in value from \( u + ck - s + 1 \) to \( y_\alpha \). In the second sub-case, where the dividend gets implemented first, the restricted dividend amount will range in value from \( \min\{c_1, u + ck - s - b\} \) to \( \min\{c_2, u + ck - s - b\} \). Hence, if we assume that the restricted dividend amount at time \( k \) is equal to a value \( s^* \), then the size of the subsequent ruining claim, \( y \), must range in value from \( u + ck - s - s^* + 1 \) to \( y_\alpha \). Incorporating these elements via the law of total probability, we obtain

\[
\sum_{k \in T_{u,d}(\min(n,m))} v^k \sum_{s \in R_{u,d}(k-1)} f_{u,d}(|T_{u,d}(k-1)|)(s) \left\{ p \sum_{y = u + ck - s + 1}^{y_\alpha} \alpha_y w(u + ck - s, |u + ck - s - y|) + (1 - p) \sum_{s^* = \min\{c_1, u + ck - s - b\}}^{\min\{c_2, u + ck - s - b\}} d_{s^*}(u + ck - s) \sum_{y = u + ck - s - s^* + 1}^{y_\alpha} \alpha_y w(u + ck - s - s^*, |u + ck - s - s^* - y|) \right\} r_k.
\]

However, due to the identity on page 84, it follows that

\[
\sum_{s \in R_{u,d}(k-1)} f_{u,d}(|T_{u,d}(k-1)|)(s) \sum_{s^* = \min\{c_1, u + ck - s - b\}}^{\min\{c_2, u + ck - s - b\}} d_{s^*}(u + ck - s) = \sum_{s \in R_{u,d}(k)} f_{u,d}(|T_{u,d}(k)|)(s),
\]

implying that the above expression becomes

\[
\sum_{k \in T_{u,d}(\min(n,m))} v^k \left\{ p \sum_{s \in R_{u,d}(k-1)} f_{u,d}(|T_{u,d}(k-1)|)(s) \sum_{y = u + ck - s + 1}^{y_\alpha} \alpha_y w(u + ck - s, |u + ck - s - y|) + (1 - p) \sum_{s \in R_{u,d}(k)} f_{u,d}(|T_{u,d}(k)|)(s) \sum_{y = u + ck - s + 1}^{y_\alpha} \alpha_y w(u + ck - s, |u + ck - s - y|) \right\} r_k.
\]
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(3) Non-ruining first claim occurs, during a non-dividend paying time period, by time horizon \( m \):

In this case, there is a total of \( |T_{u,d}(k)| \) dividends, which are issued prior to the non-ruining first claim. If we assume that the sum of these (restricted) dividends is equal to a value \( s \), then the surplus process will be at level \( u + ck - s \) immediately before the claim is implemented, and its size, \( y \), will range in value from \( y_0 \) to \( u + ck - s \). Therefore, since ruin does not occur at this claim instant, we can view the surplus process as “renewed” at time \( k \), with corresponding new time horizon \( m - k \), new initial surplus value equal to \( u + ck - s \), and new initial dividend counter value equal to \( V_{u,d}(0, k, y, s, \ldots) \). In addition, following this first claim, the behaviour of our DISAM now reverts to that of an OISAM. Thus, using the law of total probability, we end up with

\[
\sum_{k \notin T_{u,d}(\min(n, m))} \sum_{s \in R_{u,d}(k)} \left( \sum_{u + ck - s}^{\min\{c_1, (u + ck - s - y - b)_{+}\}} \alpha_y G_{v,m}^{-k} \left( u + ck - s - y, V_{u,d}(0, k, y, s, \ldots) \right) \right) r_k.
\]

(4) Non-ruining first claim occurs, during a dividend paying time period, before time horizon \( m \):

Before time \( k \), \( |T_{u,d}(k - 1)| \) dividends in total are issued. If we assume that the sum of these (restricted) dividends is equal to a value \( s \), then the surplus process will be at level \( u + ck - s \) immediately before the claim or dividend is first implemented. Once again, there are two sub-cases to consider at this point: either the claim is implemented before the dividend, or vice-versa. In the first sub-case, the non-ruining claim size, \( y \), will range in value from \( y_0 \) to \( u + ck - s \), and so, the restricted dividend amount will range in value from \( \min\{c_1, (u + ck - s - y - b)_{+}\} \) to \( \min\{c_2, (u + ck - s - y - b)_{+}\} \). Note that the \( (.)_{+} \) function is employed to account for the possibility
that the claim size, \( y \), is large enough to bring the surplus process below level \( b \), thereby resulting in a restricted dividend amount equal to 0. In the second sub-case, the restricted dividend amount will range in value from \( \min\{c_1, u + ck - s - b\} \) to \( \min\{c_2, u + ck - s - b\} \). Letting \( s^* \) denote the restricted dividend amount at time \( k \), the non-ruining claim size, \( y \), must therefore range in value from \( y_0 \) to \( u + ck - s - s^* \). In either sub-case, ruin did not occur, and similar to the previous case, the surplus process can be viewed as “renewed” at time \( k \), with corresponding new time horizon \( m - k \), new initial surplus value equal to \( u + ck - s - s^* - y \), and new initial dividend counter value equal to \( V_{u,d}(0,k,y,s,s^*,\text{Order}) \), where \( \text{Order} \in \{\text{ClmFrst, ClmFrst}\} \). Moreover, following this first claim, the behaviour of our DISAM again reverts to that of an OISAM. Thus, using the law of total probability, we obtain

\[
\sum_{k \in \mathcal{T}_{u,d}(\min(n_r,m))} v^k \sum_{s \in \mathcal{R}_{u,d}(k-1)} f_{u,d}(\min(\mathcal{T}_{u,d}(k-1)),s) \times \begin{cases} 
\frac{\min(c_2, u + ck - s - b)}{p} \sum_{y = y_0} \alpha_y \sum_{s^* = \min(c_1, u + ck - s - b)} d_{s^*} (u + ck - s - y) G_{v,m-k} (u + ck - s - s^* - y, V_{u,d}(0,k,y,s,s^*,\text{ClmFrst})) \\
+ (1 - p) \sum_{s^* = \min(c_1, u + ck - s - b)} d_{s^*} (u + ck - s) \sum_{y = y_0} \alpha_y G_{v,m-k} (u + ck - s - s^* - y, V_{u,d}(0,k,y,s,s^*,\text{ClmFrst})) \end{cases} r_k.
\]

(5) **First claim occurs beyond time horizon \( m \) (i.e., \( k > m \)):**

The conditional finite-ruin time based Gerber-Shiu function is clearly equal to 0 since \( 1_{[T \leq m]} = 0 \) in this case.

In cases (3) and (4), the OISAM counterpart \( G_{v,m}(u,d) \) appears in the derived formulas. However, we note that we can apply the same methodology on \( G_{v,m}(u,d) \) except that quantities \( n_r \) and \( r_k \) are replaced by \( n_a \) and \( a_k \), respectively. The following page combines all the above cases together into a single formula.
where

$$G_{v,m}(u,d) = \sum_{k \in \mathcal{T}_{u,d}(\min(n_u,m))} v^k \sum_{s \in \mathbb{R}_{u,d}(k)} f_{u,d}([T_{u,d}(k)]) (s) \left\{ \frac{n+k-s}{\nu y_0} \alpha_y G_{v,m-k}(u+c_k-s-y, V_{u,d}(0, k, y, s, \ldots)) + \frac{n_k}{\nu y} \alpha_y w(u+c_k-s|u+c_k-s-y) \right\} a_k$$

$$+ p \sum_{k \in \mathcal{T}_{u,d}(\min(n_u,m))} v^k \sum_{s \in \mathbb{R}_{u,d}(k)} f_{u,d}([T_{u,d}(k-1)]) (s) \left\{ \frac{n+k-s}{\nu y_0} \alpha_y \min_{s^*} \left\{ \frac{\nu c_2}{\nu y} (u+c_k-s-y) \right\} G_{v,m-k}(u+c_k-s-y, V_{u,d}(0, k, y, s, \ldots), \text{CLmFrst}) \right\} r_k$$

$$+ (1-p) \sum_{k \in \mathcal{T}_{u,d}(\min(n_u,m))} v^k \sum_{s \in \mathbb{R}_{u,d}(k)} f_{u,d}([T_{u,d}(k)]) (s) \left\{ \frac{\nu c_2}{\nu y} (u+c_k-s-y) \right\} G_{v,m-k}(u+c_k-s-y, V_{u,d}(0, k, y, s, \ldots), \text{CLmFrst}) \right\} a_k$$

$$+ p \sum_{k \in \mathcal{T}_{u,d}(\min(n_u,m))} v^k \sum_{s \in \mathbb{R}_{u,d}(k)} f_{u,d}([T_{u,d}(k-1)]) (s) \left\{ \frac{\nu c_2}{\nu y} (u+c_k-s-y) \right\} G_{v,m-k}(u+c_k-s-y, V_{u,d}(0, k, y, s, \ldots), \text{CLmFrst}) \right\} r_k$$

$$+ (1-p) \sum_{k \in \mathcal{T}_{u,d}(\min(n_u,m))} v^k \sum_{s \in \mathbb{R}_{u,d}(k)} f_{u,d}([T_{u,d}(k)]) (s) \left\{ \frac{\nu c_2}{\nu y} (u+c_k-s-y) \right\} G_{v,m-k}(u+c_k-s-y, V_{u,d}(0, k, y, s, \ldots), \text{CLmFrst}) \right\} r_k.$$
4.3 Determining the Moments of the Total Dividends before a Finite Time Horizon

With $\tilde{D}_r^m(u, d)$ serving as the $r$th moment of the total dividends issued by a finite time horizon of $m \in \mathbb{Z}^+$ or before ruin occurs, whichever happens first, for a DISAM, we similarly need to introduce $D_r^m(u, d)$ to be its OISAM counterpart. By once again conditioning on the time of the first claim (i.e., $W_1 = k$), we can split $\tilde{D}_r^m(u, d)$ into five non-overlapping, exhaustive cases, all of which will be combined together into one final expression at the end:

(1) Ruining first claim occurs, during a non-dividend paying time period, by time horizon $m$:

In this case, there is a total of $|T_{u,d}(k)|$ dividends, which are issued prior to the ruining first claim. If we assume that the sum of these (restricted) dividends is equal to a value $s$, then the surplus process will be at level $u + ck - s$ immediately before the claim is implemented, which itself must range in value from $u + ck - s + 1$ to $y_a$. Thus, using the law of total probability, we readily obtain

$$\sum_{k \in \mathbb{T}_{u,d}(\min\{n_r, m\})} \sum_{s \in \mathbb{R}_{u,d}(k)} f_{u,d}(\min\{|T_{u,d}(k)|, m\})(s) s^r \Lambda_{u + ck - s} r_k.$$  

(2) Ruining first claim occurs, during a dividend paying time period, by time horizon $m$:

Before time $k$, $|T_{u,d}(k - 1)|$ dividends in total are issued. If we assume that the sum of these (restricted) dividends is equal to a value $s$, then the surplus process will be at level $u + ck - s$ immediately before the claim or dividend is first implemented.
There are two sub-cases to consider at this point: either the claim is implemented before the dividend, or vice-versa. In the first sub-case, no dividend at time \( k \) ends up being issued. Therefore, the size of the ruining claim, \( y \), will range in value from \( u + ck - s + 1 \) to \( y_\alpha \). In the second sub-case, where the dividend gets implemented first, the restricted dividend amount will range in value from \( \min\{c_1, u + ck - s - b\} \) to \( \min\{c_2, u + ck - s - b\} \). Hence, if we assume that the restricted dividend amount at time \( k \) is equal to a value \( s^* \), then the size of the subsequent ruining claim, \( y \), must range in value from \( u + ck - s - s^* + 1 \) to \( y_\alpha \). Incorporating these elements via the law of total probability, we obtain

\[
\sum_{k \in T_{u,d}(\min\{n,m\})} \sum_{s \in R_{u,d}(k-1)} f_{u,d}([T_{u,d}(k-1)]) (s) \left\{ p \sum_{s^* = \min\{c_1,u+ck-s-b\}} d_{s^*}^* \{u + ck - s\} (s + s^*)^r \Lambda_{u+ck-s-s^*} \right\} \]

\[
+ (1 - p) \sum_{s^* = \min\{c_1,u+ck-s-b\}} d_{s^*}^* \{u + ck - s\} (s + s^*)^r \Lambda_{u+ck-s-s^*} \right\} r_k.
\]

However, as stated in the previous section, we again employ the identity

\[
\sum_{s \in R_{u,d}(k-1)} f_{u,d}([T_{u,d}(k-1)]) (s) \min\{c_2,u+ck-s-b\} \sum_{s^* = \min\{c_1,u+ck-s-b\}} d_{s^*}^* \{u + ck - s\} (s + s^*)^r \Lambda_{u+ck-s-s^*} = \sum_{s \in R_{u,d}(k)} f_{u,d}([T_{u,d}(k)]) (s)
\]

to the above expression and ultimately obtain

\[
\sum_{k \in T_{u,d}(\min\{n,m\})} \left\{ p \sum_{s \in R_{u,d}(k-1)} f_{u,d}([T_{u,d}(k-1)]) (s) s^r \Lambda_{u+ck-s} + (1 - p) \sum_{s \in R_{u,d}(k)} f_{u,d}([T_{u,d}(k)]) (s) s^r \Lambda_{u+ck-s} \right\} r_k.
\]
(3) Non-ruining first claim occurs, during a non-dividend paying time period, by time horizon $m$:

In this case, there is a total of $|T_{u,d}(k)|$ dividends, which are issued prior to the non-ruining first claim. If we assume that the sum of these (restricted) dividends is equal to a value $s$, then the surplus process will be at level $u + ck - s$ immediately before the claim is implemented, and its size, $y$, will range in value from $y_0$ to $u + ck - s$. Therefore, since ruin does not occur at this claim instant, we can view the surplus process as “renewed” at time $k$, with corresponding new time horizon $m - k$, new initial surplus value equal to $u + ck - s - y$, and new initial dividend counter value equal to $V_{u,d}(0, k, y, s, ..)$. In addition, following this first claim, the behaviour of our DISAM now reverts to that of an OISAM. Thus, using the law of total probability, we end up with

$$
\sum_{k \notin T_{u,d}(\min\{n_r, m\})} \sum_{s \in R_{u,d}(k)} f_{u,d}(|T_{u,d}(k)|) \left\{ \sum_{y=y_0}^{u+ck-s} \alpha_y \right\}^{u+ck-s} \sum_{y=y_0}^{u+ck-s} \alpha_y \\
\times E \left[ \left\{ s + S_{\min\{T,m-k\}} \right\}^r \right| U_0 = u + ck - s - y, D_0 = V_{u,d}(0, k, y, s, ..) \right \} r_k.
$$

Using the binomial theorem on the above expectation function (as well as the convention that $0^0 = 1$), we obtain

$$
\sum_{k \notin T_{u,d}(\min\{n_r, m\})} \sum_{s \in R_{u,d}(k)} f_{u,d}(|T_{u,d}(k)|) \left\{ \sum_{y=y_0}^{u+ck-s} \alpha_y \right\}^{u+ck-s} \sum_{y=y_0}^{u+ck-s} \alpha_y \sum_{\omega=0}^{r} \left( \binom{r}{\omega} \right) s^\omega D_{m-k}^{\max}(u + ck - s - y, V_{u,d}(0, k, y, s, ..)) r_k.
$$

(4) Non-ruining first claim occurs, during a dividend paying time period, before time horizon $m$:

Before time $k$, $|T_{u,d}(k - 1)|$ dividends in total are issued. If we assume that the sum of these (restricted) dividends is equal to a value $s$, then the surplus process will be
at level $u + ck - s$ immediately before the claim or dividend is first implemented. Once again, there are two sub-cases to consider at this point: either the claim is implemented before the dividend, or vice-versa. In the first sub-case, the non-ruining claim size, $y$, will range in value from $y_0$ to $u + ck - s$, and so, the restricted dividend amount will range in value from $\min\{c_1, (u + ck - s - y - b)_+\}$ to $\min\{c_2, (u + ck - s - y - b)_+\}$. Note that the $(.)_+$ function is employed to account for the possibility that the claim size, $y$, is large enough to bring the surplus process below level $b$, thereby resulting in a restricted dividend amount equal to 0. In the second sub-case, the restricted dividend amount will range in value from $\min\{c_1, u + ck - s - b\}$ to $\min\{c_2, u + ck - s - b\}$. Letting $s^*$ denote the restricted dividend amount at time $k$, the non-ruining claim size, $y$, must therefore range in value from $y_0$ to $u + ck - s - s^*$. In either sub-case, ruin did not occur, and similar to the previous case, the surplus process can be viewed as “renewed” at time $k$, with corresponding new time horizon $m - k$, new initial surplus value equal to $u + ck - s - s^* - y$, and new initial dividend counter value equal to $V_{u,d}(0, k, y, s, s^*, \text{Order})$, where $\text{Order} \in \{\text{ClmFrst}, \text{ClmFrst}\}$. Moreover, following this first claim, the behaviour of our DISAM again reverts to that of an OISAM. Thus, using the law of total probability, we obtain

$$
\sum_{k \in T_{u,d}(\min\{n, m\})} \sum_{s \in R_{u,d}(k-1)} f_{T_{u,d}}(\min\{n, m\}) f_{T_{u,d}(k-1)}(s) \times \left\{ p \sum_{y = y_0}^{u+ck-s} \sum_{s^* = \min\{c_1, (u+ck-s-y-b)_+\}} \alpha_y \right\} d^*_s \{u + ck - s - y\}
$$

$$
\times E \left\{ \{s + s^* + S_{\min\{T, m-k\}}\}^r \mid U_0 = u + ck - s - s^* - y, D_0 = V_{u,d}(0, k, y, s, s^*, \text{ClmFrst}) \right\} + (1 - p) \sum_{s^* = \min\{c_1, u+ck-s-b\}} d^*_s \{u + ck - s\} \sum_{y = y_0}^{u+ck-s-s^*} \alpha_y
$$

$$
\times E \left\{ \{s + s^* + S_{\min\{T, m-k\}}\}^r \mid U_0 = u + ck - s - s^* - y, D_0 = V_{u,d}(0, k, y, s, s^*, \text{ClmFrst}) \right\} \right\} r_k.
$$
As done previously, applying the binomial theorem within the above expectation functions yields

\[
\sum_{k \in \mathcal{T}_{u,d}(\min\{n_r, m\})} \sum_{s \in \mathcal{R}_{u,d}(k-1)} f_{u,d}^{(|\mathcal{T}_{u,d}(k-1)|)}(s) \\
\times \left\{ \begin{array}{l}
p \sum_{y=y_0}^{u+ck-s} \alpha_y \\
(1-p) \sum_{y=y_0}^{u+ck-s} \omega \ }
\end{array} \right\} \times \sum_{\omega=0}^{r} \left( \begin{array}{l}
r \\
\omega \ }
\end{array} \right) \omega \mathcal{D}_{m-k}^{r-\omega}(u+ck-s-s^*-y, V_{u,d}(0, k, y, s, s^*, ClmFirst)) \\
\times \sum_{\omega=0}^{r} \left( \begin{array}{l}
r \\
\omega \ }
\end{array} \right) \omega \mathcal{D}_{m-k}^{r-\omega}(u+ck-s-s^*-y, V_{u,d}(0, k, y, s, s^*, ClmFirst)) \right\} r_k.
\]

(5) First claim occurs beyond time horizon \( m \) (i.e., \( k > m \)):

In this case, there is a total of \(|\mathcal{T}_{u,d}(m)|\) dividends. Thus, we immediately obtain

\[
\sum_{k=m+1}^{n_r} \sum_{s \in \mathcal{R}_{u,d}(m)} f_{u,d}^{(|\mathcal{T}_{u,d}(m)|)}(s) s^r r_k = R_m \sum_{s \in \mathcal{R}_{u,d}(m)} f_{u,d}^{(|\mathcal{T}_{u,d}(m)|)}(s) s^r.
\]

In cases (3) and (4), the OISAM counterpart \( \mathcal{D}_{m}^r(u,d) \) appears in the derived formulas. However, we note that we can apply the same methodology on \( \mathcal{D}_{m}^r(u,d) \) except that quantities \( n_r, r_k, \) and \( R_m \) are replaced by \( n_a, a_k, \) and \( A_m, \) respectively. The following two pages combine all the above cases together into a single formula.
\[ \mathcal{D}_{m}(u, d) = \sum_{k \in \mathcal{T}_{n}(d, m), s \in \mathcal{S}(k)} \sum_{r \in \mathcal{R}(s)} f\left(T_{u,d}(k)\right)(s) \left\{ \sum_{y=0}^{u+c-k-s} \sum_{\omega \in \Omega} \sum_{r\omega \in \Omega} \omega^{r} \mathcal{D}_{m-k}^{r-\omega}(u+c-k-y, V_{u,d}(0,k,y,s,s_0)) + s^r \Lambda_{u+c-k-s} \right\} r_k \]

\[ + p \sum_{k \in \mathcal{T}_{n}(d, m), s \in \mathcal{S}(k-1)} \sum_{r \in \mathcal{R}(s)} f\left(T_{u,d}(k-1)\right)(s) \left\{ \sum_{y=0}^{u+c-k-s} \sum_{\omega \in \Omega} \sum_{r\omega \in \Omega} \omega^{r} \mathcal{D}_{m-k}^{r-\omega}(u+c-k-y, V_{u,d}(0,k,y,s,s_0), ClmFrst) + s^r \Lambda_{u+c-k-s} \right\} r_k \]

\[ + (1-p) \sum_{k \in \mathcal{T}_{n}(d, m), s \in \mathcal{S}(k-1)} \sum_{r \in \mathcal{R}(s)} f\left(T_{u,d}(k-1)\right)(s) \left\{ \sum_{y=0}^{u+c-k-s} \sum_{\omega \in \Omega} \sum_{r\omega \in \Omega} \omega^{r} \mathcal{D}_{m-k}^{r-\omega}(u+c-k-y, V_{u,d}(0,k,y,s,s_0), ClmFrst) + s^r \Lambda_{u+c-k-s} \right\} r_k \]

\[ + R_m \sum_{s \in \mathcal{S}(m)} f\left(T_{u,d}(m)\right)(s) s^r, \]
where

\[ D^r_{m}(u, d) = \sum_{k \in T_{u,d}(\min\{n_u,m\})} \sum_{s \in R_{u,d}(k)} f_{u,d}^{\left(T_{u,d}(k)\right)}(s) \left\{ \sum_{y = 0}^{u+c-k-s} \sum_{\omega = 0}^{r} s^{\omega} \left[D^r_{m-k}(u+c+k-s-y, V_{u,d}(0, k, y, s, \ldots)) + s^{\omega} \Lambda_{u+c+k-s}\right] \right\} a_k \]

\[ + p \sum_{k \in T_{u,d}(\min\{n_u,m\})} \sum_{s \in R_{u,d}(k-1)} f_{u,d}^{\left(T_{u,d}(k-1)\right)}(s) \left\{ \sum_{y = 0}^{u+c-k-s} \sum_{\omega = 0}^{r} s^{\omega} \left[D^r_{m-k}(u+c+k-s-y, V_{u,d}(0, k, y, s, \ldots)) + s^{\omega} \Lambda_{u+c+k-s}\right] \right\} a_k \]

\[ + (1 - p) \sum_{k \in T_{u,d}(\min\{n_u,m\})} \left\{ \sum_{s \in R_{u,d}(k-1)} f_{u,d}^{\left(T_{u,d}(k-1)\right)}(s) \left\{ \min\{c_2, u+c+k-s-y-b\} \right\} \sum_{y = 0}^{u+c-k-s} \sum_{\omega = 0}^{r} s^{\omega} \left[D^r_{m-k}(u+c+k-s-y, V_{u,d}(0, k, y, s, \ldots)) + s^{\omega} \Lambda_{u+c+k-s}\right] \right\} a_k \]

\[ + A_m \sum_{s \in R_{u,d}(m)} f_{u,d}^{\left(T_{u,d}(m)\right)}(s) s^r. \]
Chapter 5

Analysis and Comparison of Six DISAMs Extracted from the General Class

5.1 Introduction

The framework used in this thesis derives its generality from that fact that certain functions defined for characterizing particular aspects of the surplus process, $V_{u,d}(.)$ being the central one, are represented in a general way. The objective of this part of the thesis is to shed additional light on the computational aspects of the DISAM class by comparing six different types of models belonging to this class and providing numerical calculations for particular examples. The difference between these six models lie in how $D_t$ behaves after reaching level $h$—which we classify as Above Modes—and how it behaves below the threshold level—which we classify as Below Modes.

5.2 Specifying the Above and Below Modes

We introduce the following two Above Modes:
(1) **Consecutive:** While at or above level $b$, the dividend counter increments one unit at a time until it reaches $h$. Once the dividend counter is equal to $h$, it remains equal to $h$ in future time periods until a large enough claim brings the surplus process below level $b$, where the corresponding Below Mode then takes effect. This type of Above Mode was explored in Drekic and Mera (2011) for the case $h = 1$.

(2) **Cyclic (a.k.a. Periodic):** While at or above level $b$, the dividend counter increments one unit at a time until it reaches $h$. Once the dividend counter is equal to $h$, it is reset to 1 in the next time period (provided that the surplus process remains above level $b$ at this time). In the recent literature, such types of dividend systems have been explored in a variety of continuous-time insurance risk models (e.g., see Albrecher et al. (2011) and Avanzi et al. (2013)).

We also introduce the following three Below Modes:

(1) **Countdown:** While below level $b$, the dividend counter decrements one unit at a time until it reaches 1. It then remains at 1 until the surplus process reaches or crosses level $b$. However, if the process reaches or crosses level $b$ and is immediately brought below level $b$ by a resulting claim, the countdown process is not interrupted (assuming the dividend counter is greater than 1). On the other hand, if the surplus process is already above the threshold level and is brought down below level $b$, the dividend counter freezes at that value and begins counting down at the next time unit—unless, of course, the surplus process goes above level $b$ again at the next time unit. Figures 5.1 and 5.2 compare two sample paths of a surplus process under a Consecutive Countdown model and under a Cyclic Countdown model, both subjected to the same claim occurrence times and claim sizes.
Figure 5.1: A sample path of a Consecutive Countdown surplus process with $u = 2$, $d = 3$, $c_1 = 1$, $c_2 = 2$, $c = 2$, $b = 5$, $h = 3$, and $p = 1$.

Figure 5.2: A sample path of a Cyclic Countdown surplus process with $u = 2$, $d = 3$, $c_1 = 1$, $c_2 = 2$, $c = 2$, $b = 5$, $h = 3$, and $p = 1$. 
(2) **Freeze:** While below level $b$, the dividend counter does not change its value. However, it does potentially change its value one time unit after the surplus process reaches or crosses level $b$. Moreover, if the surplus process is already above the threshold level and is subsequently brought down below level $b$, the dividend counter freezes at that value until it crosses level $b$ again. Of course, for a Consecutive Freeze model, this implies that the once the dividend counter reaches $h$, it will remain permanently equal to $h$, and so, thereon, a dividend will always be paid one time period after reaching or crossing level $b$ (provided that there is no claim significant enough to bring the surplus process back below level $b$). Figures 5.3 and 5.4 compare two sample paths of a surplus process under a Consecutive Freeze model and under a Cyclic Freeze model, both subjected to the same claim occurrence times and claim sizes.

Figure 5.3: A sample path of a Consecutive Freeze surplus process with $u = 4$, $d = 2$, $c_1 = 1$, $c_2 = 2$, $c = 2$, $b = 5$, $h = 3$, and $p = 1$. 
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Figure 5.4: A sample path of a Cyclic Freeze surplus process with $u = 2$, $d = 2$, $c_1 = 1$, $c_2 = 2$, $c = 2$, $b = 5$, $h = 3$, and $p = 1$.

(3) **Reset**: The simplest of the three Below Modes in that the dividend counter is always equal to 1 whenever the surplus process resides below level $b$. Figures 5.5 and 5.6 compare two sample paths of a surplus process under a Consecutive Reset model and under a Cyclic Reset model, both subjected to the same claim occurrence times and claim sizes.
Figure 5.5: A sample path of a Consecutive Reset surplus process with \( u = 2, d = 1, c_1 = 1, c_2 = 2, c = 2, b = 5, h = 3, \) and \( p = 1. \)

Figure 5.6: A sample path of a Cyclic Reset surplus process with \( u = 2, d = 1, c_1 = 1, c_2 = 2, c = 2, b = 5, h = 3, \) and \( p = 1. \)
Of course, for the special case \( h = 1 \), all the above models collapse to one type. We next proceed to provide formulas for the functions given in Section 2.4.2 for each of the six models.

### 5.3 Function Derivations

Categorizing models according to the two aforementioned Above Mode types (i.e., Below Mode type is kept general here), we obtain the following expressions:

- Assuming no claims have occurred during the time period over which the first \( n \) dividends are issued, we have

\[
P_{z^u,d}(n) = \begin{cases} 
  n & \text{if Consecutive;} \\
  nh & \text{if Cyclic,}
\end{cases}
\]

\[
TotDiv_n(x) = \begin{cases} 
  0 & \text{if } n = 0; \\
  \min \{ x, u + cz^u,d - b \} & \text{if } n = 1; \\
  TotDiv_{n-1}(x) + \min \{ x, u + c [z^u,d + (n-1)h] - TotDiv_{n-1}(x) - b \} & \text{if } n > 1 \text{ and Consecutive}; \\
  TotDiv_{n-1}(x) + \min \{ x, u + c [z^u,d + (n-1)h] - TotDiv_{n-1}(x) - b \} & \text{if } n > 1 \text{ and Cyclic,}
\end{cases}
\]

and
\[ f^{(n)}_{u,d}(s) = \begin{cases} 
1_{[s=0]} & \text{if } n = 0; \\
 d^*_s \{ u + cz^*_{u,d} \} & \text{if } n = 1; \\
 \sum_{w=0}^{s} d^*_s \{ u + c[z^*_{u,d} + (n-1)] - w \} f^{(n-1)}_{u,d}(w) & \text{if } n > 1 \text{ and Consecutive}; \\
 \sum_{w=0}^{s} d^*_s \{ u + c[z^*_{u,d} + (n-1)h] - w \} f^{(n-1)}_{u,d}(w) & \text{if } n > 1 \text{ and Cyclic}. 
\]

- Assuming no claims have occurred up to time \( t \), we have

\[ T_{u,d}(t) = \begin{cases} 
z^*_{u,d} + (n-1) : n = 1, 2, \ldots, t - z^*_{u,d} + 1 & \text{if Consecutive}; \\
z^*_{u,d} + (n-1)h : n = 1, 2, \ldots, \left\lfloor \frac{t - z^*_{u,d}}{h} \right\rfloor + 1 & \text{if Cyclic} 
\end{cases} \]

and

\[ R_{u,d}(t) = \begin{cases} 
\{ \text{TotDiv} \left( t - z^*_{u,d} + 1 \right) (c_1), \ldots, \text{TotDiv} \left( t - z^*_{u,d} + 1 \right) (c_2) \} & \text{if Consecutive}; \\
\{ \text{TotDiv} \left( \frac{t - z^*_{u,d}}{h} + 1 \right) (c_1), \ldots, \text{TotDiv} \left( \frac{t - z^*_{u,d}}{h} + 1 \right) (c_2) \} & \text{if Cyclic}. 
\]
\[
\begin{align*}
  v_{u,d}(k) &= \begin{cases} 
    u + ck - \text{TotDiv}(k - z^*_{u,d})_+ (c_1) & \text{if Consecutive;} \\
    u + ck - \text{TotDiv}\left(\left\lfloor \frac{k-1-z^*_{u,d}}{h} \right\rfloor + 1 \right)_+ (c_1) & \text{if Cyclic.}
  \end{cases}
\end{align*}
\]

Categorizing models according to the three aforementioned Below Mode types (i.e., Above Mode type is kept general here), we end up with
\[
\begin{align*}
  z^*_{u,d} &= \begin{cases} 
    z_u + h - (d - 1 - (z_u - 1)_+) & \text{if Countdown;} \\
    z_u + h - (d - 1) & \text{if Freeze;} \\
    z_u + h - 1_{[u \geq b]}(d - 1) & \text{if Reset.}
  \end{cases}
\end{align*}
\]

We note that if our Below Mode is Reset, \( d \) must be equal to 1 if \( u < b \). The function \( V_{u,d}(0, t, y, s, s^*, \text{Order}) \), however, is specific for each combination of Above and Below Mode types, which we indicate in the following pages:
(1) The Consecutive Countdown Model:

\[
V_{u,d}(0, t, y, s, s^*, \text{Order}) = \begin{cases} 
\max\{d - t, 1\} & \text{if } t < z_u, \\
\max\{d - (z_u - 1) + 1\} & \text{if } t = z_u \text{ and } y \leq u + ct - b; \\
\max\{d - (z_u - 1) + 1\} + (t - z_u) & \text{if } z_u < t < z^*_{u,d} \text{ and } y \leq u + ct - b; \\
\max\{d - (z_u - 1) + 1\} + (t - z_u - 1) & \text{if } z_u < t < z^*_{u,d} \text{ and } y > u + ct - b; \\
h & \text{if } t \geq z^*_{u,d}.
\end{cases}
\]

(2) The Consecutive Freeze Model:

\[
V_{u,d}(0, t, y, s, s^*, \text{Order}) = \begin{cases} 
d & \text{if } t \leq z_u; \\
d + (t - z_u) & \text{if } z_u < t < z^*_{u,d} \text{ and } y \leq u + ct - b; \\
d + (t - z_u - 1) & \text{if } z_u < t < z^*_{u,d} \text{ and } y > u + ct - b; \\
h & \text{if } t \geq z^*_{u,d}.
\end{cases}
\]

(3) The Consecutive Reset Model:

\[
V_{u,d}(0, t, y, s, s^*, \text{Order}) = \begin{cases} 
1 & \text{if } t \leq z_u, \\
1 & \text{or } z_u < t < z^*_{u,d} \text{ and } y > u + ct - b, \\
1 & \text{or } t \geq z^*_{u,d} \text{ and } y > u + ct - s - 1_{\text{Order} = \text{ClimFirst}} s^* - b; \\
1 & \text{if } t \geq z^*_{u,d}; y \leq u + ct - s - 1_{\text{Order} = \text{ClimFirst}} s^* - b.
\end{cases}
\]
(4) The Cyclic Countdown Model:

\[
V_{u,d}(0, t, y, s, s^*, \text{Order}) =
\begin{cases}
\max(d - t, 1) & \text{if } t < z_u, \\
\max(d - (z_u + 1) - 1, 1) & \text{if } t = z_u \text{ and } y \leq u + ct - b; \\
\max(d - (z_u - 1) + 1, 1) + (t - z_u) & \text{if } z_u < t < z_u^* \text{ and } y \leq u + ct - b; \\
\max(d - (z_u - 1) + 1, 1) + (t - z_u - 1) & \text{if } z_u < t < z_u^* \text{ and } y > u + ct - b; \\
1 & \text{if } t \geq z_u^*, y \leq u + ct - s - 1_{\{\text{Order} = \text{ClmFirst}\}} s^* - b, \\
\text{and } \frac{t - z_u^*}{h} \in \mathbb{N}; \\
\text{mod}(t - z_u^*, h) + 1 & \text{if } t \geq z_u^*, y \leq u + ct - s - 1_{\{\text{Order} = \text{ClmFirst}\}} s^* - b, \\
\text{and } \frac{t - z_u^*}{h} \notin \mathbb{N}; \\
h & \text{if } t \geq z_u^*, y > u + ct - s - 1_{\{\text{Order} = \text{ClmFirst}\}} s^* - b, \\
\text{and } \frac{t - z_u^*}{h} \in \mathbb{N}; \\
\text{mod}(t - z_u^*, h) & \text{if } t \geq z_u^*, y > u + ct - s - 1_{\{\text{Order} = \text{ClmFirst}\}} s^* - b, \\
\text{and } \frac{t - z_u^*}{h} \notin \mathbb{N}.
\end{cases}
\]

(5) The Cyclic Freeze Model:

\[
V_{u,d}(0, t, y, s, s^*, \text{Order}) =
\begin{cases}
d & \text{if } t \leq z_u; \\
d + (t - z_u) & \text{if } z_u < t < z_u^* \text{ and } y \leq u + ct - b; \\
d + (t - z_u - 1) & \text{if } z_u < t < z_u^* \text{ and } y > u + ct - b; \\
1 & \text{if } t \geq z_u^*, y \leq u + ct - s - 1_{\{\text{Order} = \text{ClmFirst}\}} s^* - b, \\
\text{and } \frac{t - z_u^*}{h} \in \mathbb{N}; \\
\text{mod}(t - z_u^*, h) + 1 & \text{if } t \geq z_u^*, y \leq u + ct - s - 1_{\{\text{Order} = \text{ClmFirst}\}} s^* - b, \\
\text{and } \frac{t - z_u^*}{h} \notin \mathbb{N}; \\
h & \text{if } t \geq z_u^*, y > u + ct - s - 1_{\{\text{Order} = \text{ClmFirst}\}} s^* - b, \\
\text{and } \frac{t - z_u^*}{h} \in \mathbb{N}; \\
\text{mod}(t - z_u^*, h) & \text{if } t \geq z_u^*, y > u + ct - s - 1_{\{\text{Order} = \text{ClmFirst}\}} s^* - b, \\
\text{and } \frac{t - z_u^*}{h} \notin \mathbb{N}.
\end{cases}
\]
We remark that unlike Cases (4) and (5), the $V_{u,d}(\cdot)$ function in Case (6) does not depend on the Order variable since it is guaranteed to be equal to 1 at a dividend paying time unit. Furthermore, as noted in Section 2.4.2, the parameters of the $V_{u,d}(\cdot)$ function need to be correctly specified; otherwise the function will be invalid (e.g., if $s > 0$ and $t < z_{u,d}^*$).

Using the formulas above, we now proceed to specifying the parameters of the models we investigate and demonstrating numerical results of particular ruin-related performance measures of interest.

### 5.4 Numerical Examples

In what follows, we consider some of the same parametric models originally examined by Dreikic and Mera (2011). In particular, we assume:

- $u = 10$, $d = 1$, $b = 50$, and $c = 5$.

- $n_a = 10$ and $a_\omega = 1/10$ for $\omega = 1, 2, \ldots, 10$, so that $E[W_2] = 5.5$.

- We consider three different types of pmfs for $r_\omega$:
(1) Delayed: \( n_r = 1 \), and thus, \( r_1 = 1 \).

(2) Ordinary: \( n_r = n_a = 10 \) and \( r_\omega = a_\omega = 1/10 \) for \( \omega = 1, 2, \ldots, 10 \).

(3) Stationary: \( r_\omega \) is the stationary (or equilibrium) pmf of \( a_\omega \) given by the formula
\[
r_\omega = \frac{A_{\omega - 1}}{E[W_2]} \text{ for } \omega = 1, 2, \ldots, n_a \text{ (e.g., see Pavlova and Willmot (2004))}. 
\]
Hence, using the above formula for \( a_\omega \), we immediately obtain \( r_\omega = \frac{11 - \omega}{55} \) for \( \omega = 1, 2, \ldots, 10 \), so that \( E[W_1] = 4 \).

\[ \alpha_y = \left( 1 + \frac{y - 1}{30} \right)^{-4} - \left( 1 + \frac{y}{30} \right)^{-4} \text{ for } y \in \mathbb{Z}^+, \text{ so that } y_0 = 1, y_\alpha = \infty, \text{ and } E[Y_1] \approx 10.5111. \]
We remark that the pmf \( \alpha_y \) is a discretized version of a Pareto distribution.

• For Consecutive models, let \( c_1 = 2 \) and \( c_2 = 4 \) with \( d_2 = 2/5, d_3 = 1/5, \) and \( d_4 = 2/5 \).
As for Cyclic models, let \( c_1 = c_2 = \infty \). Models of this kind are known as Parisian (e.g., see Dassios and Wu (2009)): a term originally coined in Chesney and Jean-Picqué (1997), used to describe a particular kind of European barrier option where the option becomes worthless if the underlying asset has been consistently above (up-and-out) or below (down-and-out) a pre-specified threshold level for a certain amount of time.

We calculate the following performance measures for each of the six model types under different combinations of \( h \in \{1, 2, 3, 4, 5\} \) and \( p \in \{0, 0.5, 1\} \):

• The expected surplus prior to ruin and expected deficit at ruin by a finite time horizon of 100 units, denoted by \( I_{100} \) and \( J_{100} \), respectively. These two performance measures are calculated using \( \tilde{G}_{v,m}(10, 1) \) with \( v = 1 \) and \( m = 100 \), and setting the penalty function accordingly: \( w(U_{T_\cdot}, |U_T|) = U_{T_\cdot} \) for calculating \( I_{100} \) and \( w(U_{T_\cdot}, |U_T|) = |U_T| \) for calculating \( J_{100} \).
• The cumulative trivariate ruin probability denoted by $\Psi_{\tau,i,j}(10,1)$, whose value is equal to $\sum_{t=1}^{\tau} \min(\tilde{v}_{\tau}(t),i) \sum_{i_0=i_{\min}}^{j} \psi_{t,i_0,j_0}(10,1)$. This performance measure is calculated via the methodology in Chapter 3 as well as by using $\tilde{G}_{1,\tau}(10,1)$ with the penalty function set equal to $w(U_T-|[U_T|) = 1_{[U_T-\leq i]}1_{|[U_T|\leq j]}$. We calculate this performance measure for $\tau = 100$, $i = \lceil I_{100} \rceil$, and $j = \lceil J_{100} \rceil$.

• The cumulative univariate ruin probability denoted by $\Gamma_{\tau}(10,1)$, whose value is calculated using $\tilde{G}_{1,\tau}(10,1)$ and setting the penalty function equal to $w(U_T-|[U_T|) = 1$. We calculate this performance measure for $\tau = 100$.

• The expected value and standard deviation of total dividends by a finite time horizon of 100 units or before ruin occurs, whichever happens first. These two performance measures are calculated using $\tilde{D}_{m}^{r}(10,1)$ with $m = 100$ and $r = 1, 2$.

In the following tables, let (a1) represent a Consecutive Countdown model, (a2) represent a Consecutive Freeze model, (a3) represent a Consecutive Reset model, (b1) represent a Cyclic Countdown model, (b2) represent a Cyclic Freeze model, and (b3) represent a Cyclic Reset model. All results are displayed to at least 3 significant digits. Both approaches (i.e., using MAMs and the first claim conditioning method) were available to calculate certain quantities (such as the cumulative trivariate probabilities), thereby serving as a way of verifying the numerical results obtained. We note however, for the examples chosen here, the approach based on MAMs tended to be slower overall. All our results were calculated via the C++ programming language, using the Boost and OpenMP libraries in our program. The code used for producing the results in Tables 5.1 through 5.6 is available on the CD which accompanies this thesis. This CD can be obtained upon request from the Statistics and Actuarial Science Department of the University of Waterloo.
Based on the numerical results in Tables 5.1 through 5.6, we give a brief summary of our findings:

- Overall, as \( h \) and/or \( p \) increase/increases (keeping all other parameter values and distributions fixed), the expected deficit at ruin value, the cumulative univariate ruin probability, and the standard deviation of total dividends (before a finite time horizon) all decrease. We note that this same trend also occurs as \( E[W_1] \) increases.

- For models with either \( h = 1 \) or \( h = 2 \) and \( p = 0 \), the Below Mode type actually ends up being irrelevant since the dividend counter is always equal to 1 below level \( b \) (recall that we set \( d = 1 \) in all our examples). As a result, Consecutive models (i.e., (a1), (a2), and (a3)) as well as Cyclic models (i.e., (b1), (b2), and (b3)) are identical in behaviour (keeping all other parameter values and distributions fixed), and hence yield the same performance measure values in all six tables.

- In Table 5.1, we observe that for Consecutive models (i.e., (a1), (a2), and (a3)), the expected surplus prior to ruin shows a clear decreasing trend as \( E[W_1] \), \( h \), and/or \( p \) increase/increases. This trend is also seen in Cyclic models (i.e., (b1), (b2), and (b3)) when varying \( h \) and \( p \). However, this is not consistently the case when comparing across models with different distributions for \( W_1 \), as demonstrated by simply comparing the \((h = 1, p = 0)\) values for distribution (1), model (b1) with distribution (2), model (b1). Nonetheless, the trend becomes more consistent as \( h \) increases.

An explanation for this trend is based on the antagonistic nature of the two random variables within the Gerber-Shiu function, namely \( w(U_{T^-}, |U_T|) = U_{T^-} \) and \( 1_{[T\leq100]} \). For models whose surplus process yields higher surplus values, \( U_{T^-} \) is more likely to be larger in value than what it would be in models whose surplus process yields
lower surplus values. On the other hand, models whose surplus process yields higher values also have lower ruin probabilities (i.e., $1_{[T \leq 100]} = 0$ more often). And so, the trend we see in Table 5.1 reflects the quantity that has the greater influence. For the examples given, we find that the quantity $1_{[T \leq 100]}$ becomes more pronounced for larger values of $E[W_1]$, $h$, and $p$ (when comparing between models of the same Below Mode type).

- In Table 5.2, we noted earlier that the expected deficit at ruin shows a clear decreasing trend as $E[W_1]$, $h$, and/or $p$ increase/increases. More generally, the trend reflects the notion that as the probability of ruin decreases, the expected deficit at ruin also decreases. A mathematical explanation for this phenomenon is based on realizing that the two random variables within the Gerber-Shiu function, $w(U_{T^-}, |U_T|) = |U_T|$ and $1_{[T \leq 100]}$, are complementary in the sense that models whose surplus process yields relatively high surplus values have smaller ruin probabilities (i.e., $1_{[T \leq 100]} = 0$ more often), and hence, will more likely yield lower expected deficit at ruin values when compared to those found in models yielding lower surplus values.

- In Table 5.3, we remark that the values of $[I_{100}]$ and $[J_{100}]$ are not static and vary depending on the specific model being considered. Furthermore, we note that the results for Consecutive models (i.e., (a1), (a2), and (a3)) do not have any noticeable “jumps” in terms of their values, whereas Cyclic models (i.e., (b1), (b2), and (b3)) do have noticeable jumps (particularly when $h = 2$ and $h = 3$), reflecting greater variability in the values of $[I_{100}]$ and $[J_{100}]$ for these models.

- As expected, there is a decreasing trend in the results of Table 5.4 as $E[W_1]$, $h$, and/or $p$ increase/increases since the surplus process is allowed to take on higher values as these parameters are increased. We remark that Reset models (i.e., (a3)
and (b3)) yield the lowest ruin probabilities while Freeze models (i.e., (a2) and (b2)) yield the highest (keeping all other parameter values and distributions fixed). This makes intuitive sense since the surplus process for Reset models incorporates less frequent dividends than the other two Below Mode counterparts, and hence their surplus processes are less likely to become ruined.

- In Tables 5.5 and 5.6, we observe that for Consecutive models (i.e., (a1), (a2), and (a3)), the expected values and standard deviations of total dividends (before a finite time horizon) decrease as \( E[W_1] \), \( h \), and/or \( p \) increase/increases. This also holds true in the case of Cyclic models (i.e., (b1), (b2), and (b3)) for the latter performance measure. However, for the expected value of total dividends, this decreasing trend shows up for larger values of \( h \) (i.e., \( h \geq 3 \)). For instance, when comparing Cyclic models with \( p = 0.5 \), we find that the expected total dividends are less for models with \( h = 5 \) than those with \( h = 4 \), which themselves are less than those with \( h = 3 \) (keeping all other parameter values and distributions fixed).

We also note here that the Reset models (i.e., (a3) and (b3)) yield the lowest expected total dividend values while Freeze models (i.e., (a2) and (b2)) yield the highest. However, this is not generalizable beyond the parameter value and distribution choices given here because of the antagonistic nature between dividend frequency and the likelihood of ruin. An example disproving the generality can be constructed by considering a Cyclic model where \( u = 2 \), \( c = 2 \), \( b = 5 \), \( h = 4 \), and \( p = 0.5 \), having delayed pmf \( r_\omega \) as specified by (1), and with \( W_2 \) and \( Y_1 \) following the same distributions as above. For \( m = 200 \), we calculated \( \tilde{D}^1_{200}(2,1) \approx 6.297 \) under the Freeze Mode and \( \tilde{D}^1_{200}(2,1) \approx 6.306 \) under the Reset Mode, demonstrating that it is possible for insurance companies adopting Reset Mode dividend systems to yield higher expected...
total dividends than those adopting Freeze Mode ones (keeping all other parameter values and distributions fixed).
Table 5.1: Expected surplus prior to ruin values for $T \leq 100$

<table>
<thead>
<tr>
<th>Distr.</th>
<th>Model</th>
<th>$p = 0$</th>
<th>$p = 0.5$</th>
<th>$p = 1$</th>
<th>$p = 0$</th>
<th>$p = 0.5$</th>
<th>$p = 1$</th>
<th>$p = 0$</th>
<th>$p = 0.5$</th>
<th>$p = 1$</th>
<th>$p = 0$</th>
<th>$p = 0.5$</th>
<th>$p = 1$</th>
</tr>
</thead>
</table>

Table 5.2: Expected deficit at ruin values for $T \leq 100$

<table>
<thead>
<tr>
<th>Distr.</th>
<th>Model</th>
<th>$h = 1$</th>
<th>$h = 2$</th>
<th>$h = 3$</th>
<th>$h = 4$</th>
<th>$h = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(b)</td>
<td>15.620</td>
<td>15.056</td>
<td>14.417</td>
<td>14.996</td>
<td>14.669</td>
</tr>
<tr>
<td>(2)</td>
<td>(a)</td>
<td>10.409</td>
<td>10.060</td>
<td>9.664</td>
<td>10.023</td>
<td>9.706</td>
</tr>
<tr>
<td></td>
<td>(b)</td>
<td>15.620</td>
<td>15.056</td>
<td>14.417</td>
<td>14.996</td>
<td>14.669</td>
</tr>
<tr>
<td>(3)</td>
<td>(a)</td>
<td>10.409</td>
<td>10.060</td>
<td>9.664</td>
<td>10.023</td>
<td>9.706</td>
</tr>
<tr>
<td></td>
<td>(b)</td>
<td>15.620</td>
<td>15.056</td>
<td>14.417</td>
<td>14.996</td>
<td>14.669</td>
</tr>
</tbody>
</table>
Table 5.3: Cumulative trivariate ruin probabilities of the form $\Psi_{100}, [I_{100}], [J_{100}] (10, 1)$

<table>
<thead>
<tr>
<th>Distr.</th>
<th>h = 1</th>
<th>h = 2</th>
<th>h = 3</th>
<th>h = 4</th>
<th>h = 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p = 0</td>
<td>p = 0.5</td>
<td>p = 1</td>
<td>p = 0</td>
<td>p = 0.5</td>
</tr>
<tr>
<td>(a1)</td>
<td>0.00701</td>
<td>0.00694</td>
<td>0.00687</td>
<td>0.00690</td>
<td>0.00685</td>
</tr>
<tr>
<td>(a2)</td>
<td>0.00701</td>
<td>0.00694</td>
<td>0.00687</td>
<td>0.00695</td>
<td>0.00689</td>
</tr>
<tr>
<td>(a3)</td>
<td>0.00701</td>
<td>0.00694</td>
<td>0.00687</td>
<td>0.00696</td>
<td>0.00691</td>
</tr>
<tr>
<td>(b1)</td>
<td>0.13654</td>
<td>0.13349</td>
<td>0.12578</td>
<td>0.13343</td>
<td>0.12588</td>
</tr>
<tr>
<td>(b2)</td>
<td>0.13654</td>
<td>0.13349</td>
<td>0.12578</td>
<td>0.13343</td>
<td>0.12588</td>
</tr>
<tr>
<td>(b3)</td>
<td>0.13654</td>
<td>0.13349</td>
<td>0.12578</td>
<td>0.13343</td>
<td>0.12588</td>
</tr>
</tbody>
</table>

Table 5.4: Cumulative univariate ruin probabilities of the form $\Gamma_{100}$

<table>
<thead>
<tr>
<th>h = 1</th>
<th>h = 2</th>
<th>h = 3</th>
<th>h = 4</th>
<th>h = 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>p = 0</td>
<td>0.00019</td>
<td>0.00019</td>
<td>0.00018</td>
<td>0.00018</td>
</tr>
<tr>
<td>p = 0.5</td>
<td>0.00019</td>
<td>0.00019</td>
<td>0.00018</td>
<td>0.00018</td>
</tr>
<tr>
<td>p = 1</td>
<td>0.00019</td>
<td>0.00019</td>
<td>0.00018</td>
<td>0.00018</td>
</tr>
<tr>
<td>p = 0</td>
<td>0.00999</td>
<td>0.00999</td>
<td>0.00999</td>
<td>0.00999</td>
</tr>
<tr>
<td>p = 0.5</td>
<td>0.00999</td>
<td>0.00999</td>
<td>0.00999</td>
<td>0.00999</td>
</tr>
<tr>
<td>p = 1</td>
<td>0.00999</td>
<td>0.00999</td>
<td>0.00999</td>
<td>0.00999</td>
</tr>
</tbody>
</table>

Table 5.5: Cumulative univariate ruin probabilities of the form $\Gamma_{100}$

<table>
<thead>
<tr>
<th>h = 1</th>
<th>h = 2</th>
<th>h = 3</th>
<th>h = 4</th>
<th>h = 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>p = 0</td>
<td>0.00038</td>
<td>0.00028</td>
<td>0.00024</td>
<td>0.00024</td>
</tr>
<tr>
<td>p = 0.5</td>
<td>0.00038</td>
<td>0.00028</td>
<td>0.00024</td>
<td>0.00024</td>
</tr>
<tr>
<td>p = 1</td>
<td>0.00038</td>
<td>0.00028</td>
<td>0.00024</td>
<td>0.00024</td>
</tr>
<tr>
<td>p = 0</td>
<td>0.00038</td>
<td>0.00028</td>
<td>0.00024</td>
<td>0.00024</td>
</tr>
<tr>
<td>p = 0.5</td>
<td>0.00038</td>
<td>0.00028</td>
<td>0.00024</td>
<td>0.00024</td>
</tr>
<tr>
<td>p = 1</td>
<td>0.00038</td>
<td>0.00028</td>
<td>0.00024</td>
<td>0.00024</td>
</tr>
</tbody>
</table>
Table 5.5: Expected values of total dividends by 100 time units or before ruin occurs, whichever happens first

<table>
<thead>
<tr>
<th>Distr.</th>
<th>Model</th>
<th>h = 1</th>
<th>h = 2</th>
<th>h = 3</th>
<th>h = 4</th>
<th>h = 5</th>
<th>h = 6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>p = 0</td>
<td>p = 0.5</td>
<td>p = 1</td>
<td>p = 0</td>
<td>p = 0.5</td>
<td>p = 1</td>
</tr>
<tr>
<td>(1)</td>
<td>(a1)</td>
<td>160.867</td>
<td>160.867</td>
<td>160.867</td>
<td>160.867</td>
<td>160.867</td>
<td>160.867</td>
</tr>
<tr>
<td></td>
<td>(a2)</td>
<td>182.156</td>
<td>182.156</td>
<td>182.156</td>
<td>182.156</td>
<td>182.156</td>
<td>182.156</td>
</tr>
<tr>
<td></td>
<td>(b1)</td>
<td>204.774</td>
<td>204.774</td>
<td>204.774</td>
<td>204.774</td>
<td>204.774</td>
<td>204.774</td>
</tr>
<tr>
<td></td>
<td>(b2)</td>
<td>231.375</td>
<td>231.375</td>
<td>231.375</td>
<td>231.375</td>
<td>231.375</td>
<td>231.375</td>
</tr>
</tbody>
</table>

Table 5.6: Standard deviations of total dividends by 100 time units or before ruin occurs, whichever happens first

<table>
<thead>
<tr>
<th>Distr.</th>
<th>Model</th>
<th>h = 1</th>
<th>h = 2</th>
<th>h = 3</th>
<th>h = 4</th>
<th>h = 5</th>
<th>h = 6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>p = 0</td>
<td>p = 0.5</td>
<td>p = 1</td>
<td>p = 0</td>
<td>p = 0.5</td>
<td>p = 1</td>
</tr>
<tr>
<td></td>
<td>(b1)</td>
<td>169.017</td>
<td>169.017</td>
<td>169.017</td>
<td>169.017</td>
<td>169.017</td>
<td>169.017</td>
</tr>
<tr>
<td></td>
<td>(b2)</td>
<td>169.017</td>
<td>169.017</td>
<td>169.017</td>
<td>169.017</td>
<td>169.017</td>
<td>169.017</td>
</tr>
<tr>
<td></td>
<td>(b3)</td>
<td>169.017</td>
<td>169.017</td>
<td>169.017</td>
<td>169.017</td>
<td>169.017</td>
<td>169.017</td>
</tr>
</tbody>
</table>
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Chapter 6

Conclusions and Future Research Ideas

The main goal of this thesis is to derive algorithmic formulas for computing particular ruin-related performance measures in our generally-defined DISAM class. Although we have also displayed the versatility of our class with specific model examples in the previous chapter, our focus is primarily on model class set-up and algorithmic derivation. And so, we consider the results presented here as merely an introduction to a vast landscape of future research.

For instance, the examples given in the previous chapter could be further examined. Optimization studies could be made, possibly resulting in establishing general criteria regarding how the parameters in these models should be selected for achieving optimal values of particular performance measures. Questions such as “Does increasing $h$ consistently cause $\Psi_{\tau,i,j}(u,d)$ to decrease and vice-versa?” and “Can we optimize $\tilde{D}_m^r(u,d)$ without significantly increasing the value of $\Psi_{\tau,i,j}(u,d)$?” can be addressed.

Another area of study might involve changing the behaviour of the dividend counter
other than those considered in the previous chapter. For instance, what would the results look like for a model with a dividend counter, which is one-unit decreasing once it reaches \( h \), counting back down to 1 and then increasing again? There may also be interest in models where \( D_t \) increments by more than one unit, or possibly even non-linearly. For example, it may be desirable to have \( D_t \) jump by two units once \( U_t \) reaches or crosses level \( b \) and continues to do so until it reaches \( h \). There are a myriad of possible models that can be explored by just altering the nature of the dividend counter \( D_t \). Of course, the functions for which we made specific assumptions on the behaviour of \( D_t \) (i.e., \( \tilde{v}_{u,d}(t) \) and \( \tilde{v}_{u,d}(k,n) \)) would need to be examined again.

Other performance measures can also be examined. For instance, one performance measure, which is often encountered in the literature (but excluded from our analysis), is the calculation of the expected (i.e., \( r = 1 \)) discounted total dividends prior to ruin (e.g, see Xie and Zou (2010) for their analysis of a compound binomial DISAM under stochastic interest rates). In our DISAM class, the main challenge in calculating this performance measure stems from the random nature of the individual dividend amounts. This problem becomes feasible if dividend amounts are deterministic or Parisian in structure. In these two cases, dividend amounts can be individually discounted. Note, however, that this becomes more complicated for \( r > 1 \) since the summation of the individual amounts will no longer be linear.

There may also be further generalizations and structural changes that can be made to the model class. For example, it might be of interest to explore parameters (e.g., \( c, b, h, \) and \( p \)) that are time dependent or governed by a Markovian structure. For instance, if the surplus process has been above the threshold level for an extended period of time, it
may be desirable to consistently increase the threshold level \( b \) as the insurance company may be more confident in issuing dividends when its surplus is at higher values. This may also be explored under the opposite situation: if the surplus process has been below level \( b \) for a substantially extended period of time, it may be desirable to consistently decrease the threshold level \( b \), as shareholder satisfaction may become of significant importance (e.g., failing to pay dividends exposes the insurance company to reputation decline, which may lead to significant loss of business). Finding the floor value level \( b \) can take will depend on how much risk of ruin an insurance company would be willing to tolerate (e.g., \( \min\{b \in \mathbb{N} : \Pr\{T < \infty\} \leq q\} \) for \( 0 < q < 1 \)). Alongside a varying threshold level, it may also be of interest to explore what happens if a barrier (or cap) were placed on the surplus process, beyond which any excess is deposited in an account gaining compound interest, which can be used as capital injection at times of ruin, potentially rescuing the surplus process from reaching a ruined state. This has a realistic appeal since, as mentioned in Chapter 2, infinite reserves are generally characterized as unrealistic (e.g., see Seal (1969), p. 122).

A generalization that can also be considered is forgoing the independence assumption between interclaim times (including the time until the first claim) and claim sizes. The main alterations foreseen here will mainly involve a change of notation rather than in structure in the formulas given in this thesis. For instance, when using the law of total probability in the first claim conditioning approach, instead of conditioning on the time until the first claim and its size separately, they can be conditioned on jointly.

Another direction one may pursue is developing a continuous-time analogue for the DISAM class, alongside the corresponding performance measures derived in this thesis, and seeing, through the use of numerical examples, how well the discrete framework can
be used to approximate its continuous counterpart. This type of investigation was explored, for instance, in the last numerical example of Alfa and Dreikic (2007) under their simple DISAM.

On the applicability side, the parameters used and distributions chosen in our examples are constrained by both the computational power at our disposal and our software writing ability. We produced our results using C++. Although we enhanced the speed of our calculations through dynamic programming methods such as multi-threading and function memoization (i.e., functions that store previous calculations), it is very likely that software engineers can further enhance the computational speed of our algorithms. By doing so, it would be more feasible to calculating values of performance measures that are constrained by computational speed such as: (1) large values of $\tau$ to calculate $\Gamma_{\tau}(u,d)$, (2) calculating the tail value of risk at particular percentiles (i.e., $E[T|T > VaR_q(T)]$) for some percentile $q$, where $VaR_q(T) = \min\{t \in \mathbb{Z}^+: Pr\{T > t\} \leq 1 - q\}$, and (3) working with distributional models that have unrestricted dividends covering a larger range of values (e.g., the binomial distribution with $c_1 = 0$ and $c_2 = 30$).

Furthermore, another possible area of exploration is to find out if the finite-ruin time based Gerber-Shiu function approach of Chapter 4 is consistently faster than the one based on MAMs from Chapter 3. A situation we foresee when MAMs might significantly outperform the Gerber-Shiu approach is if matrix calculations were to be made under the Compute Unified Device Architecture (a.k.a. CUDA) framework, which is exceptionally effective in parallelizing matrix manipulation routines (e.g., see Cook (2013)).

Complementing the applicability side, it would be of immense benefit to explore the
asymptotic nature of the formulas given in this thesis under particular cases. By finding suitable approximations for particular extreme values, computational complexity for calculating the values (within an acceptable level of error) of particular performance measures can be significantly reduced.

In conclusion, we find that incorporating algorithmic analyses in insurance risk models is the natural next step in the ruin theoretic literature. As societies evolve, and as the needs of each of them become more complex, so must the necessary mechanisms and tools used, that keep them functioning and thriving, do the same. Although insurance risk models only are a minor part of the picture in assessing the financial health of insurance companies, their increasing complexities are nonetheless coming to play a more crucial role in effectively evaluating the well-being of these necessary agents of society. Thus, it is of the utmost interest to further generalize these models and take them to the furthest frontier of applicability possible.
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Appendix: C++ Code

The code used for producing the results in Tables 5.1 through 5.6 is available on the CD which accompanies this thesis. This CD can be obtained upon request from the Statistics and Actuarial Science Department of the University of Waterloo.