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Abstract

The automotive industry is adopting lightweight materials to improve emissions and fuel economy. Magnesium (Mg) alloys are the lightest of engineering metals, but work is required to assess their structural strength, especially for spot-welded applications. In the present research, fatigue behavior of magnesium spot-welds was characterized and compared with steel and aluminum spot-welds. A fatigue model was proposed to predict the failure location and crack initiation life in magnesium structures.

The material under investigation, AZ31B-H24 Mg alloy, and its spot-welds were characterized from microstructural and mechanical points of view. Microstructure and hardness of the base metal (BM) and different regions in the spot-welds were studied. Monotonic testing of the BM demonstrated asymmetric hardening behavior under tension and compression. Under cyclic loading, the BM had an asymmetric hysteresis loop. Static behavior of spot-welds was studied with different specimen configurations. The effect of nugget size on the static peak load was similar to that of aluminum and less than steel. Cyclic behavior of magnesium spot-welds was measured using different specimen configurations, and the effect of geometrical factors on fatigue life was evaluated. Fatigue strength (in terms of load range) of magnesium spot-welds was similar to aluminum and less than steel. Crack initiation location and life as well as crack propagation path for different life ranges were compared.

A constitutive model was developed, implemented, and verified to model the asymmetric hardening behavior of wrought magnesium alloys under cyclic loading. The proposed phenomenological model is continuum-based and utilizes the Cazacu-Barlat asymmetric yield function along with an associated flow rule and a combined hardening rule. An algorithm for numerical implementation of the proposed model was developed. The numerical formulation was programmed into a user material subroutine to run with the commercial finite element software Abaqus/Standard. The proposed model was verified by solving two problems with available solutions.

A number of available fatigue models, as well as a new model proposed in this research were assessed by predicting fatigue life of magnesium spot-welds. One reference model from each of the following groups, fracture mechanics, structural stress, and local strain approaches, were implemented. The new model used a strain energy damage parameter. All models were evaluated by
comparing the predicted and experimental fatigue lives for different Mg spot-welded specimens. The effect of considering the asymmetric hardening behavior of wrought magnesium alloys on the accuracy of the fatigue life prediction was not significant for the available experimental data. This was attributed to the limited experimental data on spot-welded specimens.

The proposed material model and fatigue damage parameter were verified by simulating a real-life structure manufactured and fatigue tested by the US Automotive Materials Partnership. The structure was simulated under different experimental loading conditions. The results obtained from the proposed asymmetric model were compared with available symmetric simulation results and experimental data. The asymmetric material model along with the proposed damage parameter resulted in more accurate prediction of fatigue failure location and life.
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Chapter 1

Introduction

Magnesium alloys, owing to a very low density, have attracted significant attention in the automobile industry. For instance, magnesium sheet is being investigated as an alternative material for vehicle body parts. Automotive body components, which are mostly in form of sheet metal, are commonly joined together with resistance spot-welds. Service surveys show that a major proportion of structural durability issues in automobiles are related to spot-welds [1]. Thus, fatigue analysis of spot-welds is an essential part of the design process for the body structure. Wrought magnesium alloys exhibit unusual cyclic behavior and do not obey common material models. Therefore, fatigue analysis of magnesium structures is not a trivial task. The present research aims to reliably estimate fatigue failure location and fatigue crack initiation life in spot-welded structures made of magnesium. This chapter reviews the research motivations, objectives, and the thesis outline.
1.1 Motivation

Steel has been the prevailing material in the automotive industry since the 1920s [2]. Nevertheless, restricting standards and legislative requirements are forcing car manufacturers to reduce exhaust emissions and improve fuel efficiency. As a result, automobile weight has become one of the most critical criteria in design assessments. The need to reduce weight is responsible for the wide application of high strength steels in this industry. Another step taken since 1922 is the use of aluminum alloys [3]. Aluminum usage was 110 kg per car in 1996, and is predicted to reach 250 to 340 kg by 2015 [2]. For the same reason, interest in magnesium, with the lowest density among engineering metals (75% less than steel and 35% less than aluminum) has increased in the automobile industry. Volkswagen was the first car manufacturer to adopt magnesium [4]. Porsche in 1928 pioneered utilizing magnesium alloys in the engine block [5]. The trend in the average magnesium usage per car has been rapidly increasing from 3 kg in 2005 to 20 kg in 2010, and is projected to reach 50 kg in 2015 [5]. While magnesium has wide applications in automotive components such as casings, housings, and trim parts, its application to load bearing components is necessary to achieve its role as a major material in automotive manufacturing. It is therefore essential to examine the merits of these components made of magnesium alloys under both static and cyclic loads.

From the joining perspective, applicability of various welding techniques for automotive body parts has been studied mainly using steel [6,7] and aluminum [8,9]. With the new interest in magnesium in recent years, the feasibility and performance of different joining processes such as laser welding [10,11], electron beam welding [12,13], and friction stir welding [14,15] have been investigated on magnesium alloys. Nevertheless, resistance spot-welding is still the predominant joining technique in automobile body assembly lines [16], as it allows rapid and cost effective fabrication of complicated assemblies. A typical vehicle in North America contains about four to five thousand spot-welds [17]. However, service reports of automobiles show that a major proportion of
structural durability issues are related to spot-welds [1], which is due to the fact that spot-welds act as stress concentration sites, and are therefore more susceptible to fatigue failure. As a result, fatigue characterization of spot-welds as well as reliable prediction of the fatigue life has great significance.

Various models have been proposed over the past four decades to estimate the fatigue life of spot-welds. These models have targeted commonly used metals in the auto industry, i.e., steel and aluminum, which exhibit isotropic and symmetric hardening behavior. Complex cyclic behavior of wrought magnesium alloys, such as yield asymmetry, is not incorporated in available models. Therefore, applicability of these models to magnesium spot-welds is questionable. As a result, developing a material model which closely follows the cyclic behavior of wrought magnesium alloys is required to provide a reliable basis for the fatigue modeling.

Recently, extensive investigations have been performed to promote magnesium application in automobile structural components. The Magnesium Front End Research and Development (MFERD) project was launched in 2006. A number of universities, industrial firms, and institutions from Canada, the United States and China are collaborating in this research. The feasibility of manufacturing the automobile front end structure from magnesium alloys is studied in the MFERD project. Fatigue and durability is one of the fundamental tasks in this project and has the goal of establishing a fatigue design methodology for magnesium structures. Participating institutions in the fatigue and durability task include the University of Waterloo and Ryerson University from Canada; Mississippi State University, Westmorland Corporation, General Motors, Chrysler, and Ford Motor Company from the United States; and the Institute of Metal Research (IMR) from China. The present research is a part of the fatigue and durability task of the MFERD project conducted at the University of Waterloo and aims to characterize magnesium spot-welds and develop a fatigue model to estimate fatigue crack initiation life.
1.2 Objectives

The ultimate goal in this study is to estimate fatigue crack initiation location and life in magnesium spot-welded structures. In what follows, the objectives are listed and briefly explained.

- **AZ31B Magnesium and Spot-Weld Characterization**

  The mechanical behavior of AZ31B-H24 magnesium is studied under uniaxial monotonic tensile and compressive loading. Cyclic properties of this material are extracted through fully-reversed strain-control testing. Special features of the mechanical behavior are explained using knowledge of the magnesium microstructure and texture evolution. AZ31B spot-welds are also characterized from microstructural and mechanical perspectives. Static and fatigue behavior of spot-welds are studied and the different failure modes and the effects of welding parameters are discussed.

- **Constitutive Modeling of Wrought Mg Alloys**

  Fatigue modeling of structures often requires a reliable finite element (FE) simulation. Proper material modeling is an essential component in FE modeling. Available material models in commercial FE software packages do not follow the unusual hardening behavior of wrought magnesium alloys. As a result, developing a constitutive cyclic plasticity model for magnesium alloys is an objective in this research.

- **Fatigue Modeling of Mg Spot-Welded Structures**

  Predicting the fatigue failure location and fatigue crack initiation life in spot-welded structures made of magnesium is the main goal in the present study. Local stress/strain values are obtained from FE simulations which take advantage of the proposed material model. Total strain energy, *i.e.*, the
summation of plastic strain energy and positive elastic strain energy, is considered as a damage parameter for fatigue crack initiation.

- Fatigue Model Verification

To verify the proposed fatigue model, a structure with complex geometry and general loading and material combinations was tested as part of the overall MFERD project. This structure was assessed using the fatigue model developed in this research. The failure location and the fatigue life were used to evaluate the merits of the proposed model.

1.3 Thesis Overview

The present thesis contains three major parts: material characterization, constitutive modeling and fatigue modeling. The thesis overall structure is as follows:

Chapter 2 briefly presents background information about magnesium alloys and the spot-welding process. Literature regarding microstructural and mechanical properties of AZ31 magnesium alloy is reviewed. Available constitutive material models based on continuum mechanics approach are introduced. The most common fatigue models for life estimation of spot-welds are categorized and briefly described at the end of this chapter.

Chapter 3 introduces the material investigated and the different specimens adopted for testing the base metal and spot-welds. Experimental setup for material characterization is explained and the results including microstructural and mechanical properties are presented. Microstructure and hardness results for the base metal and different regions of the weld are presented and analyzed. Monotonic and cyclic test results are presented and the failure modes for spot-welded specimens are discussed. The effect of cyclic loading on the microstructure and fatigue crack initiation and
propagation are explained. Finally, the mechanical behavior of magnesium resistance spot-welds is compared with that of friction stir spot-welds.

Chapter 4 covers the theory, implementation, and verification of the cyclic plasticity model developed in this study for simulating the fatigue behavior of AZ31B. The three fundamental components in continuum plasticity, yield function, flow rule, and hardening rule, are introduced and the formulation for constitutive modeling is established. Numerical implementation of the plasticity model and the assumptions made are presented. The capability of the model to regenerate uniaxial cyclic behavior is demonstrated. Yield surface evolution for uniaxial and equi-biaxial loading is discussed. The results obtained from the proposed model are verified at the end of this chapter by comparison with available results in axisymmetric and pure bending problems.

Chapter 5 categorizes available fatigue models for spot-welds into three major groups. One of the most common fatigue models from each group is presented in detail. The selected models, those proposed by Swellam [18], Sheppard [19], and Pan [20], are assessed by predicting the fatigue life of magnesium spot-welds in the tensile-shear and cross-tension configurations. A new fatigue model is proposed for crack initiation using the plasticity model established in chapter 4. The effect of asymmetric material modeling is studied by comparing the predictions obtained from regular symmetric and proposed asymmetric material models.

Chapter 6 compares the simulation results with experimental data obtained from fatigue testing of a real-life automotive structure. The asymmetric material model developed herein and the proposed fatigue damage parameter were employed in the simulation. The asymmetric simulation was also compared with a symmetric simulation for different fatigue loading conditions. The predicted failure location and fatigue life are compared with experimental observations.

Finally, chapter 7 summarizes the research contributions, concluding remarks, and recommendations for future work.
Chapter 2

Background and Literature Review

This chapter presents background information about magnesium (Mg) alloys and the spot-welding process. Literature regarding properties of AZ31B magnesium alloy, constitutive material modeling based on continuum mechanics, and fatigue modeling of spot-welds are also reviewed in this chapter. Magnesium, the material investigated in this study, is introduced in terms of general micro- and macro-structural characteristics. Fundamental information about the resistance spot-welding process is presented. The special mechanical behavior of AZ31B magnesium alloy is reviewed and related to microstructural features of wrought Mg alloys. Available research regarding characterization of AZ31B spot-welds is presented. Different approaches for material modeling are introduced and continuum-based models are reviewed. The most common fatigue models for life estimation of spot-welds are briefly described at the end of this chapter.
2.1 Background

2.1.1 Magnesium

In the past, magnesium applications were mostly limited to the nuclear industry and the military. Magnesium was highly utilized in the First and Second World Wars. However, military usage decreased after the war, and Volkswagen was the main magnesium consumer [21,22]. Magnesium application in the automobile industry gradually diminished due to technical problems in achieving higher performance. In recent years, magnesium, with the lowest density among commercial engineering metals, has attracted more attention in the automobile industry to comply with ever restricting environmental standards [22].

Magnesium has found commercial application as a result of a series of beneficial properties. Magnesium, with a density of 1.738 gr/cm³, roughly 1/4 that of steel and 2/3 that of aluminum, offers a superior stiffness-to-weight ratio among the common engineering metals [23]. Other advantages of magnesium and its alloys include good castability, favorable machining behavior, weldability under controlled atmosphere, and availability [22,24].

Some poor properties, on the other hand, have limited magnesium’s application. The weak points of magnesium include limited cold workability, low strength at elevated temperatures, high level of solidification shrinkage, and limited corrosion resistance [22,25]. Asymmetric mechanical behavior under tension and compression [24-26] can also be considered a disadvantage of wrought magnesium alloys from the modeling perspective. This unusual behavior arises due to uniformly oriented hexagonal crystals in wrought Mg alloys, but is not generally encountered in shaped castings as they have a random crystal orientation [24].
Although magnesium does not offer an outstanding combination of properties, it has been one of the most attractive materials over the last decade, especially where lightness is a critical design factor. Numerous automotive manufacturers, including Audi, Volkswagen, DaimlerChrysler, BMW, Toyota, Ford, GM, Hyundai, and Kia Motors, have adopted magnesium in their cars [23]. The trend in the average magnesium usage per car has been rapidly increasing from 3 kg in 2005 to 20 kg in 2010, and is projected to reach 50 kg in 2015 [5]. Almost all magnesium alloys being used in automobile parts are in the form of castings, and less than 2% is in the form of wrought alloys [5,27].

Magnesium is a hexagonal close-packed (HCP) metal, and this feature is responsible for many microstructural and mechanical characteristics. Because of the hexagonal lattice crystal structure, magnesium does not have enough basal slip systems at room temperature for uniform deformation [28-31]. Other possible non-basal slip systems are not activated below 225°C [30,32], which results in poor cold-formability. Twinning is an alternative mechanism for plastic deformation in HCP metals [29-33]. Pyramidal twinning on the (1012) plane is the only operative twin system at low temperatures [30,32]. This twin system, which is usually called tension twinning, is favored in tension along the c-axis of the hexagonal crystal [25,26]. The primary slip planes as well as the pyramidal tension twin plane are shown in Figure 2.1.

Crystal rotation, anisotropy, and tension-compression asymmetry in stress-strain curves are other characteristics that can be interpreted using the HCP crystal structure. These features are predominant in wrought magnesium alloys which have strong crystallographic textures.

Wrought magnesium alloys are often manufactured through rolling, extrusion, or forging processes [26]. Hot/cold rolling changes the texture of magnesium sheet/plate, such that HCP crystals are mostly oriented with the c-axis perpendicular to the sheet surface [25-27]. Therefore, in-plane compression induces tension along the c-axis and may result in tension twin deformation.
Consequently, the yield strength is considerably lower under in-plane compression than under in-plane tension [32].

![Predominant slip and twin planes in HCP metals](image)

**Figure 2.1: Predominant slip and twin planes in HCP metals [34]**

According to the codification system proposed by the American Society for Testing Materials (ASTM) [35], magnesium alloys are designated by two letters which are followed by two integer numbers and a serial letter. The first two letters indicate the major alloying elements (A-aluminum, E-rare earths, K-zirconium, M-manganese, Z-zinc, etc.). The numbers represent the nominal weight percentages of the respective elements, rounded to the nearest whole number. The serial letter is arbitrarily chosen in alphabetical order to distinguish alloys with identical designations, and refers to the development sequence of the alloy. For instance, AZ31B designates the alloy Mg-3wt%Al-1wt%Zn which is the second alloy developed (after AZ31A) whose composition qualified for the assignment of the designation AZ31. Heat-treatment and work-hardening conditions are specified by a coding which follows the alloy designation. The heat-treatment coding consists of a letter (F, O, W, H, or T) which is followed by one or more numbers. For example, in AZ31B-H24 the suffix H24 indicates that AZ31B alloy was strain hardened (letter H), and then partially annealed (number 2) to half hard (number 4) [36].
2.1.2 Resistance Spot Welding

Resistance spot welding (RSW) is a joining process that makes a weld at the interface of two or more overlapping workpieces through the application of pressure and electric current by electrodes. The heat needed for welding is generated by the resistance of the workpieces against the welding current passing between electrodes through the workpieces. Welding current, which has a low voltage and a high amperage, is applied for a short time to heat the faying surfaces in a small area between electrodes, and form a circular fused nugget [37]. Electrodes are made hollow to allow for water-cooling, to maintain their performance for a long production life [38]. Figure 2.2 schematically illustrates the RSW process.

![Figure 2.2: Resistance spot welding](image)

The RSW process was developed in 1898, but was not commercialized until the Second World War, due to limited power supply [38,40]. RSW has been widely used in joining sheet metal for automobile bodies since the 1950’s [41]. This welding technique is now the predominant mode of fabrication in automotive production [17].

RSW process parameters include squeeze time, weld current, weld time and electrode force [25,40,42]. Squeeze time is the time interval between application of electrode force and passing welding current. Weld current is the amount of electrical current that flows through the workpieces. Weld time is the time during which the weld current passes, causing a spot-weld nugget to form. Electrode force is the amount of compressive load that the electrodes exert on the workpieces to ensure proper contact.
Alternative current (AC) and mid-frequency direct current (MFDC) are the two major power supplies for industrial RSW applications [43]. AC is the primary power supply for RSW in the automotive industry [44]. Low initial cost, inexpensive maintenance, and reliability are advantages of AC power supply [40,43]. The main shortcoming of RSW with AC power is the need for complex controls [40]. MFDC is a newer technology for RSW which is finding wider industrial applications. MFDC is especially favored for applications where higher welding current is required, such as welding aluminum [43]. Wide weld lobes and less electrode wear are among the advantages of MFDC over AC power supplies [45]; equipment cost and lower reliability are disadvantages of MFDC [44].

Magnesium and aluminum alloys, due to high electrical and thermal conductivity, require higher weld current than steel for RSW [46]. Therefore, the RSW equipment suitable for steel cannot be readily used for magnesium alloys. Nevertheless, RSW of Mg alloys may be accomplished with both AC and MFDC power supplies [25].

RSW operation must be performed such that standard welding qualification criteria are met. These specifications have been introduced in an AWS standard [47], and include minimum nugget size, shear strength, maximum electrode indentation, and lack of expulsion and cracking. To obtain Mg spot-welds with less porosity and expulsion, workpiece surfaces are chemically cleaned with chromic-sulphuric acid [25]. Weld current, weld time and electrode force have to be controlled carefully to obtain sound welds. As mentioned above, weld current for RSW of aluminum and magnesium alloys is significantly higher than that for RSW of steel [46]. Weld time in RSW of magnesium, in the range 2-4 cycles (1 cycle=1/60 second), has a major impact on nugget size and shear strength, but this effect saturates at higher weld times [48]. Also, increasing weld time beyond 10 cycles results in continuous electrode indentation [48]. Electrode force affects the quality of spot-welds by controlling the contact area and resistance [46]. Contact resistance is inversely proportional to the electrode force. Therefore, increasing the electrode force results in less contact resistance, which means higher weld current is required to achieve spot-welds with the same nugget size and strength [49].
2.2 Literature Review

This section reviews some studies related to the subjects covered in the present research. The section starts with a synopsis of available studies on characterization of AZ31B magnesium sheet, and its spot-welds, with the main focus on fatigue behavior. Available constitutive models based on continuum mechanics for wrought magnesium alloys are then reviewed. The most common fatigue models, which have been developed for life estimation of spot-welded structures, will be described briefly at the end of this section.

2.2.1 AZ31B Mg Alloy and Spot-Weld Characterization

2.2.1.1 AZ31B magnesium alloy characterization

Strict standards and regulations for reducing fuel consumption and exhaust emissions have driven a new interest in light-weight materials in the automobile industry. Owing to its very low density, magnesium has been under the spotlight in the past decade. Wrought magnesium alloys, compared to alternative casting alloys, exhibit superior behavior under tensile [50] and cyclic loading [51]. However, magnesium’s application in auto industry is dominated by cast alloys [27,52], due to poor cold formability of wrought alloys.

The limited cold formability of wrought magnesium alloys is attributed to the limited number of slip systems [52,53]. As shown in Figure 2.1, dislocation slip deformation in HCP crystals may occur on basal, prismatic, and pyramidal planes. However, slip deformation primarily happens in the basal plane at room temperature, as a result of lower critical resolved shear stress (CRSS). The Von Mises criterion states that five independent slip systems are required for arbitrary uniform deformation [54,55]. Slip deformation does not provide adequate independent slip systems in HCP metals at room
temperature. Kocks and Westlake [56] argued that five independent slip systems are not necessary for homogeneous deformation of HCP metals, and another deformation mechanism, called twinning, may be activated to provide the required deformation systems. Twin deformation is dominantly activated through extension along the c-axis of magnesium HCP crystal, or compression parallel to the basal plane [57-60]. The twin CRSS is twice that of basal slip, while the CRSS for prismatic and pyramidal slip is about two orders of magnitude higher than that of basal slip for pure magnesium [52]. Twinned HCP crystals experience reorientation, such that the c-axis after twinning lies mostly in the original basal plane [59,61,62].

AZ31B magnesium sheet, similar to other wrought magnesium alloys, has a strong texture [63,64]. The rolling process reorients HCP crystals such that the basal plane is aligned parallel to the sheet surface [64]. Therefore, tension normal to the sheet surface and in-plane compression induce extension along the c-axis and may activate twin deformation. Nevertheless, since the rolling process does not produce sheets with a perfect texture, some inhomogeneities in crystals orientation exist. As a result, even in-plane tension may activate twin deformation in a limited number of grains, which are not aligned to the primary basal texture [52]. The CRSS for slip is three times that for twinning according to X-ray diffraction measurements, and the CRSS for prismatic slip is one to five times that of basal slip for AZ31B [52].

Wrought magnesium alloys exhibit distinct yielding and hardening behavior under in-plane tension and compression. Post yielding behavior of magnesium sheets under in-plane tension is similar to BCC and FCC engineering metals, e.g., steel and aluminum, due to the slip deformation mechanism. The tensile curve has a concave-down shape with a continuously decreasing strain hardening rate. However, the yield strength of rolled magnesium alloys under compression is significantly less than that under tension [64-66]. Post-yielding stress-strain behavior under in-plane compression has an unusual concave-up appearance. Minimal strain hardening is observed for small plastic strains due to the activation of twin deformation [67]. Strain hardening gradually increases and
saturates by exhaustion of twin deformation. The flow curve is then followed by a behavior very similar to the hardening under in-plane tension [64]. Therefore, slip is believed to dominate the plastic deformation under large plastic strains [52]. At elevated temperatures, non-basal slip systems are easily activated and twinning is overwhelmed under in-plane compression, which results in a regular, non-inflected hardening curve [52,64].

Directional behavior, often referred to as anisotropy, has been observed in AZ31B sheet [65,66,68]. AZ31B shows higher yield strength, ultimate strength, and ductility in the transverse direction (TD) than in the rolling direction (RD) under monotonic tensile and compressive loading [66]. This behavior is attributed to stronger basal texture in the TD, which makes basal slip harder in this direction [52,66]. The strong texture also causes activation of non-basal slip systems in the TD, which are hard to activate in the RD, and makes the sheet more ductile in the TD [52]. Therefore, necking is observed in the TD [66], but brittle fracture occurs in the RD under monotonic tensile loading [52,66]. The overall shape of the stress-strain response in the normal-to-sheet direction (ND) under tension is the same as that in the RD and the TD under compression, due to activation of twin deformation [68]. AZ31B sheet under compression has a much higher flow stress in the ND but very low ductility, because basal and prismatic slip systems cannot accommodate plastic deformation along the c-axis [68].

Besides slip and twinning, untwinning is another mode of plastic deformation in HCP metals. Untwinning may happen in material crystals which have already undergone twin deformation, and eliminates or narrows twin bands [52,62]. Untwinning causes crystal reorientation by approximately 90°, such that crystals that have experienced reorientation during twinning deformation rotate back to their original orientation [61,62]. Untwinning, having the same nature as twinning, results in a concave-up hardening behavior [68]. However, untwinning is activated easier than twinning because nucleation is not required or happens more easily [52,62]. As a result, the elastic region during in-plane tension following compression is smaller than that for in-plane compression. During
untwinning, AZ31 shows little hardening after yielding as the accumulated twin deformation is recovered [69]. After exhaustion of untwinning, basal slip initially dominates [52], and then harder non-basal slip systems or compression twin systems are activated, and strain hardening rapidly increases [62,69].

Cyclic loading causes twinning and untwinning in consecutive reversals. Wu et al. [68] investigated AZ31B sheet under cyclic loading and explained fatigue characteristics using microstructural features. According to this work, texture measurement demonstrates that twin deformation accumulated during compressive loading is not fully recovered in subsequent tension reversal. Therefore, the volume fraction of twins continuously increases over cycles. Analyzing subsequent hysteresis loops shows that AZ31B sheet exhibits cyclic hardening behavior during compression and cyclic softening during the tension reversal [66,68]. Accumulation of twin deformation during cyclic loading demands activation of harder deformation systems in compression reversals, which results in cyclic hardening under compression [68]. On the other hand, the inflection point in the tension reversal is postponed to higher strain and post-untwinning hardening is delayed. Consequently, cyclic softening is observed in AZ31B at the end of tension reversal [68]. Strain-controlled cyclic testing by Lv et al. [66] shows that the stress amplitude is higher and plastic strain amplitude is lower in the TD than they are in the RD. Stabilized hysteresis plastic energy is higher in the RD than the TD, which causes superior fatigue performance in the TD [66].

The Bauschinger effect [70] is a common phenomenon in metals observed under cyclic loading, particularly in the low cycle fatigue regime. The Bauschinger effect states that strain hardening in forward loading reduces the yield strength in reverse loading. Dislocation pileups at grain boundaries and internal stress between dislocations are responsible for the Bauschinger effect [29,71,72]. Yielding under forward loading causes movement of dislocations and their pileup at barriers such as grain boundaries, and other dislocations [72]. Dislocations interact with repulsive forces which must be overcome to continue plastic deformation [29,73]. Plastic deformation in unloading and reloading
happens at lower yield stress because the dislocations’ internal stress is in the same direction as the applied stress \([29,73]\). In materials where twinning is a significant deformation mechanism, twin bands act as hard barriers and dislocations may pileup at twin boundaries, which results in a larger Bauschinger effect than in materials with only slip deformation \([73]\). Begum et al. \([74]\) and Lin et al. \([69]\) characterized AZ31 under cyclic loading and reported that the Bauschinger effect was more pronounced at high strain amplitudes. Upon unloading reversal, \(i.e.,\) compression following tension, the Bauschinger effect is evident at the onset of yielding in compression. During reloading reversals, \(i.e.,\) tension following compression, the Bauschinger effect is much more significant due to the existence of twin bands, such that the material yields even before the applied stress becomes positive \([62,69]\).

### 2.2.1.2 AZ31B spot-welding

Resistance spot welding is the predominant joining technique in automobile body assembly lines \([16]\). Owing to the new interest in magnesium in the automotive industry, many studies have been performed on the application of resistance spot-welding process to magnesium alloys.

Studies regarding RSW of magnesium alloys can be categorized into two major groups: Mg-to-Mg similar joints, and Mg to other metal (dissimilar) joints. Investigations of Mg-to-Mg RSW similar joints deal with different aspects of weld characterization, \(e.g.,\) effect of surface condition on RSW strength \([75]\), effect of welding conditions on microstructure and mechanical properties of spot-welds \([76,77]\), nugget growth simulation \([78]\), \(etc\). Work on magnesium RSW dissimilar joints have mainly focused on Mg-to-steel and Mg-to-aluminum, as they are the dominant metals in automobile body fabrication \([79,80]\). According to the scope of the present study, reviewed literatures are limited to those investigating effects of RSW parameters on AZ31-to-AZ31 joints.

For the goal of magnesium application in automobile body parts, a number of researchers have studied microstructural features of AZ31 spot-welds and effects of welding parameters on the microstructure. Sun et al. in 2007 \([81]\) observed that the fusion zone (FZ) in AZ31 spot-welds
contains two distinct microstructure. FZ has cellular dendritic structure at the boundary, and equiaxed dendritic structure in the center. This finding was later confirmed by Lang et al. [76,82], Xiao et al. [83], and Babu et al. [84]. Increasing weld current results in coarser cellular and equiaxed dendrites. This observation was explained using cooling rates, which decrease by increasing the welding current or heat input [76]. Xiao et al. [85] reported that the width of the cellular dendritic region is controlled by Al₈Mn₅ intermetallic particle size, i.e., coarser Al₈Mn₅ particle size tends to narrow the cellular dendritic zone. In addition to Al₈Mn₅ [83,85], Al₁₂Mg₁₇ second-phase particles were detected inside the FZ of AZ31 spot-welds [76,84,85]. Electrode force within the range 1.5-3.5 kN has minimal effect on the FZ microstructure. However, excessive electrode force (4.5 kN) changes microstructure at the nugget core from equiaxed dendritic structure to equiaxed grains [76]. Some pores were observed inside the FZ by Babu et al. [84], the formation of which was attributed to interaction of molten magnesium with air and moisture in a surface oxide film at the interface. Work by Sun et al. [81] and Lang et al. [82] showed that AZ31 magnesium alloy is highly susceptible to solidification cracking in the FZ. Low melting point interdendritic region along with tensile stress during cooling is responsible for solidification cracking [81,82]. These studies state that susceptibility of solidification cracking rises with increasing heat input, i.e., increasing welding current or time. The FZ is surrounded by heat affected zone (HAZ), the microstructure of which is granular with coarser grains compared to those in unaffected base metal (BM) [81,84]. “Liqutation cracking” happens in the HAZ at the vicinity of the FZ [82]. Similar to solidification cracking, a low melting point intergranular region and tensile stresses induced during cooling, are responsible for liquation cracking [82].

Hardness is often measured in welds to study effects of welding process on probable strength discontinuities in the BM and weld region, i.e., HAZ and FZ. Hardness measurement for RSW is performed on a diagonal traverse across the weld cross-section using micro-indentation hardness (Vickers or Knoop) instruments [86]. Liu et al. [87] showed that a small hardness under-matching exists in the FZ of AZ31 spot-welds as compared to the BM. Reduction of dislocation density in the FZ was identified as the reason for lower hardness values inside the nugget. In contrast, the work by Babu et al. [84] showed that hardness within the weld region is significantly less than that in the BM.
Dendritic structure and large grains were identified as responsible factors for lower hardness in the FZ and HAZ, respectively.

Effects of welding parameters on static strength and failure modes have been studied by a number of researchers. Lang et al. [76] found through experiments that increasing weld time up to 16 cycles continuously enlarges nugget diameter and enhances ultimate tensile-shear load. Work by Sun et al. [81] and Lang et al. [76] demonstrate that increasing weld current up to 23 kA (for a constant welding time) increases nugget size and improves ultimate tensile-shear load. However, static strength diminishes at welding currents higher than 23 kA, even though the nugget is still enlarged [76]. Liu et al. in 2010 [87] investigated the effect of FZ microstructure on static strength of AZ31 spot-welds. They found that improving the static strength of RSW requires narrow cellular dendritic structure with short primary dendrite arms rather than wide cellular dendritic zone with long primary arms [87]. Two failure modes are commonly observed under monotonic tensile-shear loading: interfacial and button-pullout, depending on welding current. Low welding current results in interfacial failure, and high welding current causes button-pullout failure [76, 81]. Nevertheless, static tensile-shear testing on RSW specimens with large coupon thickness of 3 mm resulted in only interfacial failure [84]. This observation suggests that increasing sheet thickness tends to shift the failure in magnesium spot-welds to the interfacial mode, which has been observed for steel spot-welds [88].

Published research available regarding fatigue characterization of RSW of AZ31 are limited to a very few studies. Xiao et al. in 2011 [83] observed only two modes of failure: interfacial failure in LCF, and coupon failure in HCF. When failure happens in the interfacial mode, fine FZ microstructure results in superior fatigue resistance as compared to coarse microstructure [83].

To the best of author’s knowledge there has been no published research on fatigue modeling of magnesium spot-welds.
2.2.2 Constitutive Modeling

Modeling the plastic behavior of materials is a crucial part of elastic-plastic simulations. Approaches to describe plasticity of materials may be divided into two basic groups: crystal plasticity and continuum plasticity. Crystal plasticity models explicitly account for crystal orientations, possible slip and twinning deformation systems, critical resolved shear stresses for activating deformation systems, and interaction between slip and twinning systems. Crystal plasticity models capture anisotropy of materials by updating the initial texture employing a suitable model [89]. Crystal plasticity models can be implemented into a finite element (FE) code to predict the polycrystalline aggregate behavior [90]. However, such FE simulations demand very intensive calculations which limit application of this approach in real-life problems. Literature regarding crystal plasticity is not reviewed because this approach was not followed in this study.

Continuum plasticity is an alternative approach which is computationally more efficient and suitable for more complex problems. Continuum plasticity models require three fundamental components: flow rule, yield function, and hardening rule.

The flow rule determines the components or the direction of the plastic strain or the plastic strain increment. The flow rule is one of the consequences of Drucker’s postulate [91] for material stability. Associated and non-associated flow rules are the two common flow rules [92]. An associated flow rule assumes that the plastic strain increment vector is normal to the yield surface at the current point in stress-space, and is often adopted for engineering metals [92,93]. A non-associated flow rule assumes that the plastic strain increment vector is normal to the plastic potential surface, and is often applied to geo-materials such as soil, rock, and concrete [92,93]. Flow rules are explained in more detail in Chapter 4.
The yield function is a function of stress components and specifies the shape of the yield locus in stress-space under multi-axial loading. Several yield criteria have been proposed for different engineering materials since the 1850s. The yield functions developed by Tresca in 1864 [94], von Mises in 1913 [95], and Drucker in 1948 [96] are among the first and most well-known formulations for isotropic materials. Hill in 1948 [97] proposed a quadratic yield criterion for anisotropic materials by generalizing the Mises yield function. Later experimental evidence indicated that quadratic yield surfaces cannot follow the yielding behavior of polycrystalline BCC and FCC metals [98]. The development of a non-quadratic isotropic yield function by Hosford in 1972 [99] was an attempt at a more successful description of the yield surface for these materials. Since then, several non-quadratic anisotropic criteria were developed: by Hill in 1990 [100], Barlat et al. in 1997 [101], Cazacu et al. in 2003 [102], etc. However, these models targeted metals with cubic microstructure, and therefore were not able to account for tension-compression yield asymmetry. Hosford in 1966 [103] modified the Hill’s [97] criterion to describe tension-compression yield asymmetry. Nevertheless, this function was only successful for metals with minor yield asymmetry such as titanium [104]. Cazacu et al. in 2004 [104] modified Drucker’s [96] criterion, which includes both \( J_2 \) and \( J_3 \) invariants of the Cauchy stress deviator. This yield function was the first macroscopic criterion that accounts for both anisotropy and yield asymmetry of HCP metals. Comparing the yield loci predictions with available data for titanium [104] and magnesium [105] indicates that this yield criterion can accurately capture yielding behavior of these metals. In 2006, Cazacu et al. [106] proposed another yield function to describe anisotropy and tension-compression yield asymmetry, the validity of which was confirmed by a number of studies [89].

The hardening rule dictates how the yield surface evolves during plastic deformation. Isotropic and kinematic hardening models are the two basic hardening rules. Isotropic hardening assumes that a yield surface uniformly expands during plastic deformation, without any change in the yield surface origin [107]. Isotropic hardening properly models materials’ behavior under monotonic loading, but
not under non-proportional loading or where reverse loading is involved [108]. In contrast, kinematic hardening assumes that a yield surface only translates, with no change in shape and size. Since it accounts for the Bauschinger effect, kinematic hardening is often preferred where a materials’ behavior under reverse loading is of interest [70]. Prager in 1956 [109] proposed the simplest form of the linear kinematic hardening rule. The back-stress increment in Prager’s model is proportional to the plastic strain increment vector. A drawback of this hardening rule is that uniaxial loading results in multi-axial translation of the yield surface. This consequence of Prager’s rule implies that during uniaxial loading, materials soften or harden in lateral directions, which is not supported by experimental results [93]. To overcome deficiencies of Prager’s hardening rule, Ziegler in 1959 [110] proposed a model that assumes the yield surface translates in the radial direction. Prager’s and Ziegler’s hardening models may capture the Bauschinger effect [70], but not transient behavior [111].

Several constitutive models have been developed for nonlinear hardening materials, which can be classified into: single surface, multi-surface and two-surface plasticity models. Armstrong and Frederick (A-F) in 1966 [112] added a term to Prager’s model to recall back-stress. Chaboche in 1986 [113] generalized A-F’s modification by adding multiple back-stress recall terms to better describe the ratcheting effect. A multi-surface family of models was introduced by Mroz in 1967 [114], which involve multiple yield surfaces with Prager’s linear kinematic hardening rule between each two subsequent yield surfaces. A shortcoming of the Mroz model is that yield surfaces may intersect under non-proportional loading. To resolve this issue, Garud in 1981 [115] modified the Mroz model. Two-surface models were proposed by Krieg in 1975 [116] and Dafalias and Popov in 1976 [117]. Two-surface constitutive models use two yield surfaces with continuous updating of the hardening between the two surfaces. The original two-surface models were modified by a number of researchers; for instance, Hassan in 1994 [118] proposed a two-surface plasticity model which accounts for cyclic ratcheting behavior. Advancements in cyclic plasticity have been reviewed in detail by Chaboche in 2008 [119].
Although extensive studies have been performed regarding constitutive modeling of metals under cyclic loading, only a few published works are available for materials with asymmetric hardening behavior, such as magnesium. Most of the continuum-based constitutive models developed for magnesium have been intended for sheet forming applications. Therefore, formulations were derived using the plane-stress state assumption, which remarkably limits the applicability of these models. Li et al. in 2006 [108,120] proposed the first phenomenological constitutive models for wrought magnesium alloys. To simplify the formulation and numerical implementation, von Mises isotropic yield criterion was adopted and a plane-stress state was considered in this model. A non-zero initial back-stress was assumed to describe anisotropy and yield asymmetry. A combination of isotropic and kinematic hardening rules was adopted to formulate evolution of the yield surface. The model was able to regenerate the unusual hardening behavior of magnesium under uniaxial compression and uniaxial tension following compression. The plastic deformation mechanism was modeled by considering reorientation of grains during twinning and untwining. The constitutive model was verified by simulating a simple shear test and comparing with experimental results.

Kim et al. in 2008 [121] developed a constitutive model for AZ31 magnesium sheet at room temperature. Plane-stress was assumed, as this model has intended for magnesium sheet metal forming. The yield criterion proposed by Cazacu et al. in 2006 [106] was adopted. Due to the asymmetric hardening behavior, two different isotropic hardening laws were employed for tension and compression. The constitutive model was verified by simulating a three-point bending test. A deficiency of this model is that it does not account for the Bauschinger effect, because back-stress evolution is not considered in the hardening rule.

Lee et al. in 2008 [90] developed a phenomenological continuum plasticity model which captures both anisotropy and asymmetry of AZ31B magnesium sheet. The modified Drucker-Prager’s yield criterion [122] was adopted assuming plane-stress, along with isotropic-kinematic hardening rule. The original two-surface model was extended to include the three plastic deformation
mechanisms: slip, twinning, and untwinning. It was shown that the model was able to regenerate material behavior under uniaxial loading paths; however, no model verification was presented. A shortcoming of this model is that the Drucker-Prager’s yield function is pressure dependent, and is applicable to porous media, not HCP metals which are essentially pressure insensitive [104].

Nixon et al. in 2010 [89] proposed a continuum based constitutive model for high purity α-titanium. The yield function proposed by Cazacu et al. in 2004 [104] in generalized form for anisotropic materials was adopted in conjunction with the anisotropic hardening model developed by Plunkett et al. in 2006 [123]. According to this hardening rule, coefficients of anisotropy as well as the size of the yield surface are updated in each increment. However, the yield surface center is assumed to be fixed at the origin. The model output was compared with experimental data under uniaxial loading, but the model was not verified using a more general load case. A drawback of this model is that the hardening rule does not account for back-stress evolution. Consequently, this model is not applicable to problems where reverse loading is involved, e.g. cyclic plasticity.
2.2.3 Fatigue Modeling of Spot-Welded Structures

Numerous models have been developed for predicting fatigue life of spot-welds, and verified mostly for steel spot-welds. These models can be categorized into three major groups: fracture mechanics, structural stress, and local strain approaches.

The spot-weld in some studies is considered as a sharp notch, and is treated as a crack \([124-126]\). The fatigue models based on fracture mechanics consider a measure of stress intensity factor (SIF) or J-integral as the damage parameter and relate this parameter to the fatigue life or the crack growth rate. Crack initiation life is usually assumed to be insignificant in these models. Pook in 1975 \([127]\) derived formulations for mode I and II stress intensity factors for tensile-shear spot welds, assuming that the notch at the nugget edge is an initial crack. Stress intensities were calculated for the initial state, neglecting specimen rotation and crack growth. Contributions of the mode II SIF were ignored in this model, and the range of mode I SIF, \(\Delta K_I\), was introduced as a fatigue damage parameter. Neglecting fatigue crack initiation life, Paris’ equation was employed to relate fatigue crack growth rate to SIF range, and this was integrated to predict total life. A drawback of this model is that the formulations are based on a through-nugget cracking assumption, while experiments have shown that base metal cracking is the common failure mode for tensile-shear specimens. Also, a limitation of Pook’s formulation is that it is not applicable to spot-weld problems under a general load case. The applicability is restricted to spot welds in tensile-shear configuration with the ratio \(r/t \leq 5\), where \(r\) is the spot-weld nugget radius and \(t\) is the sheet thickness.

Swellam in 1992 \([18]\) developed a fatigue model for spot-welds based on the fracture mechanics approach, combining the effect of mode I and mode II SIFs. This model considered spot-welds under a general load case, and found forces and moments at the spot-weld center from static equilibrium of a coupon. The loads at the spot-weld, including axial load, shear load, and bending moment, were obtained from hand calculations for simple specimens, or from linear FE analysis for complex
structures. SIF formulations developed by Tada et al. [128] for two half spaces joined by a circular region were adopted. Normal and shear SIFs were related through a function to an equivalent SIF, which was used with Paris’ equation to obtain fatigue life. Because SIFs were assumed to be independent of crack length, an explicit equation was derived between equivalent SIF and the fatigue life. Although this model does not theoretically have any applicability limitation, it fails to predict contributing loads and moments for some loading configurations, such as cross-tension. Moreover, a through-nugget crack is assumed in this model.

Newman in 1998 [129] developed a closed form equation for fatigue life estimation of spot-welds under the tensile-shear load case. Formulations proposed by Pook [127] for mode I and II SIFs were employed and combined to obtain an equivalent mode I SIF on the plane of maximum principal stress. A number of assumptions were made to generate a closed form solution: SIFs were assumed to be constant and independent of crack length, crack was assumed planar, the ratio of specimen width-to-nugget radius was greater than 5, and the average stress on the nugget was less than 80% of the yield strength of the base metal. This model is based on Pook’s formulation and assumes through-nugget cracking, and considers the nugget edge as the crack initiation point, which is not supported by experimental observations.

Since the late 1980’s, a number of models have related the fatigue life of spot-welds to structural stress. Structural stress is a linearly distributed stress over the thickness, obtained by neglecting the effect of any stress concentration. The structural stress is usually calculated by superposing the effects of different forces and moments, which are obtained from linear elastic FE simulations. For FE modeling of spot-welded structures, the sheets and spot-welds are modeled by shell and beam elements, respectively. The structural stress approach, due to its flexibility, is widely employed in industry, including the automobile industry [130]. However, some weak points are inherent in fatigue models based on this approach. A serious shortcoming with this approach is that the notch effect at the spot-weld edge is ignored [130].
The models proposed by Radaj [131], Rupp [132], and Sheppard [133] are among the most frequently used models based on the structural stress approach. Radaj in 1989 [131] proposed the concept of structural stress. Assuming that the spot-weld is an ideal crack-like slit, SIFs for mode I, II and III load cases were related to nominal structural stresses. SIFs were combined through an equation to obtain an equivalent SIF, which was used for fatigue life estimation. Radaj in 1990 [1] presented formulations for structural stresses in terms of forces and moments, which were element nodal forces at the node shared between the spot-weld (beam element) and the considered plate (shell element). A drawback of this model, similar to the fracture mechanics approach, is that the fatigue crack is assumed to be through the nugget. Also, SIFs are assumed constant during the course of crack propagation.

Rupp et al. in 1995 [132] employed theories of beams, sheets and plates to develop a structural stress definition for spot-welds. Forces and moments (membrane, transverse and normal forces, as well as two out-of-plane bending moments) were obtained at the nugget center from a FE analysis. Through-nugget cracking and through-plate cracking were considered as possible failure modes in spot-welded structures. The beam theory was used to find structural stresses for through-nugget failure, and knowing that the nugget has a brittle structure, the maximum normal stress criterion was used as a fatigue damage parameter. Sheet and plate theory was employed to obtain structural stresses for through-plate failure, and the equivalent von Mises stress was used as the damage driving factor. Depending on whether the representative stress in the nugget or plate was higher, failure was predicted to happen in the corresponding mode. An advantage of this model is that not only the fatigue life, but also the mode of failure is predicted. A weak point of this model is it only considers resultant loads in the nugget and therefore the effect of self-equilibrating forces on structural stresses are missing.

Sheppard et al. in 1992 [134] developed a model to predict fatigue crack initiation life for spot-welds based on the structural stress concept. The structural stress definition in this model only
accounted for membrane load and bending moment. Structural stress range was obtained on neighboring elements to the spot-weld at the node shared with a spot-weld beam element on both sheets. The maximum structural stress range was converted to actual elastic-plastic stress and strain ranges using Neuber’s rule at the spot-weld edge. The stress concentration factor was obtained using an equation proposed for tensile-shear specimens. The Smith-Watson-Topper relationship [135] was employed to find fatigue initiation life in terms of actual stress and strain ranges.

Sheppard in 1993 [19] extended the application of the structural stress to estimate fatigue crack propagation life. Considering only mode I effects, the SIF range was obtained in terms of structural stresses due to membrane load and bending moment. An explicit equation was derived between structural stress range and fatigue crack propagation life through Paris’ equation and a number of assumptions. Structural stress definition was later modified in 1996 to take the effect of normal (cupping) force into account [133]. Some common problems with structural stress-based models were resolved in this model. For instance, crack initiation and propagation phenomena were explicitly included, and the SIF for mode I loading was not assumed constant during crack propagation. However, effects of modes II and III loadings in crack propagation were still ignored. There was no comprehensive formulation for calculating stress concentration factors under a general load case. Furthermore, similar to other models based on the structural stress approach, effects of material anisotropy and yield asymmetry were not taken into account.

Some studies, in contrast to the fracture mechanics approach, consider a spot-weld as a blunt notch with a finite radius. Therefore, a detailed FE model with a fine mesh in the vicinity of the spot-weld is required. The fatigue life in these models is usually related to a measure of local stress/strain at the spot-weld edge. Local stress/strain values are calculated from an elastic-plastic FE simulation, or from an elastic solution along with a variant of Neuber’s rule [136]. An advantage of this approach is that the effect of the spot-weld notch is well described. Also, cyclic characteristics of materials, e.g., anisotropy and hardening asymmetry, may be accounted for. On the other hand, a number of
drawbacks are also present. For instance, crack propagation is not considered in local notch models. Moreover, intensive FE calculations restrict applicability of this approach for real-life problems. The most commonly referenced models in this group were developed by Oh [137] and Pan [20]. Oh in 1982 [137] obtained stress/strain results from linear elastic FE analysis. The elastic solution in the region around the spot-weld nugget was then transferred to an elastic-plastic solution using Neuber’s rule. These estimated stress and strain values were then related to total fatigue life through Morrow’s rule [138]. This model is computationally more efficient but less accurate than elastic-plastic FE simulation. Also, stress concentration factor was calculated based on a two-dimensional representation of the spot-weld.

Pan in 2000 [139] demonstrated that Sheppard’s structural stress model was not successful for spot-welds with dissimilar thicknesses. Therefore, Pan [20,139] proposed a local strain model for such cases. Local stress and strain values at the spot-weld edge were directly obtained from three-dimensional elastic-plastic FE simulations. Nonlinear geometry and material properties were included in the FE analysis. Because the HAZ of the spot-weld contains a gradient of material properties from BM to FZ, this region was split into several subzones with corresponding nonlinear properties, if information was available. The location where maximum principal strain occurred at the end of the first reversal was selected as the hot spot. Cyclic principal strain range was calculated as the difference between principal strain values at the hot spot at the end of the first and second reversals. Cyclic principal strain range was considered as the fatigue damage parameter and was related to total fatigue life. Although this approach does not provide a justifiable description for crack propagation, a better correlation was achieved with this model for spot-welds with dissimilar thicknesses than Sheppard’s structural stress model [20].
Chapter 3

Experimental Work

This chapter introduces the material investigated and the specimens adopted for the range of tests considered. Material characterization was performed from both microstructural and mechanical points of view. Microstructure and hardness results regarding the base metal and different regions of the weld are presented and analyzed. Monotonic and cyclic test results are demonstrated and the specimen failure modes are discussed. The effect of cyclic loading on microstructure and fatigue crack initiation and propagation are explained. Finally, the mechanical behavior of resistance spot-welds is compared with that of friction stir spot-welds. A part of this chapter has been published in a paper entitled: “Characterization of magnesium spot welds under tensile and cyclic loadings”.
3.1 Material and Specimens

3.1.1 Material

The material investigated in this research was AZ31B-H24 hot-rolled magnesium sheet. The sheet was provided by Magnesium Elektron of North America (MENA) with the dimension 20” × 48”, in 2 mm and 4 mm thicknesses. The sheet is produced by rolling the direct-chill casted ingots. The chemical composition of the sheet is listed in Table 3.1.

<table>
<thead>
<tr>
<th>Composition</th>
<th>Al</th>
<th>Zn</th>
<th>Mn</th>
<th>Mg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight %</td>
<td>2.73</td>
<td>0.915</td>
<td>0.375</td>
<td>Bal.</td>
</tr>
</tbody>
</table>

3.1.2 Base Metal Specimens

This research focuses on fatigue behavior of spot-welded AZ31B-H24 sheet. As a result, the specimens for tensile and fatigue tests of the base metal were flat.

Three different flat specimen geometries were used for mechanical characterization of the AZ31B-H24 sheet. Dog-bone shape specimens and laminated blocks were adopted for monotonic testing, and sub-size dog-bone shape specimens were utilized for fatigue testing.

The most common geometries for flat specimen testing are based on the American Society for Testing and Materials (ASTM) standard [140,141]. These specimens are straight throughout the reduced section. Monotonic tensile and especially cyclic testing on standard specimens shows that many of them fail under the extensometer knife edge, or even outside the gage length, due to the uniform stress distribution all along the reduced section. Therefore, the specimen geometry shown in Figure 3.1 was employed for tensile testing of the base metal. The main feature of this design is that the reduced section has a continuous curvature, which provides the minimum cross-section at the
middle of the cross-section while maintaining a near-uniform stress distribution within the gauge length. This geometry has been proposed by Professor T. Topper at the University of Waterloo in an unpublished study. Monotonic tensile specimens were machined from 2 mm-thick sheets; all 10 specimens tested failed inside the gauge length.

![Specimen geometry for monotonic tensile testing of AZ31B-H24](image)

<table>
<thead>
<tr>
<th>x [mm]</th>
<th>y [mm]</th>
<th>x [mm]</th>
<th>y [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>5.00</td>
<td>13.95</td>
<td>5.81</td>
</tr>
<tr>
<td>1.14</td>
<td>5.00</td>
<td>15.23</td>
<td>6.05</td>
</tr>
<tr>
<td>2.28</td>
<td>5.01</td>
<td>16.53</td>
<td>6.35</td>
</tr>
<tr>
<td>3.42</td>
<td>5.02</td>
<td>17.80</td>
<td>6.74</td>
</tr>
<tr>
<td>4.56</td>
<td>5.04</td>
<td>18.91</td>
<td>7.28</td>
</tr>
<tr>
<td>5.70</td>
<td>5.07</td>
<td>19.60</td>
<td>7.84</td>
</tr>
<tr>
<td>6.85</td>
<td>5.11</td>
<td>20.00</td>
<td>8.29</td>
</tr>
<tr>
<td>8.00</td>
<td>5.17</td>
<td>20.40</td>
<td>8.89</td>
</tr>
<tr>
<td>9.15</td>
<td>5.25</td>
<td>20.85</td>
<td>10.00</td>
</tr>
<tr>
<td>10.33</td>
<td>5.33</td>
<td>77.85</td>
<td>0.00</td>
</tr>
<tr>
<td>11.51</td>
<td>5.45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.72</td>
<td>5.61</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1. All dimensions are in (mm) except the surface roughness which is in micro-meter.
2. Curvature of the reduced section is determined by the coordinates shown in the table.
3. Axes x and y are axes of symmetry.

**Figure 3.1: Specimen geometry for monotonic tensile testing of AZ31B-H24**

Monotonic compression testing of the base metal was first examined using a geometry similar to the tensile specimens. The only difference was that the compression specimens were prepared from 4 mm-thick sheet to avoid bucking. The first compression test revealed a clear buckling at the beginning of the test. In the next attempt, the compression test was performed on a sub-size specimen which was essentially the same as the tensile specimen, scaled down by the factor of 0.4; it was machined from a 4 mm-thick sheet. This geometry was chosen to provide a square cross-section (4×4 mm²) in the middle of the gauge length to eliminate the preferred buckling axis. The new design improved the buckling instability threshold significantly. However, the specimen still buckled before reaching the ultimate compressive stress. The next type of compression specimen used was a laminated block. Because of unavailability of AZ31B-H24 sheets with higher thickness, two strips were cut to the rough size of 16×8.5×4 mm³, glued together, and finally machined to the exact size according to Figure 3.2.
The laminated block specimens could successfully withstand the compressive load to the ultimate compressive stress without buckling or delamination. The monotonic compression test setup will be introduced later, in section 3.3.1.1.

Figure 3.2: Specimen geometry for monotonic compression testing

Fatigue testing of the base metal was performed on sub-size specimens to prevent buckling during compressive reversals. For the same reason, the specimens were machined from a sheet with 4 mm thickness. Figure 3.3 illustrates the fatigue specimen geometry.

Figure 3.3: Specimen geometry for fatigue testing

Fully-reverse fatigue testing was accomplished on sub-size specimens up to 2% strain amplitude.
3.1.3 Spot-Welded Specimens

Spot-welds in real-life structures are exposed to various modes of loading. As a result, successful fatigue modeling of spot-welds requires fatigue test results from specimens with different configurations to include the spot-weld behavior under various loadings. Typical spot-welded specimens are shown in Figure 3.4.

Tensile-shear and coach-peel are the most common specimens in the literature [142-144], mainly because no extra test setup or fixture is required. An attempt at preparing a coach-peel specimen was not successful in this research, because fabricating the bent coupons from AZ31B sheets was not feasible. The fact that magnesium has limited formability at room temperature is responsible for this behavior [145]. Bending magnesium coupons at elevated temperature was tried by the resistance spot-welding group at the University of Waterloo but failed even at 250°C. Consequently, the cross-tension (CT) design was used in this research as an alternative to the coach-peel specimen, along with the tensile-shear (TS) design.
Two different designs for the TS specimens, with different coupon widths and gripping distances, were employed in this study. TS specimen geometries are displayed in Figure 3.5.

Figure 3.5: Tensile-shear spot-welded specimen geometries: (a) standard (b) wide

Figure 3.6: Cross-tension spot-welded specimen geometry
The design of the narrow TS specimen, Figure 3.5(a), is according to the American Welding Society (AWS) standard [47] and resistance welding manual [146]. The wide TS specimen geometry, Figure 3.5(b), is more common in the literature. To compensate for the coupons offset and prevent initial bending of the specimens, two spacers with the same thickness as the plate were attached to the ends of the TS specimens.

Figure 3.7: Cross-tension specimen (a) testing fixture (b) test setup exploded view
Figure 3.6 illustrates the design of the CT specimens, which is in accordance with the resistance spot welding manual [146]. Testing CT specimen requires a fixture to adapt the specimens to standard tensile testing machines, as shown in Figure 3.7.

Spot-welded specimens were prepared by Ray Liu and Tirdad Niknejad in the resistance spot-welding laboratory at the University of Waterloo. Coupons were cut along the sheet rolling direction and the surfaces were cleaned with chromic acid (2.5 gr CrO$_3$ + 100 ml H$_2$O) before welding, to obtain spot-welds with less porosity and expulsion [75].

Seven sets of spot-welded specimens in TS and CT configurations were prepared with an AC spot-welding machine. Six out of seven sets of spot-weld specimens tested were in the TS configuration. Each set consisted of 30 specimens. Different welding parameters were used to achieve different spot-weld nugget diameters. Table 3.2 summarizes the specifications of the specimens and the coding. Nugget sizes were measured after monotonic testing as the average diameters of the bonding area, along and perpendicular to the loading direction.

<table>
<thead>
<tr>
<th>Specimen set</th>
<th>Configuration</th>
<th>Welding current (kA)</th>
<th>Welding time (cycle c)</th>
<th>Electrode force (kN)</th>
<th>Avg. nugget size (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>TS $^a$</td>
<td>26</td>
<td>10</td>
<td>4</td>
<td>8.2 (0.7) $^d$</td>
</tr>
<tr>
<td>B</td>
<td>TS</td>
<td>28</td>
<td>8</td>
<td>4</td>
<td>8.6 (0.4)</td>
</tr>
<tr>
<td>C</td>
<td>TS</td>
<td>30</td>
<td>8</td>
<td>4</td>
<td>9.5 (0.1)</td>
</tr>
<tr>
<td>D</td>
<td>TS</td>
<td>32</td>
<td>8</td>
<td>4</td>
<td>9.8 (0.1)</td>
</tr>
<tr>
<td>E</td>
<td>TS</td>
<td>34</td>
<td>8</td>
<td>4</td>
<td>10.4 (0.2)</td>
</tr>
<tr>
<td>F</td>
<td>TS-W $^b$</td>
<td>34</td>
<td>8</td>
<td>4</td>
<td>10.4 (0.2)</td>
</tr>
<tr>
<td>G</td>
<td>CT</td>
<td>34</td>
<td>8</td>
<td>4</td>
<td>10.4 (0.2)</td>
</tr>
</tbody>
</table>

$^a$ Standard size tensile-shear, Figure 3.5(a)

$^b$ Wide tensile-shear, Figure 3.5(b)

$^c$ 1 cycle = 1/60 sec (Power frequency = 60Hz)

$^d$ Values in parentheses are standard deviations.

The quality of spot-welds after preparation of some specimens from each set was evaluated according to the standard welding qualification criteria, described in the AWS standard [47].
3.2 Microstructural Characterization

As a part of this research, the base metal, i.e., AZ31B-H24, and different regions of the spot-weld were characterized from a microstructural point of view to obtain a better understanding of the fatigue behavior of magnesium spot-welds, and how it relates to microstructural features. Metallographic observations and hardness measurement results are presented and discussed in this section.

3.2.1 Microstructure

A number of specimens from sets A, C, and E were used to prepare metallographic samples for studying the effect of welding parameters and cyclic loading on the microstructure and hardness in the base metal (BM) and the weld region. These specimens were sectioned slightly offset from the nugget centerline, along the loading direction. The samples were then mounted, ground, and polished to the nugget centerline and etched with a solution of 4.2 gr picric acid, 10 ml acetic acid, 70 ml ethanol, and 10 ml distilled water.

Figure 3.8 shows the microstructure of the BM in the rolling and transverse directions (RD and TD).

![Image](image_url)  

Figure 3.8: Microstructure of the base metal (a) in RD (b) in TD
It can be seen that grains were equiaxed with approximately the same average grain size of 5 µm in both RD and TD. Grains were not elongated in the rolling direction as a result of recrystallization phenomenon during the annealing process after rolling of the AZ31B-H24 sheet.

The microstructure in AZ31B magnesium spot-welds consisted of a heat affected zone (HAZ), partially melted zone (PMZ), and fusion zone (FZ). Figure 3.9 shows a quarter of a spot-weld, illustrating these regions.

The heat affected zone is the region where the temperature is high enough to change the microstructure, i.e., recrystallization, but not sufficient for melting. Figure 3.10(a) displays the microstructure of the HAZ with a grain size gradient, i.e., 6-10 µm, increasing toward the PMZ boundary.

The reason is that the region in the HAZ close to the PMZ has a higher annealing temperature and time, compared with the region neighboring the BM. Also, considering liquation does not occur
in the HAZ, even in grain boundaries with a lower melting point than grains, intermetallic particles are not expected to form in this region. Figure 3.10(b) shows an SEM image from the HAZ without any indication of intermetallics. Another microstructural feature is that the twin band density is remarkably higher in the HAZ than in the BM. Highly twinned recrystallized region has already been observed in AZ31 welds [147].

The partially melted zone is the region surrounding the FZ in which liquation may happen locally during the welding process. The microstructure in the PMZ is shown in Figure 3.11. The peak temperature in the PMZ of AZ31 is between the solidus and liquidus temperatures, and therefore grain boundaries due to higher aluminum content and lower melting point may liquate. During solidification, because of a high cooling rate, the aluminum content does not have enough time to make a homogeneous solid solution in the $\alpha$-matrix. Therefore intermetallics ($\text{Al}_{12}\text{Mg}_{17}$) are formed as the second phase in the grain boundaries of PMZ, as can be seen in Figure 3.11(b).

![Figure 3.11: Microstructure of PMZ in AZ31B spot-welds (a) low magnification (b) high magnification](image)

The fusion zone is the region which experiences complete liquation during welding. Figure 3.12 displays representative microstructures in the FZ. Porosity, as shown in Figure 3.12(a), existed in the FZ and increasing the welding current raised the chance of this developing, as well as the size of the porosity. Porosity may weaken spot-welds under loading conditions that cause failure in the nugget, i.e., monotonic and high cyclic loading, which will be discussed later in sections 3.3.1.2 and 3.3.2.2. According to Figure 3.12(b), center of the FZ in AZ31B spot-welds has an equiaxed dendritic structure.
Intermetallic particles during solidification are pushed away from dendrites and gather in interdendritic regions, which are shown as light-etching regions in the SEM image of the FZ, Figure 3.12(b).

![Figure 3.12: Microstructure of FZ (a) overall (b) equiaxed dendrites in FZ-core](image)

### 3.2.2 Hardness

Hardness testing was performed on the cross-section of spot-welds in a plane parallel to the rolling direction. The micro-indentation Vickers test was chosen due to availability of the testing machine and micro-sized indenter, which makes it possible to measure the hardness distribution in the BM and different regions of the welded area. The test was conducted according to ASTM E384-99 [148], at room temperature with a 100 gr indentation load and a 15 sec holding time.

Figure 3.13(a) illustrates a schematic of the spot-weld cross-section with small dots representing the indentation path. Indentations were performed on a diagonal trajectory according to the AWS D8.9M standard [86].

The polished and etched metallographic samples from the spot-welded specimen sets A, C, and E were employed for the micro-indentation hardness testing. The hardness distributions are shown in Figure 3.13(b). To compare the hardness profiles for different nugget sizes, hardness values were plotted versus the ratio of the distance from the nugget center to the indentation point (d), to the distance from the nugget center to the FZ boundary (d_{FZ}), as shown in Figure 3.13(a). As can be seen,
the hardness profile and hence the strength of the weld region is largely independent of the welding parameters.

![Diagram](image)

**Figure 3.13:** Micro-indentation Vickers hardness test (a) indentation path and (b) hardness profile for specimen sets A, C, and E.

The profiles in this graph show that the hardness of AZ31B-H24 magnesium spot-welds in the BM and the weld area are almost the same. With dissimilar microstructures in the different zones, two phenomena are likely acting to counteract one another with respect to the hardness. Increasing the grain/dendrite size from the BM to the FZ tends to decrease the hardness. On the other hand, intermetallics present in the PMZ and FZ, and twin bands in the HAZ, increase the hardness. A study by Liu et al. [87] shows slightly lower hardness in the FZ than the BM, but Babu et al. [84] observed major hardness drop in the weld region.

The uniform hardness distribution observed in the present research is in contrast to what has been reported for friction stir welds (FSW) and laser beam welds (LBW) of AZ31B-H24, both of which result in lower hardness in the weld region than the BM [10,149].

On the other hand, RSW of steel and aluminum results in a non-uniform hardness distribution. Hardness in the FZ of steel spot-welds is higher than the BM [149], while it is lower in the FZ of aluminum spot-welds, compared with the BM [150].
3.3 Mechanical Characterization

A number of studies have been conducted regarding the mechanical characterization of AZ31B magnesium sheet in recent years [52,59,68]. However, published works available on the fatigue characterization of magnesium spot-welds are very limited [83]. As a part of this research, monotonic and fatigue testing was performed to characterize the mechanical behavior of the base metal and the spot-welds. These tests were conducted at room temperature on an Instron 8874 testing machine with ±25 kN axial force capacity and ±100 N.m torque capacity. The experimental results are presented and discussed in this section.

3.3.1 Monotonic Behavior

3.3.1.1 Base metal

A. Tension test

Monotonic tension tests were performed on the specimen shown in Figure 3.1. Engineering strain was measured using an Instron extensometer with 12.5 mm gauge length and ±5 mm travel. Five specimens were tested in each of the rolling and transverse directions. Tests were performed in strain-control mode with a strain rate $10^{-3}$ sec$^{-1}$. Figure 3.14 illustrates the typical monotonic engineering stress-strain curve.

It is known that the rolling process changes the orientation of magnesium crystals such that the c-axis is along the sheet normal, i.e., the basal planes of the HCP crystals are parallel to the sheet surface [27]. Therefore, in-plane tensile loading of magnesium sheets induces compression along the c-axis of the HCP crystals, which does not activate the twin deformation [56,151]. As a result,
dislocation-slip is the predominant plastic deformation mechanism, and the hardening behavior in both RD and TD are concave-down (Figure 3.14), which is typical for metals.

![Typical monotonic tensile stress-strain curves for AZ31B-H24](image)

**Figure 3.14: Typical monotonic tensile stress-strain curves for AZ31B-H24**

Optical microscopy shows only a limited number of narrow twin bands after in-plane uniaxial tension [52]. These twins are generated under tensile stress, because even in textured sheets, the c-axis in some grains may be aligned with the loading direction [152].

Figure 3.14 shows the in-plane anisotropy of AZ31B-H24 sheet at room-temperature. This phenomenon, including higher flow stress in TD, has been reported by several researchers [52, 63, 66, 153, 154]. Higher strength in TD compared with the RD is attributed to a higher spread of basal poles in RD [63, 66]. However, anisotropy decreases with annealing; for instance AZ31B in the O-tempered condition exhibits less strength variation in the different directions [153].
Table 3.3 lists the tensile properties of AZ31B-H24 magnesium alloy in RD and TD, including the coefficients for a power-law hardening model, \( i.e., \) the Ramberg-Osgood equation. The monotonic tensile properties are in good agreement with earlier measurements [154].

<table>
<thead>
<tr>
<th>Direction</th>
<th>0.2% offset yield strength (MPa)</th>
<th>Ultimate tensile strength (MPa)</th>
<th>Elongation (%)</th>
<th>( K ) (^b) (MPa)</th>
<th>( n ) (^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RD</td>
<td>224 (3.5)(^a)</td>
<td>292 (0.6)</td>
<td>14 (3.0)</td>
<td>347</td>
<td>0.067</td>
</tr>
<tr>
<td>TD</td>
<td>281 (0.4)</td>
<td>320 (0.5)</td>
<td>22 (2.6)</td>
<td>348</td>
<td>0.035</td>
</tr>
</tbody>
</table>

\(^a\) values in parentheses are standard deviations.

\(^b\) Ramberg-Osgood coefficient, \( \varepsilon = \frac{\sigma}{E} + \left( \frac{\sigma}{K} \right)^\frac{1}{n} \)

Another feature in the monotonic tensile properties of AZ31B-H24 is a very low strain hardening in both the RD and TD. Strain hardening behavior is controlled by grain size and dislocation density. Decreasing the grain size results in increasing the yield strength and decreasing the hardening capacity [155]. AZ31B sheet in the O-tempered condition has higher strain hardening than in the H24 condition [63], because it is fully annealed and grain sizes are larger. On the other hand, an increase in the dislocation density increases dislocation interactions, which induces higher strain hardening [155,156].

Ductility also shows a significant difference between the RD and TD, according to Table 3.3. This might be related to a different basal texture, \( i.e., \) stronger texture in TD may cause activation of more slip systems and higher ductility than for the RD [66]. AZ31B magnesium sheet exhibits significant ductility of 14-25% at room temperature; nevertheless, it offers poor cold-formability. Limited formability of AZ31B sheet could be partially attributed to the low strain hardening, because strain hardening is known to be one of the main factors governing plastic instability of metals [63].

The elastic modulus and Poisson’s ratio for AZ31B from most studies are 45 GPa and 0.35, respectively [24,52,157-159]. The same Poisson’s ratio is used in this research; however, the elastic modulus was 43 GPa according to measurements in the current work.
B. Compression test

Monotonic compression tests were performed on specimens with the design shown in Figure 3.2. Strain was measured with an Instron extensometer with 10 mm gauge length and ±1 mm of travel. Three specimens were tested in each of the RD, 45° and TD. Tests were performed in strain-control mode with a strain rate $10^{-3}$ sec$^{-1}$. As discussed in section 3.1.2, a non-regular specimen design was utilized for compression testing, to tackle the bucking problem. As a result, a test setup was required to adapt the specimen to the testing machine. Figure 3.15 shows the setup used in this research.

![Monotonic compression test setup](image)

Figure 3.15: Monotonic compression test setup

Figure 3.16 illustrates typical monotonic compressive stress-strain curves for specimens machined along different orientations.

![Monotonic compressive stress-strain curves](image)

Figure 3.16: Typical monotonic compressive stress-strain curves for AZ31B-H24
The in-plane compressive loading of magnesium sheets generates tension along the c-axis of the magnesium crystals, which activates twin deformation at low stresses [56,151], before the slip mechanism is activated. As a result, twinning is the prevailing plastic deformation mechanism for compressive loading in the RD and TD, and the hardening behavior is concave-up (Figure 3.16), which is not common in metals with cubic crystal structures.

Table 3.4 presents the compressive properties of AZ31B-H24 magnesium alloy for different orientations. Power-law equations cannot properly model the hardening behavior under compressive loading because of the concave-up trend of the flow curve. The monotonic compressive yield strengths are in good agreement with earlier measurements [66].

<table>
<thead>
<tr>
<th>Direction</th>
<th>0.2% offset yield strength (MPa)</th>
<th>Ultimate Compressive strength (MPa)</th>
<th>Deformation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RD</td>
<td>162 (2.8)²</td>
<td>211 (2.7)</td>
<td>5.2 (0.1)</td>
</tr>
<tr>
<td>45°</td>
<td>167 (3.5)</td>
<td>213 (5.5)</td>
<td>4.8 (0.3)</td>
</tr>
<tr>
<td>TD</td>
<td>181 (0.9)</td>
<td>223 (1.6)</td>
<td>4.6 (0.2)</td>
</tr>
</tbody>
</table>

² values in parentheses are standard deviations.

The tension-compression asymmetry in AZ31B-H24 at room-temperature is obvious according to Table 3.3 and Table 3.4.

Figure 3.16 shows the in-plane anisotropy of AZ31B-H24 sheet under compressive load at room-temperature. The difference in hardening behavior between the RD and TD has been reported in a number of studies [52,66,154]. Similar to tensile behavior, the higher flow stress in the TD as compared to the RD is attributed to the difference in basal texture [66].

Figure 3.14 and Figure 3.16 show the in-plane anisotropy of AZ31B-H24 sheet under tension and compression, as discussed earlier in this section. Nevertheless, it is much less evident when compared to the AZ31B extrusion (Figure 3.17). In addition, a study by Lou et al. [52] showed that the in-plane anisotropy of AZ31B-H24 under several reversals is insignificant at room temperature.
Therefore, to simplify the implementation of the cyclic plasticity model, the anisotropy in AZ31B sheet was neglected.

![Figure 3.17: Monotonic tensile stress-strain curves for AZ31B extrusion at different directions [3]](image)

The effect of tension-compression asymmetry, which is a key feature of wrought magnesium alloys, is considered in the material modeling sections in the next chapter.

### 3.3.1.2 Spot-welds

Monotonic testing was performed to evaluate the load-carrying capacity of magnesium spot-welds in tensile–shear (TS) and cross-tension (CT) configurations under static loading. These tests were run in displacement-control mode, with a cross-head displacement rate of 1 mm/min at room temperature. The failure mode and the load and displacement histories were recorded in each test.

Five specimens from each set listed in Table 3.2 were tested and the results are summarized in Table 3.5.

<table>
<thead>
<tr>
<th>Set</th>
<th>Ultimate load (kN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set A</td>
<td>5.12 (0.22)</td>
</tr>
<tr>
<td>Set B</td>
<td>5.73 (0.3)</td>
</tr>
<tr>
<td>Set C</td>
<td>6.67 (0.16)</td>
</tr>
<tr>
<td>Set D</td>
<td>7.15 (0.10)</td>
</tr>
<tr>
<td>Set E</td>
<td>7.75 (0.35)</td>
</tr>
<tr>
<td>Set F</td>
<td>7.62 (0.05)</td>
</tr>
<tr>
<td>Set G</td>
<td>4.16 (0.50)</td>
</tr>
</tbody>
</table>

*a values in parentheses are standard deviations.
Considering Table 3.2 and Table 3.5, it can be concluded that the ultimate load in TS specimens is enhanced by increasing nugget size. The size of the nugget is controlled by welding current; increasing which enlarges the spot-weld nugget and increases the ultimate load. Considering the minimal effect of process parameters on hardness in the FZ, Figure 3.13(b), increasing the ultimate load with welding current is attributed solely to the different nugget sizes.

As displayed in Figure 3.18, the test results show that there is a linear relationship between the ultimate load and the nugget diameter of magnesium TS specimens within the investigated range of nugget diameter.

![Figure 3.18: Effect of nugget diameter on ultimate load in TS specimens](image)

The same correlation has already been reported in the literature for aluminum \[160,161\] and steel \[126\]. An interesting point is that the trend line slope is 1 kN/mm for both magnesium and aluminum spot-welds, and is 3 kN/mm for high strength low alloy (HSLA) steel spot-welds. It should be mentioned that the sensitivity of the weld strength to nugget size for low carbon steel is very close to magnesium and aluminum \[162\].
Monotonic loading yields two failure modes for the TS, and two different modes for the CT specimens. “Interfacial” failure is the predominant mode of rupture for TS specimens; 28 out of 30 TS specimens failed in this mode. As shown in Figure 3.19(a), interfacial failure occurs through the nugget at the interface. Another mode of failure is “partially-interfacial”, in which the failure starts in the interfacial mode and continues through the coupon thickness and leaves a button on one coupon and a hole on the other, Figure 3.19(b). This mode of failure was observed in 2 out of 30 TS specimens. “Button-pullout” is the common failure mode for CT specimens, as 3 out of 5 CT specimens failed in this mode. Button-pullout is a failure mode in which one coupon tears around the HAZ, resulting in a plug on one coupon and a hole on the other coupon, but unlike partially-interfacial failure, there is no nugget shear-off in this mode. Figure 3.19(c) illustrates a specimen fractured in this mode. “Coupon” failure occurred in 2 out of 5 CT specimens. In this mode of failure, one coupon fails adjacent to the nugget, as shown in Figure 3.19(d).

Figure 3.19: Failure modes in spot-welded specimens under monotonic loading
(a) interfacial failure in TS specimens (b) partially-interfacial failure in TS specimens
(c) button-pullout failure in CT specimens (d) coupon failure in CT specimens
It is worth noting that a recent study shows that magnesium TS specimens with a nugget diameter larger than 10.5 mm fail in the button-pullout mode [75]; however, that research also reports that button-pullout failure mode correlates with a drop in ultimate load. Therefore, obtaining a larger nugget size does not ensure an optimized welding process, from a practical point of view.

Regarding the TS specimens, aluminum spot-welds might fail in interfacial [160,161,163], partially-interfacial [160,161], or button-pullout [160,161] modes depending on the welding process parameters. Aluminum spot-welds with larger nugget sizes tend to fail in the button-pullout mode [161,163]; nevertheless, the specimens which fail in this mode show a decrease in the ultimate load. Therefore, similar to magnesium TS specimens, interfacial failure is the most favorable mode in aluminum spot-welds in terms of ultimate static load, provided that the nugget size is sufficiently large. For steel spot-welds, button-pullout is the most common failure mode in well-prepared TS specimens under monotonic loading [41,160].

Aluminum and steel spot-welds in the CT configuration fail only in button-pullout mode, regardless of the nugget size [41,160]. Dissimilar failure modes in magnesium CT specimens can be attributed to different stress distributions. Having button-pullout as the only failure mode in steel and aluminum CT specimens indicates that the shear stress around the nugget is dominant, while coupon and button-pullout failures in magnesium CT specimens suggests that the tensile stress in coupons, due to more significant bending deformation, is comparable to the shear stress around the nugget. Secondary cracks along coupon width and around nugget are evidences for the competitive failure modes. The balance between the tensile and shear stresses is mainly a function of geometrical factors, including the nugget diameter, sheet thickness, and coupon width [164].

Figure 3.20 compares the ultimate tensile-shear load in AZ31 magnesium alloy with spot-welds of aluminum alloys [160,161,165] and steel alloys [142,166,167]. The aluminum and steel alloys shown in this figure are commonly used or competitive alloys in the automotive industry. The
ultimate load values for aluminum and steel spot-welds were selected from the literature with the 
\(d/\sqrt{t}\) ratio (\(d\): nugget diameter, \(t\): sheet thickness) close to that for magnesium spot-weld (set A). This ratio was inferred from the AWS D8.9M standard \cite{86} and is often used as the equivalence criterion when comparing different spot-welds \cite{160,168}. The label above each column includes the corresponding \(d/\sqrt{t}\) ratio and the ultimate tensile strength for the base metal (UTS).

![Graph showing ultimate load values for different materials]

**Figure 3.20: Comparison between ultimate load in magnesium, aluminum \cite{160,161,165} and steel \cite{142,166,167} tensile-shear spot-welds (\(d/\sqrt{t}\) and UTS values are in \(\sqrt{\text{mm}}\) and MPa, respectively)**

This figure shows that the load carrying capacity of magnesium spot-welds is comparable with and slightly superior to aluminum spot-welds. With similar UTS of magnesium and aluminum alloys, the uniform hardness distribution in magnesium spot-welds and strength under-matching in aluminum spot-welds (as discussed in section 3.2.2) may contribute to the somewhat higher static load of magnesium spot-welds. This figure also includes the ultimate load for spot-welds of a low carbon steel \cite{166} and three high strength steel alloys, *i.e.*, HSLA420 \cite{166}, TRIP780 \cite{167}, and DP600 \cite{142}. According to this graph steel spot-welds exhibit significantly higher overload capacity than TS.
spot-welds of magnesium and aluminum. This is mainly attributed to higher UTS and strength over-matching in the weld area of steel alloys. Similarly, the larger peaks loads for high strength steel alloys than low carbon steel is related to higher UTS.

3.3.2 Cyclic Behavior

3.3.2.1 Base metal

Fatigue testing was conducted on the specimen shown in Figure 3.3. Engineering strain was measured using an Epsilon extensometer with 6 mm gauge length and ±0.8 mm travel. Fatigue testing was performed in strain-control mode for approximately $10^4$ cycles, and then stopped and switched to load-control mode, since the load response had stabilized. The main reason for controlling the load is to increase the frequency. The testing frequency was 0.1-0.15 Hz and 3-10 Hz for strain- and load-control testing, respectively. The tests were run in the fully reversed loading condition, i.e., the strain ratio was -1. Tests were stopped if the life exceeded $10^7$ cycles, and considered a run-out. Another criterion for stopping the test in the strain-control mode was 50% load drop. Seventeen specimens were tested at different strain amplitudes. Figure 3.21 illustrates the second and half-life hysteresis loops for different strain amplitudes.

Figure 3.21 reveals a number of features regarding the cyclic behavior of AZ31B-H24. First of all, comparing the second and the half-life hysteresis indicates that the material shows a minor cyclic hardening behavior, in terms of tensile or compressive peak stresses. Also, narrower hysteresis loops for stabilized cycle than the second cycle confirms that the material exhibits a slight cyclic hardening behavior. Fatigue of AZ31B extrusion [169,170] showed a more noticeable cyclic hardening behavior. The minor cyclic hardening behavior in compression reversals will be discussed later in this section.
Dissimilar peak stresses in tension and compression, even though the strain amplitude is symmetric, is a cyclic attribute of AZ31B sheet. This feature becomes more noticeable when plasticity prevails.

The unusual asymmetric shape of the hysteresis loop is pronounced, especially at higher strain amplitudes. The same observation was made for AZ31B sheet [52,65,66], AZ31B extrusion [3,170], and other wrought magnesium alloys [62,171]. The hysteresis asymmetry in AZ31B extrusions is remarkably more evident than for AZ31B sheet, which is expected since there is more drastic asymmetry under monotonic loading.

Another cyclic feature is that in the loading reversal, i.e., from compression to tension, there is a distinct point where the slope of the hardening curve starts increasing. This point hereafter is referred to as the “inflection point”. Similar to other asymmetric cyclic features, the inflection point is more distinguishable at high strain amplitudes. This inflection point did not appear on the unloading curve in this study, even at the highest strain amplitude. However, experimental results for very large strain amplitudes, e.g., 3.5%, reveal an inflection point on the unloading reversal [52].

To interpret these observations, the deformation mechanisms must be analyzed. Metals with a HCP crystal structure, including magnesium, have fewer slip systems than metals with a cubic crystal structure. However, twinning is another deformation mechanism that can be activated in HCP structures if tension is applied along the c-axis of HCP crystals.
Figure 3.21: Second and half-life hysteresis loops at different total strain amplitudes
The crystals in wrought Mg alloys have a preferred orientation. As mentioned before, AZ31B sheet due to the rolling process have a crystal structure oriented such that the basal planes are predominantly parallel to the sheet surface. As a result, in-plane tensile loading can induce contraction along the c-axis and the twin system is not activated. Conversely, applying compression along the sheet extends the c-axis and triggers the twin deformation at low stress [52]. Twinning results in an approximately 90° rotation in crystal orientation [52,62]. Therefore, the twinned crystals are prone to untwin during reloading under subsequent tension [61]. In other words, twin bands may disappear or become narrower under reloading, and can reappear under unloading [62]. As a result, twinning and untwining occur alternately in cyclic loading [151]. Another important behavior is that untwining deformation may start happening immediately after reloading from a compression reversal. In other words, twinned crystals may untwin even under external compressive in-plane stress [62], due to twin interactions.

Considering the deformation mechanisms, one can justify the asymmetric cyclic behavior. Early yielding in compression is attributed to the easily activated tension twin as the dominant mechanism for plastic deformation, which changes the c-axis orientation to the loading direction.

Subsequent in-plane tension produces the reloading flow curve with a reversed yielding more gradual than for the compression yielding, such that the elastic part is hardly distinguishable. The reloading flow curve consists of two distinct sections separated from each other at the inflection point. In the first section, the tensile stress causes an extension along the c-axes of the rotated crystals, activating the untwining process. As indicated earlier, during reversed loading, the grains that rotated on the compression reversal reorient back to their initial unloaded orientations. Therefore, the continuous decrease in the hardening slope of the first section is an indication of untwinning saturation. In other words, at the inflection point the twin deformation is almost recovered. In the second section of the flow curve, i.e., after the inflection point, the hardening rate rapidly increases.
Wu et al. [62] found that basal slip is hard to activate after untwinnning is exhausted; therefore non-basal slip or compression twin mechanisms, are activated, which results in a high hardening rate.

Stabilized hysteresis loops, illustrated in Figure 3.21, especially at high strain amplitudes, reveal that the inflection point is located approximately at the same strain amplitude as the yield point in compression. Therefore, it can be concluded that the strain range needed for untwinnning is almost equal to the strain range during twin deformation.

According to Figure 3.21, the absolute value of the compression peak stress in the half-life cycles is higher than that in the second cycle, demonstrating a minor cyclic hardening behavior. The reason could be that the twinned grains in the compression reversal are not fully untwinned in the subsequent tension reversal, and hence residual twinned grains accumulate during cycling [62]. Interaction between increasing twin bands is responsible for cyclic hardening in compression reversals.

Figure 3.22 displays the stabilized half-life hysteresis loops obtained from fatigue tests at different strain amplitudes.

Figure 3.22: Stabilized hysteresis loops for different strain amplitudes
Comparing this graph with the stabilized hysteresis loops for AZ31B extrusion confirms that the cyclic asymmetry behavior, in terms of dissimilar plastic strain energy in tension and compression as well as the mean stress, is much less pronounced in AZ31B-H24.

Cyclic properties of metals are usually obtained by fitting the Ramberg-Osgood equation:

\[ \varepsilon = \frac{\sigma}{E} + \left( \frac{\sigma}{K'} \right)^{n'} \]  

(3.1)

to the peak stresses of the stabilized hysteresis loops. Similar to monotonic compression behavior, stabilized cyclic behavior of AZ31B under compression does not obey power-law equations. Therefore, Ramberg-Osgood equation was only fitted to tension peak points. The cyclic properties achieved in the rolling direction are listed in Table 3.6.

<table>
<thead>
<tr>
<th>Table 3.6: Cyclic properties of AZ31B-H24 in rolling direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyclic strength coefficient ( K' ) (MPa)</td>
</tr>
<tr>
<td>-------------------------------------------</td>
</tr>
<tr>
<td>Tension</td>
</tr>
</tbody>
</table>

A strain-life curve obtained from fatigue testing is illustrated in Figure 3.23.
This figure shows a sharp knee at a life of $2 \times 10^4$ cycles, and the endurance limit is at a strain amplitude of 0.2%, which are very similar to AZ31B extrusions \[3\]. Another aspect of the strain-life curve is a kink at a strain amplitude of 0.5% and a life of $6 \times 10^3$ cycles. According to Figure 3.21, the kink corresponds to the strain amplitude above which the cyclic hysteresis loop becomes asymmetric, \textit{i.e.}, twin and untwin deformations become evident. The same behavior has been recently reported for AZ31B extrusion \[172\].

Although the kink separates the strain-life curve into two parts, a single Manson-Coffin equation:

$$
\varepsilon_a = \frac{\Delta \varepsilon}{2} = \frac{\sigma'_f}{E} (2N_f)^b + \varepsilon'_f (2N_f)^c
$$

\[3.2\]

can successfully capture the experimental data points. In this equation, $E$ the is elastic modulus, $N_f$ is fatigue life, $\sigma'_f$ is fatigue strength coefficient, $b$ is fatigue strength exponent, $\varepsilon'_f$ is fatigue ductility coefficient, and $c$ is fatigue ductility exponent. To obtain the Manson-Coffin parameters, total strain amplitude, $\varepsilon_a$, measured in experiments was divided into elastic and plastic strain amplitudes,

$$
\varepsilon_a^e = \frac{\sigma_a}{E} \\
\varepsilon_a^p = \varepsilon_a - \varepsilon_a^e
$$

\[3.3\]

where, $\varepsilon_a^e$ is elastic strain amplitude, $\varepsilon_a^p$ is plastic strain amplitude, and $\sigma_a$ is the stabilized stress amplitude. Then, the first and second terms on the right-hand side of equation (3.2) were fitted separately to the elastic and plastic strain amplitudes, respectively. Figure 3.24 illustrates the curve fitting to the elastic and plastic components of strain amplitude.
The Manson-Coffin parameters are presented in Table 3.7.

<table>
<thead>
<tr>
<th>$\sigma'_f$ (MPa)</th>
<th>$b$</th>
<th>$\varepsilon'_f$</th>
<th>$c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>405</td>
<td>-0.093</td>
<td>0.487</td>
<td>-0.659</td>
</tr>
</tbody>
</table>

The Manson-Coffin coefficients obtained in this research are not in good agreement with previous studies by Wu et al. [68], and Lv et al. [66]. The difference could be attributed to dissimilar sheet fabrication process and different tempering conditions.

### 3.3.2.2 Spot-welds

Fatigue testing of spot-welded specimens was performed at room temperature, on the specimens shown in Figure 3.5 and Figure 3.6. The tests were conducted in load-control mode with the load ratio, $R=0.2$; except for the specimen set F, Figure 3.5(b), for which $R=0.1$. The testing frequency was 1-30 Hz, depending on the load level. Tests stopped after a life of $10^7$ cycles, which was considered a run-out.
A. Load-life experimental results

The fatigue life experimental data are shown in Figure 3.25. The load-life curves shown in these figures were obtained from a bi-linear regression fit using log–log scale, Figure 3.25(a). Comparing the load-life curves corresponding to TS specimens, i.e., sets A, C, and E, reveals that enlarging the nugget size slightly enhances the fatigue strength.
Comparison between sets A-E and set F indicates that increasing the coupon width and decreasing the mean load improve the fatigue strength in LCF, and this effect gradually diminishes in HCF. Fatigue test results on CT specimens, *i.e.*, set G, show a remarkable drop in fatigue strength, as compared to TS and TS-W specimens, with the same nugget size, *i.e.*, sets E and F. This observation demonstrates that normal cyclic loading of spot-welds is more destructive than shear dominated loading. The endurance limit is 0.34 kN, 0.44 kN, 0.48 kN, 0.72 kN, and 0.16 kN for sets A, C, E, F, and G, respectively. Similar effects have been reported for steel [126] and aluminum [160]. However, recent research reported that increasing the nugget size resulted in decreasing the fatigue strength of spot-welds in AISI304 stainless steel [173]. Lower fatigue strength at larger nugget diameter can be explained by increasing size of porosities and chance of expulsion at higher weld time and welding current which are required for obtaining larger spot-welds.

Figure 3.26 compares fatigue strengths (in terms of load range) for magnesium, aluminum [174,175] and steel [142,143] spot-welds in TS configuration.

Figure 3.26: Comparison between fatigue performance of magnesium, aluminum [174,175] and steel [142,143] spot-welds in TS configuration (d/√t values are in √mm)
The load-life data for aluminum and steel alloys was obtained from the literature so that the $d/\sqrt{f}$ ratio and R-ratio are close to those for magnesium spot-welds (set A). This figure demonstrates that spot-welds of high strength steel alloys (DP600, TRIP600, and HSLA340) have significantly higher fatigue strength in LCF and HCF than magnesium and aluminum spot-welds. The large difference within LCF can be attributed to different modes of failure (fatigue failure modes for Mg spot-welds will be discussed in the next section). Magnesium and aluminum [175] spot-welds fail in interfacial mode, while steel spot-welds fail from the HAZ [142], due to the high strength in the FZ. In HCF regime, coupon failure is the common mode of failure for all the alloys; therefore, the distance between fatigue strengths is diminished. Superior fatigue strength of steel spot-welds in HCF can be related to higher strength in the HAZ. Aluminum alloys (Al5182 and Al-Mg-Si) and AZ31 Mg alloy exhibit overall comparable fatigue strength; aluminum spot-welds have higher strength within HCF and magnesium spot-welds are expected to perform superior in LCF, due to higher static peak load (Figure 3.20).

B. Failure modes

The TS spot-welded specimens failed in three different failure modes under cyclic loading: interfacial, partially-interfacial, and coupon failures.

In the interfacial failure mode, Figure 3.27(a), a crack initiated from the nugget edge in the load-bearing side of the nugget and along the loading direction. The crack then propagated through the nugget until complete separation of coupons, while the crack also grew through the coupon thickness. Therefore, the fatigue strength in this mode of failure depends mainly on the size and strength of the nugget. This failure mode was observed only when a very high cyclic load was applied.

Coupon failure, shown in Figure 3.27(c), is the most common mode of failure in TS specimens. In this failure mode, a crack started either from the BM–HAZ interface or from the BM, with an offset from the nugget edge, depending on the load level. This issue will be discussed in detail in
section 3.4.3. The crack in this mode then propagated through the coupon thickness and extended perpendicular to the loading direction, until the coupons were separated. Fatigue life is therefore independent of nugget strength, but rather depends on cyclic loading level and dimensional parameters, such as sheet thickness. Coupon failure was observed at lower loads, in the intermediate and high cycle regimes.

Figure 3.27: Failure modes in TS specimens under cyclic loading
(a) interfacial (b) partially-interfacial (c) coupon failure

Partially-interfacial failure was a rare mode of failure under cyclic loading, and occurred only as a transition between interfacial and coupon failures. Cracks in this mode, as shown in Figure 3.27(b), nucleated from the same location as for interfacial failure, and grew first inside the nugget and then through the sheet thickness, following the bonding area. It can be seen that, similar to interfacial failure, there was another crack in this mode through the thickness, which was not as critical as the main crack. This mode of failure was observed in a narrow region between very low and low cycle regimes, i.e., when fatigue life was between $3 \times 10^3$ and $10^4$ cycles.

The CT spot-weld specimens failed only in button-pullout mode under cyclic loading, as shown in Figure 3.28. The fatigue crack in this failure mode started from the nugget edge, on the gripping sides of one coupon, and propagated through the sheet thickness, following the FZ and around the
nugget. The spot-weld nugget was left on one coupon and a hole on the other after the coupons were separated. The specimens that failed within LCF exhibited button-pullout failure in both coupons, Figure 3.28(a). However, the CT specimens that failed in HCF showed button-pullout on a single coupon, Figure 3.28(b).

![Fatigue failure modes in CT specimens](image1)

**Figure 3.28:** Fatigue failure modes in CT specimens
(a) \(P_{\text{max}}=1\ \text{kN}, \text{life}=4,618\ \text{cycle} \); (b) \(P_{\text{max}}=0.25\ \text{kN}, \text{life}=798,538\ \text{cycle} \)

The different failure modes in the TS specimens under cyclic loading can be described in terms of crack propagation as related to the applied load. As shown in Figure 3.29, “\(n\)-plane” and “\(t\)-plane” are defined normal and tangent to coupon interface, respectively.

![Tensile–shear specimen](image2)

**Figure 3.29:** Tensile–shear specimen (a) under low load/in high cycle regime and (b) under high load/in low cycle regime.

The mode I SIF is usually considered as the main factor controlling crack growth rate for TS spot-welds [19,127]. Therefore, the load components on the \(t\)- and \(n\)-planes can be considered as major parameters determining crack propagation rates. In HCF, where a small load is cyclically applied to the specimen, Figure 3.29(a), the component of load on the \(n\)-plane, \(P_n\), dominates and the mode I (opening mode) stress intensity factor (SIF) is larger on this plane. Therefore, the crack
propagates faster on the n-plane. Under high cyclic loads, however, bending is more appreciable and the load component on the t-plane ($P'_t$) becomes comparable to that on the n-plane ($P'_n$). Therefore, the stress intensity factors corresponding to these two planes are similar and the cracks grow with similar rates. As the applied load is increased, the chance of interfacial failure rises, which can be seen in Figure 3.27(a). At lower loads, where the stress intensities are of the same magnitude, mixed mode failure on both the t- and n-planes may occur, Figure 3.27(b).

The through-thickness cracks in the interfacial and partially interfacial failure modes are supporting evidence for this interpretation. At very high loads, where the specimen fails in the first loading reversal, i.e., static tests, due to severe bending in coupons, failure happens on the t-plane without a crack on the n-plane (see Figure 3.19).

C. Crack initiation life

Most metals, including magnesium and its alloys, are known as polycrystalline materials, i.e., they are composed of numerous arranged crystals (grains). Several grains are oriented such that slip susceptible planes within those grains are along the maximum shear stress planes. Shear stress may develop parallel planes which tend to move relative to each other. Slip plastic deformation happens when a plane slides against adjacent planes within a grain [176]. As they are the weakest, surface grains are more prone to slip plastic deformation, which produces a micro-crack within a grain [177]. Slip occurs under monotonic and cyclic loadings. Figure 3.30(a) represents coarse slip deformation under static loading in which slip happens on a limited number of planes. For the case of uniaxial loading, maximum shear stress planes make an angle of 45° with the loading direction and slip takes place at about this angle. Figure 3.30(b) displays fine slip deformation under fatigue loading which forms extrusion/intrusion pairs. This is because the slip deformation which happens in a cyclic loading reversal is not recovered when loading is reversed; rather, reverse slip occurs in adjacent planes [177]. Figure 3.30(c) illustrates progressive development of the extrusion/intrusion pairs. As
shown in this figure, cyclic loading may cause coarse slip which gradually becomes finer by activating slip deformation on nearby planes which results in formation of extrusions and intrusions at the surface. Slip plane intrusions are stress concentration sites from where surface fatigue cracks may initiate [176]. Because slip takes place within a grain, fatigue crack initiation is a transgranular rather than an intergranular phenomenon [177]. Surface finish, residual stress and environmental conditions are key factors controlling the resistance to fatigue crack initiation [177].

![Figure 3.30: Slip deformation at metal surface (a) under monotonic loading (b) under cyclic loading (c) slip progression under cyclic loading [176]](image)

From a practical aspect, there is not a unique definition for the fatigue crack initiation. This inconsistency is more evident for welded specimens/structures, especially RSW in which the crack initiation location is not visible. Crack initiation in some studies is assumed when the crack reaches the length of 0.25 mm [134,178] or 18% of the sheet thickness [18]. Crack initiation is related to compliance in some other researches [168,179]. Fatigue crack initiation in the current research is
considered as 5% increase in non-dimensional compliance [180]. Non-dimensional compliance is defined [180] as

\[ E \delta_{amp} t / P_{amp} \]

where \( E \) is the elastic modulus, \( t \) is sheet thickness, \( \delta_{amp} \) is displacement amplitude, and \( P_{amp} \) is load amplitude. Therefore, to obtain crack initiation life for a specimen, compliance should be calculated for the entire test and plotted versus loading cycles. Figure 3.31 schematically represents the compliance curve and how the fatigue crack initiation life is measured.

![Figure 3.31: Illustration of calculating the fatigue crack initiation life](image)

This method was applied to all the experimental points shown in Figure 3.25, and the graph was re-plotted in terms of fatigue crack initiation life, as displayed in Figure 3.32.

Comparing Figure 3.25(b) and Figure 3.32 reveals that the trends are approximately the same for a certain specimen set in the range where (initiation) life is greater than one million cycles. This implies that crack initiation constitutes a major portion of the total life in HCF. For shorter lives, the trends in the load-initiation life graph are steeper than those in the load-life graph. This observation indicates that a significant fraction of the total life is devoted to crack propagation within low and moderate cycle fatigue.
The results for the crack initiation life were normalized by the total life to demonstrate the contribution of crack initiation over different ranges of the fatigue life. Figure 3.33 illustrates the results for various RSW specimen sets.

Figure 3.32: Fatigue experimental results in terms of crack initiation life

Figure 3.33: Crack initiation life portion for different RSW specimens
This graph shows that for $N_f < 10^6$ cycles crack initiation life for magnesium spot-welds in TS configuration (sets A to F) and CT configuration (set G) is around 50% and 30% of the total life, respectively. This fraction increases at higher lives such that for run-out tests, i.e., $N_f > 10^7$ cycles, the crack initiation life is equal to total interrupted life for all spot-weld specimens investigated.
3.4 Cyclic Loading Effects

Three specimen sets (A, C, and E) were chosen to study the effect of cyclic loading. A number of specimens from these sets were analyzed before and after cyclic loading. The results are presented and discussed in the following sections.

3.4.1 Microstructure

Figure 3.34 shows the microstructures of the BM, HAZ and FZ on samples which failed in LCF and HCF.

Comparing these microstructures with Figure 3.8, Figure 3.10 and Figure 3.12 reveals that cyclic loading does not have a significant effect on microstructural features of the BM and the weld region. In particular, the HAZ, which is identified as the most critical spot through finite element simulations to be presented in Chapter 5, does not show a significant change in twin band volume fraction, before or after cyclic loading. This observation confirms that twin deformation in unloading reversals is almost fully recovered in subsequent reloading reversals. It is worth noting that the HAZ does not have the same texture as the BM, as a result of recrystallization; therefore, weaker texture is expected inside the HAZ. Consequently, each loading reversal may cause twinning in some grains and untwinning in some others. The same observation has been reported for AZ31B sheet [52], and ZK60A extrusions for Mg alloys [62].
The graphs in Figure 3.35 compare the hardness profiles for specimens in sets A, C and E under three loading conditions, *i.e.*, before loading and after failure in LCF or HCF. Hardness tests in all cases were performed from the weld center to the BM on one side. “BL” in the graph legend denotes the “before loading” condition.
The profiles in this figure show that hardness does not appreciably vary before and after cyclic
loading, which agrees with the insignificant effect of cyclic loading on the microstructure. Therefore,
it is expected that the BM and the weld area do not show cyclic softening or hardening behavior. This
is similar to advanced high strength steel (AHSS) spot-welds, but is in contrast to HSLA steel spot-
welds, which show cyclic softening behavior in the weld region under high cyclic loads [142].

3.4.3 Crack Initiation and Propagation

Along with the goal of characterizing the fatigue behavior of Mg spot-welds, the effect of cyclic
loading on the fatigue crack initiation point was investigated. As shown in Figure 3.36, the distance
between the nugget edge and the crack initiation site, “L”, is considered as the comparison criterion,
as it is independent of nugget diameter and represents the location of maximum local strain from the bond region.

![Crack initiation point in LCF and HCF](image)

**Figure 3.36: Crack initiation point (a) in LCF (b) in HCF**

The distance $L$ was measured in various specimens from sets A, C, and E, and the results are summarized in Figure 3.37. This graph shows that in the three specimen sets under investigation, crack initiation is closer to the nugget edge in LCF, and as the cyclic load decreases, cracks initiate farther from the nugget. The same observations have been reported for steel spot-welds [1,142].

![Distance between crack initiation point and nugget edge](image)

**Figure 3.37: Distance between crack initiation point and nugget edge**

Cracks in all specimens which failed in LCF nucleated inside the HAZ or at the interface of the HAZ and BM, while in specimens which failed in HCF, cracks initiated in the BM. One of the reasons why nugget size has less pronounced effect on fatigue resistance in HCF (see Figure 3.25) is
that the cracks initiated far from the FZ and therefore nugget size did not have as much of an effect on the stress field at the crack nucleation site.

In terms of fatigue crack propagation, the crack length was measured on the cross-section passing through the center of the spot-welds in different specimens, under low and high cyclic loads. Studying the spot-weld cross-section reveals that there are two cracks on most samples, one on each coupon, on the load bearing side of the weld. In failed specimens, the crack which caused separation in the specimen is referred to as the "primary crack" and the other crack, which is on the opposite side of the weld, is called the "secondary crack". Figure 3.38 shows the primary and secondary cracks in two specimens in set C, under different cyclic loading conditions.

![Figure 3.38: crack propagation in specimens in set C (a) in LCF and (b) in HCF](image)

Figure 3.38 illustrates that in LCF the secondary crack has propagated through the whole coupon thickness, while in the high cycle regime it only propagated a portion of the sheet thickness. Table 3.8 summarizes the crack propagation length in the three sets under investigation.

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Loading condition</th>
<th>Crack propagation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set A</td>
<td>LCF</td>
<td>Cracks on both sides; SC length = t</td>
</tr>
<tr>
<td></td>
<td>HCF</td>
<td>Cracks on both sides; SC length = 0.8t</td>
</tr>
<tr>
<td></td>
<td>Run-out</td>
<td>No crack</td>
</tr>
<tr>
<td>Set C</td>
<td>LCF</td>
<td>Cracks on both sides; SC length = t</td>
</tr>
<tr>
<td></td>
<td>HCF</td>
<td>Cracks on both sides; SC length = 0.3t</td>
</tr>
<tr>
<td></td>
<td>Run-out</td>
<td>No crack</td>
</tr>
<tr>
<td>Set E</td>
<td>LCF</td>
<td>Cracks on both sides; SC length = t</td>
</tr>
<tr>
<td></td>
<td>HCF</td>
<td>Crack on one side</td>
</tr>
<tr>
<td></td>
<td>Run-out</td>
<td>No crack</td>
</tr>
</tbody>
</table>

*SC: Secondary Crack*  
*t: sheet thickness*

In specimens which did not fail, i.e., run-out specimens, no crack was initiated on either side, suggesting that the crack initiation life is a significant portion of the total fatigue life for spot-welds in
HCF, which supports the finding reported in section 3.3.2.2. Also, this is in agreement with work by McMahon and Smith [181].

In terms of primary crack propagation, there is a dependence between the propagation path and cyclic loading amplitude. The primary crack under high cyclic loads, as shown in Figure 3.39(a), grows through the coupon thickness normal to the sheet surface and follows the nugget’s circular shape in the plane of the sheet, and finally extends through the coupon width perpendicular to the loading direction.

![Figure 3.39: Primary crack propagation path under (a) high load, (b) intermediate load, and (c) low load](image)

Figure 3.39(b) shows the crack propagation path under lower loads, i.e., the intermediate cycle regime. This was similar to the path under high loads, except that along the thickness the crack tended toward the nugget and did not follow the nugget shape as much in the plane of the sheet. For loads just above the endurance limit, i.e., lives more than $5 \times 10^5$ cycles, as shown in Figure 3.39(c), crack growth through the thickness was on a curved path and then propagated along the coupon width, almost along a straight line, with an offset from the nugget.
3.5 Discussion: Resistance Spot vs. Friction Stir Spot-Weld

As a part of the fatigue task of the MFERD project, a multinational round-robin experimental program was planned between four separate universities and institutes from Canada, China, and the United States for fatigue testing of friction stir spot-weld (FSSW) specimens. University of Waterloo (UW), Ryerson University (RU), Institute of Material Research (IMR), and Mississippi State University (MSU) participated in this program. Each university was provided with eight specimens by Hitachi America Ltd. Research & Development with the geometry shown in Figure 3.40.

![Figure 3.40: FSSW specimen geometry](image)

In addition to the FSSW testing, UW (the current research) performed the same tests on resistance spot-weld (RSW) specimens, to compare the performance of these two welding processes for Mg sheets. The RSW specimen testing was conducted on the specimen Set F, Figure 3.5(b), and the results were presented earlier in this chapter.

The FSSW process parameters included a spindle speed of 750 rpm, a plunging speed of 20 mm/min, a shoulder plunge depth 0.1 mm, and a holding time of 2.5 sec. Comparing Figure 3.40 with Figure 3.5(b), the geometry of FSSW and RSW specimens was the same, except the nugget size, as a result of the different nature of the welding processes.
Monotonic testing on FSSW specimens was performed with the same conditions as RSW specimens, mentioned in section 3.3.1.2. Two FSSW specimens were tested at Waterloo and the load and displacement histories, as well as the failure mode, were recorded. Table 3.9 compares the monotonic ultimate load for FSSW and RSW specimens.

<table>
<thead>
<tr>
<th></th>
<th>Avg. ultimate load (kN)</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>FSSW</td>
<td>4.66</td>
<td>0.01</td>
</tr>
<tr>
<td>RSW</td>
<td>7.62</td>
<td>0.05</td>
</tr>
</tbody>
</table>

According to this table, there is a noticeable difference between the static ultimate loads. Considering that FSSW and RSW specimens both failed at the interface, the difference was mainly attributed to the bonded area. Although the outer diameter of the bonded area in FSSW specimens (9.7 mm) was very close to the nugget diameter in RSW specimens (10.4 mm), the effective bonded area for FSSW is much less than that for RSW (40 mm² for FSSW and 85 mm² for RSW), due to the tool hole inside the FSSW. In addition, the two welding processes likely result in different strengths in the FZ; this can contribute to the different monotonic ultimate loads.

Similar to RSW specimens, FSSW specimens failed in the interfacial mode under monotonic loading. Figure 3.41 displays a fractured FSSW specimen under monotonic loading.

![Figure 3.41: Failure mode in FSSW under monotonic loading](image)

Fatigue testing was performed at a load ratio, $R=0.1$, for two load levels, $P_{\text{max}}= 1$ kN and 3 kN, with a loading frequency of 5 Hz. Each University conducted fatigue tests on six specimens, three at
each load level. Figure 3.42 compares the load-life results obtained from fatigue testing of FSSW and RSW specimens.

Fatigue lives at the higher load (LCF) are very similar for the two welds. At the lower load (HCF), RSW exhibits slightly superior performance. Having a run-out test for RSW at $P_{\text{max}}=1$ kN indicates that the endurance limit is very close to this load level.

Figure 3.43 illustrates the failure modes in FSSW and RSW specimens under low and high cyclic loads. FSSW specimens failed in the coupon under low cyclic load, and in the interfacial mode under high cyclic load. Coupon failure was the only mode of failure for RSW specimens.

<table>
<thead>
<tr>
<th>Max. Load</th>
<th>FSSW</th>
<th>RSW</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 kN</td>
<td><img src="image1" alt="FSSW Failure Mode" /></td>
<td><img src="image2" alt="RSW Failure Mode" /></td>
</tr>
<tr>
<td>3 kN</td>
<td><img src="image3" alt="FSSW Failure Mode" /></td>
<td><img src="image4" alt="RSW Failure Mode" /></td>
</tr>
</tbody>
</table>

**Figure 3.43: Fatigue failure modes in FSSW and RSW specimens**

With the same failure modes in HCF, the superior performance of RSW specimens can be attributed to a larger outer nugget diameter for RSW specimens, which results in more stiffness, less coupon bending, and less normal stress in the coupons.
3.6 Summary

Material characterization was performed from microstructural and mechanical points of view. The material under investigation was AZ31B-H24 Mg alloy. Several spot-welds with different configurations and nugget sizes were studied.

Microstructure and hardness testing was performed on the BM and different regions in the spot-welds. It was shown that grains are equiaxed within the BM as a result of post-rolling heat treatment. The average grain size in the BM was 5 µm along both the RD and the TD. The HAZ possessed a gradient in grain size from 6 to 10 µm, which increased toward the FZ due to higher annealing temperatures and time. The PMZ was identified as the interfacial region between the HAZ and FZ. The main feature associated with the PMZ was liquation and intermetallic formation at grain boundaries as a result of higher aluminum content. The core of the FZ had an equiaxed dendritic microstructure with intermetallics gathered at interdendritic regions. Hardness profiles were generated for different spot-welds through micro-indentation Vickers hardness testing. The results revealed that magnesium spot-welds, in contrast to steel and aluminum spot-welds, had a substantially uniform hardness distribution.

Monotonic testing was conducted on the BM and spot-welded specimens. Monotonic testing of the BM demonstrated asymmetric hardening behavior under tension and compression, which was attributed to the textured microstructure of wrought magnesium alloys. Hardening behavior of AZ31B under uniaxial in-plane tension was concave-down, i.e., could be modeled with power-law equation, as a result of the slip deformation mode. However, the flow curve under uniaxial in-plane compression had a concave-up shape, due to twinning plastic deformation. Monotonic testing of the BM in RD and TD showed in-plane anisotropy. Monotonic testing was also performed on spot-welded specimens in the TS and CT configurations. Interfacial and partially-interfacial were the failure modes for the TS specimens, and button-pullout and coupon failure were the modes of failure for CT specimens. Similar to spot-welds of steel and aluminum, a linear relationship was found between ultimate tensile shear load and nugget diameter for magnesium spot-welds.
Fatigue testing was conducted on the BM in the RD in fully-reversed strain-control conditions. An unusual asymmetric shape of the hysteresis loop was the key feature of the cyclic behavior, which was more pronounced at high strain amplitudes. The inflection point on the reloading curve, *i.e.*, tension following compression, became distinguishable at high strain amplitudes due to saturation of untwinning deformation. An increase in hardening rate after the inflection point was related to the activation of non-basal slip or compression twin mechanisms of plastic deformation.

Fatigue testing of different spot-weld specimens showed that enlarging the nugget size slightly enhanced the fatigue strength in LCF, but this effect becomes less pronounced in HCF. It was also demonstrated that increasing the coupon width and decreasing the mean load improved the fatigue strength in LCF, but this effect gradually diminished in HCF. Fatigue test results on CT specimens showed a remarkable drop in fatigue strength, as compared to TS specimens with the same nugget size. Fatigue failure modes in TS spot-weld specimens include interfacial, partially-interfacial, and coupon failure, while the CT spot-weld specimens failed only in the button-pullout mode under cyclic loading.

Fatigue crack initiation behavior was studied for spot-welded specimens. Crack initiation life was calculated for all experimental data points. The criterion for crack initiation in the current research was a 5% increase in non-dimensional compliance. It was shown that, for the cases that total fatigue life was less than one million cycles, crack initiation lives for TS and CT spot-welded specimens was around 50% and 30% of the total life, respectively. This fraction increased at higher lives, such that for run-out tests, the crack initiation life was equal to the interrupted life for all spot-welded specimens investigated. Fatigue crack initiation location depended on the load level. Under high cyclic loading, cracks initiated close to the nugget edge; decreasing the cyclic load caused the cracks to initiate farther from the nugget. In run-out specimens, no crack was detected; this observation supported the conclusion that the crack initiation life was a significant portion of the total fatigue life of spot welds in the high cycle regime.
Chapter 4

Cyclic Plasticity Modeling of AZ31B

As discussed in the previous chapter, wrought magnesium alloys in general, and AZ31B sheet in particular, deform with dissimilar plastic deformation mechanisms under different loading conditions, which causes non-regular mechanical behavior. As a result, these materials do not follow the well-known material models implemented in commercial finite element packages. Therefore, a successful elastic-plastic FE simulation of wrought Mg structures requires developing a user material model which can properly simulate the material behavior. Because the final aim in this research is to model the fatigue behavior of Mg structures, cyclic plasticity theory needs to be employed in the material modeling. This chapter covers the theory, formulation, and implementation of a cyclic plasticity-based constitutive model for simulating the fatigue behavior of AZ31B. The model is verified at the end of this chapter.
4.1 Constitutive Modeling of AZ31B

4.1.1 Introduction

Stress analysis of structures under a small load can be accomplished employing theory of elasticity, i.e., the assumption of linear-elastic material behavior. This assumption implies that the deformation or strain is fully recovered upon load removal. However, higher loads result in permanent deformation, indicating that the stress-strain relationship is no longer linear. Therefore, a realistic general solution requires application of the theory of plasticity through an elastic-plastic analysis.

There are two main approaches in the theory of plasticity: total deformation, and incremental plasticity. The total deformation approach has a simple formulation, but the drawback is that plastic strain components are obtained from the final values of stress components, regardless of stress history. Therefore, this approach is solely applicable to proportional loading. Incremental plasticity, however, relates increments of strains to stresses; hence it depends on load history. Incremental plasticity is a more promising approach for non-proportional (including cyclic) loading. However, more complex formulation and implementation are involved in this approach.

The theory of plasticity, regardless of the approach, includes three fundamental components: yield criterion or function, flow rule, and hardening rule. Yield criterion is a function of stress components, and specifies when initial yielding occurs. Flow rule determines the components or direction of plastic strain or plastic strain increment. Hardening rule dictates how the yield surface evolves during plastic loading. These concepts are explained in more details in the following sections.
4.1.2 Yield Function

4.1.2.1 Introduction

The yield function defines the elastic limit of a material under general stress states. For the simple case of uniaxial loading, the yield function is reduced to a value, i.e., a point on the uniaxial stress-strain curve. Under biaxial loading, the yield function is represented as a curve in two-dimensional stress space, and in the case of multi-axial loading a surface defines the yield boundary, which is also called the yield surface. The majority of experimental results on metals show that hydrostatic tensile and compressive stresses do not change the yield surface [92,182]. Therefore, yield surfaces have cylindrical or prismatic shapes oriented along the hydrostatic stress axis ($\sigma_1 = \sigma_2 = \sigma_3$). However, a number of geo-materials such as soil, rock and concrete exhibit hydrostatic pressure dependence [182].

The most well-known yield functions, including Tresca, von Mises, coulomb-Mohr, and Drucker-Prager, are briefly introduced in following sections. A newly-developed asymmetric yield function, Cazacu-Barlat, is also explained.

4.1.2.2 Tresca

Henri Tresca in 1864 [94] proposed the first yield criterion for metals under multi-axial loading. This yield criterion states that yielding begins when the maximum shear stress reaches the shear stress at the yield point in a uniaxial tensile test. The Tresca yield criterion in terms of principal stresses can be stated as

$$\max \left( \frac{1}{2} |\sigma_1 - \sigma_2| , \frac{1}{2} |\sigma_2 - \sigma_3| , \frac{1}{2} |\sigma_3 - \sigma_1| \right) = \frac{S_y}{2} \quad (4.1)$$
where $\sigma_1$, $\sigma_2$, $\sigma_3$ are principal stresses, and $S_y$ is the uniaxial yield strength. Tresca yield surface for plane-stress state, $\sigma_3 = 0$, is shown in Figure 4.1. This figure shows that the Tresca yield criterion assumes symmetric yield stresses under tension and compression.

![Figure 4.1: Tresca yield surface for plane-stress state](image)

The Tresca yield surface in the three-dimensional principal stress space is a hexagonal prism oriented along hydrostatic axis with infinite length, as shown in Figure 4.2(b). This means that the Tresca yield criterion is pressure-independent, and applicable to metals.

### 4.1.2.3 von Mises

Richard E. von Mises in 1913 [95] developed the most common yield criterion for ductile materials. This yield criterion predicts that yielding begins when the distortion energy per unit volume reaches the distortion energy per unit volume in a uniaxial tensile test at the yield point [183]. The von Mises yield criterion in terms of principal stresses can be expressed as

$$\sqrt{1/2 \left[ (\sigma_1 - \sigma_2)^2 + (\sigma_2 - \sigma_3)^2 + (\sigma_3 - \sigma_1)^2 \right]} = S_y.$$ 

(4.2)

The von Mises yield surface for plane-stress state is illustrated in Figure 4.2(a) and compared with the Tresca yield surface. This figure shows that the von Mises yield function is applicable to materials with symmetric yielding under tension and compression. This figure also demonstrates that the Tresca yield criterion is more conservative as compared to the von Mises.
Figure 4.2: von Mises and Tresca yield surfaces (a) two-dimensional space (b) three-dimensional space

Figure 4.2(b) compares the von Mises and Tresca yield surfaces in three-dimensional principal stress space. This figure illustrates that, similar to the Tresca, the von Mises yield surface is pressure-independent.

### 4.1.2.4 Coulomb-Mohr

The Coulomb-Mohr yield criterion, similar to the Tresca criterion, is based on the maximum shear stress. It can be mathematically expressed as

\[
m + \frac{1}{2} \max \left[ |\sigma_1 - \sigma_2| + K(\sigma_1 + \sigma_2), |\sigma_2 - \sigma_3| + K(\sigma_2 + \sigma_3), |\sigma_3 - \sigma_1| + K(\sigma_3 + \sigma_1) \right] = S^C_y
\]

(4.3)

where \( m = \frac{S^T_y}{S^C_y} \), \( K = \frac{m-1}{m+1} \), and \( S^T_y \) and \( S^C_y \) are uniaxial yield strengths under tension and compression, respectively.

The Coulomb-Mohr criterion is essentially a generalized form of the Tresca criterion, because it considers asymmetric yielding under tension and compression, Figure 4.3(a). Moreover, the Coulomb-Mohr criterion assumes that the critical value for shear stress changes with hydrostatic stress (\( \sigma_{hyd} = \frac{1}{3} \sum_{i=1}^{3} \sigma_{ii} \)). Therefore, the Coulomb-Mohr criterion is pressure-dependent, and has a conical prism shape in three-dimensional stress space with a hexagonal cross-section, as shown in Figure 4.3(b).
This yield function is mostly used to model geo-materials, for which the yielding behavior is pressure-dependent.

### 4.1.2.5 Drucker-Prager

The Drucker-Prager yield function is based on distortion energy, and is a modification of the von Mises criterion. This yield function in terms of principal stresses is stated as

\[
\left( \frac{m-1}{2} \right) (\sigma_1 + \sigma_2 + \sigma_3) + \left( \frac{m+1}{2} \right) \sqrt{\frac{(\sigma_1 - \sigma_2)^2 + (\sigma_2 - \sigma_3)^2 + (\sigma_3 - \sigma_1)^2}{2}} = S_{\gamma}^c
\]

(4.4)

where \( m = \frac{S_{\gamma}^c}{S_{\gamma}^p} \).

Figure 4.4(a) compares the Drucker-Prager and Coulomb-Mohr yield criteria. It can be seen that the Drucker-Prager yield criterion, similar to Coulomb-Mohr, can model materials with asymmetric yielding in tension and compression. Equation (4.4) and its graphical illustration in Figure 4.4(b) indicate that the Drucker-Prager yield criterion depends on hydrostatic stress. Therefore, it is not applicable to the majority of metals which exhibit pressure-independent yielding behavior.
4.1.2.6 Cazacu-Barlat

Cazacu and Barlat in 2004 [104] proposed the first macroscopic asymmetric yield criterion for pressure-independent materials, which is a generalized form of the von Mises yield criterion. This yield function for isotropic materials is of the form

\[ f = (J_2)^{3/2} - C J_3 \]  \hspace{1cm} (4.5)

where \( J_2 = \frac{1}{2} tr(S^2) \) and \( J_3 = \frac{1}{3} tr(S^3) \) are the second and third invariants of deviatoric stress tensor \( S \), respectively. Deviatoric stress is obtained by subtracting hydrostatic stress from the Cauchy stress tensor, \( S_{ij} = \sigma_{ij} - \sigma_{hyd} \delta_{ij} \), where \( \delta_{ij} \) is the Kronecker delta. The symbol \( tr \) stands for the trace operator, \( tr(A) = \sum_{k=1}^{3} A_{kk} \). Parameter \( C \) is a material constant, representing the yielding asymmetry, and is obtained from

\[ C = \frac{3\sqrt{3}}{2} \left( \frac{S_y^{1/3} - S_y^{3/3}}{S_y^{1/3} + S_y^{3/3}} \right) \]  \hspace{1cm} (4.6)

For materials with symmetric yielding, \( i.e., S_y^c = S_y^c \) or \( C = 0 \) the Cazacu-Barlat yield criterion reduces to the von Mises yield criterion. To ensure convexity of the yield surface, the parameter \( C \) has

---

1 Regular and bold symbols in this thesis represent scalar and tensorial variables, respectively.
to be within the range: \( C \in \left[ -3\sqrt{3}/2 , 3\sqrt{3}/4 \right] \). The concept of convexity will be explained later in section 4.1.3.2. Figure 4.5 illustrates the effect of parameter \( C \) on the shape of the yield surface.

![Figure 4.5: Cazacu-Barlat yield criterion for plane-stress state [104]](image)

The equivalent stress corresponding to this yield function is given by

\[
\tilde{\sigma} = A\left[(J_2)^{3/2} - C J_3\right]^{1/3}
\]  

(4.7)

where \( A \) is a parameter that is found such that the equivalent stress, \( \tilde{\sigma} \), is equal to the stress under uniaxial tensile loading. For isotropic materials, \( A = 3 \left(3^{3/2} - 2c\right)^{-1/3} \).

The Cazacu-Barlat yield criterion was adopted in this research, because it considers yielding asymmetry and is hydrostatic stress-independent. A more general form of this yield criterion has been developed by Cazacu and Barlat for anisotropic materials [104], however, it is not presented in this section, because anisotropy of AZ31B sheet is neglected for cyclic behavior in this research, as discussed in the previous chapter.
4.1.3 Flow Rule

The flow rule in theories of plasticity determines how the material deforms after reaching the yield surface. In other words, it specifies the components of plastic strain or plastic strain increment. The majority of plasticity models assume that the plastic strain vector is normal to a surface, called the plastic potential. Plastic potential may or may not be the same as the yield surface (this will be explained in section 4.1.3.2). This division results in associated and non-associated flow rules. These flow rules will be described in more detail in this section, with more emphasis on the associated flow rule, which was employed in the current research. First, Drucker’s stability postulate will be explained briefly as the basis for the associated flow rule.

4.1.3.1 Drucker’s stability postulate

Let us consider an element of a material, loaded from the elastic region (point $A_0$) to the elastic-plastic region (point $A_2$), and unloaded to the same stress point (point $A_3$), as shown in Figure 4.6. Point $A_1$ corresponds to the yield point before loading.

![Figure 4.6: Loading and unloading in stress space [92]](image)

Assuming an infinitesimal plastic strain ($de^p$) during loading, the plastic work per unit volume in this cycle is

$$dW^p = \dot{\phi} \sigma \cdot de^p. \quad (4.8)$$
Drucker’s stability postulate states that a material is stable if for any arbitrary start point \((A_0)\), located inside the elastic region, the plastic work is positive. Figure 4.7 illustrates this loading cycle on the uniaxial stress-strain curve for stable and unstable materials.

According to Figure 4.7, Drucker’s stability postulate for uniaxial loading may be expressed as

\[
dW^p = (\sigma_1 - \sigma_0)d\varepsilon^p + \frac{1}{2}d\sigma d\varepsilon^p > 0 ,
\]  
(4.9)

or for general loading may be written as

\[
dW^p = (\sigma_1 - \sigma_0) d\varepsilon^p + \frac{1}{2}d\sigma d\varepsilon^p > 0 .
\]  
(4.10)
To satisfy the above inequality, both terms in equation (4.10) have to be positive. Two basic concepts in the theory of plasticity are consequences of the Drucker’s postulate. Classification of flow rules into associated and non-associated is based on these concepts. The implications of the Drucker’s postulate are described in the next section.

4.1.3.2 Associated vs. Non-associated flow rule

According to Drucker’s postulate, two conditions have to be satisfied to establish the stability of a material

\[
\begin{align*}
(\sigma_1 - \sigma_0) \, d\varepsilon^p &> 0, \\
\frac{d\sigma}{d\varepsilon^p} &> 0.
\end{align*}
\]  

(4.11)

The first condition implies that any arbitrary vector \((\sigma_1 - \sigma_0)\) and plastic strain increment vector \((d\varepsilon^p)\) have to make an acute angle. According to Figure 4.8, this condition results in “convexity” of the yield surface.

**Figure 4.8: Drucker’s postulate conclusions (a) convex yield surface (b) concave yield surface [92]**

The second condition means that the angle between the stress increment vector \((d\sigma)\) and plastic strain increment vector \((d\varepsilon^p)\) must be acute. The stress increment vector for plastic loading may have any direction, as long as it lies outside the current yield surface. Therefore, the plastic strain
increment vector has to be perpendicular to the yield surface, i.e., parallel to the yield surface gradient vector, as shown in Figure 4.8(a). This implication of Drucker’s criterion is the so-called “normality rule”.

The concept of “plastic potential” was developed by Mises in 1928 [54]. Plastic potential, \( g(\sigma_{ij}) \), is a function of stress components, and the plastic strain increment vector is proportional to the gradient of this function. Therefore, the relationship between plastic strain components and stress components, i.e., the “flow rule” is

\[
d\varepsilon_{ij}^p = d\lambda \frac{\partial g(\sigma_{ij})}{\partial \sigma_{ij}}. \tag{4.12}
\]

where \( d\lambda \) is a scalar, usually called the “plastic multiplier”. If the plastic potential is the same as the yield function, the flow rule will be associated with the yield criterion. The flow rule in this case is a so-called “associated flow rule”, and may be expressed as

\[
d\varepsilon_{ij}^p = d\lambda \frac{\partial f(\sigma_{ij})}{\partial \sigma_{ij}}. \tag{4.13}
\]

If the plastic potential is different from the yield function, the flow rule is called a “non-associated flow rule”. A non-associated flow rule is usually applied to materials that have pressure-dependent yielding behavior, such as geo-materials [92,185]. Considering that magnesium is a pressure-independent material [104], an associated flow rule was adopted in this study. The flow rule associated with the Cazacu-Barlat yield function is derived in appendix A.

4.1.4 Hardening Rule

While the yield function defines the initial yield surface, the hardening rule governs the yield surface change during plastic deformation. Hardening rules often assume that the change in yield surface is limited to translation and/or expansion, without any change in the yield surface shape and
orientation. The effect of the hardening rule on elastic-plastic solution is significant for problems involving complex loading such as non-proportional loading, unloading, and cyclic loading. The most common hardening rules are isotropic hardening, kinematic hardening, and combined hardening. These hardening rules are described in the following sections.

4.1.4.1 Isotropic hardening

As the simplest work-hardening model, the isotropic hardening rule assumes that materials harden uniformly in all directions during plastic deformation. In other words, the initial yield surface solely evolves by expansion, without any distortion or translation. Therefore an isotropic material remains isotropic after plastic deformation. The isotropic hardening rule can be written in the following general form

\[
f(\sigma) = \kappa(\varepsilon^p) \quad \text{or} \quad f(\sigma_{ij}) = \kappa(\varepsilon^p),
\]

where \( \kappa > 0 \) represents the size of the yield surface, and is a function of the equivalent plastic strain, \( \varepsilon^p \). Equivalent plastic strain is the summation of equivalent plastic strain increments, \( \varepsilon^p = \int d\varepsilon^p \), which may be related to plastic strain increments, \( d\varepsilon_{ij}^p \), through the normality rule.

![Figure 4.9: Yield surface evolution and reverse yielding under uniaxial loading for isotropic hardening](image-url)
Figure 4.9 shows the evolution of the yield surface for the von Mises yield function. This figure also shows the predicted onset of yielding in unloading, point B, for the uniaxial tension-compression case. As can be seen in this figure, the isotropic hardening rule predicts symmetric yielding in reverse yielding, and does not account for the Bauschinger effect. The Bauschinger effect refers to a special behavior of materials, when yielding in one direction reduces the yield strength in the opposite direction, which is observed in most structural materials [182]. Therefore, isotropic hardening is not a suitable hardening rule for problems dealing with unloading or cyclic loading.

### 4.1.4.2 Kinematic hardening

The kinematic hardening rule models the evolution of the yield surface by a rigid body translation in stress space, without changing the size and shape of the yield surface. This hardening rule was proposed to account for the Bauschinger effect. Figure 4.10 shows the evolution of the yield surface for the von Mises yield function under uniaxial loading.

![Graph showing yield surface evolution and reverse yielding under uniaxial loading for kinematic hardening](image)

**Figure 4.10: Yield surface evolution and reverse yielding under uniaxial loading for kinematic hardening**

If the initial yield surface is defined as \( f(\sigma_{ij}) = \kappa \), the subsequent yield surface will be

\[
f(\sigma - \alpha) = \kappa \quad , \quad f(\sigma_{ij} - \alpha_{ij}) = \kappa,
\]  
(4.15)
where $\mathbf{a}$ is a tensor representing the center of the yield surface, usually called the "back stress", or "shift tensor". The Parameter $\kappa$, which determines the size of the yield surface, is constant in this model, while $\mathbf{a}$ evolves during plastic deformation. Therefore, a kinematic hardening model must include a strategy to define the evolution of the back stress. In what follows, two of the most popular models for back-stress evolution are introduced.

A. Prager’s rule

Prager in 1955 [186] developed a model for evolution of the back stress, $\mathbf{a}$, in which the yield surface translates along the plastic strain increment tensor, $d\mathbf{e}^p$, or normal to the yield surface at the loading point. The constitutive equation for this hardening rule is of the form

$$d\alpha_{ij} = \xi d\varepsilon_{ij}^p,$$

where $\xi$ is a scalar. Prager’s hardening rule for uniaxial loading is illustrated in Figure 4.11 for the von Mises yield function.

![Figure 4.11: Prager’s kinematic hardening rule for uniaxial tension](image)

A drawback of this hardening rule is that uniaxial loading results in a multi-axial translation of the yield surface, due to the fact that the plastic strain increment tensor, $d\varepsilon_{ij}^p$, has three non-zero normal components under uniaxial loading, i.e., $d\varepsilon_{22}^p = d\varepsilon_{33}^p = -\frac{1}{2} d\varepsilon_{11}^p$ for loading in the 1-direction. This consequence of Prager’s rule implies that, during uniaxial loading, materials soften or harden in lateral directions, which is not supported by experimental results [93].
B. Zielger’s rule

To overcome deficiencies in Prager’s hardening rule, Shield and Ziegler in 1958 [187] proposed a model which assumes that the yield surface translates in the radial direction. This model is expressed as

\[ d\alpha_{ij} = d\mu (\sigma_{ij} - \alpha_{ij}) , \]  

in which \( d\mu \) is a positive scalar. Figure 4.12 shows the evolution of back stress according to Ziegler’s rule for uniaxial and biaxial loading.

As can be seen in Figure 4.12(a), the yield surface using Ziegler’s rule translates only in the loading direction under uniaxial loading.

Figure 4.12: Ziegler’s hardening rule (a) uniaxial loading (b) biaxial loading

4.1.4.3 Combined hardening

Conventional isotropic and linear kinematic hardening models successfully represent hardening behavior of materials under proportional loading. However, the hardening behavior under complex loading paths, e.g., cyclic loading, is not reasonably explained by these hardening rules. As a result, realistic modeling of engineering materials under cyclic loading has attracted many researchers’ attention in recent years [93]. A number of constitutive models were developed to address this need.
during the past five decades. Single-surface model proposed by Armstrong and Frederick [112], multi-surface model proposed by Mroz [114], and two-surface model developed by Dafalias and Popov [117] are among the major attempts toward this goal. The single-surface model produces nonlinear hardening behavior by adding a term to Prager’s linear kinematic hardening rule. The multi-surface model involves multiple yield surfaces with Prager’s linear kinematic hardening rule between each two subsequent yield surfaces. Therefore, the predicted flow curve is piecewise linear. In contrast, the two-surface model employs two yield surfaces with continuous updating the hardening between the two surfaces.

The hardening rule often adopted in the two-surface model is a combination of isotropic and kinematic hardening, so-called “combined hardening”. This means that the yield surface both expands and translates during plastic deformation. Therefore, two hardening parameters ($\alpha_{ij}$ and $\bar{\varepsilon}^P$) are involved in this hardening model. The combined hardening rule can be formulated as

$$f(\sigma_{ij} - \alpha_{ij}) = \kappa(\bar{\varepsilon}^P).$$  \hspace{1cm} (4.18)

Yield surface evolution based on the combined hardening rule is illustrated in Figure 4.13, for the von Mises yield function in two-dimensional principal stress space. Translation of the yield surface is according to Ziegler’s rule in this figure.

![Figure 4.13: Combined hardening rule](image-url)
As presented in chapter 3, AZ31B magnesium sheet exhibits complicated cyclic hardening behavior, which cannot be modeled by either isotropic or kinematic hardening rules. Hence, a nonlinear hardening rule is essential to reasonably model the complex hardening behavior. The two-surface constitutive model with a combined hardening rule was adopted in the current research as it provides smooth hardening behavior, and less complexity is involved in the implementation. The two-surface plasticity model is presented in the next section.

### 4.1.5 Two-Surface Plasticity

Dafalias and Popov in 1976 [117] proposed a constitutive plasticity model to represent the uniaxial cyclic stress-strain curve. As mentioned above, this model uses only two yield surfaces and introduces an algorithm for continuous updating of the plastic modulus.

To describe a stress-strain curve, the slope of the curve is needed at the current point, for which stress or strain is also known (depending on whether a stress- or strain-control approach is being used). According to relationship between different uniaxial moduli

$$\frac{1}{E^t} = \frac{1}{E} + \frac{1}{E^p}, \quad (4.19)$$

the slope of a stress-strain curve at a particular point, \textit{i.e.}, tangent modulus ($E^t$), is determined by knowing the constant elastic modulus ($E$) and the slope of the uniaxial stress-plastic strain curve, \textit{i.e.}, plastic modulus ($E^p$). Hence, plastic modulus has a prominent role in obtaining the correct stress-strain curve. Because plastic modulus changes during inelastic loading, it should be a function of some variables related to plastic deformation, the so called plastic internal variables.

Dafalias and Popov investigated experimental results on grade 60 steel under random cyclic loading, Figure 4.14, and noticed the three following features,
Figure 4.14: Experimental hysteresis loops for random cyclic loading [117]

1. Stress-strain curves, regardless of previous plastic deformation history, converge to two curves, \( XX' \) and \( YY' \) in tension and compression, respectively. This implies that a bounding surface exists. Since the bounding curves do not have to be straight lines, the bounding slope may change with plastic straining. Therefore, plastic strain is one of the plastic internal variables.

2. Points with the same distance to the bounding curves have the same slope. For instance, points \( G_1 \) to \( G_4 \) with the same distance to \( XX' \) bounding line have the same slope. This suggests that the distance between the loading and bounding surface is a determining factor for the slope, and is one of the plastic internal variables.

3. Although point \( G_0 \) is located at the same distance to the \( XX' \) bounding line as \( G_1 \) and \( G_4 \), the slope is quite different at this point. This could be related to the most recent yield point, which in the case of \( G_1 \) to \( G_4 \) is \( E_1 \) to \( E_4 \), with almost the same distance to the bounding line. However, the yield point for \( G_0 \) is \( C_6 \), with a noticeably larger distance to the bounding line. This means that the distance between the most recent yield point and the bounding line should be considered as another plastic internal variable.
These observations establish the bases for the two-surface plasticity model, and result in the following definition for the plastic modulus

\[ E^p = E^p(\varepsilon^p, \delta, \delta_{in}) \]

where \( \delta \) is the distance between the current point on the loading surface and the corresponding point on the bounding surface, hereafter referred to as the “gap”, and \( \delta_{in} \) is the distance between the most recent onset of yielding and the corresponding point on the bounding surface, usually referred to as the “initial gap”. The initial gap has to be updated each time reversed yielding happens. The plastic modulus has upper and lower limit values as follows

\[ \delta \to \delta_{in} , \ E^p \to \infty \]

\[ \delta \to 0 , \ E^p = E^p(\varepsilon^p) \]

where \( E^p \) is the plastic modulus on the bounding line. Figure 4.15(a) shows the parameters introduced in the two-surface model in stress-plastic strain space for uniaxial loading. \( E^\alpha \) and \( E^A \) are hardening moduli associated with the back stress of the loading surface (\( \alpha \)) and the back stress of the bounding surface (\( A \)), respectively, and are defined as follows for uniaxial loading

\[ E^\alpha = \frac{d\alpha}{d\varepsilon^p} \]
\[ E^A = \frac{dA}{d\varepsilon^p} \]

Figure 4.15(b) illustrates the two-surface model in principal stress space (sectioned by the \( \pi \)-plane) for the von Mises yield function. The deviatoric plane or \( \pi \)-plane (\( \sigma_1 + \sigma_2 + \sigma_3 = 0 \)) is the plane normal to the hydrostatic axis (\( \sigma_1 = \sigma_2 = \sigma_3 \)).
Before dealing with constitutive equations, one of the basic assumptions in incremental plasticity should be introduced. This assumption is called “consistency”, and was defined by Prager [188].

The consistency condition indicates that the stress point or stress state has to remain on the active yield surface in stress space during plastic deformation. To explain the mathematical indication of this condition, the combined hardening model, equation (4.18), is considered. An infinitesimal stress increment \( d\sigma \) during plastic deformation results in changes of hardening parameters to \( d\alpha \) and \( d\bar{\varepsilon}^P \). To satisfy the consistency condition, equation (4.18) has to hold in the new state

\[
 f(\sigma + d\sigma - \alpha - d\alpha) - \kappa(\bar{\varepsilon}^P + d\bar{\varepsilon}^P) = 0 \quad .
\]

(4.25)

This equation can be expanded as

\[
 f(\sigma + d\sigma - \alpha - d\alpha) - \kappa(\bar{\varepsilon}^P + d\bar{\varepsilon}^P) =
 f(\sigma - \alpha) - \kappa(\bar{\varepsilon}^P) + \frac{\partial f(\sigma - \alpha)}{\partial(\sigma - \alpha)} : d\sigma - \frac{\partial f(\sigma - \alpha)}{\partial(\sigma - \alpha)} : d\alpha - \frac{d\kappa}{d\bar{\varepsilon}^P} d\bar{\varepsilon}^P = 0 \quad .
\]

(4.26)

Operator “：“ denotes the inner product of two vectors.
Comparing equations (4.18) and (4.26) results in
\[
\frac{\partial f(\sigma - \alpha)}{\partial (\sigma - \alpha)} : \mathbf{d\sigma} - \frac{\partial f(\sigma - \alpha)}{\partial (\sigma - \alpha)} : \mathbf{d\alpha} - \frac{d\kappa}{d\bar{\varepsilon}^p} \mathbf{d\varepsilon}^p = 0.
\] (4.27)

Equation (4.27) is often referred to as the consistency condition.

The equations governing a plasticity problem are derived in the following sections for stress- and strain-control problems, separately.

4.1.5.1 Constitutive equations for stress-control problems

Stress-control problems are those in which all variables from the previous increment are known, as well as the stress increment for the current increment. The variables to be found include elastic and plastic strain increments, and back-stress increments for loading and bounding surfaces, which make the current increment fully determined.

To obtain the constitutive equations, the following forms are considered for the yield and bounding surfaces with combined isotropic-kinematic hardening
\[
f(\sigma - \alpha) - \kappa(\bar{\varepsilon}^p) = 0,
\] (4.28)
\[
F(\Sigma - A) - K(\bar{\varepsilon}^p) = 0,
\] (4.29)
where \(\sigma\) is the stress state on the loading surface, \(f\). Variables \(\alpha\) and \(A\), and \(\kappa\) and \(K\) are centers and sizes of loading and bounding surfaces, respectively. \(\Sigma\) is the stress point on the bounding surface, \(F\), corresponding to \(\sigma\) on the loading surface. A reasonable method to obtain \(\Sigma\) is finding a point on the bounding surface with the same normal vector as the loading surface at the current stress point \((\sigma)\), which means
\[
\lambda \frac{\partial f}{\partial \sigma} = \Lambda \frac{\partial F}{\partial \Sigma},
\] (4.30)
where \(\lambda\) and \(\Lambda\) are scalar factors.
The multi-axial plastic modulus \( (K^p) \), similar to the uniaxial plastic modulus \( (E^p) \), has the following form

\[
K^p = K^p(\bar{\varepsilon}^p, \delta, \delta_{in}) .
\] (4.31)

To ensure that the loading and bounding surfaces do not intercept each other, the translation vector must be defined such that the surfaces meet at points with the same normal vectors. Therefore, as shown in Figure 4.15(b), the relative translation of loading and bounding surfaces should be

\[
dA - d\alpha = -d\mu (\Sigma - \sigma) ,
\] (4.32)
in which \( d\mu \) is a scalar. Back stress evolution of the yield surface may follow any of Prager’s, Ziegler’s or another flow rule. The following back-stress evolution law was proposed by Khan et al. [93]

\[
d\alpha = \frac{K_\alpha}{K^p} \frac{(n:d\sigma)}{n:v} v ,
\] (4.33)

where \( K_\alpha \) is the hardening modulus of \( \alpha \), and \( v \) is a unit vector in the translation direction of the yield surface. Substituting \( d\alpha \) from equation (4.33) into the consistency condition, equation (4.27), after some manipulations results in

\[
K_\alpha = K^p \left[ 1 - \frac{(dx/d\bar{\varepsilon}^p)d\bar{\varepsilon}^p}{(df/d\sigma; df/d\sigma)^{1/2}(n:d\sigma)} \right] ,
\] (4.34)

where \( n \) is the unit normal vector to the yield surface

\[
n = \frac{(df/d\sigma)}{(df/d\sigma; df/d\sigma)^{1/2}} .
\] (4.35)

Similarly, the consistency condition on the bounding surface yields

\[
\frac{\partial F(\Sigma-A)}{\partial (\Sigma-A)} : d\Sigma - \frac{\partial F(\Sigma-A)}{\partial (\Sigma-A)} : dA - \frac{dK}{d\bar{\varepsilon}^p} d\bar{\varepsilon}^p = 0 .
\] (4.36)
The multiplier $d\mu$ is obtained by substituting $dA$ from equation (4.32) into equation (4.36) and rearranging

$$
d\mu = \frac{\partial F(\Sigma - A)/\partial (\Sigma - A) \cdot d\alpha + (dK/d\bar{\epsilon}^P) d\bar{\epsilon}^P - \partial F(\Sigma - A)/\partial (\Sigma - A) \cdot d\Sigma}{\partial F(\Sigma - A)/\partial (\Sigma - A) \cdot (\Sigma - \bar{\sigma})}.
$$

(4.37)

Back stress increments for the yielding and bounding surfaces are found by substituting equation (4.34) into equation (4.33), and equation (4.37) into equation (4.32), respectively.

Infinitesimal strain increment can be divided into elastic and plastic strain increments (additive decomposition law)

$$
d\epsilon = d\epsilon^e + d\epsilon^p,
$$

(4.38)
in which the elastic strain increment $(d\epsilon^e)$ is found from

$$
d\epsilon^e = C^{e-1} : d\sigma,
$$

(4.39)
where $C^e$ is the elastic stiffness tensor. The plastic strain increment $(d\epsilon^p)$ is obtained from the associated flow rule [93]

$$
d\epsilon^p = \frac{1}{K_P} (n : d\sigma)n.
$$

(4.40)
The multi-axial plastic modulus function, $K^P(\bar{\epsilon}^p, \delta, \delta_{in})$, is defined using experimental results. The function proposed by Dafalias and Popov [117] for uniaxial plastic modulus is

$$
E^P(\bar{\epsilon}^p, \delta, \delta_{in}) = \overline{E^P}(\epsilon^p) + \frac{a}{1 + br^m} \left( \frac{\delta}{\delta_{in} - \delta} \right)
$$

(4.41)
where $a$, $b$, $m$ are material constants to be found from experiments, and $r = \delta_{in}/\sigma_r$ in which $\sigma_r$ is a reference stress. The equivalent plastic strain ($\bar{\epsilon}^p$) and gap ($\delta$) are updated in each increment, and the initial gap ($\delta_{in}$) is updated after each reverse yielding.
4.1.5.2 Constitutive equations for strain-control problems

Strain-control problems are those in which the total strain increment for the current increment is known, and the variables to determine are elastic and plastic portions of the total strain increment, the stress increment, as well as back-stress increments for loading and bounding surfaces. The following are the constitutive equations required to obtain the unknown variables.

Loading and bounding surfaces have the same equations as those for stress-control problems, i.e., equations (4.28) and (4.29). The consistency condition for the loading surface is given by equation (4.27).

The plastic work equivalence principle states that the plastic work increment, \( dW^p \), is

\[
dW^p = \sigma : d\varepsilon^p = (\sigma - \alpha) : d\varepsilon^p + \alpha : d\varepsilon^p = \bar{\sigma} \ d\bar{\varepsilon}^p ,
\]

where \( \bar{\sigma} \) is the equivalent stress corresponding to the yield function. According to the modified plastic work equivalence relationship \[111\]

\[
dW_{iso}^p = (\sigma - \alpha) : d\varepsilon^p = \bar{\sigma}_{iso} d\bar{\varepsilon}^p \tag{4.43}
\]

where \( \bar{\sigma}_{iso} \) is the equivalent value for isotropic stress, \( \bar{\sigma}_{iso} = f(\sigma - \alpha) \). According to the loading surface equation, the isotropic equivalent stress is \( \bar{\sigma}_{iso} = \kappa(\bar{\varepsilon}^p) \), which leads to

\[
d\bar{\varepsilon}^p = \frac{(\sigma - \alpha)}{\kappa(\bar{\varepsilon}^p)} : d\varepsilon^p . \tag{4.44}
\]

Therefore, the consistency condition can be rewritten as

\[
\frac{\partial f(\sigma - \alpha)}{\partial (\sigma - \alpha)} : d\sigma - \frac{\partial f(\sigma - \alpha)}{\partial (\sigma - \alpha)} : d\alpha - \frac{d k}{d \varepsilon^p} \frac{(\sigma - \alpha)}{\kappa} : d\varepsilon^p = 0 \ . \tag{4.45}
\]
Similar to equation (4.33), back stress evolution may obey any hardening rule, or in general be in an arbitrary direction $\mathbf{v}$

$$d\alpha = d\psi \mathbf{v} \quad (4.46)$$

where, $d\psi$ is a scalar. The magnitude of the back-stress increment is determined by substituting the back-stress increment in the yield function, $f$ \cite{111}. For first order homogeneous yield functions\footnote{A yield function, $f(\sigma)$, is a homogeneous function of order $m$ if: $f(\sigma) - \bar{\sigma}^m = 0$.}

$$f(d\alpha) = f(d\psi \mathbf{v}) = d\psi f(\mathbf{v}) = d\bar{\alpha} \quad (4.47)$$

Therefore,

$$d\alpha = \frac{d\bar{\alpha}}{f(\mathbf{v})} \mathbf{v} = \left( \frac{d\bar{a}}{d\bar{\varepsilon}^p} d\bar{\varepsilon}^p \right) \frac{\mathbf{v}}{f(\mathbf{v})} \quad (4.48)$$

where the multiplier, $d\bar{\alpha}$, describing the size of the back-stress increment, is considered as the back-stress increment in the reference stress state, which is often assumed uniaxial tension. Using the normality rule, the increment of the plastic strain tensor for a first order homogenous yield function can be related to the equivalent plastic strain increment, $d\bar{\varepsilon}^p$ \cite{122}

$$d\varepsilon^p = d\bar{\varepsilon}^p \frac{\partial f(\sigma-\alpha)}{\partial (\sigma-\alpha)} \quad (4.49)$$

Substituting equations (4.49) and (4.48) into equation (4.45) yields

$$d\bar{\varepsilon}^p = \frac{\partial f(\sigma-\alpha)/\partial (\sigma-\alpha):\mathbf{C}:\mathbf{e} - (d\bar{\varepsilon}^p)/f(\mathbf{v}) \partial f(\sigma-\alpha)/\partial (\sigma-\alpha):\mathbf{v} + d\kappa/(d\bar{\varepsilon}^p)}{\partial f(\sigma-\alpha)/\partial (\sigma-\alpha):\mathbf{C}:\partial f(\sigma-\alpha)/\partial (\sigma-\alpha) + d\kappa/(d\bar{\varepsilon}^p) \partial f(\sigma-\alpha)/\partial (\sigma-\alpha)} \quad (4.50)$$

Substituting equation (4.49) into equation (4.44) yields

$$\frac{\partial f(\sigma-\alpha)}{\partial (\sigma-\alpha)} = \frac{\kappa}{(\sigma-\alpha)} \quad (4.51)$$
Using equation (4.51), equation (4.50) is reduced to

\[
d\bar{\varepsilon}_p^p = \frac{\partial f(\sigma - \alpha)/\partial(\sigma - \alpha):C^e:dx - (d\bar{\alpha})/f(\nu)}{\partial f(\sigma - \alpha)/\partial(\sigma - \alpha):C^e:dx - (d\bar{\alpha})/\partial f(\sigma - \alpha)/\partial(\sigma - \alpha)+d\kappa/(d\bar{\varepsilon}_p^p)} .
\] (4.52)

For Ziegler’s flow rule, where \( \nu = \frac{(\sigma - \alpha)}{\|\sigma - \alpha\|} \), the equivalent plastic strain increment may be obtained from

\[
d\bar{\varepsilon}_p^p = \frac{\partial f(\sigma - \alpha)/\partial(\sigma - \alpha):C^e:dx - d\bar{\alpha}}{\partial f(\sigma - \alpha)/\partial(\sigma - \alpha):C^e:dx - (d\bar{\alpha})/\partial f(\sigma - \alpha)/\partial(\sigma - \alpha)+d\kappa/(d\bar{\varepsilon}_p^p)} .
\] (4.53)

Now, the plastic strain increment \((d\varepsilon_p^p)\) is found by substituting equation (4.53) back into equation (4.49), and using the additive decomposition law, equation (4.38), the elastic strain increment \((d\varepsilon^e)\) is calculated. Then, the stress increment is determined from

\[
d\sigma = C^e : d\varepsilon^e .
\] (4.54)

Loading and bounding surfaces are often assumed to have the same shape. The stress state on the bounding surface corresponding to the stress point on the loading surface is found such that the normal vectors are in the same direction. This can be stated as

\[
\Sigma - A = \frac{K}{\kappa} (\sigma - \alpha) .
\] (4.55)

To assure that the loading and bounding surfaces meet each other at the current stress state, the relative translation of the two surfaces should be along the vector connecting the current stress point on the loading surface to the corresponding point on the bounding surface, \((\Sigma - \sigma)\), which means

\[
dA - d\alpha = -d\mu (\Sigma - \sigma) \quad \text{or} \quad dA = d\alpha - d\mu (\Sigma - \sigma) = dA_1 + dA_2 .
\] (4.56)
Similar to equation (4.48), the second term can be written as

\[ dA_2 = -d\mu (\Sigma - \sigma) = \frac{d\tilde{A}_2(\bar{\varepsilon}^p)}{f(\Sigma - \sigma)} (\Sigma - \sigma) \]

(4.57)

where \( d\tilde{A}_2 = f(dA_2) \). The scalar \( d\tilde{A}_2(\bar{\varepsilon}^p) \) can be considered as the back-stress increment of the bounding surface in the corresponding reference stress state.

It is noteworthy that, for the sake of simplicity, the bounding surface was assumed stationary in this research. In other words, for the bounding surface, no evolution was considered for size and back-stress

\[ K(\bar{\varepsilon}^p) = K(\bar{\varepsilon}^p = 0) \]

(4.58)

\[ A = 0 \quad ; \quad dA = 0 \]

(4.59)

The bounding surface was considered large enough (as observed from experimental hardening behavior), to ensure that the loading and bounding surfaces do not intersect. The size of the bounding surface was assumed to be \( K=500 \) MPa in this study. Nonetheless, constitutive equations derived in this section, as well as numerical implementation in the next section, include bounding surface evolution to maintain generality and completeness of the plasticity model.

Besides the yield function, flow rule, and hardening rule which are the common components in plasticity constitutive models, some additional phenomena need to be explained for cyclic plasticity modeling. Reverse yielding and the Bauschinger effect are two essential constituents of cyclic plasticity models, and are described in following sections.
4.1.6 Reverse Yielding

One of the elements of cyclic plasticity modeling is a criterion for distinguishing the loading and unloading reversals. This is especially important for materials with asymmetric hardening behavior, because this rule allows the model to follow the appropriate hardening curve. The criterion proposed by Lee et al. [111] was adopted in this research. According to this criterion, reverse yielding occurs if the angle between two subsequent points on the yield surface, $\theta_d$, is greater than a predefined reference angle, $\theta_r$. Figure 4.16 illustrates the reverse yielding criterion on a typical Cazacu-Barlat yield function.

The angle between two subsequent points on the yield surface, $\theta_d$, is obtained from

$$\theta_d = \cos^{-1}(d_{\text{old}} : d_{\text{new}}) = \cos^{-1}\left(\frac{\sigma - \alpha}{\sqrt{[(\sigma - \alpha)_{\text{old}}]/2}} : \frac{\sigma - \alpha}{\sqrt{[(\sigma - \alpha)_{\text{new}}]/2}}\right).$$  (4.60)

where $d_{\text{old}}$ and $d_{\text{new}}$ are normal vectors along $(\sigma - \alpha)_{\text{old}}$ and $(\sigma - \alpha)_{\text{new}}$, respectively. The reference angle $\theta_r = \pi/2$ was used in this study.

To model the hardening behavior of the material used in this study, AZ31B-H24, the procedure below was followed.
Stabilized hardening curves for loading and unloading reversals under different strain amplitudes were generated through uniaxial cyclic testing, and the results were presented in chapter 3. During the incremental solution of a problem, for the first time that yielding occurs, tension/compression reversal was determined according to the sign of the hydrostatic stress, such that for positive or negative value of the hydrostatic stress, tension or compression reversal was assumed, respectively, and the proper hardening curve was followed. For subsequent elastic-plastic increments, the angle $\theta_d$ was calculated with respect to the most recent point on the yield surface using equation (4.60). For $\theta_d < \theta_r = \pi/2$, the previous hardening curve was maintained and if $\theta_d > \theta_r$, the hardening curve was updated. If the reversed yielding criterion was met, i.e., $\theta_d > \theta_r$, the tension and compression reversals were changed to compression and tension reversals, respectively. The initial gap, $\delta_{in}$, was updated each time that reverse yielding occurred.

### 4.1.7 Bauschinger Effect

Metals are known to exhibit the Bauschinger effect, which refers to lower yield strength after reversed plastic loading. The Bauschinger effect has been attributed to different mechanisms: residual stresses induced in forward loading or internal stresses from interactions between dislocations [72,189], or dislocation concentrations at grain boundaries [71]. The Bauschinger effect in metals with cubic crystal structure, which results in symmetric hardening behavior, is the same for tension-compression and compression-tension loading sequences [90].

Hardening behavior of AZ31B-H24 under monotonic and cyclic loading was discussed in the previous chapter. Asymmetric yielding, hardening behavior, and initial yield surface of wrought magnesium alloys are schematically shown in Figure 4.17. As shown in this figure, when AZ31B is loaded but before reaching the initial yield point, the yield surface size or elastic region size is $ERS_0$. Experiments show that if a material is unloaded after elastic-plastic tension, the elastic region, $ERS_1$, is smaller than the initial yield surface size. This feature may be considered as the regular
Bauschinger effect. However, unlike symmetric metals, the Bauschinger effect in AZ31B is stronger for compression-tension than that for tension-compression. In other words, if AZ31B is plastically loaded under compression and then loaded in the reverse direction, the yield surface size $ERS_2$ is not only smaller than $ERS_0$, but also smaller than $ERS_1$ for the same plastic strain ($ERS_2 < ERS_1 < ERS_0$).

![Figure 4.17: Sudden change in elastic region size after reverse yielding](image)

Similar behavior has already been reported for AZ31B and ZK60A magnesium alloys [52,62]. The asymmetric Bauschinger effect in twinning and untwinning can be attributed to different activation stresses. Partridge in 1965 [190] reported that less activation stress is required for untwinning as compared to that for twinning. This is related to nucleation which happens in twinning, but does not occur or easily occurs in untwinning [52]. This observation shows that separate adjustments are needed for the abrupt change in the yield surface size when the material starts to deform plastically under tension and compression. One should note that the Bauschinger effect herein refers to the change in the yield surface size under cyclic loading at the onset of yielding in each reversal. Therefore, tensile and compressive curves in Figure 4.17 represent stabilized cyclic curves.

The Bauschinger effect, due to instant softening, causes an immediate change in back-stress. Figure 4.18 illustrates the effect of sudden yield surface shrinkage on back-stress. As shown in this
figure, the center of the yield surface instantly changes from 0 to 0' once the stress state reaches the yield surface (point A).

Figure 4.18: Yield surface shrinkage and back-stress change due to the Bauschinger effect

Because the yield surface after shrinkage maintains its shape and is tangent to the yield surface before shrinkage, the updated back-stress is obtained from

\[
\alpha_s = \sigma - \frac{\kappa_s}{k} (\sigma - \alpha)
\]

(4.61)

where, \( \alpha_s \) and \( \kappa_s \) are the back-stress and the size of the yield surface after reverse yielding, respectively.

### 4.1.8 Numerical Implementation

Numerical implementation of the plasticity model and the assumptions made in this research are presented in this section. The numerical outputs are compared with the experimental results for uniaxial loading. The evolution of the yield surface during a full cycle is presented and discussed for uniaxial and equi-biaxial loading.
4.1.8.1 Numerical formulation and algorithm

The numerical algorithm proposed by Lee et al. [111] was modified and adopted in this study. The numerical formulation was implemented into a user material (UMAT) subroutine to run with the commercial finite element program Abaqus/Standard [191]. Because the total strain increment is passed by Abaqus/Standard to UMAT subroutines, the strain-control formulations were employed for the numerical implementation.

The purpose of the numerical formulation is to obtain the unknown variables in the current increment using the known variables. The known variables at the beginning of each increment are total strain increment for the current increment, as well as stress and strain tensors and state variables from the previous increment. State variables include but are not limited to elastic and plastic strain, and back stress tensors. The unknown variables are elastic and plastic strains, and stress and back-stress tensors for the loading and bounding surfaces. Stabilized cyclic hardening curves corresponding to different strain amplitudes are also known in terms of equivalent plastic strain from experiments. Hardening curves for other strain amplitudes are obtained by linear interpolation. All variables in the strain-control approach can be related solely to the increment of equivalent plastic strain. Therefore, the equivalent plastic strain increment is determined first by solving the consistency condition. According to the consistency condition, the stress point remains on the updated yield surface after a plastically loading increment, which means for the current increment we have

$$\varphi = f(\sigma_{n+1} - \alpha_{n+1}) - \kappa(\varepsilon^p_{n+1}) = 0 ,$$

(4.62)

where the subscript \((n + 1)\) represents the increment number.

First, assuming that the current increment is elastic, an elastic trial stress is calculated for the given total strain increment, \(\Delta \varepsilon\), while the other variables remain unchanged.
\[
\begin{align*}
\sigma^T_{n+1} &= \sigma_n + C^e \Delta \epsilon ; \quad \alpha^T_{n+1} = \alpha_n ; \quad \varepsilon^{p,T}_{n+1} = \varepsilon^p_{n} ; \\
\Sigma^T_{n+1} &= \Sigma_n ; \quad A^T_{n+1} = A_n,
\end{align*}
\] (4.63)

in which the superscript \(T\) denotes a trial state. The assumption of an elastic increment is then evaluated against the yield condition

\[
\varphi^T_{n+1} = f(\sigma^T_{n+1} - \alpha^T_{n+1}) - \kappa(\varepsilon^{p,T}_{n+1}) .
\] (4.64)

For \(\varphi \leq 0\), the stress state is inside or on the yield surface, and the elastic solution is valid. Hence, the true values of the variables for the current increment are equal to the trial states. Otherwise, for \(\varphi > 0\), an elastic-plastic solution is required, and the trial values must be corrected. The elastic-plastic solution is an iterative procedure, and is initialized as

\[
k = 1 ; \quad \sigma^{(k=1)}_{n+1} = \sigma^T_{n+1} ; \quad \alpha^{(k=1)}_{n+1} = \alpha^T_{n+1} ; \quad \Delta \varepsilon^{p(k=1)}_{n+1} = \Delta \varepsilon^p_0 .
\] (4.65)

where the superscript \(k\) stands for iteration number, and \(\Delta \varepsilon^p_0\) is an arbitrary initial value for equivalent plastic strain increment.

Equivalent plastic strain is obtained for the \(k\)'th iteration from

\[
\varepsilon^{p(k)}_{n+1} = \varepsilon^p_n + \Delta \varepsilon^{p(k)}_{n+1} .
\] (4.66)

The reverse yielding criterion is evaluated. If \(\theta_d > \theta_r\), reverse yielding happens and initial gap and hardening curves are updated. Otherwise, the same hardening curve as the previous increment is followed.

Flow (plastic strain increment) direction is calculated according to the associated flow rule

\[
\eta = \frac{\partial f(\sigma - \alpha)}{\partial (\sigma - \alpha)} \bigg|_{\sigma^{(k-1)} - \sigma^{(k-1)}_{n+1}} (\varepsilon^{p(k-1)}_{n+1} - \varepsilon^{p(k-1)}_{n+1}) ,
\] (4.67)
and plastic strain increment tensor and Cauchy stress tensor are updated

\[
\Delta \varepsilon_{\text{p}}^{(k)} = \Delta \varepsilon_{\text{p}}^{(k)} \eta, \quad (4.68)
\]

\[
\sigma_{n+1}^{(k)} = \sigma_n + C^e: \Delta \varepsilon_{n+1}^{(k)} = \sigma_n + C^e : \left( \Delta \varepsilon_{n+1} - \Delta \varepsilon_{n+1}^{(k)} \right) = \\
\sigma_{n+1}^T - C^e: \Delta \varepsilon_{n+1}^{(k)} = \sigma_{n+1}^T - \Delta \varepsilon_{n+1}^{(k)} C^e : \frac{\partial f(\sigma-\alpha)}{\partial (\sigma-\alpha)} \alpha_{n+1}^{(k)} - \alpha_{n+1}^{(k-1)} \quad (4.69)
\]

According to equation (4.48)

\[
\alpha_{n+1}^{(k)} = \alpha_n + \Delta \alpha \left( \Delta \varepsilon_{n+1}^{(k)} \right) \frac{\sigma_n - \alpha_n}{f(\sigma_n - \alpha_n)}. \quad (4.70)
\]

\[\Delta \alpha \left( \Delta \varepsilon_{n+1}^{(k)} \right) \] is considered as the back-stress increment in the corresponding reference stress state (uniaxial loading)

\[
\Delta \alpha \left( \Delta \varepsilon_{n+1}^{(k)} \right) = \Delta \alpha_{\text{ref}} \left( \Delta \varepsilon_{n+1}^{(k)} \right). \quad (4.71)
\]

Figure 4.19 illustrates the stress state and back-stress evolution in the actual and reference frames.

![Figure 4.19: Back-stress evolution in (a) actual stress state (b) reference stress state](image_url)
The asymmetry ratio, $R_a$, which represents tension-compression yield asymmetry, is defined according to the initial yield strengths,

$$R_a = \frac{S_y^t}{S_y^c},$$  \hspace{1cm} (4.72)

where $S_y^t$ and $S_y^c$ are initial yield strengths under tension and compression, respectively. It should be mentioned that $S_y^t$ and $S_y^c$ for cyclic plasticity modeling are obtained from uniaxial stabilized cyclic curves, rather than from uniaxial monotonic curves. In the current work, it is assumed that the yield surface maintains its shape during plastic deformation; therefore, the $R_a$ obtained from the initial state is applicable to the entire solution. In the reference frame, Figure 4.19(b), we have

$$R_a = \frac{s_{y,n+1}^{(k)} - a_{n+1,ref}^{(k)}}{\alpha_{n+1,ref}^{(k)} - s_{y,n+1}^{(k)}}, \quad \text{or} \quad \alpha_{n+1,ref}^{(k)} = \frac{s_{y,n+1}^{(k)} + R_a s_{c,n+1}^{(k)}}{R_{a+1}},$$  \hspace{1cm} (4.73)

where $\alpha_{n+1,ref}^{(k)}$ is the back-stress in the reference frame, and $s_{y,n+1}^{(k)}$ and $s_{c,n+1}^{(k)}$ are tensile and compressive yield strengths in the reference frame, which are obtained from appropriate hardening curves knowing $\varepsilon_{n+1}^{p(k)}$.

The back-stress increment in the reference frame is determined by

$$\Delta \alpha_{ref} \left( \Delta \varepsilon_{n+1}^{p(k)} \right) = \alpha_{n+1,ref}^{(k)} - \alpha_{n,ref}^{(k)},$$  \hspace{1cm} (4.74)

and the back-stress tensor in the actual frame is updated using equation (4.70).

In case of reverse yielding, a bisecting technique is employed to account for the Bauschinger effect. In other words, if the current load increment is associated with the onset of yielding in the reverse direction, the increment is split into two sub-increments. The first segment accounts for movement of the stress point from inside the active yield surface to the yield surface. Instant changes in the yield surface size and back-stress are accounted for in this portion of the increment.
Back-stress after the yield surface shrinkage, $\alpha_s$, is obtained from

$$\sigma_{s,iso} = (\sigma_n - \alpha_n) \frac{\kappa(x_n^{p})}{f(\sigma_n - \alpha_n)} \quad (4.75)$$

$$R_s = \frac{s^t_{y,n+1} - s^c_{y,n+1}}{s^t_{y,n} - s^c_{y,n}} \quad (4.76)$$

$$\alpha_s = \alpha_n + (1 - R_s)\sigma_{s,iso} \quad (4.77)$$

where $\sigma_{s,iso}$ is isotropic stress when the stress point reached the yield surface. $R_s$ is the shrinkage ratio which represents the ratio of the yield surface size after the shrinkage to that before the shrinkage.

The second sub-increment considers gradual evolution of the yield surface and back-stress as a regular plastic increment. The yield surface size is updated according to the reference frame

$$\kappa\left(\bar{\varepsilon}^{p(k)}_{n+1}\right) = s^t_{y,n+1} - s^c_{y,n+1} - \alpha_{n+1,ref}^{(k)} \quad (4.78)$$

The consistency condition is examined in each iteration, after updating the stress, back-stress and the yield surface size

$$\varphi^{(k)}_{n+1} = f\left(\sigma^{(k)}_{n+1} - \alpha^{(k)}_{n+1}\right) - \kappa\left(\bar{\varepsilon}^{p,(k)}_{n+1}\right) \quad (4.79)$$

The residual value obtained, $\varphi^{(k)}_{n+1}$, is compared with a predefined acceptable tolerance for distance between the current stress state and the active yield surface. A tolerance, $Tol = 10^{-6}$, was considered in the current work. If $\varphi^{(k)}_{n+1} < Tol$ the consistency condition is satisfied, i.e., the stress state is close enough to the yield surface. Thus, variables obtained in the $k$’th iteration are considered to be the elastic-plastic results for the current increment. Otherwise, the solution has to continue until the stress state converges to the yield surface. To continue with the iterative solution, $\Delta \bar{\varepsilon}^{p}_{n+1}$ must be updated for the next iteration, as all variables are functions of the equivalent plastic strain. Substituting
equations (4.69) and (4.70) into equation (4.79) results in a nonlinear equation in terms of \( \Delta \varepsilon^p_{n+1} \).

Linearization of this equation for the Newton-Raphson method yields

\[
\delta(\Delta \varepsilon^p)_{n+1}^{(k+1)} = -\varphi_{n+1}^{(k)} \left( \frac{\partial \varphi_{n+1}}{\partial \Delta \varepsilon^p_{n+1}} \right)^{(k)}.
\]

(4.80)

According to equation (4.79) and using the chain rule we have

\[
\frac{\partial \varphi_{n+1}}{\partial \Delta \varepsilon^p_{n+1}} = \frac{\partial \varphi_{n+1}}{\partial \sigma_{n+1}} \frac{\partial \sigma_{n+1}}{\partial \Delta \varepsilon^p_{n+1}} + \frac{\partial \varphi_{n+1}}{\partial \alpha_{n+1}} \frac{\partial \alpha_{n+1}}{\partial \Delta \varepsilon^p_{n+1}} + \frac{\partial \varphi_{n+1}}{\partial \kappa_{n+1}} \frac{\partial \kappa_{n+1}}{\partial \Delta \varepsilon^p_{n+1}}.
\]

(4.81)

Because all terms in this equation correspond to the \( k \)th iteration, the superscripts \( (k) \) are not shown.

The terms \( \frac{\partial \sigma_{n+1}}{\partial \Delta \varepsilon^p_{n+1}} \) and \( \frac{\partial \alpha_{n+1}}{\partial \Delta \varepsilon^p_{n+1}} \) in equation (4.81) are obtained from equations (4.69) and (4.70), respectively:

\[
\frac{\partial \sigma_{n+1}}{\partial \Delta \varepsilon^p_{n+1}} = -\mathbf{C}^e \frac{\partial f(\sigma_{n+1} - \alpha_{n+1})}{\partial (\sigma_{n+1} - \alpha_{n+1})}.
\]

(4.82)

\[
\frac{\partial \alpha_{n+1}}{\partial \Delta \varepsilon^p_{n+1}} = \frac{\partial \alpha(\Delta \varepsilon^p_{n+1})}{\partial \Delta \varepsilon^p_{n+1}} \frac{\sigma_n - \alpha}{f(\sigma_n - \alpha)}.
\]

(4.83)

Other terms are determined using equation (4.79)

\[
\frac{\partial \varphi_{n+1}}{\partial \sigma_{n+1}} = -\frac{\partial \varphi_{n+1}}{\partial \alpha_{n+1}} = \frac{\partial f(\sigma_{n+1} - \alpha_{n+1})}{\partial (\sigma_{n+1} - \alpha_{n+1})}.
\]

(4.84)

\[
\frac{\partial \varphi_{n+1}}{\partial \kappa_{n+1}} = -1.
\]

(4.85)

After finding \( \delta(\Delta \varepsilon^p)_{n+1}^{(k+1)} \) from equation (4.80), the equivalent plastic strain increment is updated

\[
\Delta \varepsilon^p_{n+1}^{(k+1)} = \Delta \varepsilon^p_{n+1}^{(k)} + \delta(\Delta \varepsilon^p)_{n+1}^{(k+1)}.
\]

(4.86)

Now that all variables for the loading surface \( (\sigma_{n+1}, \alpha_{n+1}, \Delta \varepsilon^p_{n+1}) \) are updated, the consistency condition, equation (4.79), is evaluated for iteration \( (k + 1) \) and this loop continues until the consistency condition is satisfied.
After finding the variables on the loading surface for the current increment, the solution procedure continues, to obtain the corresponding stress point, $\Sigma$, and back-stress, $A$, on the bounding surface. According to equations (4.55), (4.56), and (4.57) we have

$$\Sigma^{(l)}_{n+1} - A^{(l)}_{n+1} = \frac{K(\Delta \varepsilon_{n+1})}{\kappa(\Delta \varepsilon_{n+1})} (\sigma_{n+1} - \alpha_{n+1}) \; , \tag{4.87}$$

$$A^{(l)}_{n+1} = A_n + \Delta \sigma_{n+1} - \Delta \bar{A}_2 (\Delta \varepsilon_{n+1}^p \frac{(x_{n+1} - \sigma_{n+1})}{f(\Sigma_{n+1} - \sigma_{n+1})}) \; , \tag{4.88}$$

where, the superscript $l$ represents iteration number. Similar to the back-stress increment for the loading surface, $\Delta \bar{A}_2 = \Delta A_{2,ref}$.

Simultaneous solution of equations (4.87) and (4.88) for $\Sigma^{(l)}_{n+1}$ yields

$$\Pi^{(l)}_{n+1} = \Sigma^{(l)}_{n+1} - \frac{K(\Delta \varepsilon_{n+1})}{\kappa(\Delta \varepsilon_{n+1})} (\sigma_{n+1} - \alpha_{n+1}) - A_n - \Delta \sigma_{n+1} + \Delta \bar{A}_2 (\Delta \varepsilon_{n+1}^p \frac{(x_{n+1} - \sigma_{n+1})}{f(\Sigma_{n+1} - \sigma_{n+1})}) = 0 \; . \tag{4.89}$$

Linearization of equation (4.89) gives

$$\delta \Sigma^{(l+1)}_{n+1} = -\Pi^{(l)}_{n+1} \left( \frac{\partial \Pi_{n+1}}{\partial \Sigma_{n+1}} \right)^{(l)} \; , \tag{4.90}$$

where the partial derivative $\frac{\partial \Pi_{n+1}}{\partial \Sigma_{n+1}}$ for the $l^{th}$ iteration is obtained from

$$\frac{\partial \Pi_{n+1}}{\partial \Sigma_{n+1}} = I + \frac{\Delta \bar{A}_2 (\Delta \varepsilon_{n+1}^p)}{f(\Sigma_{n+1} - \sigma_{n+1})} I - \frac{\Delta \bar{A}_2 (\Delta \varepsilon_{n+1}^p)}{f^2(\Sigma_{n+1} - \sigma_{n+1})} (\Sigma_{n+1} - \sigma_{n+1}) \otimes \frac{\partial f(\Sigma_{n+1} - \sigma_{n+1})}{\partial \Sigma_{n+1}} \; , \tag{4.91}$$

where $I$ is the identity vector, and the operator $\otimes$ represents the cross product of two vectors. Thus, the variation of the stress state on the bounding surface is obtained from equation (4.90), and then the stress state on the bounding surface is updated for the next iteration.
\[ \Sigma^{(l+1)}_{n+1} = \Sigma^{(l)}_{n+1} + \delta \Sigma^{(l+1)}_{n+1} \quad (4.92) \]

The iterative solution continues until \( \| \Pi^{(l)}_{n+1} \| < Tol \) is satisfied. After obtaining the converged result for \( \Sigma_{n+1} \), back-stress of the bounding surface is updated using equation (4.88).

Finally, elastic-plastic stiffness tensor, \( C^{ep} \), is updated according to the work by Nixon et al. [89] with an adjustment due to the isotropic behavior assumption

\[
C^{ep} = \begin{cases} 
C^e & \text{if } \Delta \bar{\varepsilon}^{p} = 0 \\
C^e - \frac{C^e \eta \otimes C^e \eta}{\eta C^e \eta + h} & \text{if } \Delta \bar{\varepsilon}^{p} > 0
\end{cases} \quad (4.93)
\]

where \( h = \frac{\Delta \varepsilon^e_p (\overline{\varepsilon}^p)}{\Delta \bar{\varepsilon}^{p}} \) is the slope of the hardening curve.

The flowchart for the numerical implementation is shown in Appendix B.

It should be emphasized that, despite some similarities between the plasticity model proposed in this study and the works by Lee et al. [90,111], a number of modifications were implemented in this work.

- Lee et al. [111] employed a yield function which was developed originally for aluminum and is not capable of modeling asymmetric yielding [192]. Lee et al. [90] later proposed another two-surface plasticity model in which an asymmetric, but pressure-dependent, yield function was utilized. Furthermore, the yield functions in both were simplified for a plane-stress state, as the plastic models were intended to simulate sheet metal forming. The yield function employed in this study is asymmetric and pressure independent, and was not simplified for plane-stress problems. Although the current study deals with sheet metals, the stress state for which is often assumed plane-stress, the stress state at the spot-weld nugget edge, which is the point of interest, is very close to plane-strain.
- The work by Lee et al. [90] considers anisotropy for AZ31B. However, experiments demonstrate that although anisotropy exists in AZ31B sheet, it is not significant under subsequent reversals [52]. Therefore, AZ31B-H24 was assumed to be isotropic under cyclic loading for the sake of simplicity in the present work.

- The hardening model employed by Lee et al. [90] assumes that the isotropic to kinematic hardening ratio is constant. However, this ratio in the current work is updated in each increment according to experimental results.

- In this research, back-stress updating for the loading and bounding surfaces is performed according to the back-stress evolution in the reference stress state. The Bauschinger effect and instant back-stress change at the beginning of reverse yielding were accounted for using a bisecting technique. The back-stress updating procedure is not clearly explained in the work of Lee et al. [90].

**4.1.8.2 Stress-strain solution and yield surface evolution**

The two-surface plasticity model introduced in this chapter was implemented in a user material (UMAT) subroutine to run with a commercial finite element program, Abaqus/standard. A simple FE model was generated to validate the formulation and implementation of the plasticity model. The FE model included a single eight-node linear brick element. The model was run under different loading scenarios in uniaxial and equi-biaxial conditions. The graphs in Figure 4.20 compare the experimental results with the stress-strain output obtained from the FE simulations using the UMAT. This figure demonstrates that the material model implemented in the UMAT follows the material behavior very well under different loading modes, *i.e.*, tension, compression, tension-compression (TC), and tension-compression-tension (TCT) with different strain amplitudes. Because replicating Lee’s model required considerable time, the results obtained from the proposed cyclic plasticity model were not compared to Lee’s model. Furthermore, as mentioned earlier, Lee’s model is based on plane-stress assumption and is not applicable to spot-weld problems with plane-strain conditions.
Figure 4.20: Stress-Strain response for (a) tension, (b) compression, (c) TC (d) TCT, $\varepsilon_{amp} = 0.9\%$, (e) TCT, $\varepsilon_{amp} = 1.5\%$, (f) TCT, $\varepsilon_{amp} = 2.0\%$
Figure 4.21 illustrates the evolution of the yield surface for uniaxial loading at different points during loading, unloading, and reloading, as shown in Figure 4.21(a). The initial yield surface is shown in Figure 4.21(b); it is asymmetric but the yield surface center is at the origin of the coordinate system in the stress space. The center of the yield surfaces in Figure 4.21 are shown with a “×” symbol. The yield surface remains unchanged during elastic loading, from point $\varphi$ to $\phi$ in Figure 4.21(a). The yield surface at the beginning of tensile yielding, point $\psi$, is illustrated in Figure 4.21(c), and compared with the initial yield surface. The new yield surface is tangent to the previous yield surface at the current stress point in stress space. The center of the yield surface has moved along the $\sigma_1$ axis, i.e., the $(\sigma - \alpha)$ direction, as a result of uniaxial loading in the 1-direction. The sudden change in back-stress is due to the instant yield surface shrinkage, which happens at the beginning of twin deformation. Although the loading path has not yet reversed, the yield surface contracts to accommodate early yielding in unloading. Figure 4.21(d) demonstrates the yield surface at the end of the loading reversal, point $\Theta$. This figure exhibits gradual movement of the yield surface along the loading direction. The yield surface also expands slightly to account for the change in elastic region size. Figure 4.21(e) illustrates the yield surface at the onset of yielding in compression. During unloading, from point $\Theta$ to point $\Phi$, the stress point moves from the right end of the yield surface to the left end, on a horizontal line passing through the center of the yield surface $\Phi$. Yield surface contraction happens at point $\Phi$ where the stress point reaches the active yield surface in the compression side. The new yield surface $\Phi$ is tangent to the previous yield surface at the current stress state, and the back-stress changes immediately to satisfy the tangency and shrinkage conditions. This contraction accounts for the Bauschinger effect for tension following compression. Figure 4.21(f) shows the yield surface corresponding to end of unloading reversal, point $\Psi$. The yield surface continues to move toward the compression side, and expands simultaneously.
Figure 4.21: Yield surface evolution for uniaxial loading, TCT, $\varepsilon_{amp} = 1.5\%$
The yield surface at the beginning of untwinning, point $\circlearrowleft$, is depicted in Figure 4.21(g). According to this figure the yield surface maintains its size and position, which means tension following compression does not soften the material. Finally, Figure 4.21(h) represents the yield surface at the end of reloading, point $\bigodot$. This figure shows a gradual movement of the yield surface in the opposite direction, \textit{i.e.}, toward tension. The change in the yield surface size (isotropic hardening) for tension following compression is more significant than that for compression after tension. A similar trend in yield surface evolution will be followed for subsequent cycles.

To examine the UMAT output under multi-axial loading, equi-biaxial loading of a single element was considered. Equi-biaxial loading in this study refers to the same axial stress histories in two orthogonal directions without any phase difference. The graphs in Figure 4.22 illustrate the yield surface evolution for equi-biaxial loading. Comparing this figure with Figure 4.21 reveals that the trends in yield surface evolution are similar in uniaxial and biaxial loading, in terms of expansion and contraction of the yield surface. The yield surface contracts and the back-stress changes abruptly at the onset of yielding under tension and compression. Expansion of the yield surface occurs gradually during plastic deformation in the same reversal. The main difference between the yield surface evolutions for uniaxial and biaxial loading is the movement direction of the yield surface. The back-stress, according to the Ziegler’s hardening law, evolves in the isotropic stress direction, \textit{i.e.}, $(\mathbf{\sigma} - \mathbf{\alpha})$. In the case of uniaxial loading, back-stress has only one non-zero component, while for equi-biaxial loading two equal, non-zero back-stress components are generated in the same directions as the principal stresses.
Figure 4.22: Yield surface evolution for equi-biaxial loading, TCT, $\varepsilon_{\text{amp}} = 1.5\%$
It is noteworthy that since the graphs in Figure 4.20 and Figure 4.21(a) correspond to uniaxial loading, the horizontal and vertical axes refer to uniaxial total strain and uniaxial stress, respectively. However, for the case of multi-axial loading, Figure 4.22(a), to plot the hysteresis loop and to calculate the hysteresis energy, horizontal and vertical axes represent “signed total strain” and “signed equivalent stress”, respectively. The signed equivalent stress, \( \bar{\sigma}_\pm \), is defined such that it regenerates the uniaxial stress, \( \sigma_{11} \), during the course of loading, unloading, and reloading for the case of uniaxial loading. Signed equivalent stress in the current study is defined as

\[
\bar{\sigma}_\pm = \begin{cases} 
\alpha_{\text{ref}} + f(\sigma - \alpha) & \text{if } \sigma_{\text{iso,hyd}} > 0 \\
\alpha_{\text{ref}} - f(\sigma - \alpha)/R & \text{if } \sigma_{\text{iso,hyd}} < 0 
\end{cases}
\]  

(4.94)

where \( \sigma_{\text{iso,hyd}} = 1/3 \text{ tr } (\sigma - \alpha) \) is the hydrostatic part of the isotropic stress tensor. Signed total strain, \( \varepsilon_\pm \), is defined to distinguish between different loading reversals, and is considered as

\[
\varepsilon_\pm = \varepsilon^e_\pm + \varepsilon^p_\pm ,
\]

(4.95)

\[
\varepsilon^e_\pm = \bar{\sigma}_\pm /E ,
\]

(4.96)

\[
\varepsilon^p_{\pm,n+1} = \begin{cases} 
\varepsilon^p_{\pm,n} + \Delta \varepsilon^p_{n+1} & \text{if tension reversal} \\
\varepsilon^p_{\pm,n} - \Delta \varepsilon^p_{n+1} & \text{if compression reversal} 
\end{cases}
\]

(4.97)

Signed equivalent stress and signed equivalent plastic strain are stored as state variables in the UMAT.
4.2 Model Verification

The cyclic plasticity model, presented in this chapter and implemented in a UMAT, was verified before applying to the problem of interest. The stress-strain results presented in section 4.1.8.2 demonstrated that the UMAT can regenerate the material behavior. Model verification is usually performed by solving a real-life problem involving higher degree of complexity for which experimental results are available. However, component testing was not conducted in this study due to fabrication and fixturing complexities. Moreover, no experimental results were available from cyclic testing of a component made from the same AZ31B-H24 magnesium sheet. Therefore, a one-dimensional problem and a two-dimensional problem with available solutions [193,194] were solved using the UMAT. The available solutions, which were used as a benchmark, are based on a method called "variable material property" (VMP) [195]. The VMP method is based on total deformation plasticity approach and generates inelastic solution using the linear elastic solution through an iterative procedure [195]. The accuracy of this method has been verified by comparison with experimental measurements [196]. Results obtained from the VMP method and FE simulation using the UMAT are compared and discussed in this section.

4.2.1 1-D Verification

A cantilever beam problem under pure bending was considered for one-dimensional verification, Figure 4.23.

![Illustration of the cantilever beam problem under pure bending](image)
The beam has a circular cross-section with diameter 7.72 mm and is long enough to avoid end effects. The beam is assumed to be made from AZ31B-H24 with elastic properties $E = 43$ GPa and $\nu = 0.35$. Stabilized cyclic curves, presented in chapter 3, were used for the tension and compression hardening behavior.

A half of the beam was considered for FE modeling, taking advantage of symmetry about the vertical-longitudinal plane, Figure 4.24. Eight-node linear brick elements with reduced integration were utilized in the FE model. Elements were gradually refined toward the center of the beam cross-section for a more accurate calculation of the neutral axis (N.A) location. The neutral axis of a beam under bending is the axis in the cross-section on which the normal stress is zero.

Asymmetric material behavior under tension and compression results in movement of the N.A. Normal stress, $\sigma_{33}$, was calculated along the vertical diameter of the cylinder beam in the middle of the beam to avoid end effects.

Figure 4.25(a) shows the distribution of normal stress for different applied moments, obtained from the UMAT. As can be seen in this graph, the N.A deviates from the center toward the tensile side of the beam cross-section due to earlier yielding in compression. This chart also demonstrates that the offset from the N.A to the center of the beam cross-section increases with increasing moment.
Figure 4.25: (a) stress distribution for different moments (b) illustration of N.A offset from the center

Figure 4.25(b) represents this offset schematically, and denotes it as “$d$”. The distance $d$ was calculated from the UMAT and compared with available results from the VMP method [193] for different bending moments. The results are shown in Table 4.1.

<table>
<thead>
<tr>
<th>Applied moment (N.m)</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>14</th>
<th>16</th>
<th>18</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{\text{VMP}}$ (mm) [193]</td>
<td>0.046</td>
<td>0.090</td>
<td>0.166</td>
<td>0.263</td>
<td>0.371</td>
<td>0.461</td>
</tr>
<tr>
<td>$d_{\text{UMAT}}$ (mm)</td>
<td>0.030</td>
<td>0.082</td>
<td>0.162</td>
<td>0.259</td>
<td>0.365</td>
<td>0.455</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>35.5</td>
<td>9.4</td>
<td>2.4</td>
<td>1.7</td>
<td>1.6</td>
<td>1.3</td>
</tr>
</tbody>
</table>

This table shows that the difference between UMAT and VMP is significant for low bending moments, but continuously diminishes with increasing applied moment. For low bending moments, which result in limited plasticity, a slight difference in stress calculation and mesh size may cause a significant change in N.A offset. However, plastic deformation dominates under high bending moments, resulting in minimal sensitivity to numerical calculation factors.

UMAT verification was also performed for unloading of the beam. To this end, a 16 N.m bending moment was applied to the beam and then removed. Figure 4.26 compares the available
VMP results [193] with UMAT solution in terms of normal stress profiles after loading and unloading.

Figure 4.26: Stress distribution after loading and unloading the cantilever beam from VMP [193] and UMAT

According to this diagram, stress and residual stress results agree very well throughout the beam cross-section.
4.2.2 2-D Verification

A pressurized cylinder with a large wall-thickness and fixed-ends, Figure 4.27, was analyzed using the UMAT, and the results were compared with an available VMP solution [194] to provide two-dimensional verification. The inner and outer diameters equal 44 mm and 203.4 mm, respectively.

![Figure 4.27: Schematic illustration of plane-strain pressurized cylinder problem](image)

The cylinder is assumed to be made from a magnesium alloy with mechanical properties shown in Figure 4.28.

![Figure 4.28: Material properties for the pressurized cylinder](image)
A three dimensional FE model was generated for the UMAT solution. Because the problem is axisymmetric, only a narrow sector of the cross-section, with a 5° including angle was considered for FE modeling. The FE model is shown in Figure 4.29. Twenty-node quadratic brick elements were employed for FE modeling.

Figure 4.29: 3D FE model for the pressurized cylinder

Figure 4.30 compares the stress results in the hoop, radial, and longitudinal directions under two different internal pressures, i.e., \( P_i = 250 \) MPa or 350 MPa. Stress responses indicate that a portion of the wall-thickness from the inner radius is in the elastic-plastic region, while the outer regions are still elastic. The radius at which the hoop stress starts descending, or at which the longitudinal stress begins to plateau, corresponds to the plastic radius of the cylinder. In these cases, plastic deformation occurs over nearly 30% or 75% of the cylinder wall-thickness, for \( P_i = 250 \) MPa or 350 MPa, respectively. The plastic radii estimated using the UMAT and VMP approaches are in good agreement. The hoop stress distributions over the cylinder wall thickness are reasonably close. The hoop stress in the plastic zone from the UMAT for \( P_i = 250 \) MPa is somewhat larger than that from the VMP, and is smaller in the elastic zone. One of the reasons for the difference is dissimilar hardening curves. In the VMP method, the hardening curve associated with an element is the average of the tensile and compressive hardening curves based on the hydrostatic stress. However, the UMAT follows either the tensile or compressive hardening curve according to the sign of the hydrostatic isotropic stress.
Figure 4.30: Pressurized cylinder solution by VMP [194] and UMAT (a) for $P_i=250\text{MPa}$ (b) for $P_i=350\text{MPa}$
This feature causes a kink in the Hoop stress results from the UMAT, which is minor for $P_i=250$ MPa at $(r-a)/(b-a)\approx 0.25$ but becomes more evident for $P_i=350$ MPa at $(r-a)/(b-a)\approx 0.42$. The turning point in this curve represents the radius at which the sign of the hydrostatic isotropic stress has changed. Another factor that contributes to the difference between the hoop stress results arises due to the distinct natures of the VMP and UMAT approaches. Although it is an iterative method, the VMP method uses total deformation theory of plasticity, while incremental theory of plasticity is implemented in the UMAT. Therefore, in the VMP solution, internal pressure is applied all at once and diagonal components of the stress tensor for each element in the last iteration determine the hardening curve of that element. However, in the UMAT solution, pressure is applied incrementally and the hardening curve that an integration point follows might change during the course of loading, depending on the stress tensor for that increment. Radial stresses are in overall very good agreement throughout the thickness. Longitudinal stress distributions are well matched in the elastic region. The difference in the elastic-plastic region can be attributed to the same reasons as already discussed for the hoop stress.
4.3 Summary

In this chapter, a constitutive model was developed, implemented, and verified to model the asymmetric hardening behavior of wrought magnesium alloys under cyclic loading. The proposed phenomenological model was based on continuum theory of plasticity with the incremental approach. The Cazacu-Barlat yield function along with associated flow rule and a combined hardening model were used in this model. The Cazacu-Barlat yield criterion was adopted as it considers the yielding asymmetry and is hydrostatic stress independent. Because anisotropy of AZ31B sheet was neglected, a simplified form of this yield criterion for isotropic materials was employed. Considering that magnesium is a pressure-independent material, an associated flow rule was utilized and formulations for the flow rule associated with the Cazacu-Barlat yield function were derived for a general stress state. A combined isotropic-kinematic hardening model was adopted because AZ31B magnesium sheet exhibited complicated hardening behavior under cyclic loading, which could not be modeled by isotropic or kinematic hardening models alone. Translation of the yield surface was governed according to Ziegler’s hardening rule. To identify the proper reversal and hardening rule during cyclic loading, a criterion was considered for reverse yielding. According to this criterion, reverse yielding occurs if the angle between two subsequent points on the yield surface is greater than a predefined reference angle. An adjustment for abrupt change of back-stress and size of the yield surface was introduced at the onset of reverse yielding. The algorithm for numerical implementation of the proposed mode was presented. The numerical formulation was implemented into a user material (UMAT) subroutine to run with the commercial finite element program Abaqus/Standard. Different uniaxial and biaxial loading scenarios were simulated in Abaqus in conjunction with the UMAT. Stress-strain results obtained from the FE simulations were compared with experimental results. It was demonstrated that the material model implemented in the UMAT followed the experimental material behavior under different loading conditions, i.e., tension, compression, tension-compression,
and tension-compression-tension for different strain amplitudes. Evolution of the yield surface during the course of loading, unloading, and reloading was presented and discussed for uniaxial and biaxial load cases. To verify the material model, one-dimensional and two-dimensional problems with available solutions were solved using the UMAT. The available solutions, which were used as a benchmark, are based on a method called variable material property (VMP). The results obtained from the UMAT and VMP methods showed good agreement for both problems.
Chapter 5

Fatigue Modeling

Resistance spot-welding (RSW) has been widely used as a joining process in the automotive industry, and is currently the predominant joining technique in the automotive body assembly line [16]. A typical vehicle in North America contains about four to five thousand spot-welds [17].

On the other hand, service reports of automobiles show that a major portion of structural durability issues are related to spot-welds [1], which is due to the fact that spot-welds act as stress concentration sites, and are therefore more susceptible to fatigue failure. As a result, a reliable fatigue life prediction method is crucial for durability and safety design of automobiles.

Several fatigue models have been proposed for spot-welds, and verified mostly for steel spot-welds. A number of the most common fatigue models are introduced in this chapter, and are employed for predicting the fatigue life of magnesium spot-welds. A fatigue model is proposed at the end of this chapter based on the plasticity model developed in chapter 4.
5.1 Fatigue Modeling of Spot-Welds

Numerous models have been developed for predicting the fatigue life of spot-welds. These models can be categorized into three major groups: fracture mechanics, structural stress, and local strain approaches. An introduction to these approaches is given in the following sections, and the most well-known fatigue models from each approach are explained.

5.1.1 Fracture Mechanics Approach

Until the 1970s, the fatigue strength of spot-welds was represented by specimen-dependent quantities, such as load amplitude. Therefore, specimen-level fatigue test results were not directly transferable to a component, or even to a specimen with a different geometry. The fracture mechanics approach was one of the first solutions proposed to resolve this issue.

In the past four decades, several researchers have considered the spot-weld as a crack-like slit based on some experimental observations and simplifications [124-126,197]. The RSW process, as introduced earlier, produces a circular joint between two or more sheets, with a notch at the spot-weld edge. Figure 5.1 displays the edge notch in steel and magnesium spot-welds. Because the notch radius is small compared to the sheet dimensions, the spot-weld in some studies is considered a sharp notch. Therefore, the spot-weld is treated as a circular region surrounded by a pre-existing crack.

![Figure 5.1: Spot-weld edge notch (a) in a steel spot-weld (b) in a magnesium spot-weld](image)
Fatigue failure, in general, consists of fatigue crack initiation and crack propagation processes. For the case of smooth specimens and blunt notched components, where the crack initiation process dominates, fatigue life is closely related to the material strength \[198\]. However, fatigue life in sharp notched and cracked components is controlled by crack propagation and is insensitive to material strength \[199\]. Experimental results for steel spot-welds demonstrate that the base metal strength has an insignificant effect on the fatigue life \[126,198\]. These observations support the idea that spot-welds are crack-like flaws, and fracture mechanics is the appropriate approach for fatigue modeling.

The fracture mechanics approach considers a measure of stress intensity factor (SIF) or J-integral as the fatigue damage parameter, and relates this parameter to the fatigue life or the crack growth rate. Pook \[127\], Swellam et al. \[18\], and Wang et al. \[200\] proposed different methods for calculating the SIF or J-integral range for spot-welds. The well-known Paris’ equation,

\[
\frac{da}{dN} = C (\Delta K)^m ,
\]

is used in these models to estimate fatigue life, in which \(a\) is the crack length, \(N\) is the fatigue life, \(\Delta K\) is the equivalent mode I SIF range (\(\Delta K = \Delta K_{eq}\)), and \(C\) and \(m\) are material constants. The fatigue crack propagation direction in all of these models is assumed to be through the coupons interface. Also, the SIF is assumed constant, \(i.e.,\) independent of the crack length, which is based on the work by Cooper et al. \[201\]. Therefore, an explicit equation may be derived between equivalent SIF range and fatigue life,

\[
\Delta K_{eq} = A (N)^{-b} ,
\]

where \(A\) and \(b\) are material constants.

Pook in 1975 \[202\] was the first researcher who applied linear elastic fracture mechanics (LEFM) to spot-welds, and derived a formulation for modes I and II SIFs for tensile-shear specimens.
Employing plate theory and using the average shear stress over the nugget cross-section, Pook developed the following equations for SIFs at the centerline of tensile-shear specimens:

\[
K_I = \frac{F}{(d/2)^{3/2}} \left[ 0.341 \left( \frac{d}{t} \right)^{0.397} \right], \tag{5.3}
\]

\[
K_{II} = \frac{F}{(d/2)^{3/2}} \left[ 0.282 + 0.162 \left( \frac{d}{t} \right)^{0.710} \right], \tag{5.4}
\]

where \(K_I\) and \(K_{II}\) are modes I and II SIFs, \(F\) is the applied load on tensile-shear specimen, \(d\) is the nugget diameter, and \(t\) is the sheet thickness. Pook considered the mode I SIF range, \(\Delta K_I\), for fatigue life estimation, by neglecting the mode II SIF contribution [127]. A drawback of this model is that the effect of crack growth on SIFs is ignored. Also, Pook’s formulation is not applicable to spot-weld problems under a general load case, i.e., a spot-welded structure; applicability is restricted to spot-welds in the tensile-shear configuration with a ratio \(d/t \leq 10\).

Newman [129] later adopted Pook’s formulation to develop a fatigue model for spot-welds under tensile-shear loading. According to Tada et al. [128], the principal stress plane, which is assumed to be the initial crack growth direction, is obtained by solving the following equation,

\[
K_I \sin \theta_0 = -K_{II}(3 \cos \theta_0 - 1), \tag{5.5}
\]

in which \(K_I\) and \(K_{II}\) are obtained from equations (5.3) and (5.4), and \(\theta_0\) is the direction of initial crack propagation with respect to the coupons interfacial plane. Equivalent mode I SIF range, \(\Delta K_{Ieq}\), on the plane of principal stress is considered as the crack driving force,

\[
\Delta K_{Ieq} = \frac{\Delta K_I}{4} \left[ 3 \cos \frac{\theta_0}{2} + \cos \frac{3\theta_0}{2} \right] - \frac{\Delta K_{II}}{4} \left[ 3 \sin \frac{\theta_0}{2} + 3 \sin \frac{3\theta_0}{2} \right]. \tag{5.6}
\]

A number of assumptions were made in this model: SIFs are assumed to be independent of crack length, the crack is planar, and the ratio of specimen width to nugget radius is greater than 5. Similar to Pook’s model, this model is only applicable to tensile-shear spot-welds.
Wang et al. in 1991 [200] used the J-integral to correlate with the fatigue life of coach-peel spot-weld specimens. The J-integral in this work was calculated from a linear elastic FE analysis. The maximum J-integral range at the periphery of the spot-weld was used for fatigue life estimation through an equation similar to equation (5.2). This method is applicable to any loading condition and takes the effect of modes I, II, and III into account. However, the complexities involved in FE model preparation and the intensive calculations restrict the applicability of this method for real-life problems.

Swellam in 1992 [18] developed a fatigue model for spot-welds under a general loading. This model considers spot-welds under an arbitrary load, and finds forces and moments at the spot-weld center from static equilibrium of a coupon. The SIF formulations developed by Tada et al. [128] were adopted in this model. Equivalent SIF range, which is defined in terms of the SIF ranges due to axial and shear forces and bending moment, was used in Paris’ equation to obtain the fatigue life. The main advantage of this model is that it is applicable to any spot-weld specimen or structure, due to the simplicity of the calculations. A shortcoming of this model is that the crack is assumed to be in the interfacial plane, which is often not a valid assumption, as will be discussed later in this section. Moreover, SIFs are calculated for the initial configuration, and the effect of crack propagation is neglected. This model is explained in more detail in section 5.2.1.

Zhang in 1997 [203] argued that Pook’s formulations were based on average shear stress in the nugget, which did not directly contribute in the SIFs at the spot-weld edge. Analytical relationships for SIFs and the J-integral were derived in this work utilizing normal and shear stresses in the sheet at the point of interest. Normal and shear stresses are normally obtained from FE analyses. For the special case of tensile-shear specimens, the SIF formulations were simplified in terms of the applied load,

\[
K_I = \frac{\sqrt{3F}}{2\pi d^2} \sqrt{t}, \quad (5.7)
\]

\[
K_{II} = \frac{2F}{\pi d^2} \sqrt{t}. \quad (5.8)
\]
The equivalent stress intensity factor range, $\Delta K_{eq}$, including the effect of both modes I and II SIFs, is considered in this model as the damage parameter,

$$\Delta K_{eq} = \sqrt{\Delta K_I^2 + \Delta K_{II}^2}. \quad (5.9)$$

Although Zhang resolved some of the disadvantages associated with Pook’s formulation, this model still assumes the crack is on the coupons faying surface, rather than through the sheet thickness.

Regardless of the fatigue model, the fracture mechanics approach in general has a number of advantages and drawbacks. The main advantage of this approach is that the crack propagation process may be closely followed. A drawback of this approach is that the nugget edge is considered as a crack and therefore crack initiation life is assumed insignificant, which is not supported by experimental observations and analysis. The work by Swellam et al. [18] shows that crack initiation life in spot-welds of a low carbon steel overwhelms the crack propagation life in the high cycle fatigue regime, i.e., $N_f > 10^5$ cycles. McMahon et al. [178] demonstrated that up to 55% of the total fatigue life of spot-welds can be consumed by crack initiation. This ratio in the work by Sheppard et al. [134] is 30%. Crack initiation life is the number of cycles required for the crack to reach a length of 18% of the sheet thickness in Swellam’s work [18], and 0.25 mm in the studies by McMahon et al. and Sheppard et al. [134,178]. Another deficiency associated with the fracture mechanics approach is that the formulations are based on the assumption that the crack is along the faying surface; according to experiments, through-thickness cracking is the more common fatigue failure mode for tensile-shear specimens [126,142,160,204]. Moreover, in contrast to the assumption in this approach, primary cracks in some cases do not initiate from the nugget edge [139]; similar results were obtained in the current study (chapter 3).
5.1.2 Structural Stress Approach

Since 1989, a number of fatigue models have been developed for spot-welds based on the structural stress concept. Structural stress is a linearly distributed stress over the thickness by neglecting the effect of stress concentration. Structural stress reflects the forces and moments at the spot-weld center or edge, and theoretically may be defined in the plate or nugget depending on the mode of failure. Therefore, structural stress has been considered as the factor which directly or indirectly controls the fatigue failure. Structural stress is usually calculated by superposing the effects of different forces and moments, obtained from linear elastic FE simulations. To suit this approach, the sheets and spot-welds in the FE model are represented by shell and beam elements, respectively. The structural stress approach, as opposed to many fracture mechanics-based models, often provides enough flexibility to be applicable to different specimens and structures. Therefore, these models are widely employed in industry, including the automobile industry [130]. However, some weak points are also associated with this approach. A serious shortcoming is that the notch effect at the spot-weld edge is ignored [130].

Radaj in 1989 [131] proposed the concept of structural stress for fatigue assessment of spot-welds. Adopting the structural stress concept and assuming that the spot-weld is an ideal crack-like slit, the following equations were proposed to obtain SIFs at the spot-weld edge (which is assumed to be the crack tip),

\begin{align}
K_I &= 0.144 (\sigma_{ti} - \sigma_{to} + \sigma_{bi} - \sigma_{bo}) + 1.115 (\tau_{ti} - \tau_{bo}) \sqrt{t} \quad , \\
K_{II} &= 0.25 (\sigma_{ti} - \sigma_{bi}) + 0.275 (\tau_{ti} + \tau_{bi}) \sqrt{t} \quad , \\
K_{III} &= 0.707 (\tau_{ti} - \tau_{bi}) \sqrt{t} \quad ,
\end{align}

where $\sigma$ and $\tau$ are nominal normal and shear structural stresses, respectively. Subscripts $t$ and $b$ represent top and bottom sheets, subscripts $i$ and $o$ stand for inner and outer surface, and superscripts
∥ and ⊥ represent in-plane and out-of-plane (transverse) shear stresses, respectively. Radaj in 1990 [1] presented formulations for nominal structural stresses in terms of forces and moments for spot-welded specimens. The forces and bending moments were obtained from FE analysis, and were the element nodal forces at the node shared between the spot-weld (beam element) and the plate (shell element). A drawback of this model, similar to the fracture mechanics approach, is that the fatigue crack is assumed to be through the nugget. Also, SIFs are assumed constant during the course of crack propagation.

Rupp et al. in 1995 [132] employed beam and plate theories to develop structural stress formulations for spot-welds. Forces and moments (membrane, transverse and normal forces, as well as two out-of-plane bending moments) were obtained at the nugget center from FE analysis (the torsional moment was neglected). Through-nugget cracking and through-plate cracking were considered as possible failure modes.

Figure 5.2: Rupp's model illustration (a) plate theory for sheet failure (b) beam theory for nugget failure [132]

The theory of sheet and plate, Figure 5.2(a), was employed to obtain structural stresses for through-plate failure,

\[
\sigma_{r,\text{max}} = \frac{F_{xy}}{\pi d t}, \quad (5.13)
\]
\[
\sigma_{r,\text{max}} = K \frac{1.744 F_z}{t^2}, \quad (5.14)
\]
\[
\sigma_{r,\text{max}} = K \frac{1.872 M_{xy}}{dt^2}, \quad (5.15)
\]

where \( K = 0.6 \sqrt{E} \) is an empirical stress correction factor for tension and bending terms.
Equivalent von Mises stress was calculated in plates around the nugget periphery at different angles; the maximum value was considered as the fatigue damage parameter in plates.

For through-nugget failure, the beam bending theory was used to find the structural stress from resultant forces at the nugget center, as shown in Figure 5.2(b). The expressions for calculating structural stress at the nugget are

$$
\sigma_n = 4 \frac{F_z}{\pi d^2},
$$

$$
\sigma_{b,\text{max}} = 32 \frac{M_{xy}}{\pi d^3},
$$

$$
\tau_{\text{max}} = 16 \frac{F_{x,y}}{3\pi d^2}.
$$

Knowing that the nugget has a brittle structure, the maximum normal stress criterion was used as the fatigue damage parameter. Depending on whether the representative stress in the nugget or plate is higher, failure is predicted to happen in the corresponding mode. An advantage of Rupp’s model is that not only the fatigue life, but also the mode of failure is predicted. A weak point of this model is that only resultant loads in nugget are considered and therefore the effect of self-equilibrating forces on structural stresses is missing. Also, it is assumed that the fatigue failure process is controlled by a measure of stress, which is not justifiable for cracked specimens and structures. Moreover, a reliable prediction of crack initiation location and life requires accounting for spot-weld edge notch radius which is suppressed in this method.

Sheppard et al. in 1992 [134] developed a model to predict fatigue crack initiation life for spot-welds based on the structural stress concept. The structural stress definition in this model only accounted for membrane load and bending moment. The structural stress range was obtained on neighboring elements of the spot-weld at the node shared with the spot-weld beam element on both sheets. Maximum structural stress range was converted to actual elastic-plastic stress and strain ranges at the spot-weld edge using Neuber’s rule. The stress concentration factor was obtained using an equation developed by them for tensile-shear specimens. The Smith-Watson-Topper relationship
was employed to find the fatigue initiation life in terms of actual stress and strain ranges. Sheppard in 1993 extended the application of structural stress to include fatigue crack propagation. Considering only mode I effects, the SIF range was obtained in terms of structural stresses due to membrane load and bending moment. Paris’ equation was employed to find fatigue crack propagation life from the maximum structural stress range. The structural stress relationship was later modified in 1996 to include the effect of forces normal to the sheet, i.e., the “cupping force” [133]. Some common problems with structural stress-based models were resolved in this model. For instance, crack initiation and propagation phenomena were explicitly accounted for, and the mode I SIF was not assumed constant during crack propagation. However, the effects of modes II and III loading during crack propagation were ignored. There is no comprehensive formulation for calculating the stress concentration factor for spot-welds; this is a challenge in the application of Neuber’s rule under a general load case. Furthermore, similar to other models based on the structural stress approach, effects of material anisotropy and yield asymmetry were not taken into account. This model is explained in more detail in section 5.2.2.

5.1.3 Local Strain Approach

Some studies, in contrast to the fracture mechanics approach, consider a spot-weld as a blunt notch with a finite radius. Therefore, a detailed FE model with a fine mesh at the vicinity of the spot-weld is required. A measure of local strain at the spot-weld edge is often assumed to control fatigue failure in this approach. Local stress/strain values are calculated from an elastic-plastic FE simulation, or from an elastic solution along with a variant of Neuber’s rule [136]. An advantage of this approach is that the effect of the spot-weld notch is considered. Also, cyclic characteristics of materials, e.g., anisotropy and hardening asymmetry, may be accounted for. On the other hand, crack propagation is not considered in local notch models. Moreover, complexities of FE model preparation, as well as
intensive FE calculations, restrict the applicability of this approach for real-life problems. The most commonly referenced models in this group have been developed by Oh [137] and Pan [20].

Oh in 1982 [137] obtained stress/strain results from a linear elastic FE analysis. The elastic solution in the region around the spot-weld nugget was then transferred to actual elastic-plastic results using Neuber’s rule. The stress concentration factor in this model was calculated analytically based on a two dimensional representation of tensile-shear specimens. For the sake of simplicity, shear stress was assumed uniformly distributed over the nugget cross-section. Actual stress and strain values were then related to total fatigue life through Morrow’s formulation [138]. A deficiency of this model is that the effect of coupon bending on stress concentration factor is neglected. Even with this simplification, the expression given for the stress concentration factor is only applicable to tensile-shear spot-welds.

Pan in 2000 [139] demonstrated that Sheppard’s structural stress model was not successful for spot-welds between sheets with dissimilar thicknesses. Pan [20,139] proposed a local strain model for such cases. Local stress and strain values at the spot-weld edge were obtained directly from three-dimensional elastic-plastic FE simulations. Nonlinear geometry and material properties were included in the FE analyses. Because the HAZ of spot-welds contains gradients in material properties from the BM to FZ, this region was split into several subzones with corresponding nonlinear properties, if the information was available. The location where maximum principal strain occurred at the end of the first reversal was selected as the hot-spot. Cyclic principal strain range was considered as the fatigue damage parameter. The cyclic principal strain range was calculated as the difference between principal strain values at the end of the first and second reversals at the hot-spot. A shortcoming of this model is that it does not provide a reasonable description of crack propagation. However, a better correlation was achieved employing this model for spot-welds with dissimilar thicknesses than Sheppard’s structural stress model [20]. An extended description of Pan’s model is presented in section 5.2.3.
5.2 Fatigue Model Evaluation

One fatigue model from each category was selected to evaluate predictions for magnesium spot-welds. Swellam’s fracture mechanics model was chosen for assessment because its applicability is not limited to any particular specimen geometry, in contrast to most fatigue models in this category. Sheppard’s structural stress model was used since the assumption used in this model, i.e., plate cracking rather than nugget cracking, better explains the fatigue failure in magnesium spot-welds. The notch model proposed by Pan was used as it directly and more accurately accounts for spot-weld notch effects, and the stress concentration factor is not required in this model. The selected models are explained in detail and assessed in the following sections.

5.2.1 Swellam’s Model

5.2.1.1 Introduction

Swellam et al. in 1992 [18] proposed a fatigue model for predicting crack propagation life for spot-welds based on the fracture mechanics approach. In this model, the effects of modes I and II loading were taken into account. The spot-weld was considered under a general applied load, F, as shown in Figure 5.3.

![Figure 5.3: Resolving a general applied load, F, at the center of the spot-weld [18]]
Resultant forces and moments, including axial load, $P$, shear load, $Q$, and bending moment, $M$, at the spot-weld center, were found from static equilibrium of a coupon. The stress intensity factors developed by Tada et al. [128] for two half spaces joined by a circular region were used in this study,

$$K_I = K_{axial} + K_{moment} = \frac{P}{2r\sqrt{\pi r}} + \frac{3M}{2r^2\sqrt{\pi r}} \ ,$$

$$K_{II} = K_{shear} = \frac{Q}{2r\sqrt{\pi r}} \ ,$$

where $r$ is the nugget radius. The initial equivalent Mode I SIF, $K_{I_{eq}}$, was defined as

$$K_{I_{eq}} = \sqrt{R^2 + \beta K_{II}^2} \ ,$$

in which $\beta$ is an empirical material constant, which reflects the material's sensitivity to mode II loading. Experimental results from two or more different spot-weld specimen configurations are required to obtain $\beta$. Some of the specimen sets must involve only the mode I SIF (such as cross-tension or coach-peel configurations), and some other specimens must reflect only the effect of mode II or a combination of modes I and II SIFs. The parameter $\beta$ was found such that the best correlation was achieved for equivalent stress intensities, $K_{I_{eq}}$, when plotted versus the fatigue life for all specimen configurations.

A geometrical correction factor, $G$, was defined to incorporate the effects of specimen and nugget size

$$G = \sqrt{\frac{t^2W}{r^3} \left(\frac{9t^2}{4r^2} + 1\right)} \ ,$$

where $t$ is the sheet thickness, and $W$ is the specimen width. To account for the effect of load ratio, $R$, the general stress intensity parameter, $K_i$, was defined as

$$K_i = \frac{K_{I_{eq}}}{G} \sqrt{1 - R} \ .$$
5.2.1.2 Fatigue modeling of Mg spot-welds

Swellam’s model was evaluated by predicting the fatigue life for TS and CT magnesium spot-welds. Taking advantage of the simple specimen geometry, resultant loads at the spot-weld center were determined from hand calculations. The graphs in Figure 5.4 illustrate the fatigue life prediction results for the five specimen sets introduced in chapter 3. Figure 5.4(a) displays Swellam’s damage parameter versus fatigue life. This diagram represents how successful the master curve is in correlating the experimental data. The master curve is usually considered as a fitted line to coupon-level data points in the plot of damage parameter versus fatigue life. The master curve in this graph is a bilinear trend line to the data points on a log-log scale, and is represented with a dashed line. As depicted in Figure 5.4(a), Swellam’s model is not able to appropriately correlate the CT and TS experimental results. It should be noted that, as proposed in this model, SIFs were obtained from resultant forces and moments at the center of the spot-weld. For CT specimens, the resultant bending moment, $M$, and the corresponding SIF, $K_{moment}$, are zero. Therefore, the effect of bending moment, which is dominant for CT specimens, is neglected in this model. Figure 5.4(b) illustrates the predicted versus experimental fatigue life for spot-welded specimens. Diagonal dashed lines in this figure represent the factor of 2 bound lines, which are often considered as the criterion for fatigue models assessment. Since most of the data points fall outside these bound lines, especially the points corresponding to CT specimens, this model offers a poor fatigue life prediction. The capability of fatigue models in predicting life is usually quantified using the correlation coefficient, $R^2$ ($0 \leq R^2 \leq 1$), which is only 0.53 for this model. The low correlation coefficient affirms the conclusion that Swellam’s model in this original form fails to predict the fatigue life of CT spot-weld specimens.

Swellam et al. later tried to resolve this issue [205]. Explicit equations were derived for $K_i$ in terms of external loads and geometrical dimensions for different specimen configurations. In particular, for CT specimens, the bending compensation from the two ends was simply neglected.
Rather, the summation of bending moments from both ends was considered as the net bending moment at the nugget center. Also, the geometrical correction factor in this study was

\[ G = \sqrt{\frac{t^2W}{r^3}} \left( \frac{36t^2}{4r^2} + 1 \right), \quad (5.24) \]

which is not the same as that in the previous work. Moreover, the \( K_i \) equation was modified to

\[ K_i = \frac{K_{ieq}}{G} (1 - R)^{0.85}, \quad (5.25) \]

to better account for the load ratio. Suppressing the effect of coupon deformation, for tensile-shear specimens we have \( P = 0, Q = F \), and \( M = Ft/2 \) which yields

\[ K_i = \frac{F}{2t/\sqrt{\pi W(36t^2 + 4r^2)}} \sqrt{9t^2 + 4\beta r^2} (1 - R)^{0.85}. \quad (5.26) \]

Cross-tension specimens may be represented by \( P = F, Q = 0, \) and \( M = F \cdot e \) where \( e \) is the effective width of the CT coupons, \( i.e., \) the distance between the two loading points. Therefore,

\[ K_i = \frac{F}{2t/\sqrt{\pi W(36t^2 + 4r^2)}} (2r + 3e) (1 - R)^{0.85}. \quad (5.27) \]

The results obtained from the modified form of Swellam’s model are shown in Figure 5.5. Comparing the original and modified forms of Swellam’s model demonstrates a clear improvement in correlation coefficient, which is attributed to incorporating the bending effect in CT specimens.
Figure 5.4: Original Swellam’s model evaluation (a) stress intensity vs. fatigue life (b) predicted vs. experimental fatigue life
Figure 5.5: Modified Swellam’s model evaluation (a) stress intensity vs. fatigue life (b) predicted vs. experimental fatigue life
5.2.2 Sheppard’s Model

5.2.2.1 Introduction

Sheppard et al. in 1992 [134] developed a fatigue model for spot-welds based on the structural stress concept and assuming through-thickness cracking. Structural stress in this work was a function of membrane load and bending moment,

$$\Delta S_{ij} = \frac{\Delta P_{ij}}{\omega t_i} + 6 \frac{\Delta M_{ij}}{t_i W} ; \quad i, j = 1, 2$$  \hspace{1cm} (5.28)

where $\Delta S_{ij}$ is the structural stress range, $\Delta P_{ij}$ and $\Delta M_{ij}$ are membrane load and bending moment ranges, respectively. $\omega$ is the effective coupon width and according to Wang et al. [206] was defined as $\pi d / 3$, in which $d$ is the nugget diameter. The subscript $i$ represents the sheet ($i = 1$ for the bottom sheet, and $i = 2$ for the top sheet), and the subscript $j$ represents the side ($j = 1$ for the right side, and $j = 2$ for the left side). Figure 5.6 illustrates the membrane forces and bending moments at the edges of a spot-weld.

![Figure 5.6: Forces and moments at a spot-weld nugget edge for Sheppard’s structural stress calculation](134)

Forces and moments were determined from linear elastic FE simulations. As mentioned earlier, for FE models of spot-welds, sheets and spot-welds are modeled with shell and beam elements, respectively, to calculate the structural stress.
According to equation (5.28), four values were obtained for the structural stress range at each spot-weld. Maximum structural stress range,

$$\Delta S_{max} = \max(\Delta S_{11}, \Delta S_{12}, \Delta S_{21}, \Delta S_{22})$$

(5.29)

was used in Neuber’s rule to estimate maximum local stress and strain ranges, *i.e.*, $\Delta \sigma_{max}$ and $\Delta \varepsilon_{max}$ (assuming cyclic Ramberg-Osgood behavior),

$$\left(\frac{K_f \Delta S_{max}}{E}\right)^2 = \Delta \sigma_{max} \Delta \varepsilon_{max} \quad ,$$

(5.30)

$$\Delta \varepsilon_{max} = \frac{\Delta \sigma_{max}}{E} + 2 \left(\frac{\Delta \sigma_{max}}{2K'}\right)^{1/n'} \quad ,$$

(5.31)

where $K_f$ is the fatigue notch factor, $E$ is the elastic modulus, $K'$ is the cyclic strength coefficient, and $n'$ is the cyclic strain hardening exponent. The effect of mean stress, $\sigma_m$, on the crack initiation process was accounted for in this model and was obtained from

$$\sigma_m = \sigma_{max} - 0.5 \Delta \sigma_{max} \quad ,$$

(5.32)

in which $\Delta \sigma_{max}$ was determined by solving equations (5.30) and (5.31), and $\sigma_{max}$ was found from the following equations

$$\left(\frac{K_f \max\{S_{ij}\peak\} + \sigma_{rs}}{E}\right)^2 = \sigma_{max} \varepsilon_{max} \quad ,$$

(5.33)

$$\varepsilon_{max} = \frac{\sigma_{max}}{E} + \left(\frac{\sigma_{max}}{K}\right)^{1/n} \quad ,$$

(5.34)

where $S_{ij}\peak = \Delta S_{ij}/(1 - R)$, $R$ is the load ratio, $\sigma_{rs}$ is the residual stress, $K$ is the strength coefficient, and $n$ is the strain hardening exponent. Crack initiation life and early growth, $N_i$, was found using the Smith-Watson-Topper’s [135] formulation,

$$2N_i = \left[0.5 \Delta \sigma_{max}/(\sigma_f' - \sigma_m)\right]^{1/b} \quad ,$$

(5.35)

where $\sigma_f'$ and $b$ are the fatigue strength coefficient and fatigue strength exponent, respectively. $\sigma_f'$ and $b$ are material properties which theoretically correspond to the region where crack initiation occurs.
Residual stress, $\sigma_{rs}$, in the as-welded condition was assumed to be equal to the yield strength in the crack initiation region. The stress concentration factors reported by Radaj [207] and Kuang et al. [208] for tensile-shear specimens were adopted with an adjustment due to a different nominal stress definition.

Sheppard in 1993 [19] employed the structural stress concept to model crack propagation. The structural stress definition from equation (5.28) was utilized to find the SIF range,

$$\Delta K = \Delta K_T + \Delta K_B = f_1 \Delta S_T (\pi a)^{0.5} + f_2 \Delta S_B (\pi a)^{0.5}$$  

$$= f_1 \frac{\Delta P}{\pi a t} (\pi a)^{0.5} + 6 f_2 \frac{\Delta M}{E t^3 W} (\pi a)^{0.5},$$  

where $\Delta K_T$ and $\Delta K_B$ are mode I SIF ranges for membrane force and bending moment, respectively. The crack depth is $a$, and $f_1$ and $f_2$ are geometry factors for membrane force and bending moment, respectively. $\Delta P$ and $\Delta M$ correspond to the maximum structural stress range, $\Delta S_{max}$. Geometry factors were assumed to increase with crack growth according to

$$f_1 = c_1 + c_2 (a/t)^2 + c_3 (a/t)^4,$$  

$$f_2 = c_4 + c_5 (a/t)^2 + c_6 (a/t)^4,$$

Coefficients in the above equations are constant and were estimated assuming a semi-elliptical crack propagating through the plate thickness, with a crack aspect ratio, $a/c$, between 0.33 and 1. Figure 5.7 displays $a$ and $c$ parameters for the semi-elliptical crack.

![Figure 5.7: Illustration of semi-elliptical crack at the nugget edge [19]](image-url)
Initial and final crack sizes were assumed to be \( a_i = 0.25 \text{ mm} \) and \( a_f = t \), respectively. Therefore, the relationship to find crack propagation life through Paris’ equation was simplified to

\[
N_p = \int_{a_i}^{a_f} \frac{da}{C(\Delta K)^m} = A_2 (\Delta S_{\text{max}})^{-m}
\]  

(5.39)

where \( A_2 \) and \( m \) are material constants.

The structural stress definition was revised in 1996 [133] to modify the bending term and account for the axial force \( \Delta P_{Ai} \), as shown in Figure 5.6,

\[
\Delta S_{ij} = \frac{\Delta P_{ij}}{\omega t_i} + 6 \frac{\Delta M_{ij}}{t_i^2 W} + \frac{\Delta P_{Ai}}{t_i^2}; \quad i,j = 1, 2
\]  

(5.40)

where \( \Delta P_{Ai} \) is the axial or “cupping” force range, and \( \Delta M_{ij} \) is the bending moment range, which was defined based on the difference between bending moments on opposite sides of the spot-weld. The moment, \( M^* \), for bending along edge 1 according to Figure 5.8 was

\[
M^* = (M_{4x} + M_{2x}) - (M_{3x} + M_{1x})
\]  

(5.41)

Figure 5.8: bending moments in elements surrounding the spot-weld in one sheet [209]

The bending and axial terms in the structural stress equation were further modified by Sheppard et al. in 2000 [209] to

\[
\Delta S_{ij} = \frac{\Delta P_{ij}}{\omega t_i} + 6 \frac{\Delta M_{ij}}{t_i^2 W} + 1.2 \frac{\Delta P_{Ai}}{t_i^2}; \quad i,j = 1, 2
\]  

(5.42)
The bending moment in this model was defined as

$$M^* = (M_{4x} + M_{2x}) - M_{avg},$$

(5.43)

where $M_{avg}$ is the average of all positive nodal moments at elements adjacent to the spot-weld. The moments causing tension at the interface are considered as positive moments. Compared to equation (5.40), another refinement in this model is the change in coefficient for the axial stress from 1 to 1.2. This modification was made to account for the effect of boundary conditions on axial stress according to Young and Budynas [164]. This coefficient was found for the magnesium spot-welds investigated in the current study, and the values are listed in Table 5.1.

<table>
<thead>
<tr>
<th>Set</th>
<th>Axial stress coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.20</td>
</tr>
<tr>
<td>C</td>
<td>1.05</td>
</tr>
<tr>
<td>E</td>
<td>0.95</td>
</tr>
<tr>
<td>F</td>
<td>1.13</td>
</tr>
<tr>
<td>G</td>
<td>1.40</td>
</tr>
</tbody>
</table>

In addition to deficiencies already mentioned in section 1.1.1, some further disadvantages restrict applicability of this model. The specimen width parameter, $W$, in the structural stress equation is not readily transferable to general applications, and determining this parameter requires some extra assumptions. Moreover, this model is able to explain only through-thickness cracking which is dominant mode of failure for magnesium spot-welds in moderate and high cycle regimes. However, experimental results on magnesium spot-welds (chapter 3) show that nugget failure is the predominant mode of failure in the LCF regime.
5.2.2.2 FE modeling

The loads and moments in the vicinity of spot-welds ($\Delta P_{ij}$, $\Delta P_{Ai}$, $\Delta M_{ij}^*$) in the current study were obtained through FE simulations. These variables are stored in nodal force (NFORC) output variables in ABAQUS 6.10 software. Note that the default setting for averaging element output at nodes has to be deactivated, so that the contribution of each element is represented correctly.

The sheets in Sheppard’s model were represented with four-node linear shell elements, and the spot-weld was modeled with a two-node linear beam element. Similar to other structural stress approaches, elastic material properties are used in Sheppard’s model; $E=43$ GPa and $\nu=0.35$ for AZ31B-H24 magnesium alloy. Nonlinear geometry is recommended for a correct failure location prediction [139]. The FE models and boundary conditions for tensile-shear and cross-tension specimens are illustrated in Figure 5.9.

![FE model of spot-weld specimens for Sheppard's model](image)

Figure 5.9: FE model of spot-weld specimens for Sheppard's model (a) TS specimen (b) CT specimen
5.2.2.3 Fatigue modeling of Mg spot-welds

Fatigue crack initiation life was not calculated for this model in this research because the stress concentration factor associated with Sheppard’s nominal structural stress is not readily available for CT specimens. Therefore, only the crack propagation life results are presented in this section.

The maximum structural stress range for all experimental data points was calculated using the FE simulation results. The structural stress range was calculated employing equation (5.42) and using a coefficient for the axial stress term according to Table 5.1. Figure 5.10(a) displays results in terms of maximum structural stress range versus fatigue life. Because of a knee at about 10^6 cycles, a bilinear trend line was fitted on a log-log scale. This graph shows that Sheppard’s model was successful in correlating experimental results from different specimen sets, with \( R^2 = 0.95 \). However, data points corresponding to the cross-tension specimens (set G) are shifted from the master curve, and the fatigue life is under-predicted. Figure 5.10(b) illustrates predicted versus experimental fatigue life utilizing Sheppard’s model. This figure shows that almost all experimental data points corresponding to tensile-shear specimens (sets A-F) are located within the factor of 2 bound lines, while points for cross-tension specimens are outside these bound lines.
Figure 5.10: Sheppard’s model evaluation (a) structural stress range vs. fatigue life (b) predicted vs. experimental fatigue life
5.2.3 Pan’s Model

5.2.3.1 Introduction

Pan in 2000 [139] showed that Sheppard’s model is capable of successfully predicting fatigue life of steel spot-welds, as long as the sheets being welded have the same thickness, but that the model fails for dissimilar thicknesses. To tackle this problem, Pan in 2002 [20] proposed a model based on the local strain approach. A detailed FE model of spot-weld specimens with a nominal radius at the nugget edge was employed in this model. The nominal radius was selected according to experimental observations of spot-weld cross-sections, Figure 5.1. The maximum principal strain range at the hot spot was used as the fatigue damage parameter. The hot spot was identified as the location with the maximum local principal strain at the end of the first reversal. Maximum principal strain range, according to Pan [20], is the difference in the principal strain at the end of the loading and unloading reversals.

5.2.3.2 FE modeling

Pan’s model, similar to other local approaches, requires a detailed FE model to obtain a realistic approximation of stress and strain values at the hot spot. The FE model included details of the nugget root radius, which was found from experimental observation. The notch radius was obtained by sectioning spot-welds, and measuring the distance between the two sheets in the vicinity of the nugget. The notch radius in Pan’s work was 0.076 mm for steel spot-welds [20]. Measurements indicate that the average notch radius for magnesium spot-welds in the current work is 0.10 mm, Figure 5.1(b).

The current FE model for a TS specimen is shown in Figure 5.11(a). Half of the tensile-shear specimen was modeled, taking advantage of a plane of symmetry. Eight-node linear brick elements with reduced integration were used in this model. Elastic properties of magnesium (\(E=43\) GPa and
along with the tensile stabilized cyclic stress-strain curve for AZ31B-H24 were used. The same material properties were assigned to the BM and the weld area, i.e., HAZ and FZ, due to lack of suitable mechanical properties for the weld region. Moreover, the work by Pan [139] on HSLA steel showed that nonhomogeneous material properties had a minimal effect on principal strain distribution, nor on the hot spot location. The Mises criterion was employed as the yield function and kinematic hardening was used to represent the Bauschinger effect. Figure 5.11(b) illustrates the boundary conditions at the two ends, and on the plane of symmetry. All degrees of freedom (DOFs) were fixed in one end, and the other end was only free to move in the x-direction. The z-symmetry condition (Uz=0, URx=0, and URy=0) was applied to the plane of symmetry. Half of the load that was applied in the experiments was exerted due to the half model. Simulations were run for three steps to simulate three consecutive reversals, i.e., loading, unloading, and reloading, while considering the effect of nonlinear geometry. The principal strain ranges at the hot spot were calculated for available experimental loads.

Figure 5.12(a) displays the FE model for a quarter CT specimen, which used two planes of symmetry. The notch radius, element type, and material properties were the same as the TS specimen model. The boundary conditions on the CT specimens, as illustrated in Figure 5.12(b), were applied such that the experimental conditions were simulated. All DOFs on one sheet were fixed within the gripping distance, and on the other sheet the translational DOF normal to the sheet was free, and the other DOFs were fixed. A quarter of the experimental load was applied uniformly on the moving end of the specimen, due to the quarter model. Two different symmetry boundary conditions (x-symmetry, and z-symmetry) were applied to the symmetry planes. Similar to the TS model, three loading steps were run for CT specimens to simulate one cycle. The results for Pan’s model are presented and discussed in the next section.
Figure 5.11: FE model of a TS specimen for Pan’s model (a) FE model details (b) boundary conditions
Figure 5.12: FE model of a CT specimen for Pan’s model (a) FE model details (b) boundary conditions
5.2.3.3 Fatigue modeling of Mg spot-welds

The maximum principal strain range at the hot spot was obtained from FE simulation for all experimental data points. The principal strain range values were plotted versus fatigue life to obtain the master curve, Figure 5.13(a). Similar to Sheppard’s model, a bilinear trend line was fitted to the data points, as a result of the sharp bend at a life of $10^6$ cycles. This chart indicates that Pan’s model is very successful in consolidating the experimental results for different specimen sets, with $R^2=0.97$. This figure also shows that the master curve after the knee rapidly tends to the endurance limit. Furthermore, it can be concluded that Pan’s model is capable of providing a good correlation between the CT data points (set G) and the TS data points (sets A-F), in contrast to Swellam’s and Sheppard’s models. Figure 5.13(b) illustrates that almost all experimental data points, including the CT specimens, are located within the factor of 2 bound lines.
Figure 5.13: Pan’s model evaluation (a) cyclic principal strain range vs. fatigue life (b) predicted vs. experimental fatigue life
5.2.4 Proposed modified Pan’s Model

5.2.4.1 Introduction

As described in section 5.2.3, the Pan’s original model uses the Mises yield function along with the kinematic hardening rule to simulate material behavior. Therefore, application of this model is only justifiable for materials with symmetric tension-compression hardening behavior, e.g., steel and aluminum. HCP metals such as magnesium and titanium, which exhibit asymmetric hardening behavior, may not be modeled properly employing regular material models, as explained in chapter 4. To resolve this problem, Pan’s model was re-applied using the UMAT developed herein (incorporating the Cazacu-Barlat yield function and combined isotropic-kinematic hardening rule), instead of the built-in Abaqus material model. The same FE models, loading steps, and boundary conditions as the original Pan’s model were used to assess the modified Pan’s model.

5.2.4.2 Fatigue modeling of Mg spot-welds

Figure 5.14(a) shows the maximum principal strain range at the hot spot versus fatigue life obtained utilizing the modified Pan’s model. This graph demonstrates that, just like the original Pan’s model, the modified form of this model is quite successful in correlating the experimental data points for different specimen sets, with \( R^2 = 0.97 \). Figure 5.14(b) illustrates that almost all the experimental data points, including those for CT specimens, are located within the factor of 2 bound lines. Comparing Figure 5.13 and Figure 5.14 reveals that incorporating asymmetric hardening behavior of magnesium did not improve the fatigue life prediction of magnesium spot-welds. This is attributed to a lack of comprehensive experimental data on spot-weld specimens; more various configurations of spot-weld specimens can make the contrast more obvious.
Figure 5.14: Modified Pan’s model evaluation (a) cyclic principal strain range vs. fatigue life (b) predicted vs. experimental fatigue life.
Also, shape of the hysteresis loops at the hot spot can contribute to the insignificant improvement. Figure 5.15(a) and Figure 5.15(b) present the stress-strain hysteresis response at the hot spot obtained from the symmetric and asymmetric hardening models, respectively. These graphs correspond to an experiment where a large load of 2000N was applied to a TS specimen. However, in the course of unloading and reloading reversals, no plastic deformation was predicted using the symmetric hardening model, and only a small hysteresis was predicted using the asymmetric material model. The reason for the minimal plasticity during unloading and reloading reversals is the positive R-ratio of 0.2, which is required for this specimen configuration to avoid buckling. Negative R-ratios, if possible, could make the difference clearer.

Figure 5.15: Stress-strain hysteresis response at the hot spot for a specimen set C under 2000N (a) symmetric material model (b) asymmetric material model (UMAT)
In other words, this figure demonstrates that available experimental data do not provide a situation where significant twinning/untwinning deformations occur. Therefore, the effect of asymmetric hardening behavior is not significant in the stress-strain response. Consequently, the contrast between the original and modified Pan’s models is not obvious in terms of the fatigue life estimation.

Figure 5.16 illustrates the difference between symmetric and asymmetric hardening models under uniaxial fully-reversed strain-control condition, $R=-1$ and $\varepsilon_{amp} = 0.02$. The symmetric hardening model is kinematic hardening, and the asymmetric hardening model is the UMAT developed in the current study. Figure 5.16 shows that the symmetric material model does not follow the experimental hardening curves, and stress range and especially the hysteresis energy are significantly overestimated. The asymmetric hardening model (UMAT) closely follows the actual material behavior.

![Figure 5.16: Effect of hardening model on the predicted material’s behavior under a fully-reversed strain-control condition](image)
5.3 Proposed Model

A number of commonly used fatigue models were evaluated in this chapter utilizing experimental data on magnesium spot-weld specimens. Some of these models were successful in generating a well-correlated master curve, at the coupon level. However, magnesium structure testing and simulation (see chapter 6) revealed that regular fatigue models, which do not account for asymmetric hardening behavior, are not able to predict the fatigue life nor the failure location. An energy-based fatigue model is proposed in this section which employs the asymmetric material model developed in chapter 4. The advantage of energy-based fatigue models over stress- and strain-based models is that energy is a scalar quantity. Therefore, the energy values corresponding to different axial and shear components of stress and strain tensors can be simply manipulated without the concern of dissimilar nature or direction. This approach has been applied to symmetric [210,211] and asymmetric [169,212,213] materials, and its accuracy has been verified. In the current research, an energy-based model is proposed for estimating the location and the life associated with fatigue crack initiation, rather than crack propagation or total fatigue failure process. This is because local stress/strain results at the hot spot are utilized for strain energy calculation. The propagation phase of the fatigue failure should be modeled using a fracture mechanics based model; this will be pursued as an extension to the current study.

5.3.1 Total Energy Model

5.3.1.1 Introduction

The material model which follows the actual behavior of wrought magnesium alloys is a requirement to obtain a realistic estimation of energy density. Energy density, as the damage parameter in the proposed model, includes the plastic energy density. The plastic energy dissipates in each cycle as a result of plastic deformation. To take the effect of mean stress into account, positive
elastic energy density is added to the plastic energy density. Moreover, the positive elastic energy term helps to distinguish the data points in the high cycle regime. To obtain the energy densities, a detailed FE model of the spot-weld specimen (the same as the one used in Pan’s model) was utilized and the UMAT was linked to the simulation through the material properties. Because the stabilized cyclic behavior of magnesium was incorporated in the UMAT, and for the sake of minimizing computation time, the FE simulation was run for three reversals only, i.e., loading, unloading, and reloading. Figure 5.17(a) schematically displays the signed equivalent (Cazacu-Barlat) stress versus signed total strain behavior at the spot-weld edge in the first three reversals. Signed equivalent stress and signed total strain were defined in chapter 4.

Figure 5.17: Schematic illustration of (a) positive elastic energy density and (b) plastic energy density
As depicted in this figure, the stress-strain response may constitute a non-closing hysteresis loop. The positive elastic energy density, $W^e^+$, is defined as

$$W^e^+ = \frac{1}{2} \bar{\sigma}_{\pm \hat{0}} e^e_{\pm \hat{0}} = \bar{\sigma}_{\pm \hat{0}}^2 / 2E,$$  \hspace{1cm} (5.44)

where $\bar{\sigma}_{\pm \hat{0}}$ and $e^e_{\pm \hat{0}}$ are signed equivalent stress and signed elastic strain at the end of the first reversal, respectively.

The plastic strain energy density accumulated in the unloading ($S_1$) and reloading ($S_2$) reversals is considered as the plastic energy density.

$$W^p = \int_{S_1} \bar{\sigma}_\pm d\bar{\varepsilon}_\pm^p + \int_{S_2} \bar{\sigma}_\pm d\bar{\varepsilon}_\pm^p,$$  \hspace{1cm} (5.45)

The hatched area in Figure 5.17(b) represents the plastic energy density, $W^p$. Note that Figure 5.17(b) is a plot of signed equivalent stress versus signed equivalent plastic strain.

Total energy density, which is the damage parameter, is the summation of the plastic energy and the positive elastic energy densities at the hot spot,

$$W^t = W^e^+ + W^p.$$  \hspace{1cm} (5.46)

The location with maximum signed equivalent plastic strain at the end of the first reversal is considered as the hot spot.
5.3.1.2 Fatigue modeling of Mg spot-welds

Total energy density, as defined in equation (5.46), was obtained at the spot-weld nugget edge from FE simulations for applied loads corresponding to the available experimental data points, chapter 3. The material model proposed in chapter 4 was employed to account for the asymmetric cyclic hardening behavior. The results obtained for total energy density were plotted with respect to crack initiation life, rather than the total fatigue life, as this model is intended to predict the fatigue crack initiation life. The definition of the crack initiation in this research, as well as the experimental results for crack initiation life, was presented in chapter 3. The total energy density if plotted against crack initiation life shows a knee at about an initiation life of $10^6$ cycles, Figure 5.18(a). This graph indicates that the proposed model is successful in correlating experimental results for different specimen sets, with an $R^2=0.96$. Figure 5.18(b) illustrates that almost all experimental data points, including CT specimens, are located within the factor of 2 bound lines. However, the initiation life for CT specimens is slightly overestimated. This can be attributed to the criterion adopted for crack initiation, which has not been verified for CT specimens. Therefore, it can be concluded that the energy model is able to correlate the CT data points (set G) with TS data points (sets A-F). Comparing the R-squared value obtained from the energy method and the methods utilizing symmetric properties (Sheppard’s and Pan’s model) shows that incorporating the complex cyclic behavior of wrought magnesium alloys did not result in an improvement in the (initiation) life prediction. This implication, as stated in the section 5.2.4.2, is attributed to the lack of comprehensive experimental data on spot-welded specimens.

To demonstrate the contrast between symmetric and asymmetric material models, an automotive structure was simulated using the proposed model. The results were compared with experimental measurements as well as a simulation based on symmetric hardening model. The details about the structure and the simulations are presented in chapter 6.
Figure 5.18: Energy model (a) total energy density vs. crack initiation life (b) predicted vs. experimental initiation life
5.4 Summary

In this chapter, available models for predicting the fatigue life of spot-welds were categorized into three major groups: fracture mechanics, structural stress, and local strain approaches. The fracture mechanics approach considers the spot-weld as a crack-like slit by neglecting the spot-weld root radius. This assumption is often justified due to the insignificant effect of BM strength on the fatigue strength of spot-welds. The fracture mechanics approach considers a measure of stress intensity factor or J-integral as the fatigue damage parameter, and relates this parameter to the fatigue life or the crack growth rate. In the structural stress approach, it is assumed that structural stress (directly or indirectly) controls the fatigue failure. Structural stress is a linearly distributed stress over the thickness, obtained by neglecting the effect of stress concentration. Structural stress reflects the effect of forces and moments at the spot-weld center or edge through different theories and assumptions. The local strain approach, in contrast to the fracture mechanics approach, considers a spot-weld as a blunt notch with a finite radius. A measure of local strain at the hot spot is considered as the damage parameter.

The most common fatigue models from each approach were introduced and advantages and shortcomings associated with each model were introduced. To evaluate available fatigue models for magnesium spot-welds, the models developed by Swellam, Sheppard, and Pan were selected from the fracture mechanics, structural stress, and local strain approaches, respectively.

A fatigue model was proposed for predicting the location and the life associated with fatigue crack initiation. This model was based on local strain energy, which was found from FE simulations using the UMAT. Total energy was defined as the summation of plastic and positive elastic strain energies, which were calculated from the stress–strain response. Total energy at the hot spot was considered as the fatigue damage parameter. The hot spot was identified as the location with maximum signed equivalent plastic strain at the end of the first loading reversal.
The selected available models as well as the proposed model were evaluated by examining the capability to correlate experimental fatigue data for different spot-welded specimens. It was shown that Swellam’s model in its original form was unsuccessful in correlating the experimental data for TS and CT spot-weld specimens. This failure was attributed to neglecting the effect of bending moment on CT specimens. A modified form of Swellam’s model and other investigated models were able to successfully correlate the experimental results.
Chapter 6

Automotive Application

This chapter puts together the material properties presented in chapter 3, material model developed in chapter 4, and the fatigue model proposed in chapter 5, to predict the fatigue failure location and life for an automotive structure.

The chapter starts with an introduction to the structure. Because a new joining process was utilized in this structure, the process is briefly introduced. Using the fatigue damage parameter proposed in this research, master curves are obtained through specimen-level analyses. FE modeling of the structure is explained. Simulation results under different cyclic load cases are compared with experimental measurements and the performance of the proposed model is discussed.
6.1 Introduction

6.1.1 Demo-structure

As mentioned in chapter 1, this research was performed as a part of the MFERD project. A structure was designed and manufactured in this project to evaluate the performance of a magnesium front-end structure for automobiles and to verify different simulations. The structure is called the “Demo-structure” and consists of three components, which are made of three different magnesium alloys. The components include the upper rail, lower rail, and shock tower, and are made of AZ31B sheet, AM30 extrusion, and AM60B cast Mg alloys, respectively.

Figure 6.1: Illustration of components and assembly of the Demo-structure
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Figure 6.1 shows the components and assembly of the Demo-structure and Figure 6.2 shows a number of the manufactured Demo-structures, ready for testing. The tests that were performed on the Demo-structures included, but were not limited to, cyclic loading.

The joining process for assembling the Demo-structure was a modified form of self-pierce riveting. This joining technique is briefly introduced in the next section.

6.1.2 Self-Pierce Riveting

The self-pierce riveting (SPR) technique was introduced in the 1960s, but was not promoted until twenty years ago [214]. SPR has primarily targeted lightweight materials, such as aluminum and magnesium [214,215], but can be used for steel structures as well. Several automobile manufacturers apply the SPR process in the body assembly line to join aluminum parts [216-218].

Compared to conventional joining techniques, SPR offers a number of advantages and suffers from some disadvantages. Applicability to dissimilar material joining and multilayer stacks, superior fatigue strength, and ease of automation are among the advantages of this method of joining. On the other hand, the shortcomings of SPR include the requirement to access both sides of the workpieces, and its unsuitability for brittle materials [214,219].
SPR is a cold forming process to join two or more workpieces by driving a semi-tubular rivet through the top sheet and partial piercing the bottom sheet. As its name suggests, SPR does not require pre-drilled holes in the components to be joined. Therefore, precautions for precise aligning the workpieces with each other and with the riveting machine are eliminated.

![Diagram of SPR process](image)

**Figure 6.3: Self-pierce riveting process [220]**

As shown in Figure 6.3, the SPR process is performed in four steps [214]. In the first step, the blank holder moves toward a small die and clamps the sheets and the punch pushes the rivet to contact the upper surface of the top sheet. In the second step, the rivet is forced to deform the top and bottom sheets. In the next step, the rivet pierces through the top sheet and partially through the bottom sheet, and flares into the bottom sheet following the shape of the die. Finally, the blank holder and punch retract after the punch reaches predetermined values of load or stroke [214].

Localized and severe plastic deformation, especially in the bottom sheet, is a challenge in the SPR joining method. This feature may cause cracking in the bottom sheet if the material does not have the required ductility. Magnesium, as mentioned in chapter 2, has poor ductility and formability at room temperature due to the hexagonal lattice structure and limited slip systems. As a result, SPR generally causes cracking in magnesium alloys [221]. At elevated temperatures additional slip systems are activated [52,64], which results in enhanced formability. The work by Durandet et al.
[221] has shown that a laser beam can provide enough heat at the joint location prior to SPR, to make a crack-free joint in AZ31 magnesium alloy. This process is called “laser assisted self-pierce riveting” or LSPR, which was employed for joining the components of the Demo-structure.

6.2 Material Properties and Modeling

6.2.1 Material Properties

As stated earlier in this chapter, Demo-structures were made of three magnesium alloys: AZ31B, AM30, and AM60B. Therefore, simulation of the Demo-structure requires the mechanical behavior for each of these materials. The behavior for AZ31B was obtained from experiments performed by the author, and reported in chapter 3. The uniaxial stress-strain curves for AM30 and AM60B were taken from the literature [222,223]. AM30, due to the extrusion manufacturing process, possesses highly textured microstructure, which results in directional behavior. In contrast, AM60B cast alloy has a randomly oriented crystal structure which results in isotropic behavior. Figure 6.4 illustrates the monotonic behavior of textured alloys, i.e., AZ31B and AM30, in different directions, as well as the behavior of non-textured AM60B alloy under uniaxial loading. RD, TD, and ED in this figure represent the rolling, transverse, and extrusion directions, respectively.
Figure 6.4: Monotonic stress-strain curves for (a) AZ31B, (b) AM30 [222], and (c) AM60B [223]
Figure 6.5: Stabilized cyclic hysteresis curves for (a) AZ31B, (b) AM30 [224], and (c) AM60B [225]
The fatigue behavior for AZ31B was obtained as part of the experimental work in the current study. The behavior for AM30 and AM60B were obtained from the literature [224,225]. Figure 6.5 displays the stabilized cyclic stress-strain hysteresis for these alloys for different strain amplitudes. The strain-life curves for these alloys under fully-reversed strain-control testing conditions are shown in Figure 6.6. The fatigue properties illustrated in these figures correspond to RD for AZ31B, and ED for AM30 magnesium alloys.

The rivets are made of steel with unknown monotonic and cyclic properties. Therefore, elastic steel properties, \( E = 210 \) GPa and \( v = 0.3 \) were used for the simulations.

### 6.2.2 Material Modeling

The stress-strain behavior for AZ31B sheet under different loading conditions was obtained from the material model developed in this research, and the results were presented and discussed in chapter 4. This section demonstrates how the material model performs for AM30 extrusion and
AM60B cast alloys. Figure 6.7 compares the results obtained from the material model (UMAT) with experimental results for AM30. This figure illustrates the results for monotonic uniaxial tension and uniaxial compression as well as cyclic loading for two different strain amplitudes.

![Figure 6.7: Stress-Strain response for AM30 in ED (a) monotonic tension, (b) monotonic compression, (c) cyclic with $\varepsilon_{amp} = 0.5\%$, (d) cyclic with $\varepsilon_{amp} = 0.6\%$](image)

According to Figure 6.4 and Figure 6.5, the monotonic and cyclic behavior of AM60B magnesium alloy is approximately symmetric. Therefore, available hardening models in the Abaqus/CAE software were examined before using the material model developed in this thesis. To obtain the best fit to experimental results, combined isotropic-kinematic hardening models were selected, because they provide more flexibility than separate isotropic and kinematic hardening
models to adjust to the experimental flow curves. The combined hardening models available in Abaqus/CAE are “stabilized” or “half-cycle” models. The stabilized model predicts hardening behavior based on the stabilized response of the material under a fully reversed cyclic loading in the tension reversal, and applies the same trend to the compression reversal. The half-cycle hardening model is based on the stress-strain data from the first reversal of the uniaxial tension or compression loading [191]. These models, as well as the material model (UMAT) developed in this thesis, are compared with experimental cyclic behavior of AM60B. Figure 6.8 displays the effect of hardening models on stress-strain results for a single element model under uniaxial loading with $\varepsilon_{\text{amp}} = 0.6\%$.

![Figure 6.8: Comparing different hardening models for cyclic behavior of AM60B for $\varepsilon_{\text{amp}} = 0.6\%$](image)

According to the energy approach for fatigue life estimation, the shape of the hysteresis loop (plastic energy) and the value of the peak stress (positive elastic energy) are key factors to reliably calculate total energy. As depicted in this figure, the UMAT provides the best fit to the experimental behavior. Therefore, the proposed material model was used for AM60B cast magnesium alloy.
Figure 6.9 illustrates the performance of the UMAT in following monotonic uniaxial tension and compression, as well as two cyclic loading with different strain amplitudes, for AM60B.

![Stress-Strain response for AM60B](image)

**Figure 6.9:** Stress-Strain response for AM60B (a) monotonic tension, (b) monotonic compression, (c) cyclic with $\varepsilon_{amp} = 0.6\%$, and (d) cyclic with $\varepsilon_{amp} = 0.8\%$

Based on the results presented in this section, it can be concluded that, similar to AZ31B, the UMAT is able to successfully regenerate the behavior of AM30 and AM60B magnesium alloys. In the next step, total energy was calculated for each experimental data point plotted in Figure 6.6, using the method introduced in chapter 5.

To find the total energy, a single element model was considered, appropriate cyclic properties were assigned, and the same uniaxial strain amplitude as the experiment was applied.
Figure 6.10 shows the total energy results plotted versus the fatigue life for different magnesium alloys.

\[ N_f = P W^t q \]  

(6.1)

where \( N_f \) is the fatigue life, and \( W^t \) is the total energy. \( P \) and \( q \) are material constants which were obtained for the investigated magnesium alloys using the trend line equations in Figure 6.10. The material constants for the energy-life equation are presented in Table 6.1.

| Table 6.1: Constants of the energy-life equation for different magnesium alloys |
|-----------------|----------------|----------------|
|                 | AZ31B          | AM30           | AM60B          |
| \( P \)         | 5257           | 925            | 844            |
| \( q \)         | -2.391         | -2.576         | -3.619         |
6.3 LSPR Specimen

6.3.1 Specimen Preparation and Testing

Before fabricating the Demo-structure, the LSPR process was attempted on specimens with different stack-ups of Mg alloys to determine the process parameters, such as rivet geometry and laser power, and also to measure ultimate load and fatigue strength. Five sets of LSPR specimens were produced in tensile-shear configuration with the geometry shown in Figure 6.11, and the material combinations listed in Table 6.2. Note that all the experimental work on LSPR specimens, including preparation and testing, were performed by various contractors for the US Automotive Materials Partnership (USAMP).

![Figure 6.11: LSPR specimen geometry](image)

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Top sheet</th>
<th>Bottom sheet</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM30-AM60B</td>
<td>AM30 (2.5 mm)</td>
<td>AM60B (2 mm)</td>
</tr>
<tr>
<td>AM60B-AM30</td>
<td>AM60B (2 mm)</td>
<td>AM30 (2.5 mm)</td>
</tr>
<tr>
<td>AM60B-AZ31B</td>
<td>AM60B (2 mm)</td>
<td>AZ31B (2 mm)</td>
</tr>
<tr>
<td>AZ31B-AM60B</td>
<td>AZ31B (2 mm)</td>
<td>AM60B (2 mm)</td>
</tr>
<tr>
<td>AZ31B-AZ31B</td>
<td>AZ31B (2 mm)</td>
<td>AZ31B (2 mm)</td>
</tr>
</tbody>
</table>
The materials used in the specimens are AZ31B sheet, AM30 extrusion, and AM60B cast Mg alloys with 2 mm, 2.5 mm, and 2 mm thicknesses, respectively. It should be noted that the top sheet and the bottom sheet (in Table 6.2) are specified according to the direction of LSPR insertion.

A number of specimens were tested under monotonic loading and the results for the average ultimate static load are shown in Table 6.3 [226].

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Ultimate tensile-shear load (kN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM30-AM60B</td>
<td>3.4</td>
</tr>
<tr>
<td>AM60B-AM30</td>
<td>5.2</td>
</tr>
<tr>
<td>AM60B-AZ31B</td>
<td>5.2</td>
</tr>
<tr>
<td>AZ31B-AM60B</td>
<td>4.7</td>
</tr>
<tr>
<td>AZ31B-AZ31B</td>
<td>5.5</td>
</tr>
</tbody>
</table>

Fatigue tests were performed on the same specimen sets, under load-control with a load ratio R=0.1. The load-life results are plotted in Figure 6.12.

![Fatigue test results for different LSPR specimens](image-url)
6.3.2 FE Modeling

The LSPR specimens listed in Table 6.2, and with the geometry depicted in Figure 6.11, were modeled in the commercial FE software Abaqus/CAE 6.10. Five FE models with three different geometries were generated according to the different thickness combinations. Taking advantage of the plane of symmetry, half of each specimen was considered for FE modeling. Eight-node linear brick elements with reduced integration and enhanced hourglass control (C3D8R elements) were employed. Figure 6.13 displays the FE half-model with details around the LSPR, for the three models with different sheet thickness combinations. According to Table 6.2, appropriate fatigue properties were assigned to the top and bottom magnesium sheets, and elastic properties for steel were used for the rivets.

Figure 6.13: FE model for LSPR specimens (a) overall view of the half model (b) 2.5mm (top thickness) × 2mm (bottom thickness) (c) 2mm × 2mm (d) 2mm × 2.5mm
Boundary conditions included the end conditions, and the symmetry condition on the plane of symmetry. The end condition at one side was fixed displacement in all directions, and in the other end was fixed lateral displacements with free displacement in the axial direction with a force applied in this direction. The boundary condition on the plane of symmetry is zero displacement normal to the plane and zero rotations in the other two directions. The boundary conditions for the LSPR specimens are shown in Figure 6.14.

![Figure 6.14: Boundary conditions for the half FE model of the LSPR specimens](image)

FE modeling of the LSPR specimens was performed by Mi Chengji, a visiting PhD student to Waterloo, from Hunan University in China.

### 6.3.3 Simulation Results and Discussion

FE simulations for LSPR specimens were run in three steps which represent three consecutive reversals: loading, unloading, and reloading. Because the SPR geometry is not symmetric in the top and bottom sheets, the deformation and stress and strain distributions are different between the sheets. Figure 6.15 shows the deformation on the signed equivalent plastic strain contour. As explained in
chapter 4, the signed equivalent plastic strain is a state variable defined in the UMAT which distinguishes the tension/compression status of integration points using positive/negative signs. As shown in Figure 6.15(a), the top and bottom sheets intersect on one side of the rivet (left side in the figure) due to asymmetric deformation. To avoid intersection and obtain more realistic distributions for stress and strain at the hot spot, contact interaction was defined between the sheets in the FE model. The deformed shape and the signed equivalent plastic strain contour for the model with contact are displayed in Figure 6.15(b). Because of the significant effect of the contact on the equivalent plastic strain, the model with contact was considered for strain energy and fatigue life calculations.

Figure 6.15: Signed equivalent plastic strain contour on deformed shape for AM30-AM60B specimen under a load range = 1800N in models (a) without contact and (b) with contact

Total strain energy at the hot spot was considered as the fatigue damage parameter in this study. Hot spot was considered as the location with the maximum equivalent plastic strain at the end of the first reversal. Therefore, to obtain the total strain energy for each experimental data point, half of the corresponding load was applied to the half model and the hot spot was identified. Total strain energy was calculated for the hot spot according to the method introduced in chapter 5.
The experimental data points plotted in Figure 6.12 were simulated by applying the corresponding cyclic load (knowing the load range from the figure and R-ratio=0.1). The graphs shown in Figure 6.16 were obtained for the different LSPR specimen sets.

![Energy-life curves for LSPR specimens](image)

Figure 6.16: Energy-life curves for LSPR specimens
(a) AM30-AM60B, (b) AM60B-AM30, (c) AM60B-AZ31B, (d) AZ31B-AM60B, and (e) AZ31B-AZ31B
The material constants for the energy-life relationship, equation (6.1), were obtained and shown in Table 6.4.

<table>
<thead>
<tr>
<th></th>
<th>AM30-AM60B</th>
<th>AM60B-AM30</th>
<th>AM60B-AZ31B</th>
<th>AZ31B-AM60B</th>
<th>AZ31B-AZ31B</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P )</td>
<td>283,184</td>
<td>202,538</td>
<td>600,424</td>
<td>956,669</td>
<td>479,112</td>
</tr>
<tr>
<td>( q )</td>
<td>-2.031</td>
<td>-3.048</td>
<td>-2.308</td>
<td>-1.992</td>
<td>-1.956</td>
</tr>
</tbody>
</table>

These constants correspond to the area around the rivet, as materials behave differently in this region than the base metal due to the residual stress induced during the SPR joining process.

### 6.4 Demo-structure

#### 6.4.1 FE Modeling

A three-dimensional geometry model for the Demo-structure was available through the USAMP. Detailed geometry for the riveted areas as well as a FE model for the Demo-structure were generated by Mi Chengji, a visiting PhD student from Hunan University in China. To expedite the mesh generation phase, the riveted areas were partitioned from the whole assembly. Figure 6.17 displays the SPR joint regions partitioned between different parts.

![Figure 6.17: Partitioned SPR joints in the Demo-structure](image)

(a) lower rail-shock tower joints (b) shock tower-upper rail joints
Owing to four planes of symmetry in each partitioned square (shown in Figure 6.17), only one-eighth of each SPR joint was considered for FE modeling, which then was reflected to form the whole joint. Figure 6.18 illustrates the detailed FE model for a sample SPR joint. Eventually, the FE model generated for one rivet was copied to other locations with the same stack conditions. As shown in this figure, mapped meshes were generated in SPR joint regions with gradual refinement toward the interface. The fine mesh around rivets, which are stress concentration sites, helps to capture stress and strain distributions more accurately.

![Figure 6.18: FE model for a sample SPR joint (a) one-eighths model (b) whole model](image)

The meshing technique for other regions of the Demo-structure was free mesh, due to the complex geometry. Figure 6.19 shows the FE model of the Demo-structure with details around different SPR joints. Eight-node linear brick elements with reduced integration and enhanced hourglass control (C3D8R) along with 4-node linear tetrahedron elements (C3D4) were employed. Contact interaction was defined between matching surfaces to avoid intersection of different parts.

To save computation time, a simplified model was also generated. In this model, the SPR joints in the upper rail were ignored and the two sheets forming the upper rail were merged together. A detailed FE model in the other SPR joints was maintained. This simplification was decided after several preliminary simulations, which indicated that these joints were not critical in any loading condition of interest.
The cyclic material model developed in this thesis for magnesium alloys, Figure 6.5, was utilized for all fatigue simulations. Elastic properties for steel were used for the rivets. The user material model subroutine (UMAT) was slightly modified to calculate the strain energy and fatigue life at all integration points. The material constants for the energy-life equation obtained in the previous section for base metal (Table 6.1) and SPR joints (Table 6.4) were assigned to the corresponding regions, Figure 6.20.
Figure 6.20: Fatigue property assignment to different regions of the Demo-structure
Boundary conditions included constraints on the ends of the upper and lower rails. Due to the special test setup and fixtures, the constraints were applied as shown in Figure 6.21.

![Figure 6.21: Application of loading and boundary conditions to the Demo-structure](image)

Loading the actual structure was performed through a block which was attached to the tower with four bolts. The loading block provided three holes in x, y, and z directions to facilitate; the loading block and corresponding forces are illustrated in Figure 6.21.

### 6.4.2 Simulation Results and Discussion

A number of Demo-structures were tested under constant amplitude loading in different directions. The Demo-structure was simulated under the same loading conditions by USCAR [227] (method A) and using the fatigue model developed in the present work (method B). The features associated with these methods are compared in Table 6.5.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Method A</th>
<th>Method B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Component geometry</td>
<td>detailed</td>
<td>detailed</td>
</tr>
<tr>
<td>SPR joint geometry</td>
<td>not modeled</td>
<td>detailed</td>
</tr>
<tr>
<td>Material model</td>
<td>symmetric</td>
<td>asymmetric</td>
</tr>
<tr>
<td>Damage Parameter</td>
<td>Mises stress</td>
<td>strain energy</td>
</tr>
</tbody>
</table>

As stated in this table, detailed geometry for all components was considered in both models. However, for method A the upper and lower rails were modeled with shell elements and the SPR joints were represented by tie connections between nodes of matching components, Figure 6.22.
A more detailed representation was considered for method B as discussed above.

![Figure 6.22: FE model for SPR joints for method A [227]](image)

For method A, symmetric hardening behavior was assumed and the Mises equivalent stress was considered as the fatigue damage parameter. Method A was used to predict the failure location and the total fatigue life [227]. For method B, the asymmetric material model developed in chapter 4 was used along with the energy model proposed in chapter 5. Method B was used to predict the location and the fatigue initiation life. To refer to different SPRs in the Demo-structure, the SPRs are numbered according to Figure 6.23.

![Figure 6.23: Numbering SPRs in the Demo-structure](image)

In the following sections, the results obtained from the two simulation methods are compared with experimental measurements under different cyclic loading conditions.
6.4.2.1 Cyclic loading in x-direction

Fatigue testing in the x-direction, Figure 6.21, was performed on four Demo-structures. The tests were conducted with constant amplitude loading with a maximum load, $F_{\text{max}} = 4 \text{ kN}$, and a load ratio, $R=0$. The experimental results are summarized in Table 6.6.

Table 6.6: Experimental results for fatigue testing of the Demo-structure in the x-direction [228]

<table>
<thead>
<tr>
<th>No.</th>
<th>Failure location</th>
<th>Loading cycle</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SPR #9</td>
<td>253,481</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>SPR #9</td>
<td>283,012</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>SPR #9</td>
<td>676,579</td>
<td>crack length = 45 mm</td>
</tr>
<tr>
<td>4</td>
<td>no failure</td>
<td>1,000,000</td>
<td>test stopped with no observable crack</td>
</tr>
</tbody>
</table>

Figure 6.24 displays the cracks observed at SPR#9 in the Demo-structures, under cyclic loading in the x-direction.

Figure 6.24: Fatigue failure in the three Demo-structures for loading in the x-direction [228]
The results obtained from simulation methods A and B are given in Table 6.7.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Failure location</th>
<th>Life (cycle)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method A [228]</td>
<td>SPR #6</td>
<td>3,727</td>
</tr>
<tr>
<td>Method B</td>
<td>SPR #9</td>
<td>50,540</td>
</tr>
</tbody>
</table>

Figure 6.25 shows the fatigue life distribution in the Demo-structure predicted using method B, with a focus on the different SPRs.

Figure 6.25: Distribution of the crack initiation life obtained from method B for loading in the x-direction
Comparing the results obtained from the two simulation methods with experimental measurements reveals that method B was able to predict the correct location of failure, but method A was not. Both methods are conservative, but method A significantly underestimates the total fatigue life. It should also be noted when comparing the life obtained from method B with the experimental life, that method B calculates only the crack initiation life, while the experimental life corresponds to a crack which has propagated to a finite length. As discussed in chapter 5, the proposed damage parameter is based on total energy, which is calculated using stress/strain results at the notch root. Therefore, the energy is independent of crack length and can only account for crack initiation life. Crack propagation phase must be dealt with separately, using a fracture mechanics based model.

According to Table 6.5, there were two main differences between the simulation methods A and B: the SPR joints geometry and the material/fatigue model. To investigate which factor contributed to the different predictions, another simulation was run. In this simulation, the FE model was the same as that in method B, including the SPR details; the material properties were stabilized cyclic behavior of the participating Mg alloys, Figure 6.5, in tension reversals. The stabilized combined hardening rule built-in Abaqus/CAE 6.10 was adopted in the new simulation and Mises equivalent stress was used as the damage parameter. The same boundary conditions and loading in the x-direction were applied. The failure location in this simulation, similar to method A, was incorrectly predicted at SPR #6. This study showed that the proposed material and fatigue models significantly contributed to the correct prediction of failure location in method B. Furthermore, the effects of the proposed material and fatigue models were decomposed. To do this, the simulation with asymmetric material model was considered along with Mises stress as the damage parameter. In this simulation, SPR#6 was the location for maximum equivalent Mises stress and the predicted failure location. This analysis demonstrated that asymmetric material model alone does not result in correct predictions. Also, this study suggests that stress-based fatigue models are not effective for structures composed of dissimilar materials.
6.4.2.2 Cyclic loading in y-direction

Only one Demo-structure was tested under constant amplitude cyclic loading in the y-direction. The test was performed with a maximum load, $F_{\text{max}} = 4$ kN, and a load ratio, $R=0$. To force failure to occur at the shock tower to upper rail interface, four out of five SPRs were drilled out for fatigue testing in the y-direction. The FE models for methods A and B simulations were modified accordingly. Figure 6.26 displays the removed SPR joints at the connection between the shock tower and the upper rail.

![Configuration of SPR joint for fatigue testing in the y-direction](image)

The experimental results are shown in Table 6.8 [228].

<table>
<thead>
<tr>
<th>No.</th>
<th>Failure location</th>
<th>Loading cycle</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SPR #2</td>
<td>514,343</td>
<td>crack length = 20 mm</td>
</tr>
</tbody>
</table>
Figure 6.27 displays the failure in SPR#2 for fatigue testing in the y-direction.

![Image of failure in SPR#2](image)

Figure 6.27: Experimental failure in SPR#2 for cyclic loading in the y-direction [228]

The results obtained from simulation methods A and B are given in Table 6.9.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Failure location</th>
<th>Life (cycle)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method A [228]</td>
<td>SPR #2</td>
<td>4,056</td>
</tr>
<tr>
<td>Method B</td>
<td>SPR #2</td>
<td>71,770</td>
</tr>
</tbody>
</table>

According to Table 6.8 and Table 6.9, both methods A and B predicted the correct failure location. Similar to the results in the x-direction, method A underestimates the life for cyclic loading in the y-direction by two orders of magnitude. The fatigue life predicted by method B is closer but still less than the experimental life. As stated earlier, method B predicts crack initiation life, rather than the total life. Figure 6.28 depicts the distribution of fatigue life in different SPRs of the Demo-structure for cyclic loading in the y-direction.
Figure 6.28: Distribution of the crack initiation life obtained from method B for loading in the y-direction
6.4.2.3 Cyclic loading in z-direction

A number of Demo-structures were tested in the z-direction with different constant load amplitudes. However, in most cases fatigue failure occurred where the loading block was attached to the shock tower. The test with a maximum load, \( F_{\text{max}} = 7.26 \text{ kN} \), and a load ratio, \( R = 0 \), was one of the only runs where failure happened away from the attachment area. Therefore, only this load case was considered for simulation. The experimental results from this test are given in Table 6.10 [228].

<table>
<thead>
<tr>
<th>No.</th>
<th>Failure location</th>
<th>Loading cycle</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>shock tower leg radius</td>
<td>61,137</td>
<td>crack length = 45 mm</td>
</tr>
</tbody>
</table>

Figure 6.29 displays the fatigue crack in the shock tower for loading in the z-direction.

![Figure 6.29: Fatigue cracking in the shock tower leg for loading in the z-direction](image)

Table 6.11 summarizes the results obtained from simulation methods A and B.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Failure location</th>
<th>Life (cycle)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method A [228]</td>
<td>SPR #6</td>
<td>25,905</td>
</tr>
<tr>
<td>Method B</td>
<td>SPR #6</td>
<td>32,960</td>
</tr>
</tbody>
</table>

Neither simulation methods predicted the correct failure location. Therefore, the predicted fatigue lives are not comparable to the life obtained from the test. A few factors can contribute to the different failure locations. First, the repeatability of the experimental results is questioned since this test was not duplicated. Also, in the method B simulation the cyclic properties of AM60B cast alloy,
from which the shock tower was fabricated, was based on data available in the literature. Because the properties of cast alloys are quite variable and controlled by the manufacturing process, it is important to use properties associated with the same process parameters, and preferably with the same cast component. Furthermore, even in a specific cast component the material properties can be inconsistent in different regions as a result of dissimilar flow of metal, porosity, etc.

Figure 6.30 depicts the distribution of crack initiation life in different SPRs for the Demo-structure for cyclic loading in the z-direction.

**Figure 6.30: Distribution of crack initiation life obtained from method B for loading in the z-direction**
6.5 Summary

The developed material model implemented in the UMAT, and the proposed fatigue model, were employed to predict the crack initiation life and location in an automotive structure. The structure, the so-called “Demo-structure”, was designed and manufactured within the magnesium front end research and development (MFERD) project. The Demo-structure was composed of three components, which were made of different Mg alloys. The components include the upper rail, lower rail, and shock tower, manufactured from AZ31B sheet, AM30 extrusion, and AM60B cast Mg alloys, respectively. The joining process for assembling the Demo-structure was a modified form of self-pierce riveting called laser assisted self-pierce riveting (LSPR).

Material properties for AM30 and AM60B magnesium alloys were obtained from the literature. While the cyclic behavior of AM30 was quite asymmetric, AM60B cast alloy did not show strong asymmetry in unloading and reloading reversals. Therefore, available material models in Abaqus, which assume symmetric hardening, were used for AM30. It was demonstrated that none of these models could properly follow the experimental cyclic behavior. Therefore, the cyclic behavior for all the three participating alloys was input into the UMAT. It was shown that the UMAT could successfully duplicate the experimental stress-strain behavior of these alloys under different cyclic loading conditions. The experimental strain-life curves for the three alloys were converted to energy-life curves according to the proposed definition of total energy.

Five LSPR specimen sets were prepared with different Mg alloy combinations and tested under cyclic loading. LSPR specimen preparation and testing was performed by USAMP, through which the load-life experimental data was provided. FE simulations were performed on the LSPR specimens, and fatigue simulated using the UMAT to convert the load-life data to energy-life curves. Energy-life constants were obtained for different BM and LSPR specimens. The UMAT was slightly modified to incorporate the energy-life constants for the fatigue life calculations.
A number of constant amplitude fatigue tests were performed by USAMP on the Demo-structure, with uniaxial loading applied in the x, y, and z directions. These tests were simulated by applying the same loading and proper boundary conditions to simulate the experimental test setup. The UMAT was utilized in the simulations to account for asymmetric hardening behavior. The results obtained from these simulations were compared with the experimental data and another simulation provided by USAMP, which assumed symmetric material properties for the Mg alloys.

Comparing the simulation results for fatigue testing in the x-direction, showed that the symmetric simulation (USAMP) could not predict the failure location correctly; however, the asymmetric simulation from the current work was successful. Furthermore, the fatigue life from the asymmetric simulation was closer to but still less than the experimental life. A similar situation was observed for fatigue life estimation for loading in the y-direction. Considering that the life obtained from the asymmetric simulation corresponds to crack initiation life, it can be concluded that the asymmetric simulation provide more promising results than the symmetric simulation. For loading in the z-direction, the failure location was not predicted correctly by either the symmetric or asymmetric simulations. One likely reason for the discrepancy was the inconsistent material properties anticipated for the case of AM60B material.

The main differences between the symmetric and asymmetric simulations (methods A and B) were simplified/detail FE model and different material/fatigue models. Some studies were performed to identify the contribution of each factor. A simulation with the detail FE model, symmetric material model, and stress-based fatigue model was run. This simulation was unsuccessful to predict the correct failure location. It was concluded that the proposed material and fatigue models significantly contributed to correct prediction of the failure location in method B. To investigate the effect of the asymmetric material model and the proposed damage parameter, the simulation with asymmetric material model was considered. Assuming Mises equivalent stress as the damage parameter, the failure location was not correctly predicted. This study showed that considering the hardening asymmetry is not sufficient for an effective fatigue model. This investigation also implied that stress-based damage parameters are not applicable to structures with dissimilar materials.
Chapter 7

Conclusions and Future Work

This chapter presents a brief review of the contributions made in this research, and summarizes the major findings regarding application of magnesium spot-welds. These findings may be of interest to the automotive industry. Recommendations for future work are given at the end of this chapter.
7.1 Summary of Contributions

The contributions of this research work are presented in this section in the same order they appeared in the thesis.

1. Fatigue characterization of AZ31B spot-welds

Many researchers have characterized magnesium spot-welds from microstructural and static strength perspectives. However, very limited studies have been performed on fatigue characterization of magnesium spot-welds. The present research provided the following specific new contributions that were not available before:

- Fatigue test results for different configurations, i.e., tensile-shear (TS) and cross-tension (CT) and various nugget sizes of AZ31B spot-welded specimens.

- Measurement of fatigue crack initiation life for spot-welded specimens and discussion of the effect of specimen configuration and cyclic load level on the ratio of crack initiation to total fatigue life.

- Effect of cyclic loading on microstructure and hardness in the weld area, as well as fatigue crack initiation location and propagation path.

2. Cyclic plasticity modeling of metals with asymmetric hardening

Several continuum-based plasticity models are available in the literature. However, the current research developed the first continuum-based cyclic plasticity constitutive model for metals with tension-compression asymmetric hardening behavior. The contributions in this part of the current research can be summarized as follows:
Existing asymmetric material models were proposed for metal forming applications; therefore, material behavior in the first loading/unloading reversals was of interest. The present thesis focused on stabilized cyclic behavior of asymmetric materials.

Available asymmetric models are not technically appropriate for wrought magnesium alloys, especially where reverse yielding occurs; they use either a symmetric yield function, or an asymmetric yield function for pressure sensitive materials, or an asymmetric yield function for pressure insensitive materials but with an isotropic hardening rule. The present study proposed the first plasticity model that uses an asymmetric yield function for pressure independent materials, coupled with a combined hardening rule. The asymmetric yield criterion was adopted to account for yield asymmetry. Using a pressure insensitive yield function makes the model applicable to more metals, including magnesium. A combined isotropic-kinematic hardening rule was employed to account for the Bauschinger effect. Specifying the importance of each of these factors requires more research. For instance, bi-axial cyclic tests need to be performed to examine how much improvement was achieved by adopting an asymmetric yield function.

Another unique feature of the proposed model is it was developed for a general stress state, rather than the plane-stress condition, which was assumed in all existing asymmetric models.

It should also be mentioned that several asymmetric models are available which account for material anisotropy. However, to simplify the implementation, anisotropy was suppressed in the proposed model. This simplification was performed according to some literature which showed that anisotropy in the cyclic behavior of AZ31 is not as pronounced as the yield asymmetry.

3. Material model implementation and verification

To make use of the proposed cyclic plasticity model in solving real-life problems, a procedure was developed for numerical implementation and the corresponding programming logic was
detailed in a flowchart. The model was implemented in a user material (UMAT) subroutine to be used with Abaqus/Standard. The validity of the model and its numerical implementation was verified for a single element model by comparing the simulation and experimental results for different loading scenarios. The proposed material model was also verified by comparing the UMAT results with available solutions based on an alternative approach for one- and two-dimensional problems, which itself had been separately verified.

4. **Fatigue model assessment**

   For the first time, the present research assessed a number of available fatigue models for predicting fatigue life of magnesium spot-welds. The existing fatigue models were classified into three groups: fracture mechanics, structural stress, and local strain approaches. One reference model from each approach was selected for the evaluation. A new fatigue model based on strain energy was proposed in the current study. The reference models as well as the proposed model were assessed by comparing the predicted and experimental fatigue lives for different Mg spot-welded specimens. Considering the asymmetric hardening behavior of wrought magnesium alloys in an existing model and in the new model did not improve the fatigue life prediction. This was attributed to the limited experimental data on spot-welded specimens.

5. **“Large-scale” verification of material/fatigue model**

   In the present thesis the proposed material model and fatigue damage parameter were verified by analyzing a real-life problem from the automotive industry. The structure was manufactured and fatigue tested by the US Automotive Materials Partnership (USAMP). The results obtained from the proposed asymmetric model were compared with available symmetric simulation results and experimental data. This comparison showed that the proposed asymmetric model was more successful in terms of predicting the fatigue failure location and crack initiation life. For instance,
for a load case, the symmetric model did not predict the failure location correctly, and the fatigue life was underestimated by two orders of magnitude. Asymmetric model, for the same load case, predicted the failure location successfully, and the crack initiation life was one order of magnitude less than the experimental total life.

It should be mentioned that the more reliable fatigue model was obtained at the cost of generating a detailed FE model and more intense computation. To apply the proposed model, the FE model must include details of the joints and any other stress concentration areas, which is often possible only with 3D solid elements. Generating such a FE model is more time consuming than a simplified model using 2D shell elements, which is all that is required for some existing models. The total degree of freedom in such a detailed model with solid elements is significantly more than that in a simplified model, which causes higher computation time.

The asymmetric cyclic plasticity model developed in the current research was used as the material model in the proposed fatigue model. The procedure implemented in the proposed material model is more complex than available symmetric material models in FE packages. Therefore, the asymmetric material model further adds to the computation time. The contribution of the asymmetric material model to computation time is more pronounced when analyzing smooth structures with minimal stress concentration areas. In structures with highly concentrated stresses/strains (such as the structure investigated in this study) plasticity is localized at these stress concentration sites and the effect of the asymmetric material model is limited to small regions. Consequently, the proposed asymmetric material model is recommended to be applied in fatigue problems where the critical component/structure is made of metals with significant asymmetric hardening behavior. Also, employing the proposed material model is suggested where a high cyclic load is applied to the structure and significant plastic deformation is evident, i.e., low cycle fatigue.
7.2 Conclusions

Through this research the following conclusions were made:

1. Within the scope of the experimental work performed in this study, magnesium spot-welds exhibit a substantially uniform hardness distribution in the base metal, AZ31B-H24, and the weld area. This observation for magnesium spot-welds is in contrast to steel and aluminum.

2. Monotonic behavior of AZ31B-H24 is asymmetric under in-plane tension and compression. This behavior is attributed to the textured microstructure and different plastic deformation mechanisms. Hardening curve under in-plane tension is concave-down as a result of the slip deformation mode. However, the flow curve under in-plane compression has a concave-up shape, due to twinning plastic deformation. Furthermore, the base metal shows distinct hardening behavior in rolling and transverse directions, i.e., in-plane anisotropy, as a result of different basal textures.

3. Monotonic loading results in different failure modes in TS and CT spot-welded specimens of AZ31B-H24. TS specimens fail in interfacial and partially-interfacial modes, and CT specimens fail in button-pullout and coupon failure modes. Similar to steel and aluminum, ultimate tensile shear load for magnesium spot-welds is linearly related to nugget diameter.

4. An unusual asymmetric shape of the hysteresis loop is the key feature of the cyclic behavior of the base metal, which was more pronounced at high strain amplitudes. This behavior is related to twinning and untwining deformation mechanisms in unloading and reloading reversals, respectively. An aspect of the strain-life curve for the base metal is a kink at strain amplitude above which the cyclic hysteresis loop becomes asymmetric, i.e., twin and untwin deformations become evident.
5. Fatigue failure modes in TS spot-welded specimens include interfacial, partially-interfacial, and coupon failure, while CT specimens fail only in the button-pullout mode. Fatigue strength of TS specimens is essentially independent of spot-weld nugget size.

6. Within the testing condition in this study, fatigue crack initiation location for AZ31B spot-welded specimens depends on the cyclic load level. Under high cyclic loading, cracks initiate close to the nugget edge; decreasing the cyclic load causes the cracks to initiate farther from the nugget. In run-out specimens no crack is nucleated. Crack initiation life was calculated in this research based on a 5% increase in non-dimensional compliance. For the cases that total fatigue life is less than one million cycles, crack initiation lives for TS and CT specimens is around 50% and 30% of the total life, respectively. This fraction increases at higher lives.

7. Preliminary comparative studies were performed in this study between magnesium, aluminum and steel spot-welds from static and fatigue points of view. Static and fatigue strengths were characterized in terms of static overload capacity and cyclic load range, respectively. According to this comparison, the static and fatigue strengths of magnesium TS spot-welds are comparable with those of aluminum, but are significantly less than those of steel. More work is required to ensure that this is a general result. For instance, the fatigue strength of spot-welded joints in different configurations should be compared. Also, fatigue strength of dissimilar joints should be studied. The potential for fatigue life improvement for magnesium spot welds was not investigated; this should be further studied.

8. A continuum-based constitutive model was developed, implemented, and verified to model the asymmetric hardening behavior of wrought magnesium alloys under cyclic loading. The Cazacu-Barlat yield function along with associated flow rule and a combined hardening model were used in this model. The algorithm for numerical implementation of the proposed model was presented. The numerical formulation was implemented into a user material (UMAT) subroutine to run with the commercial finite element program, Abaqus/Standard. It was demonstrated that the material model
implemented in the UMAT follows the experimental asymmetric material behavior under different loading conditions.

9. The proposed constitutive model was verified by solving two problems with available solutions. The available solutions used as a benchmark were based on variable material property (VMP) method, the accuracy of which has been already validated. The results obtained from the UMAT and VMP methods showed good agreement for both problems.

10. Several available fatigue models based on different approaches were evaluated by examining the capability to correlate experimental fatigue data for different spot-welded specimens. It was shown that Swellam’s model in its original form is unsuccessful in correlating the experimental data for TS and CT specimens. This failure is attributed to neglecting the effect of bending moment on CT specimens. A modified form of Swellam’s model and other investigated models were able to successfully correlate the experimental results.

11. A fatigue model was proposed for predicting the location and the life associated with fatigue crack initiation. This model was based on local strain energy, which was calculated from finite element simulations using the UMAT. Strain energy at the hot spot was considered as the fatigue damage parameter. The hot spot was identified as the location with maximum signed equivalent plastic strain at the end of the first loading reversal.

12. The proposed fatigue model, which accounts for asymmetric cyclic hardening behavior, when applied to available spot-weld experimental results, was as successful as available models which assume symmetric hardening behavior. This was attributed to lack of experimental data which was limited to TS and CT specimens in the present research. Moreover, positive R-ratio, which was enforced by the specimen geometries, contributed to the insignificant enhancement.

13. Ignoring asymmetric hardening behavior of wrought magnesium alloys resulted in unreliable fatigue predictions for the structure studied in this research. Considering the asymmetric hardening
behavior and using an energy-based damage parameter has been shown to improve the prediction of the failure location and life. Separating these two effects would require extra studies.

14. Stress-based fatigue models were not effective for the investigated structure made of dissimilar metals, especially where plasticity was involved; rather, energy-based models were more reliable.

### 7.3 Recommendations and Future Work

As a result of the studies performed in the current research, the following future research is recommended.

1. To make a better comparison between magnesium, aluminum and steel spot-welds, it is suggested to perform fatigue studies on dissimilar spot-welded joints. In the present work, comparisons were based on $d/\sqrt{t}$ ($d$: nugget diameter, $t$: sheet thickness). This was the most convenient basis for comparison. However, it would be better to determine the optimum spot-weld parameters (including post-weld processes) for each material prior to making these comparisons.

2. The criterion for fatigue crack initiation in the present work was a 5% increase in compliance. More work is required to correlate this criterion with other initiation criteria, such as 5-10 average grains. This would require interrupting fatigue tests, sectioning specimens, and inspecting for crack initiation. To the best of author's knowledge, this study has not been completed. This verification will be more important if the current fatigue model is extended to include crack propagation, as suggested below.

3. The proposed fatigue model uses local energy at the hot spot as the damage parameter. This model can only account for fatigue crack initiation. Predicting the total fatigue life requires accounting for the crack propagation life. It is suggested to study the crack growth process in
magnesium spot-welds, and develop a model based on fracture mechanics for predicting the crack propagation life.

4. The accuracy of the yield function and the hardening rule utilized in this study should be further verified with biaxial testing of AZ31B sheet.

5. The superior predictions of the proposed fatigue model over conventional models may arise from the asymmetric material model, and/or the energy-based damage parameter. To decompose the effects of these two factors and possibly simplify the proposed model, one should examine a symmetric material model along with a strain- or energy-based damage parameter.
Appendix A

Flow rule associated with the Cazacu-Barlat yield function

The equivalent stress that corresponds to the Cazacu-Barlat yield criterion is

\[
\tilde{\sigma} = A \left[ (J_2)^{3/2} - C J_3 \right]^{1/3}, \quad (A.1)
\]

where, \( A \) is a constant, \( J_2 = \frac{1}{2} \text{tr}(S^2) \), and \( J_3 = \frac{1}{3} \text{tr}(S^3) \) are the second and third invariants of deviatoric stress tensor, \( S \).

The constant \( A \) and invariants \( J_2 \) and \( J_3 \) for isotropic materials are

\[
A = 3 \left( 3^{3/2} - 2c \right)^{-1/3}, \quad (A.2)
\]

\[
J_2 = \frac{1}{3} \left( \sigma_x^2 + \sigma_y^2 + \sigma_z^2 - \sigma_x \sigma_y - \sigma_y \sigma_z - \sigma_z \sigma_x \right) + \tau_{xy}^2 + \tau_{yz}^2 + \tau_{xz}^2, \quad (A.3)
\]

\[
J_3 = \frac{1}{27} \left[ 2\sigma_x^3 + 2\sigma_y^3 + 2\sigma_z^3 - 3\sigma_x^2 \sigma_y - 3\sigma_y^2 \sigma_z - 3\sigma_z^2 \sigma_x - 3\sigma_x^2 \sigma_y - 3\sigma_y^2 \sigma_z - 3\sigma_z^2 \sigma_x + 12\sigma_x \sigma_y \sigma_z \right] + \frac{1}{3} \left[ (\sigma_x + \sigma_y - 2\sigma_z) \tau_{xy}^2 + (-2\sigma_x + \sigma_y + \sigma_z) \tau_{yz}^2 + 2\tau_{xy} \tau_{yz} \tau_{xz} \right] \quad (A.4)
\]

Applying the chain rule

\[
\frac{\partial \tilde{\sigma}}{\partial \sigma_{ij}} = \frac{\partial \tilde{\sigma}}{\partial J_2} \frac{\partial J_2}{\partial \sigma_{ij}} + \frac{\partial \tilde{\sigma}}{\partial J_3} \frac{\partial J_3}{\partial \sigma_{ij}}, \quad (\otimes \Delta)
\]

where

\[
\frac{\partial \tilde{\sigma}}{\partial J_2} = \frac{A^3 J_2^{1/2}}{2 \tilde{\sigma}^2}, \quad (\otimes \varpi)
\]

\[
\frac{\partial \tilde{\sigma}}{\partial J_3} = -\frac{C A^3}{3 \tilde{\sigma}^2}, \quad (A.7)
\]

and other partial derivatives in equation (A.5) are simply obtained from equations (A.3) and (A.4).
Appendix B

Flowchart for numerical implementation of the two-surface plasticity

1. Start
2. Consider the known total strain increment, $\Delta \varepsilon$ for increment $(n+1)$
3. Load state variables from previous increment
4. Calculate trial stress, $\sigma_{n+1}^T$, assuming fully elastic increment, and initialize other variables ($\alpha_{n+1}^T, \hat{\varepsilon}_{n+1}^T, \Sigma_{n+1}^T, A_{n+1}$).
5. The yield surface size is the same as previous increment for elastic increments
   $\kappa(\hat{\varepsilon}_{n+1}^T) = \kappa(\hat{\varepsilon}_n^T)$.
   For the first increment
   $\kappa(\hat{\varepsilon}_1^T = 0) = S_y^\tau$.
6. Calculate equivalent isotropic stress
   $f(\sigma_{n+1}^T - \alpha_{n+1}^T)$
7. Check if yielding
   $\psi_{n+1}^T > 0$?
   - If $\psi_{n+1}^T > 0$, go to B
   - If $\psi_{n+1}^T \leq 0$, go to A
Initialize: \( k = 1 \); \( \sigma_{n+1}^{(k+1)} = \sigma_{n+1}^T \);
\( \alpha_{n+1}^{(k+1)} = \alpha_{n+1}^T \); \( \Delta \varepsilon_{n+1}^{(k+1)} = \Delta \varepsilon_0^{p} \)

Update equivalent plastic strain for current reversal
\( \varepsilon_{p(n+1)} = \varepsilon_{p}^{n} + \Delta \varepsilon_{n+1}^{p} \)

Check reverse yielding
\( \theta_d > \theta_r \) ?

Y

Update flow direction, \( \eta = \frac{\partial f(\sigma-a)}{\partial (\sigma-a)} \)

Update plastic strain increment and stress tensors
\( \Delta \varepsilon_{n+1}^{p(k)} = \Delta \varepsilon_{n+1}^{p} \cdot \eta \); \( \sigma_{n+1}^{(k)} = \sigma_{n+1}^T - C : \Delta \varepsilon_{n+1}^{p} \)

Get tensile and compressive yield strengths in reference frame \( (\sigma_{y,n+1}^{t(k)}, \sigma_{y,n+1}^{c(k)}) \) from hardening curves according to the initial gap and accumulated plastic strain.

Update back-stress
1. Bisect the increment
2. Find back-stress sudden change in reference and actual states
3. Update reference back-stress \( (\alpha_{n+1,ref}^{(k)}) \) for \( \Delta \varepsilon_{n+1}^{p(k)} \)
4. Find corresponding actual back-stress, \( \alpha_{n+1}^{(k)} \)
Note: Steps 1 and 2 to be performed only if reverse yielding occurs.

Update yield surface size, \( \kappa \left( \varepsilon_{p(n+1)} \right) \)

Check consistency condition
\( |\varphi_{n+1}^{(k)}| < Tol \) ?

Y

N

Update equivalent plastic strain increment for the next iteration, \( \Delta \varepsilon_{n+1}^{p(k+1)} \)
Figure B.1: Flowchart for numerical implementation of the two-surface plasticity model
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