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Abstract

In this thesis, we make some contributions at the interface between ‘algebra’ and ‘graph theory’.

In Chapter 1, we give an overview of the topics and also the definitions and preliminaries.

In Chapter 2, we estimate the number of possible types degree patterns of \( k \)-lacunary polynomials of degree \( t < p \) which split completely modulo \( p \). The result is based on a rather unusual combination of two techniques: a bound on the number of zeros of lacunary polynomials and a bound on the so-called domination number of a graph.

In Chapter 3, we deal with the determinant of bipartite graphs. The nullity of a graph \( G \), denoted by \( \eta(G) \), is the multiplicity of 0 in the spectrum of \( G \). Nullity of a (molecular) graph (e.g., a bipartite graph corresponding to an alternant hydrocarbon) has important applications in quantum chemistry and Hückel molecular orbital (HMO) theory. A famous problem, posed by Collatz and Sinogowitz in 1957, asks to characterize all graphs with positive nullity. Clearly, \( \det A(G) = 0 \) if and only if \( \eta(G) > 0 \). So, examining the determinant of a graph is a way to attack this problem. In this Chapter, we show that the determinant of a bipartite graph with at least two perfect matchings and with all cycle lengths divisible by four, is zero.

In Chapter 4, we first introduce an application of spectral graph theory in proving trigonometric identities. This is a very simple double counting argument that gives very short proofs for some of these identities (and perhaps the ‘only’ existed proof in some cases!). In the rest of Chapter 4, using some properties of the well-known Chebyshev polynomials, we prove some theorems that allow us to evaluate the number of spanning trees in join of graphs, Cartesian product of graphs, and nearly regular graphs. In the last section of Chapter 4, we obtain the number of spanning trees in an \((r,s)\)-semiregular graph and its line graph. Note that the same results, as in the last section, were proved by I. Sato using zeta functions. But our proofs are much shorter based on some well-known facts from spectral graph theory. Besides, we do not use zeta functions in our arguments.

In Chapter 5, we present the conclusion and also some possible projects.
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Chapter 1

Introduction

1.1 Overview

In this thesis, we make some contributions at the interface between ‘algebra’ and ‘graph theory’.

Zeros and factorisations of lacunary polynomials has always been a subject of active investigation. Schinzel [95] has obtained a series of important statistical results about the number of $k$-lacunary irreducible polynomials with prescribed coefficients. (See, the book [96] by Schinzel for further information.)

Canetti et al. [25] proved a strong result in studying a special kind of exponential sums (and from there in studying Diffie-Hellman distribution in cryptography). Their result is an upper bound on the number of zeros of lacunary polynomials over finite field $\mathbb{F}_q$. In Section 2.2 of Chapter 2, using this estimate and some graph theory arguments, we estimate the number of possible types degree patterns of $k$-lacunary polynomials of degree $t < p$ which split completely modulo $p$. This section is my joint work with Igor Shparlinski [16]. In the rest of Chapter 2, we discuss about two other applications of Canetti et al.’s estimate.

Our contributions in Chapters 3 and 4, lie in the area of spectral graph theory or spectra of graphs where ‘linear algebra’ and ‘graph theory’ meet together. This area has many applications, in particular, in

- *Additive combinatorics* which studies combinatorial properties of algebraic objects, for example, Abelian groups, rings, or fields, and in fact, focuses on the interplay between combinatorics, number theory, harmonic analysis, ergodic theory, and some other branches. Applications of spectral graph theory in additive combinatorics in-
cludes applications in *sum-product problem*, the *Szemerédi-Trotter type theorems* in finite fields, etc.; see, e.g., the surveys [11, 100] and the references therein.

- Computer science, for example, in expanders and combinatorial optimization, complex networks and the Internet, data mining, computer vision and pattern recognition, Internet search, load balancing and multiprocessor interconnection networks, anti-virus protection vs. spread of knowledge, statistical databases and social networks, and quantum computing; see, e.g., the surveys [34, 60, 101, 102] and the references therein.

- Chemistry, for example, in studying topographical resonance in molecular species, and in mathematical modeling of physico-chemical, pharmacologic, toxicological, and other properties of chemical compounds. Spectral graph theory has also important applications in quantum chemistry and Hückel molecular orbital (HMO) theory; see, e.g., the surveys [54, 83, 93] and the references therein.

In Chapter 3, we deal with the determinant of bipartite graphs. The *nullity* of a graph $G$, denoted by $\eta(G)$, is the multiplicity of 0 in the spectrum of $G$. The nullity of a graph is closely related to the minimum rank problem of a family of matrices associated with a graph (see, the survey [41] and the references therein). Nullity of a (molecular) graph (e.g., a bipartite graph corresponding to an alternant hydrocarbon) has also important applications in quantum chemistry and Hückel molecular orbital (HMO) theory (see, the survey [54] and the references therein). A famous problem, posed by Collatz and Sinogowitz in 1957 [31], asks to characterize all graphs with positive nullity. Clearly, $\det A(G) = 0$ if and only if $\eta(G) > 0$. So, examining the determinant of a graph is a way to attack this problem. In Chapter 3, we show that the determinant of a bipartite graph with at least two perfect matchings and with all cycle lengths divisible by four, is zero. My paper [12] is based on results in this chapter.

Proving trigonometric identities may not be an easy problem. Sometimes, advanced tools may be needed to prove such identities. In Chapter 4, using the number of spanning trees in some classes of graphs and also the determinant of the Cartesian product $P_m \square P_n$, we prove (and also give very short proofs for) some trigonometric identities. Some of these trigonometric identities also involve Fibonacci and Lucas numbers. As far as I know, the techniques already existed in the literature for proving these identities are mainly analytic with somewhat complicated computations (see, e.g., [46] and the references therein).

Graphs, among other things, may be thought of as representing the connectivity of the atoms that comprise the (microscopic) conjugation network of an unsaturated molecule.
Calculating the number of spanning trees in (i.e., the complexity of) such (labelled) molecular graphs has absorbed much attention (see [65] and the references therein). In fact, enumerating the number of spanning trees in graphs (networks) which comes up with lots of remarkable applications to various sciences, is of great interest among mathematicians, computer scientists, physicists, and chemists. One of the notable applications of spanning trees in mathematics and computer science is that they can be applied to approximately solve the traveling salesman problem [4] (see also [14, 26, 79] for some other applications in mathematics). They also have interesting applications in physics [27, 36, 103, 104]. The number of spanning trees is also a measure of the network reliability. In the rest of Chapter 4, using some properties of the well-known Chebyshev polynomials, we prove some theorems that allow us to evaluate the number of spanning trees in join of graphs, Cartesian product of graphs, and nearly regular graphs. In the last section of Chapter 4, we obtain the number of spanning trees in an \((r, s)\)-semiregular graph and its line graph. Note that the same results, as in the last section, were proved in [94] using zeta functions. But our proofs are much shorter – we do not use zeta functions but instead employ some facts from spectral graph theory. Most of the results in this chapter are my papers [10], and also my joint papers with Shirdareh Haghighi [14, 15].

1.2 Definitions and Preliminaries

Let’s start with the some definitions and facts from field theory. We will follow closely the presentation of Dummit and Foote [40].

A field \( \mathbb{F} \) is a commutative ring with identity in which every non-zero element has an inverse. A finite field (or Galois field) is a field that contains a finite number of elements. The order (i.e., the number of elements) of a finite field is always a prime or a power of a prime. For each prime power, there exists ‘exactly one’ (up to isomorphism) finite field, usually written as \( \mathbb{F}_{p^n} \). If \( \mathbb{K} \) is a field containing the subfield \( \mathbb{F} \), then \( \mathbb{K} \) is said to be an extension of \( \mathbb{F} \), denoted by \( \mathbb{K} / \mathbb{F} \). The degree of a field extension \( \mathbb{K} / \mathbb{F} \), denoted by \( [\mathbb{K} : \mathbb{F}] \), is the dimension of \( \mathbb{K} \) as a vector space over \( \mathbb{F} \). An algebraic number field (a.k.a number field) is a finite field extension of \( \mathbb{Q} \), the field of rational numbers.

It is well-known that (see, [40, p. 512]) given any field \( \mathbb{F} \) and any (irreducible) polynomial \( f \in \mathbb{F}[X] \) there exists an extension \( \mathbb{K} \) of \( \mathbb{F} \) containing a root of \( f \), say \( \alpha \). Equivalently, \( f \) has a linear factor \( X - \alpha \) in \( \mathbb{K}[X] \).

The extension field \( \mathbb{K} \) of \( \mathbb{F} \) is called a splitting field for the polynomial \( f \in \mathbb{F}[X] \) if \( f \) factors completely into linear factors (or splits completely) in \( \mathbb{K}[X] \), and \( f \) does not factor completely into linear factors over any proper subfield of \( \mathbb{K} \) containing \( \mathbb{F} \). In fact, a splitting
field of a polynomial with coefficients in a field is a ‘smallest’ extension field of that field over which the polynomial splits completely into linear factors. It is well-known that (see, [40, p. 536]) if \( f \) is of degree \( n \), then \( f \) has at most \( n \) roots in \( \mathbb{F} \) and has precisely \( n \) roots, including multiplicities, in \( \mathbb{F} \) if and only if \( f \) splits completely in \( \mathbb{F}[X] \). A well-known fact (see, [40, p. 536]) says that for any field \( \mathbb{F} \), if \( f \in \mathbb{F}[X] \) then there exists an extension \( \mathbb{K} \) of \( \mathbb{F} \) which is a splitting field for \( f \). Note that any two splitting fields for \( f \) are isomorphic, so we refer to the splitting field of a polynomial. For example, the splitting field for \( X^2 - 2 \) over \( \mathbb{Q} \) is just \( \mathbb{Q}(\sqrt{2}) = \{a + b\sqrt{2} \mid a, b \in \mathbb{Q}\} \).

We say that a polynomial \( f \) over a field \( \mathbb{K} \) is \( k \)-lacunary if it has at most \( k + 1 \) non-zero coefficients, including a non-zero constant term, that is, if \( f(0) \neq 0 \) and

\[
f(X) = a_0 + a_1X^{t_1} + \ldots + a_kX^{t_k} \in \mathbb{K}[X]
\]

for some positive integers \( t_1 < \ldots < t_k \). Roughly speaking, a lacunary (also called sparse or supersparse) polynomial is a polynomial of high degree with relatively small number of non-zero coefficients.

Now, we give some definitions and facts from graph theory and matrix theory. We use the terminology of Bondy and Murty [22] for graph theory definitions.

All graphs in this thesis are finite, undirected, and simple (i.e., without loops or multiple edges). The vertex set (edge set) of a graph \( G \) is denoted by \( V(G) \) (resp., \( E(G) \)). The order (size) of a graph \( G \) is the number of its vertices (resp., edges), that is, \( |V(G)| \) (resp., \( |E(G)| \)). The degree, \( d_G(v) \), of a vertex \( v \) in a graph \( G \) is the number of edges incident to \( v \). We denote by \( \delta(G) \) the minimum degree of \( G \). Two vertices which are incident with a common edge are adjacent, and two adjacent vertices are neighbours. The set of neighbours of a vertex \( v \) in a graph \( G \) is denoted by \( N_G(v) \). An empty graph is a graph with zero or more vertices, but no edges. A graph \( F \) is called a subgraph of a graph \( G \) if \( V(F) \subseteq V(G) \) and \( E(F) \subseteq E(G) \). If \( e \) is an edge of a graph \( G \), then by deleting \( e \) from \( G \) we obtain a graph that is called an edge-deleted subgraph of \( G \), and is denoted by \( G \setminus e \). Similarly, if \( v \) is a vertex of a graph \( G \), then by deleting the vertex \( v \) together with all the edges incident with \( v \) from \( G \) we obtain a graph that is called a vertex-deleted subgraph of \( G \), and is denoted by \( G - v \).

A path (cycle) on \( n \) vertices is denoted by \( P_n \) (resp., \( C_n \)). The length of a path \( P \) (cycle \( C \)) is denoted by \( l(P) \) (resp., \( l(C) \)). The complete graph \( K_n \) is a graph on \( n \) vertices in which every vertex is adjacent to every other. A bipartite graph is a graph whose vertices can be divided into two disjoint sets \( X \) and \( Y \) such that every edge connects a vertex in \( X \) to one in \( Y \). It is well-known that a graph is bipartite if and only if it does not contain an odd cycle. The complete bipartite graph on \( m \) and \( n \) vertices, denoted by \( K_{m,n} \),
is the bipartite graph $G = (X, Y, E)$, where $X$ and $Y$ are disjoint sets of size $m$ and $n$, respectively, and $E$ connects every vertex in $X$ to all vertices in $Y$. A multipartite graph is a graph having a partition of the vertices so that any edge joins vertices in different parts. A complete multipartite graph is a graph in which vertices are adjacent if and only if they belong to different partite sets.

There are many ways of combining graphs to produce new graphs. We now describe some binary operations defined on graphs. The union of graphs $G$ and $H$ is the graph $G \cup H$ with vertex set $V(G) \cup V(H)$ and edge set $E(G) \cup E(H)$. If $G$ and $H$ are disjoint, we refer to their union as a disjoint union, denoted by $G + H$. The join of two graphs $G$ and $H$, $G \vee H$, is obtained from the disjoint union of $G$ and $H$ by additionally joining every vertex of $G$ to every vertex of $H$. The join $W_n = C_n \vee K_1$ of a cycle $C_n$ and a single vertex is referred to as a wheel with $n$ spokes. Similarly, the join $F_n = P_n \vee K_1$ of a path $P_n$ and a single vertex is called a fan. The Cartesian product of graphs $G$ and $H$ is the graph $G \square H$ whose vertex set is $V(G) \times V(H)$ and whose edge set is the set of all pairs $(u_1, v_1)(u_2, v_2)$ such that either $u_1u_2 \in E(G)$ and $v_1 = v_2$, or $v_1v_2 \in E(H)$ and $u_1 = u_2$. The Cartesian product $P_m \square P_n$ of two paths is the $(m \times n)$-grid. Also the Cartesian product $P_2 \square P_n$ ($n \geq 2$) is called a ladder, and $P_2 \square C_n$ ($n \geq 3$) is referred to as an $n$-prism. A graph is said to be connected if there is a path between any two distinct vertices. Every graph $G$ may be expressed uniquely (up to order) as a disjoint union of connected graphs. These graphs are called the components of $G$.

A subgraph $H$ is a spanning subgraph, or factor, of a graph $G$ if it has the same vertex set as $G$. For spanning subgraphs $F_1 = (V, E_1)$ and $F_2 = (V, E_2)$ of a graph $G = (V, E)$, the spanning subgraph whose edge set is the symmetric difference $E_1 \triangle E_2$ is called the symmetric difference of $F_1$ and $F_2$, and is denoted by $F_1 \triangle F_2$. A matching in a graph is a subset of its edges, no two of which share an end vertex. A vertex is matched (or saturated) if it is an end of one of the edges in the matching. Otherwise, the vertex is unmatched (or unsaturated). A perfect matching (a.k.a. 1-factor) is a matching which matches all vertices of the graph. A graph that all of whose components are either $K_2$’s or cycles or combinations thereof is called a Sachs graph. There are several other names for this graph in the literature, for example, sesquivalent graph and basic figure. A spanning subgraph of a graph that has this property (i.e., is a Sachs graph) is called a perfect 2-matching (or a q-factor by Tutte [106]). A graph is acyclic if it contains no cycles. A tree is a connected acyclic graph. Clearly, each component of an acyclic graph is a tree. So, an acyclic graph is also called a forest. For a graph $G$, a spanning tree in $G$ is a tree which has the same vertex set as $G$. It is easy to see that a graph is connected if and only if it has a spanning tree. The number of spanning trees in a graph $G$ is denoted by $t(G)$.

The line graph $L(G)$ of a graph $G$, is the graph whose vertices correspond to the edges
of $G$ with two vertices of $L(G)$ being adjacent if and only if the corresponding edges in $G$ have a vertex in common. A graph in which every vertex has the same degree is regular. It is $k$-regular if every vertex has degree $k$. A nearly $k$-regular graph is one that all of its vertices except one (referred to as an exceptional vertex) have degree $k$. A graph $G$ is called $(r, s)$-semiregular if it is bipartite with a bipartition $V(G) = X \cup Y$ such that all vertices in $X$ have degree $r$ and all vertices in $Y$ have degree $s$.

A dominating set $S$ of a graph $G$ is a vertex subset such that any vertex of $V \setminus S$ has a neighbour in $S$. Intuitively, a dominating set of a graph is a vertex subset whose neighbours, along with themselves, make up the vertex set of the graph. The minimum cardinality of a dominating set of $G$ is called the domination number $\gamma(G)$ of $G$. In other words,

$$\gamma(G) = \min_{S \subseteq V(G)} \left\{ |S| : V(G) \subseteq \bigcup_{v \in S} \hat{N}(v) \right\},$$

where $\hat{N}(v)$ denotes the closed neighbourhood of a vertex $v$.

A planar graph is a graph that can be embedded in the plane, that is, can be drawn on the plane in such a way that there are no edge crossings. In other words, it can be drawn in such a way that its edges intersect only at their endpoints. Such a drawing is called a plane graph or a planar embedding of the graph. The dual of a plane graph $G$ is a graph (in fact, a planar multigraph) $G^*$ that has a vertex corresponding to each plane region of $G$, and an edge joining two neighboring regions for each edge in $G$, for a certain embedding of $G$. The reason for the term ‘dual’ is that this property is symmetric; that is, if $H$ is a dual of $G$, then $G$ is a dual of $H$ (if $G$ is connected).

The adjacency matrix of a graph $G$ on $n$ vertices is a $(0, 1)$-matrix $A(G) = (A_{ij})_{i,j=1}^n$, where the off-diagonal entry $A_{ij}$ is the number of edges from vertex $i$ to vertex $j$ (which is 0 or 1), and the diagonal entry $A_{ii}$ is 0. The adjacency matrix $A$ of a bipartite graph $G = (X, Y, E)$ with $X = \{x_1, \ldots, x_m\}$ and $Y = \{y_1, \ldots, y_n\}$ has the form

$$A = \begin{pmatrix} O & B \\ B^T & O \end{pmatrix},$$

where $B$ is an $m$-by-$n$ matrix and $O$ is a zero matrix. The matrix $B$ is called the biadjacency matrix of $G$. In other words, the biadjacency matrix of a bipartite graph $G = (X, Y, E)$ with $X = \{x_1, \ldots, x_m\}$ and $Y = \{y_1, \ldots, y_n\}$, is the $m$-by-$n$ $(0, 1)$-matrix $B = (B_{ij})$ in which $B_{ij} = 1$ if and only if the edge $x_i, y_j \in E$.

For an $n$-by-$n$ matrix $M$, a number $\mu$ is an eigenvalue if for some vector $\nu \neq 0$, we have $M\nu = \mu \nu$. The vector $\nu$ is called an eigenvector corresponding to $\mu$. It is easy to see that
the eigenvalues of $\mathcal{M}$ are exactly the numbers $\mu$ that make the matrix $\mathcal{M} - \mu I$ singular, that is, solutions of $\det(\mathcal{M} - \mu I) = 0$, where $I$ is the identity matrix. It is well-known that the sum (product) of all eigenvalues of matrix $\mathcal{M}$, including multiplicities, is the trace (resp., the determinant) of $\mathcal{M}$. A symmetric matrix is a square matrix that is equal to its transpose. A Hermitian matrix (also called self-adjoint matrix) is a square matrix (with complex entries) that is equal to its conjugate transpose. So, every real symmetric matrices is a Hermitian matrix. It is well-known that the eigenvalues of a Hermitian matrix are real. Thus, the eigenvalues of a real symmetric matrix (e.g., the adjacency matrix of a graph) are also real. The multiset of eigenvalues of a graph $G$ is called the spectrum of $G$. The nullity of a graph $G$ of order $n$, denoted by $\eta(G)$, is the multiplicity of 0 in the spectrum of $G$. Clearly, $\eta(G) = n - r(A(G))$, where $r(A(G))$ is the rank of $A(G)$.

1.3 Contributions

My new contributions in this thesis are results in Chapters 2, 3, and the last section of Chapter 4.
Chapter 2

Zeros of Lacunary Polynomials over Finite Fields with Applications

2.1 Introduction

Factorisation of polynomials is an important topic in mathematics and computer science with many applications in various disciplines. For example, it is one of the fundamental tools of the computer algebra systems (CAS); a software program for symbolic computations. Also, as mentioned by Giesbrecht and Roche [49], “the lacunary representation is arguably more intuitive than the standard dense representation, and in fact corresponds to the default linked-list representation of polynomials in modern computer algebra systems such as Maple and Mathematica”.

Zeros and factorisations of lacunary polynomials has always been a subject of active investigation, see [28, 42, 48, 49, 64, 72, 73, 95] and the references therein. For example, a classical result of Descartes asserts that a \( k \)-lacunary polynomial \( f \in \mathbb{R}[X] \) may have at most \( 2k \) real roots. Furthermore, Lenstra [73] has shown that for an algebraic number field \( K \) of degree \( m \) over \( \mathbb{Q} \) and a \( k \)-lacunary polynomial \( f \in \mathbb{K}[X] \), the product \( g \) of all irreducible divisors \( h | f \) of degree at most \( \deg h \leq d \) is of degree

\[
\deg g = O \left( k^2 2^{m/2} m \log(2mdk) \right).
\]

Schinzel [95] has obtained a series of statistical results about the number of \( k \)-lacunary irreducible polynomials with prescribed coefficients. In particular, by [95, Corollary 2], for any algebraic numbers \( a_0, \ldots, a_k \) there are at most \( O \left( T^{(k+1)/2} \right) \) \( k \)-tuples of integers

\[
t = (t_1, \ldots, t_k), \quad 1 \leq t_1 < \ldots < t_k,
\]
with \( t_k \leq T \) and such that the largest non-cyclotomic factor (that is, a factor which does not have roots that are roots of unity) of the \( k \)-lacunary polynomial (1.1) is reducible over \( \mathbb{K} = \mathbb{Q}(a_1/a_0, \ldots, a_k/a_0) \). (See, the book [96] by Schinzel for further results.)

Canetti et al. [25] proved a strong result in studying a special kind of exponential sums (and from there in studying Diffie-Hellman distribution in cryptography). Their result is an upper bound on the number of zeros of lacunary polynomials over finite field \( \mathbb{F}_q \). In the next section, using this estimate and some graph theory arguments (including a bound on the domination number of a graph), we estimate the number of possible types degree patterns of \( k \)-lacunary polynomials of degree \( t < p \) which split completely modulo \( p \). This section is my joint work with Igor Shparlinski [16].

In the last section, we discuss about two other applications of Canetti et al.’s estimate.

Throughout this chapter, the implied constants in the symbols ‘\( O \)’, ‘\( \ll \)’ and ‘\( \gg \)’ may depend on \( k \) (we recall that the notations \( U \ll V \) and \( V \gg U \) are equivalent to \( U = O(V) \)). Also, \( \mathbb{F}_q \) denotes a finite field of \( q \) elements. Here \( p \) is always a prime.

### 2.2 An Upper Bound and its Application

Canetti et al. [25] proved the following estimate on the number of zeros of lacunary polynomials over \( \mathbb{F}_q \).

**Lemma 2.1** For \( k + 1 \geq 2 \) elements \( a_0, a_1, \ldots, a_k \in \mathbb{F}_q^* \) and integers \( 0 = t_0 < t_1 < \ldots < t_k < q \), the number of solutions \( Q \) to the equation

\[
\sum_{i=0}^{k} a_i x^{t_i} = 0, \quad x \in \mathbb{F}_q^*,
\]

with \( t_0 = 0 \), satisfies

\[
Q \leq 2q^{1-1/k}D^{1/k} + O\left(q^{1-2/k}D^{2/k}\right),
\]

where

\[
D = \min_{0 \leq i \leq k} \max_{j \neq i} \gcd(t_j - t_i, q - 1).
\]

**Proof.** Let

\[
D = \max_{1 \leq j \leq k} \gcd(t_j - t_1, q - 1).
\]
If $D = q - 1$ then the bound is trivial. Thus, we may assume that $D \leq (q - 1)/2$.

Let $g$ be a primitive root of $\mathbb{F}_q$. Putting $r_i = t_i - t_{k+1}$ we see that $Q$ equals the number of solutions of the equation

$$\sum_{i=0}^{k-1} a_i g^{r_i y} + a_{k+1} = 0, \quad 0 \leq y \leq q - 2.$$ 

Put

$$L = (q - 1)/D, \quad K = \lceil L^{1/k} \rceil - 1, \quad M = \lfloor (q - 1)/K \rfloor.$$ 

By the pigeonhole principle there exists $l$ with $1 \leq l \leq L - 1$ and such that the remainders of $s_i \equiv r_i l \pmod{q - 1}$, taken in the interval $-(q - 1)/2 \leq s_i \leq q/2$, are all

$$|s_i| \leq M, \quad i = 0, \ldots, k - 1.$$ 

In fact, for each $l = 1, \ldots, L$ the corresponding vector $(s_1, \ldots, s_k)$ represents a point in the $k$-dimensional cube with side length $q - 1$. This cube can be split into $K^k$ cubes with side length $h = (q - 1)/K$. Since $K^k < L$ then at least one sub-cube contains at least two vectors corresponding to some $1 \leq l_1 < l_2 \leq L$. Putting $l = l_2 - l_1$ the claim follows.

Let $d = \text{gcd}(l, q - 1)$. It is easy to see that for any $y$, $0 \leq y \leq q - 2$, there is a unique representation of the form

$$y = dz + \nu, \quad 0 \leq z \leq (q - 1)/d - 1, \quad 0 \leq \nu \leq d - 1,$$

and so of the form

$$y \equiv lz + \nu \pmod{q - 1}, \quad 0 \leq z \leq (q - 1)/d - 1, \quad 0 \leq \nu \leq d - 1.$$ 

Then

$$Q \leq \sum_{\nu=0}^{d-1} Q_{\nu},$$

where $Q_{\nu}$, $\nu = 0, \ldots, d - 1$, is the number of solutions of the equation

$$\sum_{i=0}^{k-1} a_i g^{r_i(lz + \nu)} + a_{k+1} = 0, \quad 0 \leq z \leq (q - 1)/d - 1.$$
Let \( R_\nu \) be the number of solutions of the equation
\[
\sum_{i=0}^{k-1} a_i g^{i\nu} g^{s_i \nu} + a_{k+1} = 0, \quad 0 \leq z \leq q - 2,
\]
or of the polynomial equation
\[
\sum_{i=0}^{k-1} a_i g^{i\nu} x^{s_i + M} + a_{k+1} x^M = 0, \quad x \in \mathbb{F}_q^*.
\]
Clearly,
\[
Q_\nu = \frac{1}{d} R_\nu, \quad \nu = 0, \ldots, d - 1.
\]
Since \( dD \leq (L - 1)D < q - 1 \), it is easy to see that for \( j = 1, \ldots, k - 1 \)
\[
s_1 - s_j \equiv r_1 l - r_j l \equiv (r_1 - r_j) l \equiv (t_1 - t_j) l \not\equiv 0 \pmod{q - 1},
\]
and
\[
s_1 \equiv r_1 l \equiv (t_1 - t_{k+1}) l \not\equiv 0 \pmod{q - 1}.
\]
Thus, \( R_\nu \) does not exceed the number of zeros of a non-zero polynomial (in particular, it contains \( x^{s_1 + M} \) with a non-zero coefficient) of degree at most
\[
2M = 2q^{1-1/k} D^{1/k} + O\left(q^{1-2/k} D^{2/k}\right),
\]
and the bound follows. \( \square \)

Now we discuss about an application of Lemma 2.1. We consider a question about estimating the number \( N_k(p, t) \) of \( k \)-tuples (2.1) such that there is a \( k \)-lacunary polynomial of the form (1.1) of degree \( t \) over the finite field \( \mathbb{K} = \mathbb{F}_p \) that fully splits over \( \mathbb{F}_p \).

**Theorem 2.2** If a positive integer \( k \) is fixed then for any prime \( p \) and positive integer \( t < p \), we have,
\[
N_k(p, t) \leq t^{k-k[(k-3)/2]} - 1 p^{(k-1)[(k-3)/2] + o(1)}
\]
as \( p \to \infty \).
Clearly, Theorem 2.2 is nontrivial only for \( k > 3 \) and for
\[
t > p^{1-1/k+\varepsilon},
\] (2.2)
with some fixed \( \varepsilon > 0 \). Furthermore, for \( t \gg p \) we obtain the bound
\[
N_k(p, t) \leq t^{[k/2]+1+o(1)}.
\]

This result is based on a rather unusual combination of two techniques: the bound on the number of zeros of lacunary polynomials (Lemma 2.1 above) and a bound on the domination number of a graph (Lemma 2.4 below).

We need the following lemma.

**Lemma 2.3** For \( k + 1 \geq 2 \) elements \( a_0, a_1, \ldots, a_k \in \mathbb{F}_p^* \) and integers \( 0 = t_0 < t_1 < \ldots < t_k < p \), the multiplicity of any root \( \rho \) of the polynomial
\[
\sum_{i=0}^{k} a_i X^{t_i} \in \mathbb{F}_p[X]
\]
is at most \( k \).

**Proof.** Let
\[
F(X) = \sum_{i=0}^{k} a_i X^{t_i}.
\]
Then for the \( j \)th derivative \( F^{(j)}(X) \) we have
\[
F^{(j)}(X)X^j = \sum_{i=0}^{k} \prod_{h=0}^{j-1} (t_i - h)a_i X^{t_i}
\]
(where as usual, we set \( F^{(0)}(X) = F(X) \)). Thus, if \( r \neq 0 \) is a root of multiplicity at least \( k + 1 \leq t_k < p \) in the algebraic closure of \( \mathbb{F}_p \), then
\[
F^{(j)}(r) = 0, \quad j = 0, \ldots, k.
\]
Therefore, the homogeneous system of equations
\[
\sum_{i=0}^{k} \prod_{h=0}^{j-1} (t_i - h)x_i = 0, \quad j = 0, \ldots, k,
\]
has a non-zero solution \( x_i = a_i r^i, \ i = 0, \ldots, k \). This implies

\[
\det \left[ \left( \prod_{h=0}^{j-1} (t_i - h) \right) \right]_{i,j=0,\ldots,k} = 0,
\]

which is impossible for \( 0 = t_0 < t_1 < \ldots < t_k < p \) as an easy calculation shows that

\[
\det \left[ \left( \prod_{h=0}^{j-1} (t_i - h) \right) \right]_{i,j=0,\ldots,k} = \prod_{0 \leq i < j \leq k} (t_j - t_i) \neq 0.
\]

The above contradiction implies the desired result. \( \Box \)

Domination is a fundamental concept in graph theory and has many applications not only to graph theory but also to coding theory, web graphs, large-scale wireless ad hoc and sensor networks, biological networks, social networks, parallel and distributed computing, and so on, see [1, 5, 7, 18, 30, 32, 35, 39, 58, 61, 78] and references therein. The problem of determining the size of a minimum dominating set is NP-complete, see [45]. The Minimum Dominating Set (MDS) problem concerns computing a dominating set of minimum cardinality for a given graph. This problem has recently absorbed much interest, and has found a considerable number of seminal applications, see [2, 43, 44, 47, 71, 74, 76, 109] and references therein. In particular, this problem can be applied for backbone structures in communication networks, for example, to get efficient multi-hop routing protocols. The MDS problem has also intriguing applications to computer networks, where we may would like to have a minimum dominating set, which its members provide a service for their neighbours. Another “real-life” application of the same spirit is facility location problems, in which the vertices of a graph correspond to locations, adjacency means accessability, and the goal is to find a subset of locations accessible from all other locations; one can use this subset of locations to build some public facilities such as libraries, bus stops, post offices, hospitals, fire stations, and so on. In this chapter, we introduce another application of domination – in studying zeros of lacunary polynomials over finite fields.

When \( \delta(G) \) is big enough, there are very good upper bounds for the domination number of the graph \( G \) in terms of \( \delta(G) \) and \( n \) (see, for example, [29, 59]). However, for small values of \( \delta(G) \) the classical result of Ore [88] is stronger and provides an upper bound for the domination number of a graph with no isolated vertices:

**Lemma 2.4** If \( G \) is a graph of order \( n \) with \( \delta(G) \geq 1 \), then

\[
\gamma(G) \leq \frac{n}{2}.
\]
Proof of Theorem 2.2

Since \( p > t_k \), by Lemma 2.3 the multiplicity of each non-zero root of a polynomial of the form (1.1) does not exceed \( k \). Hence, if a polynomial \( F(X) \in \mathbb{F}_p[X] \) of the form (1.1) splits completely over \( \mathbb{F}_p \), then the equation

\[
a_0 + a_1 x^{t_1} + \ldots + a_k x^{t_k} = 0, \quad x \in \mathbb{F}_p^*,
\]

with \( 1 \leq t_1 < \ldots < t_k \) has at least \( t_k/k \) solutions. Then, from Lemma 2.1 we have

\[
t_k/k = O \left( p^{1-1/k} D_t^{1/k} \right),
\]

where

\[
D_t = \min_{0 \leq i \leq k} \max_{j \neq i} \gcd(t_j - t_i, p-1).
\]

Thus \( D_t \mid p - 1 \) and, since \( k \) is fixed,

\[
t \geq D_t \gg t_k p^{-(k-1)} = t^k p^{-(k-1)}. \tag{2.3}
\]

We now fix \( D \mid p - 1 \), and for each \( t = (t_1, \ldots, t_k) \) construct a graph \( G_t(D) \) on \( k + 1 \) vertices \( 0, \ldots, k \), connecting \( i \) and \( j \) if and only if \( \gcd(t_i - t_j, p-1) \geq D \) (where, as before \( t_0 = 0 \)).

Clearly, if \( D_t = D \) and \( G_t(D) = G \) then \( \delta(G) \geq 1 \).

Now, for a fixed positive integer \( D \leq t < p \) and a graph \( G \) with \( k + 1 \) vertices and \( \delta(G) \geq 1 \), we estimate the number \( M_p(D, G, t) \) of vectors \( t = (t_1, \ldots, t_k) \in \mathbb{Z}^k \) with \( 1 \leq t_1 < \ldots < t_k \) and \( t_k = t \) such that \( G_t(D) = G \). Summing over all graphs \( G \) (since \( k \) is fixed there are only finitely many graphs) and admissible values of \( D \), that is, with \( t \geq D \gg t_k p^{-(k-1)} \), see (2.3), leads to the desired estimate.

Given a graph \( G \) with \( k + 1 \) vertices and \( \delta(G) \geq 1 \), we now fix a dominating set \( S \) in \( G \) of cardinality \#\( S = \lceil(k + 1)/2\rceil \), which exists by Lemma 2.4 (obviously, we can always add more vertices to \( S \) if necessary to guarantee \#\( S = \lceil(k + 1)/2\rceil \)). So for each \( j \not\in S \) with \( j \neq 0, k \), there is \( i \in S \) such that \( \gcd(t_i - t_j, p-1) \geq D \). So if \( t_i \) is fixed, then \( t_j \) can take at most

\[
\sum_{d \mid p-1 \atop d \geq D} \frac{t}{D} \sum_{d \mid p-1} 1 = \frac{t}{D} p^{o(1)} \tag{2.4}
\]

values, where we have used the known bound on the divisor function, (see [57, Theorem 320]). Finally, when \( t_k = t \) is fixed, each \( t_i, i \in S \), can take at most \( t \) values.
Furthermore, if both 0, k ∈ S then there are only
\[ \#S - 2 \leq \lfloor (k + 1)/2 \rfloor - 2 = \lfloor (k - 3)/2 \rfloor \]
elements \( t_i \) with \( i \in S \setminus \{0, k\} \) to be chosen. After all values of \( t_i \) with \( i \in S \) are fixed, we see from (2.4) that the remaining
\[ k + 1 - \#S = \lfloor (k + 1)/2 \rfloor \]
elements \( t_j, j \notin S \), can be chosen in at most \( (tp^{o(1)}/D)^{(k+1)/2} \) ways. So in this case
\[ M_p(D, G, t) \leq t^{\lfloor (k-3)/2 \rfloor} (t/D)^{\lfloor (k+1)/2 \rfloor} p^{o(1)} = t^{k-1} D^{-\lfloor (k+1)/2 \rfloor} p^{o(1)}. \] (2.5)

If 0 ∈ S but k ∉ S, or 0 ∉ S but k ∈ S, then the same argument implies:
\[ M_p(D, G, t) \leq t^{\lfloor (k-1)/2 \rfloor} (t/D)^{\lfloor (k-1)/2 \rfloor} p^{o(1)} = t^{k-1} D^{-\lfloor (k-1)/2 \rfloor} p^{o(1)}. \] (2.6)

Finally, if both 0, k ∉ S then we get
\[ M_p(D, G, t) \leq t^{\lfloor (k+1)/2 \rfloor} (t/D)^{\lfloor (k-3)/2 \rfloor} p^{o(1)} = t^{k-1} D^{-\lfloor (k-3)/2 \rfloor} p^{o(1)}. \] (2.7)

Clearly, bound (2.7) dominates the bounds (2.5) and (2.6). In particular, for \( t \geq D \gg t^k p^{-(k-1)} \) we obtain
\[ M_p(D, G, t) \leq t^{k-1-k\lfloor (k-3)/2 \rfloor} p^{(k-1)\lfloor (k-3)/2 \rfloor+o(1)}. \]

Since, as we have mentioned, there are only finitely many possibilities for the graphs \( G_t(D) \), recalling (2.3) and the bound on the divisor function (see [57, Theorem 320]), we obtain the desired result.

### 2.3 More Applications

Let us mention two other applications of Lemma 2.1. Let \( \gamma \) be an integer of multiplicative order \( s \) modulo a prime number \( p \geq 3 \), that is,
\[ \gamma^x \not\equiv 1 \pmod{p}, \quad x = 1, \ldots, s - 1, \quad \gamma^s \equiv 1 \pmod{p}. \]

Employing Lemma 2.1, Canetti et al. [25] studied the exponential sums

\[ W_{a,c}(s) = \sum_{y=1}^{s} \left| \sum_{x=1}^{s} e_p(a\gamma^x + c\gamma^y) \right|, \]

where

\[ e_n(z) = \exp(2\pi iz/n). \]

Then they applied these exponential sums in studying Diffie-Hellman distribution which is of significant importance in cryptography. In fact, they derived the following bound. Here, \( \tau(n) \) denotes the number of integer divisors of \( n \geq 1 \), that is,

\[ \tau(n) = \sum_{d \mid n} 1. \]

**Theorem 2.5** For any integers \( a, c \) such that \( \gcd(a, c, p) = 1 \), we have

\[ W_{a,c}(s) = \begin{cases} O(sp^{1/2}\tau(s)), & \text{if } a \equiv 0 \pmod{p}; \\ O(s^{5/3}p^{1/4}), & \text{otherwise}. \end{cases} \]

Now we state another application of Lemma 2.1. Using this lemma, Shparlinski [99] obtained the following result.

**Lemma 2.6** Let \( \alpha \in \mathbb{F}_q \) be a fix primitive root. For \( k + 1 \geq 2 \) elements \( a_0, a_1, \ldots, a_k \in \mathbb{F}_q^* \) and integers \( t_0, t_1, \ldots, t_k \), the number of solutions \( Q \) to the equation

\[ \sum_{i=0}^{k} a_i \alpha^{t_i u} = 0, \quad u \in [0, q-2], \]

satisfies

\[ Q \leq 3(q - 1)^{1 - 1/k}D^{1/k}, \]

where

\[ D = \min_{0 \leq i \leq k} \max_{j \neq i} \gcd(t_j - t_i, q - 1). \]
Proof. Putting $z = \alpha^u$ we see that $Q$ equals the number of solutions of the equation

$$\sum_{i=0}^{k} a_i z^{t_i} = 0, \quad z \in \mathbb{F}_q^*.$$  

By Lemma 2.1,

$$Q \leq 2 \left\lfloor \frac{q - 1}{L^{1/k}} \right\rfloor,$$

where $L = (q - 1)/D$.

If $L \leq 3^k$ then

$$3(q - 1)^{1-1/k} D^{1/k} \geq 3(q - 1) L^{-1/k} \geq q - 1 > Q.$$

Otherwise $\left\lceil L^{1/k} \right\rceil - 1 \geq 2L^{-1/k}/3$ and the result follows. 

Let us mention an application of Lemma 2.6. Fix $\eta_1, \ldots, \eta_n \in \mathbb{F}_q^*$. Look at the matrices of the form $(\eta_i^{m_j})_{i,j=1}^n$ with integers $m_1, \ldots, m_n \in [0, q-2]$. Putting $m_j = j - 1, j = 1, \ldots, n$, we get the Vandermonde matrix, which is known to be nonsingular, provided that $\eta_1, \ldots, \eta_n$ are pairwise distinct. Using Lemma 2.6, Shparlinski [99] proved that for $n$ fixed almost all matrices of the above form are nonsingular. Let us state this result more precisely. Denote by $V(\eta_1, \ldots, \eta_n)$ the number of $n$-tuples

$$(m_1, \ldots, m_n) \in [0, q-2]^n,$$

for which

$$\det(\eta_i^{m_j})_{i,j=1}^n = 0.$$

In fact, Shparlinski [99] proved the following results. Recall that ord $\eta$ (multiplicative order of $\eta$) is the smallest positive integer $s$ with $\eta^s = 1$.

**Theorem 2.7** For any $n \geq 2$ we have

$$V(\eta_1, \ldots, \eta_n) \leq 3(n - 1)(q - 1)^n T^{-1/(n-1)},$$

where
\[ T = \min_{1 \leq i \leq n} \min_{j \neq i} \text{ord} \eta_j / \eta_i. \]

**Theorem 2.8** For any \( n \geq 2 \) and any \( \varepsilon > 0 \) we have

\[
\frac{1}{(q-1)^n} \sum_{\eta_1, \ldots, \eta_n \in \mathbb{F}_q^*} V(\eta_1, \ldots, \eta_n) = O(q^{n-1/(n-1)+\varepsilon}).
\]
Chapter 3

On the Determinant of Bipartite Graphs

3.1 Introduction

The nullity of a graph is closely related to the minimum rank problem of a family of matrices associated with a graph (see, the survey [41] and the references therein). Nullity of a (molecular) graph (e.g., a bipartite graph corresponding to an alternant hydrocarbon) has also important applications in quantum chemistry and Hückel molecular orbital (HMO) theory (see, the survey [54] and the references therein). For example, in [54] the authors mention that “if the nullity of the molecular graph of an alternant unsaturated conjugated hydrocarbon is greater than zero, then the respective molecule is predicted to have an unstable, open-shell, electron configuration and the respective compound is expected to be highly reactive, chemically unstable and often not capable of existence”. A famous problem, posed by Collatz and Sinogowitz in 1957 [31], asks to characterize all graphs with positive nullity. Clearly, det $A(G) = 0$ if and only if $\eta(G) > 0$. So, examining the determinant of a graph is a way to attack this problem. But there seems to be little published on calculating the determinant of a graph (see, e.g., [17, 53, 63, 90, 91, 97] for some results on the determinant of graphs).

Gutman [53] (see, also, [87]) proved that if $G$ is a bipartite graph on $n$ vertices with no cycle of length divisible by four, then \( \det A(G) = (-1)^{n/2}t^2 \), where $t$ is the number of perfect matchings in $G$. (Note that if $n$ is odd then $G$ has no perfect matching, and so as we will see later, $\det A(G) = 0$). It is natural to ask what happens for the determinant of a graph in which some cycle lengths are divisible by four. Very recently, in [63] the
authors using some results of [91], proved that the determinant of a plane graph, with every face-boundary is a cycle of size divisible by four, is equal to $-1$, $0$, or $1$ provided that the inner dual of the graph is a tree. In this chapter, using a new method, we settle this problem for (all) graphs with all cycle lengths divisible by four. Our approach or its modifications may lead to further work.

We denote the set of all perfect matchings and the set of all perfect 2-matchings of a graph $G$ on $n$ vertices by $M = \{M_1, \ldots, M_t\}$, and $N = \mathcal{U}_n = \{N_1, \ldots, N_s\}$, respectively. Clearly, a bipartite graph has a perfect 2-matching if and only if it has a perfect matching. So, in the case of bipartite graphs we have $s = t$.

The characteristic polynomial of a graph $G$ on $n$ vertices is

$$P_G(\lambda) = \det(\lambda I - \mathcal{A}(G)) = \lambda^n + a_1\lambda^{n-1} + \cdots + a_n.$$  

The following expression for the coefficients of the characteristic polynomial is well-known (see, e.g., [33, p. 32] and [93, p. 1973])

$$a_i = \sum_{U \in \mathcal{U}_i} (-1)^{|U|} 2^{c(U)}, \quad (3.1)$$

where $\mathcal{U}$ belongs to the set of Sachs graphs $\mathcal{U}_i$ on $i$ vertices, and $|\mathcal{U}|$ and $c(\mathcal{U})$ are the number of components and the number of cycles in $\mathcal{U}$, respectively.

From (3.1), we simply get the following expression for the determinant of the adjacency matrix of $G$

$$\det \mathcal{A}(G) = (-1)^n a_n = (-1)^n \sum_{i=1}^n (-1)^{|N_i|} 2^{c(N_i)}. \quad (3.2)$$

From (3.2), we immediately conclude that the determinant of the adjacency matrix of a bipartite graph with no perfect matching is zero. (This is a well-known result; see, e.g., [33].)

Given a graph $G$ on $n$ vertices, the Tutte matrix of $G$ is a skew-symmetric, symbolic matrix $T = (T_{ij})_{i,j=1}^n$ with

$$T_{ij} = \begin{cases}  
    x_{ij} & \text{if } i \sim j, \ i > j; \\
    -x_{ji} & \text{if } i \sim j, \ i < j; \\
    0 & \text{otherwise},
\end{cases} \quad (3.3)$$
where \( \sim \) means vertices \( i \) and \( j \) are adjacent in \( G \), and the \( x_{ij} \)'s are variables.

Let \( G \) be a graph with the Tutte matrix \( T \). A celebrated result by Tutte \cite{105} says that \( \det T \neq 0 \) if and only if \( G \) has a perfect matching.

Let’s recall the Leibniz formula (see, e.g., \cite{9}) for the determinant of a matrix, as we need in the next section. For the matrix \( A = (A_{ij})_{i,j=1}^n \), we have

\[
\det A = \sum_{\sigma} (-1)^{N_\sigma} \prod_{i=1}^n A_{i\sigma(i)},
\]

where the sum is taken over all \( n! \) permutations \( \sigma = (\sigma(1), \ldots, \sigma(n)) \) of the column indices \( 1, \ldots, n \), and where \( N_\sigma \) is the minimal number of pairwise transpositions needed to transform \( \sigma(1), \ldots, \sigma(n) \) to \( 1, \ldots, n \).

In the next section, we show that the determinant of the adjacency matrix of a bipartite graph on \( 2n \) vertices with a unique perfect matching is equal to \( (-1)^n \). In the third section, we show that the determinant of a bipartite graph with at least two perfect matchings and with all cycle lengths divisible by four, is zero. Summarizing these results, in the last section, we show that the determinant of a graph \( G \) with all cycle lengths divisible by four, is 0 or \( (-1)^{|V(G)|/2} \). My paper \cite{12} is based on this chapter.

### 3.2 Unique Perfect Matching

In this section, we show that the determinant of the adjacency matrix of a bipartite graph on \( 2n \) vertices with a unique perfect matching is equal to \( (-1)^n \). We present two different proofs for this result. Clearly, if \( G = (X,Y,E) \) is a bipartite graph with \( |X| \neq |Y| \) then there is no perfect matching in \( G \) (and so the determinant of \( G \) is zero).

The determinant of the biadjacency matrix of a bipartite graph with a unique perfect matching is known (see, \cite{69}).

**Theorem 3.1** Suppose \( G = (X,Y,E) \) is a bipartite graph with \( |X| = |Y| = n \). If \( G \) has a unique perfect matching, then \( \det B = \pm 1 \), where \( B \) is the biadjacency matrix of \( G \).

**Proof.** We follow the presentation of \cite{69} closely. Let \( B = (B_{ij})_{i,j=1}^n \) be the biadjacency matrix of \( G \). For a permutation \( \sigma \) on \( \{1,2,\ldots,n\} \), define

\[
f(\sigma) = \prod_{i=1}^n B_{i\sigma(i)}.
\]
From this definition, we see that the permutation $\sigma$ corresponds to a perfect matching in $G$ if and only if $f(\sigma) = 1$. Using the Leibniz formula, we have

$$\det B = \sum_{\sigma} (-1)^{N_\sigma} f(\sigma).$$

Therefore, if $G$ has a unique perfect matching, then $\det B = \pm 1$, and if $G$ has no perfect matching, then $\det B = 0$. $\Box$

Note that in [69] the authors presented an NC algorithm for testing if a given bipartite graph has a unique perfect matching.

Now we prove a result that relates the determinant of the ‘adjacency matrix’ of a bipartite graph to the determinant of the ‘biadjacency matrix’ of that graph. This is a quite simple result and probably is well-known, but we present its proof.

First, we state the following lemma (see, [9, p. 135]).

**Lemma 3.2** Let $A$, $B$, $C$, and $D$ be square matrices of order $n$ such that $AC = CA$. Then

$$\det \begin{pmatrix} A & B \\ C & D \end{pmatrix} = \det(A D - C B).$$

Since the adjacency matrix $A$ of a bipartite graph $G = (X, Y, E)$ with $X = \{x_1, \ldots, x_m\}$ and $Y = \{y_1, \ldots, y_n\}$ has the form

$$A = \begin{pmatrix} O & B \\ B^T & O \end{pmatrix},$$

where $B$ is the biadjacency matrix of $G$, so we have

**Corollary 3.3** Let $G = (X, Y, E)$ be a bipartite graph with $|X| = |Y| = n$. Then

$$\det A = (-1)^n (\det B)^2,$$

where $A$ and $B$ are the adjacency matrix and the biadjacency matrix of $G$, respectively.

Using Theorem 3.1 and Corollary 3.3 we get
Theorem 3.4 Suppose \( G = (X, Y, E) \) is a bipartite graph with \(|X| = |Y| = n\). If \( G \) has a unique perfect matching, then \( \det \mathcal{A}(G) = (-1)^n \).

Now we give another proof for Theorem 3.4.

First, we state the following lemma (see, [91]) which gives a relation for the determinant of the adjacency matrix of a graph with a pendant vertex (that is, a vertex of degree one).

Lemma 3.5 Let \( G \) be a graph and \( v \) be any vertex of \( G \). Denote by \( G^* \) the graph obtained from \( G \) by joining \( v \) to a new vertex \( u \). Then \( \det \mathcal{A}(G^*) = -\det \mathcal{A}(G - v) \).

Hall [55] proved the following result on the number of perfect matchings in bipartite graphs.

Theorem 3.6 If a bipartite graph \( G = (X, Y, E) \) has a perfect matching and \( \deg(x) \geq k \) for every \( x \in X \), then \( G \) has at least \( k! \) perfect matchings.

Therefore, a bipartite graph with a perfect matching and with minimum degree at least two (in a part), has at least two perfect matchings.

Second Proof of Theorem 3.4. Clearly, we have \( \delta(G) \geq 1 \). If \( \delta(G) \geq 2 \), then by Theorem 3.6 there are at least two perfect matchings in \( G \), which is a contradiction. Thus, \( G \) has a pendant vertex. Delete that vertex and its neighbour to get a graph \( G' \). By Lemma 3.5, we have \( \det \mathcal{A}(G) = -\det \mathcal{A}(G') \). By the same argument, \( G' \) has a pendant vertex. Delete that vertex and its neighbour to get a graph \( G'' \). By Lemma 3.5, we have \( \det \mathcal{A}(G) = \det \mathcal{A}(G'') \). Since \( G \) has a unique perfect matching, by \((n-1)\) times continuing this process (in \( X \)) we eventually get \( K_2 \). Clearly, \( \det \mathcal{A}(K_2) = -1 \). Consequently, we have \( \det \mathcal{A}(G) = (-1)^n \). □

3.3 At Least Two Perfect Matchings

In this section, we show that the determinant of a bipartite graph with at least two perfect matchings and with all cycle lengths divisible by four, is zero.

Let \( G = (V, E) \) be a graph. For spanning subgraphs \( F_1 = (V, E_1) \) and \( F_2 = (V, E_2) \) of \( G \), the spanning subgraph whose edge set is the symmetric difference \( E_1 \triangle E_2 \) is called the symmetric difference of \( F_1 \) and \( F_2 \), and is denoted by \( F_1 \triangle F_2 \). It is easy to see that the symmetric difference of two perfect matchings is a spanning subgraph in which each vertex has degree 2 or 0. Note that the vertices of degree 2 form an alternating cycle, that is, a cycle of even length which contains edges from the two perfect matchings alternately.
Suppose that $M = \{M_1, \ldots, M_t\}$ is the set of all perfect matchings of a graph $G$, and $\mathcal{C} = \{\mathcal{C}_1, \ldots, \mathcal{C}_k\}$ is the set of cycles that are components of $M_i \triangle M_j$, where $1 \leq i < j \leq t$.

**Lemma 3.7** Let $G$ be a graph in which all cycle lengths are divisible by four. Also, let $G$ have at least two perfect matchings. Then any two distinct elements of $\mathcal{C}$ (defined as above) are vertex-disjoint.

**Proof.** Suppose there are $p, q$, $1 \leq p < q \leq k$, such that $\mathcal{C}_p$ and $\mathcal{C}_q$ are not vertex-disjoint. So, there are vertices $u, v, w$, with $v \neq w$, such that $uw \in \mathcal{C}_p$ and $uw \in \mathcal{C}_q$. Let $\mathcal{C}_p$ and $\mathcal{C}_q$ be the cycles formed by $M_i \triangle M_j$ and $M_r \triangle M_s$, respectively, for some $i, j, r, s$, where $1 \leq i < j \leq t$ and $1 \leq r < s \leq t$. Without loss of generality, assume that $uv \in M_i$ and $uw \in M_r$. Thus, $uv$ and $uw$ are two edges of the cycle, say $\mathcal{C}_m$, $1 \leq m \leq k$, formed by $M_i \triangle M_r$. Since $uw \in \mathcal{C}_q \cap \mathcal{C}_m$, so traversing $\mathcal{C}_m$, starting from $u$ and then moving to $v$, ultimately intersects $\mathcal{C}_q$. Let $y$ be the first vertex of this intersection. Let $P : uv \cdots xy \subset \mathcal{C}_m$ be a path joining $u$ and $y$ in $\mathcal{C}_m$. Also, let $Q : uw \cdots y \subset \mathcal{C}_q$, and $R : u \cdots y \subset \mathcal{C}_q$, with $uw \notin R$, be the paths joining $u$ and $y$ in $\mathcal{C}_q$. Since $P : uv \cdots xy \subset \mathcal{C}_m$, and $\mathcal{C}_m$ is formed by $M_i \triangle M_r$, so we have $xy \in M_i$ or $xy \in M_r$. But $xy \in M_r$ is not the case otherwise, as $Q, R \subset \mathcal{C}_q$ and $\mathcal{C}_q$ is formed by $M_r \triangle M_s$, so by looking at the edges incident with $y$ (in $\mathcal{C}_q$ and $\mathcal{C}_m$) we see that this contradicts the definition of a matching. Thus, $xy \in M_i$. Now since the first and the last edge of $P$ are in $M_i$, so the length of $P$ is odd. That is, $l(P) \equiv 1 \pmod{4}$ or $l(P) \equiv 3 \pmod{4}$. Note that $P \cup Q = \mathcal{C}_m$ with $l(\mathcal{C}_m) \equiv 0 \pmod{4}$, and $Q \cup R = \mathcal{C}_q$ with $l(\mathcal{C}_q) \equiv 0 \pmod{4}$. Therefore, if $l(P) \equiv 1 \pmod{4}$ then $l(R) \equiv 1 \pmod{4}$, and if $l(P) \equiv 3 \pmod{4}$ then $l(R) \equiv 3 \pmod{4}$. Thus, $l(P) + l(R) \equiv 2 \pmod{4}$. But we know that $P \cup R$ is a cycle, and so we must have $l(P) + l(R) \equiv 0 \pmod{4}$. Hence, the lemma follows. \qed

Suppose that $N = \{N_1, \ldots, N_s\}$ is the set of all perfect 2-matchings of a graph $G$, and define $\mathcal{D} := \{C \mid C$ is a cycle, and $\exists i, 1 \leq i \leq s$, s.t. $C \subset N_i\}$.

The next lemma shows that for the graphs of interest, $\mathcal{C}$ and $\mathcal{D}$ are in fact the same sets.

**Lemma 3.8** Let $G$ be a graph in which all cycle lengths are divisible by four. Also, let $G$ have at least two perfect matchings. Then for the sets $\mathcal{C}$ and $\mathcal{D}$ defined as above, we have $\mathcal{C} = \mathcal{D}$.

**Proof.** Let $\mathcal{C}_i \in \mathcal{C}, 1 \leq i \leq k$. Then there exist $M_i, M_j \in M$, $1 \leq i < j \leq t$, such that $\mathcal{C}_i$ is formed by $M_i \triangle M_j$. Clearly, $\mathcal{C}_i \cup (M_i \cap M_j)$ is a perfect 2-matching of $G$. So, $\mathcal{C}_i \in \mathcal{D}$. Thus, $\mathcal{C} \subset \mathcal{D}$. Now, let $C \in \mathcal{D}$. So, there exists $i$, $1 \leq i \leq t$, such that $C \subset N_i$. Since $N_i$ is
a perfect 2-matching of $G$, so it consists of some disjoint cycles (of lengths divisible by 4), including $C$, and possibly some disjoint $K_2$’s. Color the edges of each cycle in $N_i$ by blue and red, alternately. Now the set of all blue edges (of all cycles in $N_i$) plus disjoint $K_2$’s form a perfect matching of $G$, say $M_p$, $1 \leq p \leq t$. Also, the set of all red edges of $C$ and all blue edges (of all other cycles in $N_i$) plus disjoint $K_2$’s again form a perfect matching of $G$, say $M_q$, $1 \leq q \leq t$. Now, we see that $C$ is formed by $M_p \triangle M_q$. So, $C \in \mathcal{C}$. Thus, $\mathcal{D} \subseteq \mathcal{C}$. Consequently, we have $\mathcal{C} = \mathcal{D}$. \hfill \Box

Now we are ready to prove the main result of this section.

**Theorem 3.9** Let $G$ be a graph on $2n$ vertices in which all cycle lengths are divisible by four. Also, let $G$ have at least two perfect matchings. Then $\det \mathcal{A}(G) = 0$.

**Proof.** Obviously, each edge of $G$ that lies in a perfect 2-matching, must also lie in a perfect matching. So, those edges of $G$ that lie in no perfect matching (we call them edges of ‘Class A’), do not lie in any perfect 2-matching. Also, by Lemma 3.8, we conclude that those edges of $G$ that lie in every perfect matching (we call them edges of ‘Class B’), their roles in perfect 2-matchings of $G$ (i.e., $N_i$’s, $1 \leq i \leq t$) are just disjoint $K_2$’s. If we delete all edges of Class A (not their end vertices) and also all edges of Class B (and their end vertices), then we get a new graph which we denote by $G'$. Note that $G'$ is the union of the cycles in $\mathcal{C}$, and by Lemma 3.7, these cycles are vertex-disjoint. It is well-known that the determinant of a cycle of length divisible by four, is zero (just look at its eigenvalues!). Thus, $\det \mathcal{A}(G') = 0$. Also note that if from each $N_i$, we delete all edges of Class B (and their end vertices), that is, all disjoint $K_2$’s, then we get the set of all perfect 2-matchings of $G'$. Therefore, by writing the expression (3.2) for $G$ and $G'$, we see that $\det \mathcal{A}(G) = (-1)^{2n+\alpha} \det \mathcal{A}(G')$, where $\alpha$ is the number of edges of Class B (that is, the number of disjoint $K_2$’s). Consequently, we have $\det \mathcal{A}(G) = 0$. \hfill \Box

### 3.4 Conclusion

In this section, we summarize the results proved in previous sections. For a graph $G$, we define the matching core of $G$ to be the graph obtained from $G$ by successively deleting each pendant vertex along with its neighbour.

**Theorem 3.10** The determinant of a graph $G$ with all cycle lengths divisible by four, is $0$ or $(-1)^{|V(G)|/2}$. Furthermore, the determinant is $0$ if and only if the matching core of $G$ is nonempty.
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Proof. Since each cycle in $G$ is divisible by four, so $G$ is bipartite, say $G = (X, Y, E)$. If $|X| \neq |Y|$, then there is no perfect matching in $G$ and so $\det \mathcal{A}(G) = 0$. Now, we assume that $|X| = |Y| = n$. Again, if $G$ has no perfect matching then $\det \mathcal{A}(G) = 0$. So, we assume that $G$ has at least one perfect matching. Thus, $\delta(G) \geq 1$. If $\delta(G) \geq 2$, then by Theorem 3.6 there are at least two perfect matchings in $G$, and so by Theorem 3.9 we have $\det \mathcal{A}(G) = 0$. So, let $G$ have a pendant vertex. Delete that vertex and its neighbour to get a graph $G'$. By Lemma 3.5, we have $\det \mathcal{A}(G) = -\det \mathcal{A}(G')$. If $G'$ has not a pendant vertex, then by Theorem 3.6 there are at least two perfect matchings in $G'$, and so by Theorem 3.9 we have $\det \mathcal{A}(G') = 0$, which gives $\det \mathcal{A}(G) = 0$. So, let $G''$ have a pendant vertex. Delete that vertex and its neighbour to get a graph $G''$. By continuing this process, we eventually arrive at one of the following cases:

- We get a graph $H$ with $\delta(H) \geq 2$. (Note that the matching core of $G$ is nonempty in this case.) Then by Theorems 3.6 and 3.9, we have $\det \mathcal{A}(H) = 0$. Thus, by Lemma 3.5, $\det \mathcal{A}(G) = 0$.

- We get $K_2$. (Note that the matching core of $G$ is empty in this case.) This implies that $\det \mathcal{A}(G) = (-1)^n$. Note that in this case, $G$ has a unique perfect matching.

$\square$
Chapter 4

The Number of Spanning Trees in Some Classes of Graphs

4.1 Introduction

Graphs, among other things, may be thought of as representing the connectivity of the atoms that comprise the (microscopic) conjugation network of an unsaturated molecule. Calculating the number of spanning trees in (i.e., the complexity of) such (labelled) molecular graphs has absorbed much attention (see [65] and the references therein). In fact, enumerating the number of spanning trees in graphs (networks) which comes up with lots of remarkable applications to various sciences, is of great interest among mathematicians, computer scientists, physicists, and chemists.

One of the notable applications of spanning trees in mathematics and computer science is that they can be applied to approximately solve the traveling salesman problem [4] (see also [14, 26, 79] for some other applications in mathematics). They also have interesting applications in physics [27, 36, 103, 104]. The number of spanning trees is also a measure of the network reliability.

Since intercommunication between all nodes of a network requires that its corresponding graph contain a spanning tree, one way to maximize the reliability of the network is to maximize the number of spanning trees in the graph [19, 21, 77, 85]. In chemistry, spanning trees of the molecular graph are of particular interest as they are related with physical properties of the corresponding chemical compound, for example, for counting certain chemical isomers [24]. They also arise in magnetic properties of conjugated systems [80, 81], in some concepts related to chemical nomenclature [52], and several other places [62].
Spanning trees are also used to study the complexity of reaction mechanisms of molecular graphs, in calculating the magnetic properties of conjugated polycyclic molecules by means of the ring-current model within the framework of the $\pi$-electron molecular orbital theory (see [83] and the references therein). In quantum field theory, it is well-known that the value of a Feynman integral can be written in terms of spanning trees [86]. Finally, they have interesting applications in high-dimensional structured tensor contractions arising in quantum chemistry [6, 66].

In [65] the authors prove a result for enumerating the number of spanning trees in general chemical graphs and give some applications to toroidal fullerenes. Also, in [50] the authors obtain some bounds on the number of spanning trees by using standard machinery from quantum information theory. However, determining the exact value or even the asymptotic number of spanning trees of a given graph is a difficult problem, in general. Therefore, researchers concentrate on enumerating the number of spanning trees in some special classes of graphs.

The Laplacian matrix (also called Kirchhoff matrix) of a graph $G$ is defined as $\mathcal{L}(G) = \mathcal{D}(G) - \mathcal{A}(G)$, where $\mathcal{D}(G)$ and $\mathcal{A}(G)$ are the degree matrix and the adjacency matrix of $G$, respectively. The characteristic polynomial of a graph $G$ is $P_G(\lambda) = \det(\lambda I - \mathcal{A})$. Define

$$C_G(\lambda) = \det(\lambda I - \mathcal{L}(G)).$$

Also, define

$$Q_G(\lambda) = \det(\lambda I - \mathcal{D}^{-1}\mathcal{A}) = \det(\lambda I - \mathcal{A\mathcal{D}^{-1}}).$$

This can be rewritten as

$$Q_G(\lambda) = \det(\lambda I - \mathcal{D}^{-\frac{1}{2}}\mathcal{A}\mathcal{D}^{-\frac{1}{2}}),$$

where $\mathcal{D}^{-\frac{1}{2}}$ is obtained by raising the entries on the principal diagonal of $\mathcal{D}$, to power $-\frac{1}{2}$.

A famous and classic result on the study of $t(G)$, the number of spanning trees in a graph $G$, is the following theorem, known as the matrix-tree theorem [67].

**Theorem 4.1 (Matrix-tree Theorem)** For every connected graph $G$, $t(G)$ is equal to any cofactor of $\mathcal{L}(G)$.

It is worth mentioning that in [50] the authors by reinterpreting the matrix-tree theorem in the context of quantum information theory, gave an exact formula to count spanning
trees based on the notion of quantum relative entropy, which is the quantum mechanical analog of the relative entropy.

The number of spanning trees of a connected graph $G$ can be expressed in terms of the eigenvalues of $\mathcal{L}(G)$. Since by the definition, $\mathcal{L}(G)$ is a real symmetric matrix, it therefore has $n$ non-negative real eigenvalues, which $n$ is the number of vertices of $G$. Anderson and Morley [3, Theorem 1] proved that the multiplicity of 0 as an eigenvalue of $\mathcal{L}(G)$ equals the number of components of $G$. Therefore, the Laplacian matrix of a connected graph $G$ has 0 as an eigenvalue with multiplicity one. Now, we state the following theorem from [33] which is very useful in this chapter.

**Theorem 4.2** Suppose $G$ is a connected graph with $n$ vertices. Let $\lambda_1, \ldots, \lambda_n$ be the eigenvalues of $\mathcal{L}(G)$, with $\lambda_n = 0$. Then

$$t(G) = \frac{1}{n} \left| \mathcal{C}^G_G(\lambda) \right|_{\lambda=0} = \frac{1}{n} \lambda_1 \ldots \lambda_{n-1}.$$ 

In the next section, using the number of spanning trees in some classes of graphs and also the determinant of the Cartesian product $P_m \square P_n$, we prove (and also give very short proofs for) some trigonometric identities. Some of these trigonometric identities also involve Fibonacci and Lucas numbers. As far as I know, the techniques already existed in the literature for proving these identities are mainly analytic with somewhat complicated computations (see, e.g., [46] and the references therein). In sections three and four, using some properties of the well-known Chebyshev polynomials, we prove some theorems that allow us to evaluate the number of spanning trees in join of graphs, Cartesian product of graphs, and nearly regular graphs. In the last section, we obtain the number of spanning trees in an $(r, s)$-semiregular graph and its line graph. Note that the same results, as in the last section, were proved in [94] using zeta functions. But our proofs are much shorter – we do not use zeta functions but instead employ some facts from Spectral Graph Theory. Most of the results in this chapter are my papers [10], and also my joint papers with Shirdareh Haghighi [14, 15].

### 4.2 On Some Trigonometric Identities Using Ideas from Graph Theory

Proving trigonometric identities may not be an easy problem. Sometimes, advanced tools may be needed to prove such identities. In this section we present an application of spectral
graph theory in proving trigonometric identities. This technique is a very simple double counting argument.

In this section, we derive the identities

\[ F_n = \frac{2^{n-1}}{n} \prod_{k=1}^{n-1} \left( 1 - \cos \frac{k\pi}{n} \cos \frac{3k\pi}{n} \right), \quad n \geq 2, \quad (4.2) \]

\[ \prod_{k=0}^{n-1} \left( 1 + 4 \sin^2 \frac{k\pi}{n} \right) = L_{2n} - 2 = F_{2n+2} - F_{2n-2} - 2, \quad n \geq 1, \quad (4.3) \]

\[ \prod_{i=1}^{m} \prod_{j=1}^{n} \left( \cos \frac{i\pi}{m+1} + \cos \frac{j\pi}{n+1} \right) = \begin{cases} (-1)^{mn/2}/2^{mn} & \text{if } \gcd(m+1,n+1) = 1; \\ 0 & \text{otherwise,} \end{cases} \quad (4.4) \]

where \( F_n \) and \( L_n \) denote the Fibonacci and Lucas numbers, respectively. That is, \( F_{n+2} = F_{n+1} + F_n \), for \( n \geq 1 \) with \( F_1 = F_2 = 1 \), and \( L_{n+2} = L_{n+1} + L_n \), for \( n \geq 1 \) with \( L_1 = 1 \) and \( L_2 = 3 \).

To prove Identity (4.2), we apply the number of spanning trees in a special class of graphs known as circulant graphs. Identity (4.3) is derived from the number of spanning trees in a wheel. Also, we derive Identity (4.4) from the determinant of the Cartesian product \( P_m \square P_n \).

Applying the same technique to a fan gives a very short proof for the following identity

\[ F_n = \prod_{k=1}^{\left\lfloor \frac{n-1}{2} \right\rfloor} \left( 1 + 4 \sin^2 \frac{k\pi}{n} \right) = \prod_{k=1}^{\left\lfloor \frac{n-1}{2} \right\rfloor} \left( 1 + 4 \cos^2 \frac{k\pi}{n} \right), \quad n \geq 4, \quad (4.5) \]

which already was proved in [46] (and its corresponding references) by somewhat complicated analytic arguments.

Also, applying this technique to the path \( P_n \) and the cycle \( C_n \), respectively, gives a new proof for the well-known identities:

\[ \prod_{k=1}^{n-1} \left( 2 - 2 \cos \frac{k\pi}{n} \right) = n, \quad n \geq 2, \quad (4.6) \]

\[ \prod_{k=1}^{n-1} \left( 2 - 2 \cos \frac{2k\pi}{n} \right) = n^2, \quad n \geq 2. \quad (4.7) \]
Clearly, we can also write Identities (4.6) and (4.7) as the following, respectively:

\[
\prod_{k=1}^{n-1} \sin \frac{k\pi}{2n} = \frac{\sqrt{n}}{2^{n-1}}, \quad n \geq 2,
\]

\[
\prod_{k=1}^{n-1} \sin \frac{k\pi}{n} = \frac{n}{2^{n-1}}, \quad n \geq 2.
\]

As the first application of Theorem 4.2, we prove Identity (4.6).

**Proof of Identity (4.6).** Consider the path \( P_n \). It is well-known that the eigenvalues of the Laplacian matrix of \( P_n \) are \( 2 - 2 \cos \frac{k\pi}{n} \) (0 \( \leq k \leq n - 1 \)) (see, e.g., [23]). On the other hand, we know that \( t(P_n) = 1 \). Therefore, by using Theorem 4.2 we obtain Identity (4.6). \( \square \)

For any given complex numbers \( a_0, a_1, \ldots, a_{n-1} \), the circulant matrix \( C = (c_{ij})_{i,j=1}^{n} \) is defined by \( c_{ij} := a_{j-i \ (\text{mod} \ n)} \). The following well-known result gives the eigenvalues of circulant matrices; see, e.g., [108, Theorem 4.8].

**Theorem 4.3** All eigenvalues of the circulant matrix \( C \) defined as above, are

\[
\mu_\omega = \sum_{j=0}^{n-1} a_j \omega^j,
\]

where \( \omega = e^{\frac{2\pi i}{n}} \).

Let \( 1 \leq s_1 < s_2 < \cdots < s_k < \frac{n}{2} \), where \( n \) and \( s_i \) (1 \( \leq i \leq k \)) are positive integers. A circulant graph \( C_n(s_1, s_2, \ldots, s_k) \) is a 2\( k \)-regular graph with vertex set \( V = \{0, 1, \ldots, n-1\} \) and the edge set

\[
E = \{ \{i, i + s_j \ (\text{mod} \ n)\} \mid i = 0, 1, \ldots, n-1, \ j = 1, 2, \ldots, k \}.
\]

The Laplacian matrix of circulant graph \( C_n(s_1, s_2, \ldots, s_k) \) is clearly a circulant matrix. Thus, using Theorem 4.3 we get

**Lemma 4.4** The non-zero eigenvalues of \( \mathcal{L}(C_n(s_1, s_2, \ldots, s_k)) \) are

\[
2k - \omega^{s_1j} - \cdots - \omega^{s_kj} - \omega^{-s_1j} - \cdots - \omega^{-s_kj}, \quad 1 \leq j \leq n-1,
\]

where \( \omega = e^{\frac{2\pi i}{n}} \).
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By combining Theorem 4.2 and the lemma above, we obtain the following corollary:

**Corollary 4.5** The number of spanning trees in $G = C_n(s_1, s_2, \ldots, s_k)$ is equal to

$$t(G) = \frac{1}{n} \prod_{j=1}^{n-1} \left( \sum_{i=1}^{k} (2 - 2 \cos \frac{2js_i \pi}{n}) \right).$$

Now, we are ready to prove Identities (4.2) and (4.7).

**Proof of Identity (4.2).** Consider the square cycle $C_n(1, 2)$. We can use Corollary 4.5 to obtain the number of spanning trees of $C_n(1, 2)$. On the other hand, Kleitman and Golden [68] proved that $t(C_n(1, 2)) = n F_n^2$. Now, with a little additional algebraic manipulation, Identity (4.2) follows. □

**Proof of Identity (4.7).** Look at the cycle $C_n(1) = C_n$. We know that $t(C_n) = n$. Therefore, by applying Corollary 4.5 to it, Identity (4.7) follows. □

Sedlacek [98] and later Myers [84] showed that $t(W_n) = L_2 n^2 - 2 = F_{2n+2} - F_{2n-2} - 2$, $n \geq 1$.

Also, in [13, 15] we proved that $t(F_n) = F_{2n}$, $n \geq 1$.

Now, we find the number of spanning trees in $W_n$ and $F_n$ by applying Theorem 4.2. We first need to determine the eigenvalues of $L(W_n)$ and $L(F_n)$.

**Theorem 4.6 ([82])** Let $G_1$ and $G_2$ be graphs on disjoint sets of $r$ and $s$ vertices, respectively. If $S(G_1) = (\lambda_1, \ldots, \lambda_r)$ and $S(G_2) = (\nu_1, \ldots, \nu_s)$ are the eigenvalues of $L(G_1)$ and $L(G_2)$ arranged in non-increasing order, then the eigenvalues of $L(G_1 \vee G_2)$ are $n = r + s$; $\lambda_1 + s, \ldots, \lambda_{r-1} + s$; $\nu_1 + r, \ldots, \nu_{s-1} + r$; and 0.

Since the eigenvalues of $L(C_n)$ are $2 - 2 \cos \frac{2k\pi}{n}$ ($0 \leq k \leq n - 1$) (by Lemma 4.4), and the eigenvalues of $L(P_n)$ are $2 - 2 \cos \frac{k\pi}{n}$ ($0 \leq k \leq n - 1$), therefore, by Theorem 4.6 we can determine the eigenvalues of $L(W_n)$ and $L(F_n)$.

**Theorem 4.7** The nonzero eigenvalues of $L(W_n)$ are $n + 1$, and $1 + 4 \sin^2 \frac{k\pi}{2n}$ ($1 \leq k \leq n - 1$). Also, the nonzero eigenvalues of $L(F_n)$ are $n + 1$, and $1 + 4 \cos^2 \frac{k\pi}{2n}$ ($1 \leq k \leq n - 1$) (or $n + 1$, and $1 + 4 \cos^2 \frac{k\pi}{2n}$ ($1 \leq k \leq n - 1$)).
Proofs of the Identities (4.3) and (4.5). By Theorems 4.2 and 4.7, the number of spanning trees of $W_n$ and $F_n$ are, respectively,

\[ t(W_n) = \prod_{k=0}^{n-1} \left( 1 + 4 \sin^2 \frac{k\pi}{n} \right), \quad n \geq 1, \]

\[ t(F_n) = \prod_{k=1}^{n-1} \left( 1 + 4 \sin^2 \frac{k\pi}{2n} \right) = \prod_{k=1}^{n-1} \left( 1 + 4 \cos^2 \frac{k\pi}{2n} \right), \quad n \geq 2. \]

On the other hand, as we already referred, $t(W_n) = L_{2n} - 2 = F_{2n+2} - F_{2n-2} - 2$, $n \geq 1$, and $t(F_n) = F_{2n}$, $n \geq 1$. Therefore, we obtain Identities (4.3) and (4.5).

Proving Identity (4.4), directly, seems to be challenging! But we prove it by combining a well-known result from spectral graph theory that gives the eigenvalues of the Cartesian product of graphs (see, e.g., [92, p. 587]), and a recently obtained result that gives the determinant of the adjacency matrix of the Cartesian product of paths [17, 90].

**Theorem 4.8** Let $G$ be a graph of order $m$ with eigenvalues $\mu_1(G), \ldots, \mu_m(G)$, and $H$ be a graph of order $n$ with eigenvalues $\mu_1(H), \ldots, \mu_n(H)$. Then the eigenvalues of the Cartesian product $G \square H$, are precisely the numbers $\mu_i(G) + \mu_j(H)$, for $i = 1, 2, \ldots, m$ and $j = 1, 2, \ldots, n$.

It is well-known that the eigenvalues of the path $P_n$ are $2 \cos \frac{j\pi}{n+1}$, where $1 \leq j \leq n$ (see, e.g., [92, p. 588]). Thus, by Theorem 4.8 the eigenvalues of $P_m \square P_n$ are obtained. Since the determinant of a matrix is equal to the product of its eigenvalues, we so easily get the determinant of the adjacency matrix of $P_m \square P_n$

\[ \det A(P_m \square P_n) = 2^{mn} \prod_{i=1}^{m} \prod_{j=1}^{n} \left( \cos \frac{i\pi}{m+1} + \cos \frac{j\pi}{n+1} \right). \quad (4.8) \]

On the other hand, very recently, in [17, 90] the authors obtained the following explicit formula (using different methods) for the determinant of the adjacency matrix of $P_m \square P_n$.

**Theorem 4.9** Let $m$ and $n$ be positive integers. Then

\[ \det A(P_m \square P_n) = \begin{cases} (-1)^{mn/2} & \text{if } \gcd(m + 1, n + 1) = 1; \\ 0 & \text{otherwise}. \end{cases} \]
Proof of Identity (4.4). This identity follows from (4.8) and Theorem 4.9. □

Remark 4.10 If Identity (4.4) can be proved, directly, then this gives another proof (perhaps even shorter) for the main result of [17, 90].

4.3 Joins and Cartesian Products

In this section, using properties of Chebyshev polynomials, we give explicit formulas for the number of spanning trees in join and Cartesian product of some classes of graphs.

The starting point of our calculations is the following theorem.

Theorem 4.11 ([33]) Suppose $G_1, \ldots, G_k$, are graphs of order $n_1, \ldots, n_k$, respectively, and let $n_1 + \cdots + n_k = n$. For the disjoint union $G_1 + \cdots + G_k$, and the join $G_1 \vee \cdots \vee G_k$, we have

$$C_{G_1 + \cdots + G_k}(\lambda) = \prod_{i=1}^{k} C_{G_i}(\lambda),$$

$$C_{G_1 \vee \cdots \vee G_k}(\lambda) = \lambda(\lambda - n)^{k-1} \prod_{i=1}^{k} \frac{C_{G_i}(\lambda - n + n_i)}{\lambda - n + n_i}.$$ 

Now, by applying Theorems 4.2 and 4.11 we evaluate the number of spanning trees of the complete multipartite (or complete $k$-partite) graph $K_{n_1, \ldots, n_k}$, which is the main result of [75] and also studied in [89].

Theorem 4.12 The number of spanning trees in the complete multipartite graph $K_{n_1, \ldots, n_k}$ of order $n$, is equal to

$$t(K_{n_1, \ldots, n_k}) = n^{k-2} \prod_{i=1}^{k} (n - n_i)^{n_i - 1}.$$ 

Proof. Let $N_m$ denote the empty graph of order $m$. Since $N_m$ is the disjoint union of $m$ copies of a single vertex, therefore $C_{N_m}(\lambda) = \lambda^m$. The complete multipartite graph $K_{n_1, \ldots, n_k}$ is the join of graphs $N_{n_1}, \ldots, N_{n_k}$. Now, Theorem 4.11 implies that
\[ C_{K_{n_{1},\ldots,n_{k}}}(\lambda) = \lambda(\lambda - n)^{k-1} \prod_{i=1}^{k} (\lambda - n + n_{i})^{n_{i}-1}. \]

Therefore, by Theorem 4.2,

\[
t(K_{n_{1},\ldots,n_{k}}) = \left. \frac{(-1)^{n-1}}{n} C'_{K_{n_{1},\ldots,n_{k}}}(\lambda) \right|_{\lambda=0} = \left. \frac{(-1)^{n-1}}{n} (\lambda - n)^{k-1} \prod_{i=1}^{k} (\lambda - n + n_{i})^{n_{i}-1} \right|_{\lambda=0} = n^{k-2} \prod_{i=1}^{k} (n - n_{i})^{n_{i}-1}. \]

The function \( \cos n\theta \) is a Chebyshev polynomial function of \( \cos \theta \). Specifically, for \( n \geq 0 \), \( \cos n\theta = T_n(\cos \theta) \), where \( T_n \) is the Chebyshev polynomial of the first kind, defined by \( T_0(x) = 1, T_1(x) = x \), and for \( n \geq 2 \),

\[ T_n(x) = 2xT_{n-1}(x) - T_{n-2}(x). \]

If we change the initial conditions to be \( U_0(x) = 1 \) and \( U_1(x) = 2x \), but keep the same recurrence

\[ U_n(x) = 2xU_{n-1}(x) - U_{n-2}(x), \]

we get the Chebyshev polynomials of the second kind.

Now, we list a few intriguing identities satisfied by the Chebyshev polynomials (taken from [56]), that help us to derive explicit formulas for the number of spanning trees in some other classes of graphs.

It is easy to show that for all \( n \geq 0 \), \( T_n(1) = 1 \) and \( U_n(1) = n + 1 \), \( T_n(-1) = (-1)^n \), \( U_n(-1) = (-1)^n(n + 1) \).
\[ T_n(x) = \frac{1}{2} \left( (x + \sqrt{x^2 - 1})^n + (x - \sqrt{x^2 - 1})^n \right), \quad (4.9) \]
\[ T_n(-x) = (-1)^n T_n(x), \quad (4.10) \]
\[ U_n(x) = \frac{1}{2\sqrt{x^2 - 1}} \left( (x + \sqrt{x^2 - 1})^{n+1} - (x - \sqrt{x^2 - 1})^{n+1} \right), \quad |x| \neq 1, \quad (4.11) \]
\[ U_n(-x) = (-1)^n U_n(x), \quad (4.12) \]
\[ U_n(x) = \prod_{k=1}^{n} \left( 2x \pm 2 \cos \frac{k\pi}{n+1} \right), \quad (4.13) \]
\[ T_n(x) = U_n(x) - xU_{n-1}(x). \quad (4.14) \]

The lemma below gives us the characteristic polynomial of the path \( P_n \) and the cycle \( C_n \) in terms of Chebyshev polynomials.

**Lemma 4.13 ([33])** For the path \( P_n \), the cycle \( C_n \), and the complete graph \( K_n \), we have
\[ \mathcal{P}_{P_n}(\lambda) = U_n(\lambda), \quad (4.15) \]
\[ \mathcal{P}_{C_n}(\lambda) = 2\left( T_n\left( \frac{\lambda}{2} \right) - 1 \right), \quad (4.16) \]
\[ \mathcal{P}_{K_n}(\lambda) = (\lambda - n + 1)(\lambda + 1)^{n-1}. \quad (4.17) \]

Suppose \( G \) is a \( k \)-regular graph of order \( n \). It is easy to see that
\[ \mathcal{C}_G(\lambda) = (-1)^n \mathcal{P}_G(k - \lambda). \]

Thus, by using the lemma above we can evaluate \( \mathcal{C}_{C_n}(\lambda) \) and \( \mathcal{C}_{K_n}(\lambda) \). The eigenvalues of \( L(P_n) \), as we have mentioned, are \( 2 - 2 \cos \frac{k\pi}{n} \) \((0 \leq k \leq n - 1)\), then by applying Identity (4.13), \( \mathcal{C}_{P_n}(\lambda) \) also follows.

**Lemma 4.14** For the path \( P_n \), the cycle \( C_n \), and the complete graph \( K_n \), we have
\[ \mathcal{C}_{P_n}(\lambda) = \lambda U_{n-1}\left( \frac{\lambda - 2}{2} \right), \quad (4.18) \]
\[ \mathcal{C}_{C_n}(\lambda) = 2\left( T_n\left( \frac{\lambda - 2}{2} \right) - (-1)^n \right), \quad (4.19) \]
\[ \mathcal{C}_{K_n}(\lambda) = \lambda(\lambda - n)^{n-1}. \quad (4.20) \]
Now, we calculate the number of spanning trees in some special graphs.

**Theorem 4.15**

\[ t(K_m \vee P_n) = (m + n)^{m-1}U_{n-1}\left(\frac{m + 2}{2}\right). \]

**Proof.** By Theorem 4.11 and Lemma 4.14,

\[ C_{K_m \vee P_n}(\lambda) = \lambda(\lambda - m - n)^mU_{n-1}\left(\frac{\lambda - m - 2}{2}\right). \]

Now Theorem 4.2 gives

\[
\begin{align*}
    t(K_m \vee P_n) & = \left. \frac{(-1)^{m+n-1}}{m+n}C'_{K_m \vee P_n}(\lambda) \right|_{\lambda=0} \\
    & = \left. \frac{(-1)^{m+n-1}}{m+n}(\lambda - m - n)^mU_{n-1}\left(\frac{\lambda - m - 2}{2}\right) \right|_{\lambda=0} \\
    & = (m + n)^{m-1}U_{n-1}\left(\frac{m + 2}{2}\right).
\end{align*}
\]

\[ \Box \]

By similar calculations, we can enumerate the number of spanning trees in some more cases.

**Theorem 4.16**

\[
\begin{align*}
    t(K_m \vee C_n) & = \frac{2}{m}(m + n)^{m-1}\left(T_n\left(\frac{m + 2}{2}\right) - 1\right), \\
    t(P_m \vee C_n) & = \frac{2}{m}U_{m-1}\left(\frac{n + 2}{2}\right)\left(T_n\left(\frac{m + 2}{2}\right) - 1\right), \\
    t(P_m \vee P_n) & = U_{m-1}\left(\frac{n + 2}{2}\right)U_{n-1}\left(\frac{m + 2}{2}\right), \\
    t(C_m \vee C_n) & = \frac{4}{mn}\left(T_m\left(\frac{n + 2}{2}\right) - 1\right)\left(T_n\left(\frac{m + 2}{2}\right) - 1\right).
\end{align*}
\]

**Proof.** To prove the first formula, by Theorem 4.11 and Lemma 4.14, we have

\[ C_{K_m \vee C_n}(\lambda) = \frac{2\lambda}{\lambda - m}(\lambda - m - n)^m\left(T_n\left(\frac{\lambda - m - 2}{2}\right) - (-1)^n\right). \]
Now Theorem 4.2 gives

\[ t(K_m \lor C_n) = \frac{(-1)^{m+n-1}}{m+n} C'_{K_m \lor C_n}(\lambda) \bigg|_{\lambda=0} \]

\[ = \frac{2(-1)^{m+n-1}}{(m+n)(\lambda-m)} (\lambda - m - n)^m \left( T_n\left(\frac{\lambda - m - 2}{2}\right) - (-1)^n \right) \bigg|_{\lambda=0} \]

\[ = \frac{2}{m(m+n)^{m-1}} \left( T_n\left(\frac{m+2}{2}\right) - 1 \right). \]

In order to prove the second formula, by Theorem 4.11 and Lemma 4.14, again, we have

\[ C_{P_m \lor C_n}(\lambda) = \frac{2\lambda(\lambda - m - n)}{\lambda - m} U_{m-1}\left(\frac{\lambda - n - 2}{2}\right) \left( T_n\left(\frac{\lambda - m - 2}{2}\right) - (-1)^n \right). \]

Now Theorem 4.2 gives

\[ t(P_m \lor C_n) = \frac{(-1)^{m+n-1}}{m+n} C'_{P_m \lor C_n}(\lambda) \bigg|_{\lambda=0} \]

\[ = \frac{2(-1)^{m+n-1}(\lambda - m - n)}{(m+n)(\lambda-m)} U_{m-1}\left(\frac{\lambda - n - 2}{2}\right) \left( T_n\left(\frac{\lambda - m - 2}{2}\right) - (-1)^n \right) \bigg|_{\lambda=0} \]

\[ = \frac{2}{m} U_{m-1}\left(\frac{n+2}{2}\right) \left( T_n\left(\frac{m+2}{2}\right) - 1 \right). \]

The proofs of the other formulas are similar. □

By the same method, we get \( t(K_m \lor K_n) = (m + n)^{m+n-2} \), which is nothing but the Cayley’s formula. Our machinery gives the formulas in the corollary below which have also appeared in [20].

**Corollary 4.17** The number of spanning trees of fan \( F_n \) and wheel \( W_n \) are

\[ t(F_n) = U_{n-1}\left(\frac{3}{2}\right) = F_{2n} = \frac{1}{\sqrt{5}} \left( \left(\frac{3 + \sqrt{5}}{2}\right)^n - \left(\frac{3 - \sqrt{5}}{2}\right)^n \right), \]

\[ t(W_n) = 2(T_n\left(\frac{3}{2}\right) - 1) = L_{2n} - 2 = \left(\frac{3 + \sqrt{5}}{2}\right)^n + \left(\frac{3 - \sqrt{5}}{2}\right)^n - 2, \]
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Proof. By Theorem 4.16, we have

\[ t(F_n) = t(P_n \lor P_1) = U_0 \left( \frac{n + 2}{2} \right) U_{n-1} \left( \frac{3}{2} \right) = U_{n-1} \left( \frac{3}{2} \right) = F_{2n}, \]
\[ t(W_n) = t(C_n \lor P_1) = 2U_0 \left( \frac{n + 2}{2} \right) \left( T_n \left( \frac{3}{2} \right) - 1 \right) = 2 \left( T_n \left( \frac{3}{2} \right) - 1 \right) = L_{2n} - 2. \]

Now, we study the number of spanning trees in Cartesian products of graphs. The key theorem here, is the following:

**Theorem 4.18 ([8])** The Laplacian eigenvalues of the Cartesian product \( G \Box H \), are precisely the numbers

\[ \lambda_i(G) + \lambda_j(H), \]

for \( i = 1, 2, \ldots, |V(G)| \) and \( j = 1, 2, \ldots, |V(H)| \).

Now we get the number of spanning trees of the complete prism \( K_n \Box P_m \).

**Theorem 4.19** For any \( m, n \geq 2 \),

\[ t(K_n \Box P_m) = n^{n-2} \left( U_{m-1} \left( \frac{n + 2}{2} \right) \right)^{n-1}. \]

Proof. Since the eigenvalues of \( L(K_n) \) by Lemma 4.14 are \( 0, n, n, \ldots, n \); and the eigenvalues of \( L(P_m) \) are \( 2 - 2 \cos \frac{k\pi}{m} \) \((0 \leq k \leq m - 1)\), therefore, by Theorems 4.2 and 4.18,

\[ t(K_n \Box P_m) = \frac{1}{mn} \left( \prod_{k=1}^{m-1} \left( 2 - 2 \cos \frac{k\pi}{m} \right) \right)^{n-1}. \]

By Identity (4.6)

\[ \prod_{k=1}^{m-1} \left( 2 - 2 \cos \frac{k\pi}{m} \right) = m. \]

Now applying Identity (4.13) implies the theorem. \( \square \)

Similarly, we obtain the number of spanning trees of the \( (m \times n) \)-grid \( P_m \Box P_n \), and complete cyclic prism \( K_n \Box C_m \).
Theorem 4.20

\[
\begin{align*}
t(P_m \square P_n) &= 4^{(m-1)(n-1)} \prod_{i=1}^{m-1} \prod_{j=1}^{n-1} \left( \sin^2 \frac{i\pi}{2m} + \sin^2 \frac{j\pi}{2n} \right), \\
t(C_m \square C_n) &= mn4^{(m-1)(n-1)} \prod_{i=1}^{m-1} \prod_{j=1}^{n-1} \left( \sin^2 \frac{i\pi}{m} + \sin^2 \frac{j\pi}{n} \right), \\
t(P_m \square C_n) &= n4^{(m-1)(n-1)} \prod_{i=1}^{m-1} \prod_{j=1}^{n-1} \left( \sin^2 \frac{i\pi}{2m} + \sin^2 \frac{j\pi}{n} \right), \\
t(K_m \square K_n) &= m^{m-2}n^{n-2}(m+n)^{(m-1)(n-1)}, \\
t(K_n \square C_m) &= \frac{m2^{n-1}}{n} \left( T_m \left( \frac{n+2}{2} \right) - 1 \right)^{n-1}.
\end{align*}
\]

Proof. The eigenvalues of \( L(K_n) \), by Lemma 4.14, are 0, \( n, \ldots, n \); and the eigenvalues of \( L(P_m) \) and \( L(C_m) \) are \( 2 - 2\cos\frac{k\pi}{m} \) \((0 \leq k \leq m-1)\), and \( 2 - 2\cos\frac{2k\pi}{m} \) \((0 \leq k \leq m-1)\), respectively. Therefore, by a direct application of Theorems 4.2 and 4.18, and Identities (4.6) and (4.7), the proofs of these formulas follows easily.

The first and latter formulas also appeared in \[70\], and \[20\], respectively.

We now derive the number of spanning trees of the ladder \( P_2 \square P_n \), and the \( n \)-prism \( P_2 \square C_n \), which was also proved in \[20\].

Corollary 4.21 The number of spanning trees of the ladder \( P_2 \square P_n \), and the \( n \)-prism \( P_2 \square C_n \) are

\[
\begin{align*}
t(P_2 \square P_n) &= U_{n-1}(2) = \frac{\sqrt{3}}{6} \left( (2 + \sqrt{3})^n - (2 - \sqrt{3})^n \right), \\
t(P_2 \square C_n) &= n(T_n(2) - 1) = \frac{n}{2} \left( (2 + \sqrt{3})^n + (2 - \sqrt{3})^n - 2 \right).
\end{align*}
\]

Proof. Using Theorem 4.20 we have
\[ t(P_2 \square P_n) = 4^{n-1} \prod_{j=1}^{n-1} \left( \frac{1}{2} + \sin^2 \frac{j\pi}{2n} \right) = U_{n-1}(2) \]
\[ = \frac{\sqrt{3}}{6} ((2 + \sqrt{3})^n - (2 - \sqrt{3})^n), \]
\[ t(P_2 \square C_n) = t(K_2 \square C_n) = n(T_n(2) - 1) \]
\[ = \frac{n}{2} ((2 + \sqrt{3})^n + (2 - \sqrt{3})^n - 2). \]

\[ \square \]

### 4.4 Nearly Regular Graphs

A nearly \( k \)-regular graph is one that all of its vertices except one (referred to as an exceptional vertex) have degree \( k \). In this section, we prove a theorem for enumerating the number of spanning trees in nearly regular graphs. First, a theorem for \( k \)-regular graphs.

**Theorem 4.22 ([33])** Suppose \( G \) is a connected \( k \)-regular graph with \( n \) vertices. Let \( \lambda_1, \ldots, \lambda_n \) be the eigenvalues of \( G \), with \( \lambda_n = k \). Then
\[ t(G) = \frac{1}{n} \prod_{i=1}^{n-1} (k - \lambda_i) = \frac{1}{n} \mathcal{P}'_G(k). \]

**Theorem 4.23** Suppose \( G \) is a connected nearly \( k \)-regular graph. Then
\[ t(G) = \mathcal{P}_H(k), \]
where \( H \) is the subgraph of \( G \) obtained by removing the exceptional vertex.

**Proof.** By the matrix-tree theorem, \( t(G) \) is equal to any cofactor of \( \mathcal{L}(G) \). Now we take the cofactor of the diagonal element corresponding to the exceptional vertex of \( G \). Hence, the theorem follows. \[ \square \]
Example 4.24 A wheel $W_n$ is a nearly 3-regular graph. If we remove the exceptional vertex (called hub), we obtain the cycle $C_n$. The characteristic polynomial of the cycle $C_n$, by Lemma 4.13, is

$$P_{C_n}(\lambda) = 2\left(T_n\left(\frac{\lambda}{2}\right) - 1\right).$$

Therefore, by Theorem 4.23

$$t(W_n) = 2\left(T_n\left(\frac{3}{2}\right) - 1\right),$$
as we already obtained.

The following lemma [51, Lemma 14.3.3] relates the number of spanning trees of a plane graph and its dual.

**Lemma 4.25** Let $G$ be a connected plane graph. Then the graphs $G$ and $G^*$ have the same number of spanning trees.

Example 4.26 Consider the fan $F_n$. Replace any edge on the rim by the path $P_{k+1}$ ($k \geq 1$), and denote the obtained graph by $F_{n,k}$. The dual $F^*_{n,k}$ is nearly $(k+2)$-regular. If we remove the exceptional vertex of $F^*_{n,k}$, then we obtain the path $P_{n-1}$. The characteristic polynomial of the path $P_n$ by Lemma 4.13 is

$$P_{P_n}(\lambda) = U_n\left(\frac{\lambda}{2}\right).$$

Consequently, by Theorem 4.23 and Lemma 4.25

$$t(F_{n,k}) = t(F^*_{n,k}) = U_{n-1}\left(\frac{k+2}{2}\right).$$

Example 4.27 Consider the wheel $W_n$. Replace any edge on the rim by the path $P_{k+1}$ ($k \geq 1$), and denote the obtained graph by $W_{n,k}$. The dual $W^*_{n,k}$ is nearly $(k+2)$-regular. If we remove the exceptional vertex of $W^*_{n,k}$, then we obtain the cycle $C_n$. Similar to the example above,

$$t(W_{n,k}) = t(W^*_{n,k}) = 2\left(T_n\left(\frac{k+2}{2}\right) - 1\right).$$
Example 4.28 Place $n$ $k$-gons in a row, such that each two consecutive $k$-gons have a side in common. Denote this graph by $G_{n,k}$. The dual $G^*_{n,k}$ is nearly $k$-regular. If we remove the exceptional vertex of $G^*_{n,k}$, then we obtain the path $P_n$. As above,

$$t(G_{n,k}) = t(G^*_{n,k}) = U_n(k/2).$$

4.5 Spanning Trees in Line Graphs

In [94], using zeta functions, the number of spanning trees in an $(r,s)$-semiregular graph and its line graph are obtained (also, look at [107], in which the authors study the asymptotic behavior of the number of spanning trees and the Kirchhoff index of iterated line graphs and iterated para-line graphs of a regular graph). In this section, we give short proofs for the formulas presented in [94] without using zeta functions. Furthermore, by applying a formula that enumerates the number of spanning trees in the line graph of an $(r,s)$-semiregular graph, we give a new proof of Cayley’s Theorem.

It is easy to see that if $G$ is a $k$-regular graph, then its line graph $L(G)$ is $2(k - 1)$-regular, and if $G$ is $(r,s)$-semiregular, then its line graph is $(r + s - 2)$-regular. In fact, the line graph of a graph $G$ is regular if and only if $G$ is regular or semiregular.

Let $G$ be an $(r,s)$-semiregular graph of order $n$. By looking at $A(G)$ and $D(G)$, and in view of (4.1), one can easily show that

$$Q_G(\lambda) = (rs)^{-\frac{n}{2}} P_G(\sqrt{rs\lambda}).$$

(4.21)

First, we seek a formula for enumerating the number of spanning trees in a connected $(r,s)$-semiregular graph $G$. We need the following well-known result (see, [9, Lemma 4.4.8]).

**Theorem 4.29** Let $A$ be a matrix of order $n$. Then

$$P'(\lambda) = \sum_{i=1}^{n} \det(\lambda I - A_i),$$

where $A_i$ is the submatrix of $A$ of order $n - 1$ obtained by striking out row and column $i$ of $A$.

By putting $\lambda = 0$ in Theorem 4.29, we get
Corollary 4.30 Let $G$ be a graph of order $n$, with adjacency matrix $A$. Then

$$P'_G(\lambda) \bigg|_{\lambda=0} = (-1)^{n-1} \sum_{i=1}^{n} \det A_i,$$

where $A_i$ is the submatrix of $A$ of order $n - 1$ obtained by striking out row and column $i$ of $A$.

By applying Corollary 4.30, we express the number of spanning trees in a graph $G$, in terms of $Q'_G(\lambda)$.

Theorem 4.31 Suppose $G$ is a connected graph of order $n$ and size $m$ with vertex set $\{v_1, \ldots, v_n\}$. Then

$$t(G) = \frac{1}{2m} \left( \prod_{i=1}^{n} d_G(v_i) \right) Q'_G(\lambda) \bigg|_{\lambda=1},$$

where $d_G(v_i)$ denotes the degree of vertex $v_i$.

Proof. Let $A$ and $D$ be the adjacency matrix and the degree matrix of $G$, respectively. One can easily write

$$Q'_G(\lambda) \bigg|_{\lambda=1} = \left( \det (\lambda I - D^{-1}A) \right) \bigg|_{\lambda=1},$$

$$= \left( \det ((\lambda + 1)I - D^{-1}A) \right) \bigg|_{\lambda=0},$$

$$= \left( \det (\lambda I + D^{-1}L) \right) \bigg|_{\lambda=0},$$

$$= P'_H(\lambda) \bigg|_{\lambda=0},$$

where $H$ is the graph with adjacency matrix $-D^{-1}L$. Now using Corollary 4.30, the matrix-tree theorem, and with a little additional algebraic manipulation, the theorem follows. \qed

By (4.21) and the theorem above, we obtain a formula for enumerating the number of spanning trees in a connected $(r, s)$-semiregular graph $G$. 

44
Theorem 4.32 Suppose $G$ is a connected $(r, s)$-semiregular graph of order $n$ and size $m$, where the number of vertices of degrees $r$ and $s$, are $n_1$ and $n_2$, respectively. Then

$$t(G) = \frac{\sqrt{rs}}{2m} \left( \frac{r}{s} \right)^{\frac{n_1-n_2}{2}} \mathcal{P}_G'(\lambda) \bigg|_{\lambda=\sqrt{rs}}.$$

The following theorem gives the characteristic polynomial of the line graph of an $(r, s)$-semiregular graph.

Theorem 4.33 ([33]) Let $G$ be an $(r, s)$-semiregular graph of order $n$ and size $m$, where the number of vertices of degrees $r$ and $s$, are $n_1$ and $n_2$, respectively. Then the characteristic polynomial of its line graph $L(G)$ is

$$\mathcal{P}_{L(G)}(\lambda) = (\lambda + 2)^{m-n} \left( \frac{x}{y} \right)^{\frac{n_1-n_2}{2}} \mathcal{P}_G(\sqrt{xy}),$$

where $x = \lambda - r + 2$, and $y = \lambda - s + 2$.

Now we are ready to calculate the number of spanning trees in the line graph of a connected $(r, s)$-semiregular graph.

Theorem 4.34 Let $G$ be a connected $(r, s)$-semiregular graph of order $n$ and size $m$, where the number of vertices of degrees $r$ and $s$, are $n_1$ and $n_2$, respectively. Then

$$t(L(G)) = \frac{(r+s)^{m-n+1}}{rs} \left( \frac{r}{s} \right)^{n_2-n_1} t(G).$$

Proof. Since $G$ is $(r, s)$-semiregular, then its line graph $L(G)$ is $(r + s - 2)$-regular. Also, we know that $\mathcal{P}_G(\sqrt{rs}) = 0$. Thus, using Theorem 4.33,

$$\mathcal{P}'_{L(G)}(\lambda) \bigg|_{\lambda=r+s-2} = (\lambda + 2)^{m-n} \left( \frac{x}{y} \right)^{\frac{n_1-n_2}{2}} \frac{x+y}{2\sqrt{xy}} \mathcal{P}'_G(\sqrt{xy}) \bigg|_{\lambda=r+s-2}$$

$$= \frac{(r+s)^{m-n+1}}{2\sqrt{rs}} \left( \frac{s}{r} \right)^{\frac{n_1-n_2}{2}} \mathcal{P}'_G(\sqrt{rs}),$$

After applying Theorems 4.22 and 4.32, the theorem follows. \[\square\]

This theorem gives a new proof of Cayley’s Theorem.
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Theorem 4.35 (Cayley’s Theorem) Assume that $K_n$ is the complete graph of order $n$. Then

$$t(K_n) = n^{n-2}.$$ 

Proof. The complete graph $K_n$ is the line graph of the star $S_n$ (i.e., $K_{1,n}$). Now, Theorem 4.34 implies that

$$t(K_n) = \frac{(n+1)^0}{n} \left( \frac{n}{1} \right)^{n-1} t(S_n) = n^{n-2}. \square$$
Chapter 5

Conclusions

In Chapter 2, we estimated the number of possible types degree patterns of $k$-lacunary polynomials of degree $t < p$ which split completely modulo $p$. The result was based on a rather unusual combination of an upper bound on the number of zeros of lacunary polynomials with some graph theory arguments. A slight modification of our approach can easily produce a nontrivial bound for $1 \leq k \leq 3$ as well, however we do not know how to relax the condition (2.2). It is certainly an interesting question to show that almost all $k$-lacunary polynomials of a large degree are irreducible over $\mathbb{F}_p$. In fact, as a first step one can try to get a lower bound on the degree over $\mathbb{F}_p$ of the splitting field of a “random” $k$-lacunary polynomial.

In Chapter 3, we showed that the determinant of a bipartite graph with at least two perfect matchings and with all cycle lengths divisible by four, is zero. Giving (or estimating) the determinant of bipartite graphs with only ‘some’ cycle lengths divisible by four is an interesting problem. Also, evaluating the determinant of other classes of graphs (e.g., join and Cartesian product of graphs), and characterizing other graphs with positive nullity, towards attacking the Collatz and Sinogowitz problem, are good projects for future research.

In Chapter 4, we first introduced an application of spectral graph theory in proving trigonometric identities. It is an interesting problem to develop this technique, to cover more identities and also derive new identities. Also, it is an interesting problem to give a direct proof for Identity (4.4) – as this gives another proof (perhaps even shorter) for the main result of [17, 90]. In the rest of Chapter 4, using some properties of the well-known Chebyshev polynomials, we calculated the number of spanning trees in several classes of graphs. Considering more classes of graphs and also giving combinatorial proofs for
these results are nice projects. In the last section of Chapter 4, we obtained the number of spanning trees in an \((r, s)\)-semiregular graph and its line graph, without using zeta functions, which gives a very short proof for the result obtained by Sato [94]. Then we gave a new proof of Cayley’s Theorem.

Note that the operation of a line graph produces many new types of graphs. For example, the line graph of a tetrahedron (respectively, cube and dodecahedron) graph is an octahedron (respectively, cuboctahedron and icosidodecahedron) graph. The key idea which connects a molecular graph to its embedding in three dimensional space is that of the line graph. For the chemical interpretation of (iterated) line graphs (i.e., where the graph is associated to a molecule), the reader is referred to [37, 38], in which the author, among other things, gives an application of iterated line graphs to biomolecular conformation. Also, the paper [38] discusses more applications of (iterated) line graphs and spanning trees in studying \(Z\)-matrices (which is a way to represent a system built of atoms in chemistry) and computational quantum chemistry. Because of these wide-ranging applications, it is important and is a nice project to develop useful techniques for enumerating the number of spanning trees in line graphs of various classes of graphs.

Note that many techniques work only for enumerating the number of ‘labeled’ spanning trees and do not apply to the number of ‘non-isomorphic’ spanning trees. Thus, while some methods exist which address non-isomorphic spanning trees, finding more suitable tools in this matter would be very helpful.
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