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Abstract

Debugging is an important phase in the embedded software development cycle because of its high proportion in the overall cost in the product development. Debugging is difficult for real-time applications as such programs are time-sensitive and must meet deadlines in often a resource constrained environment.

A common approach for real-time systems is to monitor the execution instead of stepping through the program, because stepping will usually violate all deadline constraints. Runtime monitoring aims at analyzing the well-being of a system at run time in order to detect errors and steer the system towards a healthy behavior. Such monitoring is a complementary technique to other approaches for ensuring correctness, such as formal verification and testing. We consider a time-triggered approach for program monitoring at runtime, resulting in bounded and predictable overhead. Gaining such characteristics for overhead is highly desirable for designing and engineering time-critical applications, such as safety-critical embedded systems.

The two techniques, which we investigate in this work are, time-triggered execution monitoring and time-triggered self-monitoring. In time-triggered execution monitoring, a monitor runs as a separate process in parallel with an application program under scrutiny and samples the program’s state periodically to evaluate a set of properties. Applying this technique in computing systems, results in bounded and predictable overhead. However, the time-triggered approach can easily have high overhead depending on the length of branches and the granularity of the monitoring effort. To reduce this overhead, we instrument the program with markers that will permit us to sample less frequently and thus reduce the overhead. This leads to the interesting problems of (a) where to place the markers in the code and (b) how to manipulate the markers. While related work [27] investigates the first part, in this work, we investigate the second component of the problem. We investigate different instrumentation schemes and propose two new schemes based on bitvectors that significantly reduce the overhead for time-triggered execution monitoring.

Although time-triggered execution monitoring results in bounded and predictable overhead, it suffers from several drawbacks. Some of the drawbacks are; the time-triggered monitor requires certain synchronization features at the operating system level and may
suffer from various concurrency and synchronization dependencies and overheads as well as possible unreliability of synchronization primitives in a real-time setting. Furthermore, the time-triggered execution monitoring scheme requires the embedded environment to provide multi-tasking features, which might not always be readily available (e.g., TinyOS). To address the problems associated with time-triggered external monitoring, we propose a new method, where the program under inspection is instrumented, so that it *self-samples* its state in a periodic fashion without requiring assistance from an external monitor or an internal timer. We call this technique time-triggered self-monitoring. We formulate an optimization problem for minimizing the number of points in a program, where self-sampling instrumentation instructions must be inserted. We show that this problem is NP-complete. Consequently, we propose a SAT-based solution and a heuristic to cope with the exponential complexity. The experimental results show that a time-triggered self-monitored program performs significantly better in terms of execution time, binary code size, and context switches when compared to the same program monitored by an external time-triggered monitor.
Acknowledgements

I am grateful and thankful to my God and Saviour Jesus Christ for helping me reach until this stage of my life. I would like to thank all the people who made this work possible. Firstly, I would like to thank Dr Sebastian Fischmeister who mentored and guided me through my masters. I thank him for his support, advice, technical guidance and help which facilitated me in performing the work presented in this thesis. I would also like to thank Dr Borzoo Bonakdarpour for his guidance and support for the two papers that we had worked together.

I would like thank the members of Real-Time Embedded Software Group (RESG) for their support and motivation during the tough times of my masters. I would also like to thank my friends Samaneh Navabpour, Chirag Ravishankar, Aayush Prakash, Katy Desai, Wallace Wu and Jithu Sam for making my time in Waterloo, an enjoyable experience. I would also like to thank Mr Somit Gupta for his guidance and help during the initial stages of moving and settling in Waterloo.

Lastly but not the least, I would like to thank my parents and siblings for motivating and encouraging me during the tough and distressing times during my masters. I simply would not be the person that I am today without their unflinching help and unconditional love. I thank my parents for the awesome education that they have provided me and guidance through every step of my life.
Dedication

Dedicated to my supporting and caring family; My parents, Jojee and Anitha Thomas, my siblings, Jobin and Anna Thomas; my grandparents M.G.Kurian and Aleyamma Kurian and my uncle and aunt, Anil and Ashwathy Kurian.

Fear not, for I am with you;
Be not dismayed, for I am your God.
I will strengthen you.
Yes, I will help you.
I will uphold you with my righteous right hand.

Isaiah 41:10
Table of Contents

List of Tables x

List of Figures xi

1 Introduction 1
   1.1 Motivation .............................................. 1
   1.2 Summary of Contributions ................................. 4
   1.3 Thesis Organization ..................................... 5

2 Background and Related Works 7
   2.1 Trace-based Debugging .................................. 7
   2.2 Monitoring and Runtime Verification .................... 9
   2.3 Time-triggered Monitoring ............................... 11

3 Time-triggered Execution Monitoring 13
   3.1 Overview .................................................. 13
   3.2 Time-triggered Execution Monitoring & Problem Motivation .................. 15
   3.3 System Model & Terminology ............................. 16
   3.4 Expressiveness of Instrumentation Schemes ............. 19
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.4.1</td>
<td>Overview of Different Schemes</td>
<td>19</td>
</tr>
<tr>
<td>3.4.2</td>
<td>Comparison in Expressiveness</td>
<td>21</td>
</tr>
<tr>
<td>3.5</td>
<td>Two Instrumentation Schemes based on Bit Vectors</td>
<td>25</td>
</tr>
<tr>
<td>3.5.1</td>
<td>bitvec</td>
<td>25</td>
</tr>
<tr>
<td>3.5.2</td>
<td>bitvec+</td>
<td>29</td>
</tr>
<tr>
<td>3.6</td>
<td>Framework</td>
<td>33</td>
</tr>
<tr>
<td>3.7</td>
<td>Experimental Method</td>
<td>33</td>
</tr>
<tr>
<td>3.7.1</td>
<td>Instrumentation Performance Metric</td>
<td>34</td>
</tr>
<tr>
<td>3.7.2</td>
<td>Monotonicity Metric</td>
<td>34</td>
</tr>
<tr>
<td>3.7.3</td>
<td>Memory Use in the Instrumented Program</td>
<td>35</td>
</tr>
<tr>
<td>3.8</td>
<td>Experimental Results and Analysis</td>
<td>35</td>
</tr>
<tr>
<td>3.9</td>
<td>Inference &amp; Discussion</td>
<td>42</td>
</tr>
<tr>
<td>4</td>
<td>Time-triggered Self Monitoring with Minimum Instrumentation</td>
<td>44</td>
</tr>
<tr>
<td>4.1</td>
<td>Overview</td>
<td>45</td>
</tr>
<tr>
<td>4.2</td>
<td>Time-triggered Self-monitoring with Minimum Instrumentation</td>
<td>48</td>
</tr>
<tr>
<td>4.2.1</td>
<td>Problem Description</td>
<td>48</td>
</tr>
<tr>
<td>4.2.2</td>
<td>Complexity Analysis</td>
<td>50</td>
</tr>
<tr>
<td>4.3</td>
<td>Coping with the Exponential Complexity</td>
<td>54</td>
</tr>
<tr>
<td>4.3.1</td>
<td>A SAT-based Solution</td>
<td>54</td>
</tr>
<tr>
<td>4.3.2</td>
<td>A Greedy Algorithm</td>
<td>57</td>
</tr>
<tr>
<td>4.4</td>
<td>Framework</td>
<td>58</td>
</tr>
<tr>
<td>4.5</td>
<td>Experimental Methods and Setting</td>
<td>59</td>
</tr>
<tr>
<td>4.5.1</td>
<td>Execution time of the instrumented program</td>
<td>59</td>
</tr>
<tr>
<td>Section</td>
<td>Page</td>
<td></td>
</tr>
<tr>
<td>------------------------------------------------------------------------</td>
<td>------</td>
<td></td>
</tr>
<tr>
<td>4.5.2 Context Switches</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>4.5.3 Code Size</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>4.5.4 Number of vertices picked for Self-Monitoring</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>4.6 Experimental Results and Analysis</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>4.6.1 Performance of the SAT-based and Greedy Techniques</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>4.6.2 Analysis of Self-monitoring Overhead</td>
<td>62</td>
<td></td>
</tr>
<tr>
<td>4.7 Inference &amp; Discussion</td>
<td>63</td>
<td></td>
</tr>
<tr>
<td>5 Conclusion</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>5.1 Future Work</td>
<td>66</td>
<td></td>
</tr>
<tr>
<td>References</td>
<td>68</td>
<td></td>
</tr>
<tr>
<td>APPENDICES</td>
<td>76</td>
<td></td>
</tr>
<tr>
<td>A Copyright Notices</td>
<td>77</td>
<td></td>
</tr>
<tr>
<td>A.1 ACM</td>
<td>77</td>
<td></td>
</tr>
<tr>
<td>A.2 IEEE</td>
<td>78</td>
<td></td>
</tr>
</tbody>
</table>
List of Tables

3.1 Comparison table for different schemes ........................................ 21
3.2 Comparing when one technique is superior than the other in the empirical data ................................................................. 41
4.1 Comparing the number and percentage of vertices chosen for instrumentation for SAT-based and greedy techniques. ................. 61
List of Figures

3.1 Example of a single instrumentation to extend $\Delta t$ .......................... 17
3.2 Counter example 1: self loop. .................................................. 21
3.3 Timing diagram for Figure 3.2. .............................................. 22
3.4 Counter example 2: Timing diagram that shows a permutation. ......... 22
3.5 Counter example 3: delay. ....................................................... 23
3.6 Counter example 4: diamond. .................................................. 24
3.7 Timing diagram for Figure 3.6. .................................................. 24
3.8 Two paths that cannot be instrumented using BITVEC .................. 29
3.9 Two paths that cannot be instrumented using BITVEC$^+$ ............ 32
3.10 Comparing achieved sampling period of different schemes ............ 36
3.11 Comparing achieved sampling period of different schemes ............ 37
3.12 Progressive gain of sampling period over adding memory ............. 38
3.13 Interference of different heuristics relative to Bitvec ................. 39
3.14 All schemes leading to almost same sampling period .................... 40
3.15 Single marker showing erratic behaviour. .................................. 41
3.16 BITVEC$^+$ and BITVEC instrumenting “smarter” than single increment scheme 42
3.17 BITVEC$^+$ far superior than the others .................................... 43
4.1 A simple C program ........................................ 49
4.2 Control flow-graph (CFG) for the program in Figure 4.1 .... 50
4.3 Example of a 3-depth first tree. ................................ 57
4.4 Results on reduction of context switching (in log scale). ........ 62
4.5 Results on reduction of execution time (in log scale). .......... 63
Chapter 1

Introduction

1.1 Motivation

In computing systems, correctness refers to the assertion that a system satisfies its specification. Verification is a technique for checking such an assertion. Runtime verification \[22, 57, 11, 12, 34, 31\] refers to a lightweight technique, where a monitor checks at runtime whether or not the execution of a system under inspection satisfies a given correctness property. Runtime verification complements exhaustive verification methods, such as model checking and theorem proving, as well as incomplete solutions, such as testing and debugging. This is because exhaustive verification often requires developing a rigorous, abstract model of the system and suffers from the state-explosion problem. Testing and debugging, on the other hand, provide us with under-approximated confidence about the correctness of a system. These methods only check for the presence of defects under specific scenarios.

Most monitoring approaches in runtime verification are event-triggered. In these approaches, the occurrence of new events (e.g., change of value of a variable) trigger the monitor. This constant invocation of the monitor leads to unpredictable overhead and potentially bursts of monitoring intervention at run time. These defects can cause serious issues especially in real-time embedded safety/mission-critical systems. To tackle
these drawbacks, in [27], the authors propose time-triggered execution monitoring, where a
time-triggered monitor runs in parallel with the program and samples the program’s state
periodically to evaluate a set of properties. Employing such a monitor results in observing
bounded and predictable overhead at runtime, which are critical design parameters for a
developer of embedded time-sensitive systems. Traditional approaches to monitoring such
as the one used by GNU gprof [32], insert tracing code in the program. Once completed, it
is impossible to estimate the impact of the profiling code on the system. This is especially
inconvenient for real-time programs where the application must meet deadlines or follow
specific periodic behaviour.

Despite the advantage of predictability, the major problem with the time-triggered
approach is that it can incur high overhead. The sampling period essentially defines the
overhead as it specifies how frequently the tracer investigates the program status. The
more frequently this happens, the higher the overhead. While as long as the tasks meet the
deadline, such overhead may not necessarily pose a problem for real-time systems however,
it may still limit the applicability to those systems and real-time applications that have
sufficient slack. The less slack an application has with respect to the deadlines, the less
overhead it can tolerate. Thus, reducing the overhead increases the range of applicability
of this approach.

The common approach, as proposed in related work [27], is to introduce markers in
the program to be able to differentiate among similarly looking paths when considering
the taken samples. This concept introduces two interesting problems: (a) where to place
the markers in the code and (b) how to manipulate the markers. While related works
has investigated the problem of where to place markers [27], it is interesting to investigate
different marker schemes and functions that could increase the sampling period, hence re-
ducing the overhead incurred on the program. Some of the marker schemes considered were
single increment scheme, multiple increment scheme, BITVEC* schemes, etc. The single
increment scheme requires using a monitoring variable to be initialized at the start of the
program and incremented once for every instrumentation. The multiple increment scheme
has a monitoring variable which can be incremented several times. BITVEC* scheme, on
the other hand uses a combination of setting and clearing bits as well as increments. We
discuss these marker schemes and functions in Chapter 3. Experimental results explained
in Section 3.8 indicate that using different marker schemes could increase the sampling period or reduce overhead incurred on the program.

Apart from the overhead associated with time-triggered monitoring, there are certain other complexities, as well. For example, the monitor needs to run as a separate process or thread. The first drawback of such a structure is the high cost of context switching and synchronization. Moreover, synchronization data structures require the underlying operating system to provide kernel-level system call primitives and inter-process communication features. In fact, some of the widely used embedded environments (e.g., TinyOS) lack such multi-tasking features. Moreover, if the program under scrutiny becomes blocked (e.g., for I/O), the monitor continues trying to sample the program periodically. This will waste system resources. Furthermore, a monitor process coupled with a program creates a tight dependency between them at run time. For instance, if the monitor crashes while evaluating properties, it may never resume the program’s normal operation. Finally, since the monitor cannot directly read the state of the program, it will keep taking samples from the program even if no new events have occurred between two samples.

In Chapter 4, we introduce a new concept called time-triggered self-monitoring to address the aforementioned problems. The idea is to instrument the program under scrutiny with instructions in such a way that it self-samples (i.e., records the program’s state) itself periodically without maintaining an internal timer. In order to facilitate the program to self-sample itself, we analyze the control-flow graph of the program and compute locations where self-sampling instructions are inserted. The approach adopted in this work applies only to sequential programs.

To ensure optimal instrumentation, we require that the number of instrumented vertices in the control-flow graph are minimum. We show that the corresponding optimization decision procedure is NP-complete in the size of the program’s control-flow graph in Section 4.2.2. To remedy the exponential complexity, we follow two approaches. First, we propose a mapping from our optimization problem to the Boolean satisfiability problem in Section 4.3.1. This mapping enables us to utilize powerful SAT-solvers to solve our optimization problem. Secondly, we propose a heuristic that finds nearly optimal solutions to the problem in Section 4.3.2.
In order to find the optimal instrumentation using the techniques mentioned above, we implemented a toolchain. The tool takes a C program and sampling period as inputs and computes the instrumentation locations where self-sampling instructions have to be inserted so that the program will self-sample itself, on execution. The experimental results discussed in Section 4.6, show that self-monitored programs perform significantly better than externally monitored programs in terms of execution time, code size, context switches, etc. This is simply due to the elimination of the cost of synchronization and context switching for programs monitored by an external process.

1.2 Summary of Contributions

The summary of contributions stated in this thesis are as follows:

- **Lowering the overhead of Time-triggered Execution Monitoring [64]:** The major contributions associated with this work are:
  - Evaluating expressiveness of different schemes for instrumentation markers. Four different schemes with different mechanisms for markers to see whether one of them is strictly more expressive than the others. This was also part of the learning experience that lead to the design of BITVEC$^+$.  
  - Two new, expressive instrumentation marker schemes. Based on the experience looking at the different schemes, two new, expressive schemes for handling markers called BITVEC and BITVEC$^+$. Each of them can be used in different applications.
  - Theorems for failure conditions of the new schemes. Related work [27] showed that instrumentation schemes might result in livelock situations where the scheme cannot make progress or cannot solve the instrumentation problem. Analogous to this concept, failure conditions for the two proposed schemes.
  - Improvement over related work. In general, BITVEC$^+$ and BITVEC result in better performance than related work by a factor of two after 50 instrumentations.
Also, the two schemes reduce interference [27] and thereby increase monotonicity by a factor of two over related approaches with similar memory demands.

- **Time-triggered Program Self-monitoring** [15]: The major contributions associated with this work are:
  
  - **Time-triggered Self-monitoring.** A new proposed monitoring technique known as Time-triggered Self-monitoring, whereby we instrument the program under inspection such that it *self-samples* its state in a periodic fashion without requiring assistance from an external monitor or internal timer.
  
  - **Formulation of an optimization problem.** We formulated an optimization problem known as Self-Monitoring Instrumentation problem (SMI) which minimizes the number of points in a program, where self-sampling instrumentation instructions must be inserted.
  
  - **Complexity of SMI and reduction to SAT.** We discovered that SMI belongs to the NP-Complete class of problems. In order to cope with the exponential complexity, we proposed a SAT-based solution and a heuristic.
  
  - **Improvement over time-triggered monitoring using an external monitor.** Experimental results show that a time-triggered self-monitored program performs significantly better in terms of execution time, binary code size and number of context switches, compared to the same program monitored by an external time-triggered monitor.

### 1.3 Thesis Organization

Chapter 2 presents the background work and related work on various monitoring schemes, event-based monitoring schemes, etc. Chapter 3 introduces Time-triggered Execution Monitoring. It consists of the system model, various instrumentation schemes, two new instrumentation schemes BITVEC and BITVEC+. We also discuss experimental results of BITVEC and BITVEC+ to compare its performance against other schemes. Chapter 4 introduces Time-triggered Self-monitoring with Minimum Instrumentation. It consists of the problem
description, complexity analysis, two solutions (SAT-based and heuristic) to cope with the exponential complexity. We also discuss experimental results to compare time-triggered self-monitoring with time-triggered monitoring using an external time-triggered monitor. In Chapter 5, we discuss the Conclusion and Future work.
Chapter 2

Background and Related Works

In this chapter, we discuss the necessary background on time-triggered program monitoring and summarize various related works. This chapter is organized as follows; in Section 2.1, we discuss related work on trace-based debugging. In Section 2.2, we discuss the related works on monitoring and runtime verification. Finally, we discuss the work conducted on time-triggered monitoring in Section 2.3.

2.1 Trace-based Debugging

A large body of work exists in the area of tracing with general work on trace-based debugging [20, 46, 53]. In [20], the authors propose a debugging technique known as Flowback Analysis, which allows programmers to inspect dynamic dependencies in a program execution history without the need to re-execute the program. Flowback analysis uses a traced-based approach to ensure low overhead in terms of execution time and space consumption. In [46], the authors propose a technique for efficiently tracing programs. The work proposes a technique known as Abstract Execution in which, a small set of events recorded during the traced program’s execution, are used to generate a complete trace by re-executing certain regions of the original program. This technique reduces both cost of tracing in terms of the execution time overhead incurred on the original program and size
of the generated trace files. Another work on trace-based debugging proposed in [53] uses checkpoints to incrementally replay or restart from intermediate points in the program execution. This technique is useful when debugging process involves a lot of replays of the execution of the program and for long-running programs. Since introducing checkpoints into a program incurs high time and space costs, the authors propose adaptive tracing techniques that provide bounded replay times and reduced overhead on the execution of the program.

The wide use of trace-based debugging leads to a common problem regarding the placements of probes and counters optimally in a program. In [29], we see that the placement of such probes and counters efficiently in a program is hard and this results in many interesting variations of the tracing problems [9]. Different approaches to instrument and reduce the overhead incurred on the program do exist. In [44], the authors propose 3 methods of reducing overhead in terms of 1) cost of instrumentation points, 2) number of executed instrumentation points and 3) cost of the instrumentation code. The authors propose techniques such as coalescing instrumentation probes, partial in-lining to select between minimal and maximal versions of the runtime instrumentation code and partial register context storing and restoring to facilitate efficient instrumentation code. In [10], the authors propose an approach that labels execution paths in order to efficiently profile execution paths of the program. In [47], Larus and Schnarr propose a machine independent executable editing technique that provides flexibility in setting probes and hides much of the complexity involved in editing executables. In [7, 61], proposed techniques indicate flexibility in setting probes and thus reduces overhead.

Another interesting area of instrumentation to reduce overhead is dynamic binary rewriting which changes the instrumentation at run time. Pin [49] is a popular tool used for dynamic instrumentation. Pin provides an architectural independent set of API’s for performing instrumentation. In [8], Bala et al. propose Dynamo which is a dynamic optimization system that is capable of improving the performance of native code while executing on the processor. DynamoRIO [1] is a tool built on the work proposed in [8]. In [17], Bruening et al. implements an interface for building external components for DynamoRIO [1]. This interface abstracts many low level details of DynamoRIO and provides a comprehensive application interface. In [51], Misurda et al. proposes a demand-driven
technique based on execution paths to improve test coverage. This approach uses dynamic instrumentation that can be included whenever needed, to maintain low overhead. Some of the other approaches of reducing overhead as a result of instrumentation include simulator-based approaches [66], time-aware instrumentation [28], and code duplication [5].

Tracing can also be implemented in hardware. Solutions such as JTAG [21], Nexus [48], and ARM CoreSight [54] with, for instance, the ETM permit inspecting and tracing the system at a hardware level.

2.2 Monitoring and Runtime Verification

Throughout the years, monitoring has become a popular area of interest and research. Monitoring techniques developed include the use of frameworks, code instrumentation, better understanding of the application and quality assurance. Of these techniques, a few studies discussed include the works of Bertino et al. work on event-based temporal objects, Janusz Sosnowski et al’s work on online monitoring framework combining hardware and software and Mohlalefi Sefika et al’s work on the original/intended design of software being deviated from during implementation. We will also touch on monitoring semantics by Amir Kishon et al, software tomography by Jim Bowing et al, and lastly the development of AIMS by Jerry C. Yan.

Bertino et al [13] introduced the concept of event-based temporal object model. This concept is one that is a cost efficient approach to monitoring applications and can be accomplished through selectively recording information, instead of storing the entire history of data. An approach to accomplishing this concept is to use a monitoring framework. A monitoring framework will record the history of a data object at the point which a specific event occurs.

The next study discussed is that of Janusz Sosnowski et al [60]. Sosnowski developed the idea of using both hardware and software monitoring creating an online monitoring framework. In the work, he discusses in detail three techniques which largely encompassed the online monitoring framework.
Research done by Mohlalefi Sefika et al. [59] discusses how software system implementation often results in a system that is divergent from the envisioned design. Sefika discusses the benefits of using codified design principles alongside regular updates and checkups in order to ensure that it meets the intended design and functionality. Sefika introduces the idea of using visualizations and logic-based static analysis in order to help ensure deviation occurs as infrequently as possible. This approach also enables the ability to view code from many different standpoints.

The next study that will be momentarily looked at is based on monitoring semantics. The notion of monitoring semantics by Amir Kishon suggests using an extension of language’s ordinary semantics in order to observe activity [43]. Kishon proposes that the monitoring of semantics be implemented into a program as it allows for modularity and safety.

A subsequent technique for monitoring is that of software tomography presented by Jim Bowring et al [16]. The idea behind software tomography is that it creates a means of monitoring which is nominally invasive and does not present much impact. The technique creates subtasks out of tasks and disperses the subtasks to one instance of software for monitoring purposes. The retrieval of monitoring information is then generated by fusing together the information from each subtask.

Another interesting work on monitoring is that of Jerry C. Yan who indicated that seizing and viewing the execution of an application can be a valuable source of information [68]. To validate his findings, Yan created a parallel monitoring system by the name of AIMS, which captures a collection of data for MPI programs. In order to monitor the sections of an application which are of interest, instrumentation must be done before execution. This enables the AIMS application to generate performance data, which Yan claims is important for understanding and observing the behavior of an application. It also allows the user to trace the sequence of events and operations that occur in the application, if needed.

Another closely related area of research linked to the work presented in this thesis is runtime verification. In classic runtime verification [57], a system consists of an external observer, called the monitor. This monitor is normally a finite state automaton based on a set of properties. Most of the monitors used for runtime verification are event-triggered [45].
in the sense that, any change in the state of the system invokes the monitor for analysis.

From the logical and language points of view, runtime verification has mostly been studied in the context of Linear Temporal Logic (LTL) [11, 35, 38, 31, 36, 63] and in particular safety properties [58, 37]. Other languages and frameworks have also been developed for facilitating specification of temporal properties [70, 41, 42]. Runtime verification of \( \omega \)-languages was considered in [23]. In [26], the authors address runtime verification of safety-progress [50, 19] properties.

Overall, the techniques and concepts mentioned above only begin to scratch the surface on the work developed throughout the years. Being aware of the research done in the field of monitoring allows us to both apply the knowledge we have gained as well as further the discussion to explore and enhance different monitoring methods, two of which will be discussed in-depth later.

2.3 Time-triggered Monitoring

Time-triggered approaches are popularly used in areas where full accuracy for recreating execution flows as necessary for debugging and monitoring is not needed. Some of the related works that use a time-triggered approach are discussed as follows. In [32], the authors propose \textit{gprof}, a call graph execution profiler which uses a time-triggered approach to profile the routines in the program. In [67], the author proposes a time-triggered based profiler for Java Virtual Machines (JVM). The time-triggered profiler facilitates the compiler in making better informed optimization decisions by providing it with continuous system performance measurements in real time. In [69], Zhong and Chang propose an improved systematic sampling approach to overcome the high overhead associated with reuse distance measurements used in program analysis and optimizations. In [4], Anderson et al. describes a continuous profiling infrastructure which performs its profiling in a sampling-based approach. The continuous profiler infrastructure supports a wide variety of systems and uses high sampling rates while maintaining low overhead to profile the system. Analysis tools augmented with the continuous profiler system produce precise and accurate sampled measurement data which helps users to easily identify performance
bottlenecks in their application. In [24], Dean et al. propose a hardware solution for facilitating sampling-based instruction level profiling for out-of-order processors. The resulting profiled data is useful in analyzing latencies and concurrency issues, cache miss data, branch history, etc. Other works that use a time-triggered approach include flexible value sampling [18], approximating the calling context tree [6].

Time-triggered monitoring approaches are used in real-time systems due to the predictable and bounded overhead incurred on the program under inspection. In [27, 64, 14], the authors introduce a time-triggered execution monitoring and runtime verification techniques. They propose a framework that allows quantitative analysis of issues tackled in time-triggered techniques. In the same context, in [55, 56], the authors propose the language Copilot for developing hard real-time monitors. The goal of this language is to develop programs where the monitor does not affect the functionality of the program with minimal overhead incurred to the program.

Finally, in [39], the authors propose a technique that uses control theory for discrete event systems to control the overhead of software monitoring. In this work [39], overhead is controlled by temporarily disabling/enabling the invoking of the monitor so that the overhead is within the bounds of user specified threshold. Another relevant work to this line of research is [62], where the authors propose runtime verification using state estimation. In particular, they use Hidden Markov Models (HMM) to check whether states that were missed due to disabling/enabling of the invoking of the monitor based on the technique used in [39], resulted in violation of user-specified properties.
Chapter 3

Time-triggered Execution Monitoring

In this chapter, we introduce Time-triggered Execution Monitoring and compare various schemes used to effectively reduce the overhead incurred on an application program as a result of monitoring the program in a time-triggered fashion [64]. The organization of this chapter is as follows: in Section 3.1, we present the overview and background of time-triggered execution monitoring. We introduce time-triggered execution monitoring and discuss the problem motivation in Section 3.2. In Section 3.3, we discuss the system model used to formalize time-triggered execution monitoring and terminology used in the model. We discuss the various instrumentation schemes and its measure of expressiveness in Section 3.4. We introduce the two new novel instrumentation schemes based on bit vectors in Section 3.5. Finally, we discuss the framework used to compare the various instrumentation schemes, experimental method and results in Section 3.6, 3.7 and 3.8, respectively.

3.1 Overview

In software development, debugging is the phase where developers remove software defects from the program. Studies show that 30 to 50 percent of the development cost is spent on testing and debugging hence suggesting that debugging is costly [30]. Consequently, it is important to investigate new methods for debugging to increase productivity.
It is a popular practice to use software instrumentation as the debugging technique to perform tracing. In this context, the developer instruments a control flow graph and then executes the instrumented control flow graph to produce a trace. The developer uses the generated trace to determine the execution path that the program had taken and hence helping in resolving conflicts that had happened during the program execution.

Recently, sampling-based debugging was suggested [27] as a method to trace program execution especially for real-time systems. The key advantage of this approach is that it provides bounded overhead when tracing programs. The sampling period of the tracer is inversely proportional with the overhead for debugging and tracing. Traditional approaches to monitoring, such as the approach by GNU(gprof) [32], insert tracing code into the program. This makes it impossible to estimate the impact of the profiling code on the system. This is especially inconvenient for real-time programs where the application must meet deadlines or follow specific periodic behaviour.

Despite the gain in predictability, time-triggered monitoring approach could incur high overhead on the program under inspection. The sampling period, which specifies how often the tracer investigates the program status, defines the overhead incurred on the program. The program incurs more overhead as the tracer interrupts the program more frequently. In real-time systems, the amount of slack available to the program with respect to the deadline determines the overhead that the program can tolerate. The more slack a program has with respect to its deadline, the more overhead is tolerable to the program. Hence, time-triggered monitoring approach with short sampling periods or high overheads limits its applicability to those systems and real-time applications that have sufficient slack. Thus, reducing the overhead of the time-triggered monitoring approach increases its range of applicability.

Related work [27] proposes an approach where markers are introduced in the program to be able to differentiate among similarly looking paths when considering the taken samples. This concept introduces two interesting problems: (a) where to place the markers in the code and (b) how to manipulate the markers. While related works has investigated the problem of where to place markers [27], the work presented in this chapter looks into different marker schemes and functions to increase the sampling period, hence reducing the overhead incurred on the program under inspection. For example, we introduce a
new instrumentation marker scheme known as BITVEC\textsuperscript{+} scheme, which uses a combination of setting and clearing bits, as well as increments. Based on the given set of paths to instrument, the scheme uses the mechanism that is more appropriate or feasible. This property helped achieve higher sampling periods compared to related approaches and hence having the least overhead when compared to the related approaches.

### 3.2 Time-triggered Execution Monitoring & Problem Motivation

In execution monitoring, the developer wants to record an execution trace of the program under test for the purpose of, for instance, debugging, profiling, testing, or runtime verification. In the current setting, the system consists of two parts: the executing program, and a monitor. The monitor observes the executing program and needs to log the program’s execution path. In a sampling-based approach, the monitor periodically examines the state of the program and stores the state in a file. For example, the monitor will store the program counter and time stamp each time it takes a sample.

The key advantage of time-triggered execution monitoring is the bounded overhead of the monitoring system. The overhead linearly decreases with the sampling period and sample size. The result is a high sampling period which generally leads to lower overhead \( D \) in comparison to low sampling periods, assuming the sample sizes are the same.

The key problem in sampling-based execution monitoring is to increase the sampling period. Notorious cases, such as programs with short conditional branches, will result in a low sampling period, if the resolution needs to be given at the granularity of basic blocks.

Listing 3.1 shows a simple C program with three basic blocks labeled \( A \), \( B \), and \( C \). Figure 3.1(a) shows the resulting control flow graph. If the developer wants to monitor the execution using the sampling-based method, then the monitor will have to execute at the speed of shortest best-case execution time of \( A + B \) or \( A + C \); otherwise, the developer might be unable to reconstruct the execution flow assuming that it records the basic block id (vertex \( A \), \( B \), or \( C \)) and a time stamp. Figure 3.1(b) shows the timing diagram for the
example. It demonstrates that, assuming all basic blocks take an execution time of 1 time unit, after two time units, it will be impossible to decide whether the program took the path $A \rightarrow B \rightarrow A$ or $A \rightarrow C \rightarrow A$. Thereby the sampling period for the program will be $\Delta t = 2$ (more details on the formal model are in Section 3.3).

To increase the sampling period and thereby reduce the overhead, we introduce markers in the program. A marker is a normal variable that the monitor and the program together control to permit the developer to decide which paths the program executed even with long sampling periods.

```
1 A:  if ( x < 5 ) {
2   B:   x ++
3     goto A;
4 } else {
5   C:   x -=10;
6     goto A;
7 }
```

**Listing 3.1:** Illustrative example.

In the example, a marker $m_1$ is used to instrument the vertex $C$. Figure 3.1(c) shows the instrumented control flow graph. Vertex $C$ will increment the value of the marker $m_1$. The monitoring program will store the basic block id (vertex $A$, $B$, or $C$), the current value of $m_1$, and a time stamp. The timing diagram in Figure 3.1(d) shows that introducing the marker increases the sampling period to $\Delta t = 4$, because only after four time units will the program have two or more paths with the same number of increments of $m_1$ and the same basic block ids.

### 3.3 System Model & Terminology

The following describes the system model and terminology. The model closely follows the one presented in [27]. However, we extend the model with a generic instrumentation function to manipulate markers.
To analyze and reconstruct the execution path of the application, we convert a source program to a directed graph, representing the program’s control flow. The resulting control-flow graph is defined as $G := \langle V,E \rangle$. Each vertex $v \in V$ represents a basic block in the program. An edge $e := \langle v_s, v_d \rangle$ represents a transition from a source vertex $v_s$ to a destination vertex $v_d$. The transition itself takes no time. Each basic block has a best-case execution time (i.e., the shortest time that it takes to execute the program block considering all software and hardware side effects). The best case execution time of blocks can be calculated using either static analysis tools or standard measurement-based analysis tools [2]. We define this execution time via $c(v)$ and in our graphical presentation show $c(v)$ on the outgoing edges of $v$ whenever necessary. If an edge lacks an annotation, we will assume an execution time of one (i.e., if the edge $e = \langle v_s, v_d \rangle$ has no annotation, then $c(v_s) = 1$).

A path is a walk $v_i \rightarrow v_{i+1} \rightarrow \ldots \rightarrow v_k$ in the graph $G$ with a start vertex $v_i$ and a end vertex $v_k$. The execution time of a path, denoted as $c_p(p)$, is the sum of execution times of all vertices along that path (i.e., $c_p(p) = \sum c(v_i)$ for all $v_i \in p$).

To bound overhead, our approach samples the executing program on a periodic basis. We define a sample as a tuple $s := \langle t, v, state \rangle$ with $t$ being the time stamp when the
sample has been taken, \( v \) being the basic block (vertex), and \( state \) being some additional program state information such as stack variables, history, etc. We take a sample in periodic intervals based on the sampling period \( \Delta t \).

Two paths \( p_1 \) and \( p_2 \) intersect with respect to a sampling period \( \Delta t \), iff after taking two samples, one at time \( t_1 \) and one at time \( t_2 = t_1 + \Delta t \), the two samples for both paths are identical with respect to timing and state.

In our approach, the state recorded in a sample is one or multiple marker variables. We will insert code in the program to manipulate the marker variables at run time and thus distinguish among different paths (see Section 3.2 for the example). We will use different schemes that change a marker’s value. The marker function \( I \) specifies how the marker changes. In a simple case, the function might be an increment: \( I(m) = m + 1 \); however, we will also discuss complex functions. A vertex will be able to apply the marker function several times in sequence, if the scheme permits this. The result is a simple composition of the function resulting in \( (I \circ I)(x) \).

The instrumentation problem for a pair of paths is as follows: Given a control flow graph \( G \) and a set of intersecting paths, \( p_1 \) and \( p_2 \) with respect to \( \Delta t \), where to apply the marker function \( I \) such that the two paths no longer intersect.

We solve the instrumentation problem in an instrumentation step. It consists of the following sub steps: (a) finding a set of paths that intersect and need to be differentiated, (b) deciding which vertices to instrument along these paths, and (c) inserting the marker function \( I \) in these vertices. For example, Figures 3.1(a), 3.1(b), and 3.1(c) show an instrumentation step. Figure 3.1(a) shows the original control flow graph. In Phase (a) of the instrumentation step, we find the path pairs shown in Figure 3.1(b). An algorithm then decides to increment vertex \( C \) (Phase (b)), and finally applies the marker function to \( C \). Figure 3.1(c) shows the resulting control-flow graph after completing the instrumentation step.

We call an instrumentation successful, if it solves the present instrumentation problem, meaning that it can apply the marker function in vertices to differentiate between the given intersecting paths.

Obviously, the instrumentation problem occurs iteratively for a given control flow graph.
Figure 3.1(b) shows the instrumentation problem for $\Delta t = 2$. After successfully instrumenting the graph, a new instrumentation problem occurs for $\Delta t = 4$ as shown in Figure 3.1(d).

3.4 Expressiveness of Instrumentation Schemes

The underlying idea is to insert markers in the program and including them in the sample. If these markers are well placed in the program, then it will drastically increase the optimal sampling period [27]. A longer sampling period translates into less overhead for a monitoring system.

A good instrumentation depends on both, choice of type of changes to be made to the marker and places in the software where these changes occur. In a particular scheme of instrumentation, we make a particular type of change to marker. We now investigate different schemes to manipulate the marker and compare their expressiveness with each other.

3.4.1 Overview of Different Schemes

**Single Increment Scheme.** The first scheme is the *single increment scheme* (proposed in [27]). In this scheme, a marker is a single value initially set to zero. We define a function $I$ as $I(m) = m + 1$, which increments the marker’s value by one.

**Multiple Increment Scheme.** The second scheme called *multiple increment scheme* (proposed in [27]) extends the single increment scheme by permitting multiple applications of the marker function $I$ in a vertex. The scheme also uses a single variable which is initially set to zero and the marker function $I(m) = m + 1$; however, a vertex can increment the marker multiple times. The key strength of the two different increment schemes is that it can maintain history information. We will see in the examples that we can construct cases that require such history information.

**Assignment Scheme.** Our next scheme for instrumentation is the *assignment scheme* (similar scheme proposed in [10]). This scheme assumes the marker to be a single variable,
and it assigns values to markers rather than incrementing them. As such, the marker function is $I(m) = k$ where $k$ is an arbitrary value that might differ in each vertex.

Assigning a new value to the marker implies that the last assigned value, which represents history information, is lost. This is unlike the single and multiple increment schemes in which the history of previous applications of the marker function is preserved. As we will show later, the assignment scheme solves some simple instrumentation problems which have no solution using increment scheme.

**Bit vector Scheme.** The *bit vector scheme* uses markers as a bit fields instead of variables. The scheme assumes that the bit fields are initially set to zero. The marker function then sets and clears bits at a specific location in the bit field. For example, a marker function can be $I(x) = x[1] ↑ \& x[0] ↓$, which will set bit two and clear bit one in the bit vector $x$. Every vertex can have a different version of the marker function and thus set and clear different bits.

This scheme is interesting because it can maintain but also selectively clear history information. For example, if each vertex sets a different bit, then the scheme will maintain history information. If one vertex clears a bit that has been set in a previous vertex, then the scheme will selectively clear the history that the execution has passed through that vertex. Yet a salient part is that the scheme falls behind the increment-based schemes when it comes to building history, because the bit vector scheme, as we use it, requires the marker function to know what bits to set and clear and thus the history is finite with respect to the defined marker functions. In the increment-based schemes, the history is infinite as the marker value can always be incremented. In other words, increment-based schemes can count to infinity while the bit vector scheme can only count up to the point that the marker function has been defined. The length of the bit vector at any instant would be equal to the number of *instrumentation steps* performed, since every *instrumentation step* would use a single bit of the bit vector to distinguish the paths that intersect. We will demonstrate examples that show the difference between the increment scheme and the bit vector scheme.
3.4.2 Comparison in Expressiveness

Table 3.1 summarizes the results for the different schemes and points to the counter examples for the different schemes. The table is read in a way that the row indicates the scheme under scrutiny and the column indicates the scheme to which we compare it to. So for example, the element in row one, column three points to Figure 3.2 which is the counter example in which the single increment scheme is superior to the assignment scheme.

<table>
<thead>
<tr>
<th></th>
<th>Single Increment</th>
<th>Multiple Increment</th>
<th>Assignment</th>
<th>Bit Vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Increment</td>
<td>-</td>
<td>Less powerful</td>
<td>Figure 3.2</td>
<td>Figure 3.2</td>
</tr>
<tr>
<td>Multiple Increment</td>
<td>Figure 3.4</td>
<td>-</td>
<td>Figure 3.5</td>
<td>Figure 3.2</td>
</tr>
<tr>
<td>Assignment</td>
<td>Figure 3.4</td>
<td>Figure 3.6</td>
<td>-</td>
<td>Less powerful</td>
</tr>
<tr>
<td>Bit vector</td>
<td>Figure 3.4</td>
<td>Figure 3.6</td>
<td>Figure 3.5</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3.1: Comparison table for different schemes

The table also contains the entry _less powerful_ when comparing the single increment scheme to the multiple increment scheme. This means that any case which can be instrumented by single increment, can also be instrumented by multiple increment.

Figure 3.2 presents the counter example with the self loop. The assignment and bit vector schemes are unable to successfully instrument this control flow graph, while, the single and multiple increment-based schemes can find an instrumentation. The reason is that the example requires to build history by repetitively applying the marker function $I$, as the execution repeatedly passes through $B$.

![Figure 3.2: Counter example 1: self loop.](image)

Figure 3.3 shows the timing diagram for the example. As stated in the model, all edges
with no annotation have a delay of one. The edge leaving $C$ has a delay of 4; thus the path $A \rightarrow B \rightarrow C$ intersects with $A \rightarrow B \rightarrow B \rightarrow C$ at $\Delta t = 4$.

![Figure 3.3: Timing diagram for Figure 3.2.](image)

Increment-based schemes can successfully instrument this graph, because no marker value is a fix-point for the marker function $I(x) = x + 1$, whereas they are fix points for assignment and the bit vector scheme.

![Figure 3.4: Counter example 2: Timing diagram that shows a permutation.](image)

Figure 3.4 shows a counter example that lists the weakness of the single increment scheme over other schemes. The example has already been presented in previous work [27], and we list it here for the sake of completeness.

The graph contains three paths $p_1 = A \rightarrow B \rightarrow C \rightarrow E, p_2 = A \rightarrow C \rightarrow D \rightarrow E,$ and $p_3 = A \rightarrow D \rightarrow B \rightarrow E$. To distinguish the path pair $\{p_1, p_2\}$ we have to instrument either $B$ or $D$ but not both, similarly for $\{p_2, p_3\}$ either $C$ or $B$ and for $p_3, p_1$ either $D$ or $C$. Clearly there is no successful instrumentation with the single increment scheme because it produces the same value at the end of both the paths of the pathpair. We can instrument the above graph with multiple increment scheme by incrementing marker once at $B$ and twice at $C$. Same problem can be solved with the assignment or bit-vector
based scheme by assigning different values to the marker or setting different bits of the marker at vertices $B, C, D$ respectively.

![Diagram](image)

**Figure 3.5:** Counter example 3: delay.

Figure 3.5 shows a problem for the assignment scheme for the marker function. In the first instance of the instrumentation problem at $\Delta t = 3$, we have two intersecting paths $p_1 = A \rightarrow B \rightarrow D$ and $p_2 = A \rightarrow C \rightarrow D$. These two paths can be distinguished using the assignment scheme by assigning a marker value in either $B$ or $C$.

Let’s assume that the scheme assigns the value $m_1 = x_B$ at $B$ and we proceed. Having resolved this path pair, now we get a set of intersecting paths $\{p_3, p_4, p_5\}$ with $p_3 = A \rightarrow B \rightarrow D \rightarrow E$, $p_4 = A \rightarrow C \rightarrow D \rightarrow E$, and $p_5 = A \rightarrow B \rightarrow C \rightarrow D \rightarrow E$. Paths $p_3$ and $p_5$ have the same value for $m_1 = x_B$ and need to be differentiated.

At this point, the assignment-based scheme faces a problem, because it can neither instrument $D$ or $C$. Vertex $D$ is shared in both paths and any instrumentation of $D$ in the future will overwrite the value of $m_1$. Therefore, it will decrease the sampling period again to $\Delta t = 3$ as the current paths $p_1$ and $p_2$ will become indistinguishable again. The assignment-based scheme also cannot instrument $C$, because then paths $p_4$ and $p_5$ will be indistinguishable. Thus, the assignment-based scheme fails at this example.

Other schemes can easily instrument this by incrementing the marker in $B$ and $C$ or by setting different bits at $B$ and $C$.

Figure 3.6 demonstrate problem associated with the increment-based schemes. Basic idea is that, although we may be incrementing a marker at different vertices on different paths, at the end, the aggregated value of the marker is similar. This property makes the increment-based scheme ineffective when one path in a path pair is just the permutation of
vertices in the other path of path pair, in such case any instrumentation (single or multiple increment, whereas Figure 3.4 only applies to single increment) will lead to the same value of the marker at the end. Figure 3.6 generate this kind of path pairs which are shown in Figure 3.7.

There are two types of intersecting path pairs: one with odd path length and other with even path length. If we consider a path pair having paths of odd length, then we can instrument the paths. If we consider a path pair having paths of even length, then one path will be the permutation of vertices of another path. Paths $A \rightarrow B \rightarrow C \rightarrow D$ and $A \rightarrow C \rightarrow B \rightarrow D$ form a pair of intersecting paths of that kind. Obviously no instrumentation using single or multiple increments can solve this instrumentation problem, but simply assigning two different values to the marker at vertex $B$ and $C$ successfully differentiates the paths.

The above examples clearly suggest that none of the methods when applied individually
are expressive enough to make the paths of a path pair distinguishable in all cases.

3.5 Two Instrumentation Schemes based on Bit Vectors

Based on the insights gained from observing the expressiveness of different schemes as discussed in Section 3.4 and especially Table 3.1, we now investigate two schemes based on bit vectors. BITVEC is the direct implementation of a bit vector scheme and BITVEC$^+$ is a hybrid of increment and a bit vector scheme.

3.5.1 BITVEC

The BITVEC algorithm follows a greedy approach in finding the vertices that can be instrumented in order to distinguish them at the time of sampling. It tries to find the distinct vertices on the paths or set of vertices that can manipulate a bit either by setting or clearing, so that the paths are distinguishable at the time of sampling.

Terminology and Definitions. $G$ is the control flow graph. $p_1$ and $p_2$ are the two intersecting paths. $G'$ is the instrumented control flow graph that has successfully solved the instrumentation problem. We denote $V(p)$ to represent the set of vertices that lie on the path $p$.

The function $ftlo^#_p : V(p) \rightarrow \mathbb{Z}^+$ (finish time of last occurrence) is a hash function that maps each unique vertex $v$ that lies on path $p$ to the finish time of the last occurrence of $v$ on path $p$. For example, let $p = [A \rightarrow B \rightarrow B \rightarrow A]$ and each basic block have a BCET of 1 time unit, $ftlo_p^#(A) = 4$ and $ftlo_p^#(B) = 3$, implying that the finish time of last occurrence of $A$ on path $p$ is 4 and finish time of last occurrence of $B$ on path $p$ is 3.

Function 1 shows the algorithm for BITVEC. We first calculate $\delta$, which is the set difference between the union set of $V(p_1)$ and $V(p_2)$ and the intersection set of $V(p_1)$ and $V(p_2)$. If the set $\delta$ contains elements, then we pick one of the vertices from $\delta$ for instrumentation; otherwise, we need to investigate whether BITVEC can successfully instrument the path pair.
If \( \delta \) is empty, then we check \( C_{2}^{\mid V(p)\mid} \) combinations of vertices on path \( p \) where \( p \) can be either \( p_1 \) or \( p_2 \) and store all pairs of vertices that satisfy the condition that one vertex distinctively occurs last on one path and the other distinctively occurs last on the other path, into a temporary set \( V_{able} \). On completion of checking all \( C_{2}^{\mid V(p)\mid} \) combinations of vertices, if \( V_{able} \) is empty, then BITVEC is unable to instrument the path pair (following Theorem 1). If \( V_{able} \) contains vertices, then we pick the first two of them since these were the first two vertices that differed.

The complexity of the algorithm is polynomial with respect to the number of vertices in \( V \). Calculating \( \delta \) is linear because represent each of the paths \( p_1 \) and \( p_2 \) as an array of bits of size \( \mid V \mid \) and perform bit operations to obtain union, intersection and difference operations. The nested for loop used for comparing \( C_{2}^{\mid V(p)\mid} \) combinations of vertices on path \( p \) where \( p \) is either \( p_1 \) or \( p_2 \) results in \( O(\mid V \mid^2) \) complexity.

**Theorem 1** (BITVEC Failure Condition). For two intersecting paths, \( p_1 \) and \( p_2 \), BITVEC will be unsuccessful in distinguishing the paths, if and only if the following conditions hold:

1. \( (V(p_1) \cup V(p_2)) - (V(p_1) \cap V(p_2)) = \emptyset \)
2. \( \exists v_1, v_2 \in \{V(p_1) \cup V(p_2)\} \text{ such that: } ftlo_{p_1}^\#(v_1) < ftlo_{p_1}^\#(v_2): \)
   \[ ftlo_{p_2}^\#(v_2) < ftlo_{p_2}^\#(v_1) \text{ for } v_1 \neq v_2 \]

**Proof.** Proof is in the form of two parts: if and only if.

**if:** We use a proof by contradiction method for one and two vertices. Assuming that the graph can be instrumented with the conditions mentioned above being true.

We assume to instrument one vertex. Assume that you find one instrumentable vertex that after instrumentation will distinguish the two paths. This vertex must be unique for the two paths. This clearly cannot hold, because condition one in the theorem states that such a vertex does not exist.

We assume to instrument two vertices. Assume that you find two instrumentable vertices that after instrumentation will distinguish the two paths. First, the two vertices
**Function 1 Instrument graph with BITVEC**

**Input:** Control flow graph $G$, paths $p_1$, $p_2$

**Output:** Instrumented control flow graph $G'$

1: $\delta \leftarrow (V(p_1) \cup V(p_2)) - (V(p_1) \cap V(p_2))$

2: if $\delta = \emptyset$ then

3: $V \leftarrow V(p_1)$

4: for $i = 0$ to $|V|$ do

5: for $j = i + 1$ to $|V|$ do

6: if $[\text{ftlo}_{p_1}(V[i]) < \text{ftlo}_{p_2}(V[j]) \&\& \text{ftlo}_{p_2}(V[j]) < \text{ftlo}_{p_1}(V[i])]$ || $[\text{ftlo}_{p_1}(V[i]) > \text{ftlo}_{p_2}(V[j]) \&\& \text{ftlo}_{p_2}(V[j]) > \text{ftlo}_{p_1}(V[i])]$ then

7: add $V[i]$ and $V[j]$ to $V_{able}$

8: end if

9: end for

10: end for

11: if $V_{able} = \emptyset$ then

12: BITVEC terminates

13: else

14: add first two vertices added to $V_{able}$ to $V_{instr}$

15: end if

16: else

17: add one vertex of $\delta$ to $V_{instr}$

18: end if

19: end if

20: if $|V_{instr}| = 2$ then

21: set a bit in one vertex, clear the same bit in the other vertex

22: end if

23: if $|V_{instr}| = 1$ then

24: set a bit for the vertex

25: end if

26: end if
must be shared between the paths (c.f., condition 1 in the Theorem). If you still find two such vertices, then the two vertices must set and clear a bit at distinct positions in the paths with no other vertex overwriting the bit in the remaining parts of the paths. There exist no such two vertices, because of condition 2 in the theorem.

We assume to instrument \( n \) vertices. Trying to instrument \( n \) vertices is similar to instrumenting one or two vertices. If the remainder of \( \frac{n}{2} \) is 1, then if we can instrument the paths, we will be able to also instrument them with one vertex only. If the remainder of \( \frac{n}{2} \) is 0, then if we can instrument the paths, with two vertices only. The argument for both cases is that if the \( n \)th vertex makes the difference, the algorithm would have found it as the first vertex to try; and if the \( n − 1 \)th and \( n \)th vertices make the different, the algorithm would have found them when trying to instrument with two vertices.

**only if:** We use a proof by contradiction for the ‘only if’ part. We assume that either 
\((V(p_1) ∪ V(p_2)) − (V(p_1) ∩ V(p_2)) \neq \emptyset \) or \( \exists v_1, v_2 ∈ \{V(p_1) ∪ V(p_2)\} \) such that \([ftlo_{p_1}^#(v_1) < ftlo_{p_2}^#(v_2)] ∧ [ftlo_{p_2}^#(v_2) < ftlo_{p_2}^#(v_1)]\) for \( v_1 \neq v_2 \) or both.

- Case 1 \((V(p_1) ∪ V(p_2)) − (V(p_1) ∩ V(p_2)) \neq \emptyset \): \((V(p_1) ∪ V(p_2))\) is the union of the set of vertices on paths \( p_1 \) and \( p_2 \). If \((V(p_1) ∪ V(p_2)) − (V(p_1) ∩ V(p_2)) \neq \emptyset \) then we have vertices present on either only \( p_1 \) or \( p_2 \). We can instrument any of these vertices to distinguish the two paths.

- Case 2 \( \exists v_1, v_2 ∈ \{V(p_1) ∪ V(p_2)\} \) such that \([ftlo_{p_1}^#(v_1) < ftlo_{p_2}^#(v_2)] ∧ [ftlo_{p_2}^#(v_2) < ftlo_{p_2}^#(v_1)]\) for \( v_1 \neq v_2 \): Since two such vertices exist, we can instrument one of these vertices to set a bit and instrument the other vertex to clear the same bit with the assurance that one won’t overwrite the other, hence making it distinguishable at the time of sampling.

- Case 3 \((V(p_1) ∪ V(p_2)) − (V(p_1) ∩ V(p_2)) \neq \emptyset \) and \( \exists v_1, v_2 ∈ \{V(p_1) ∪ V(p_2)\} \) such that \([ftlo_{p_1}^#(v_1) < ftlo_{p_1}^#(v_2)] ∧ [ftlo_{p_2}^#(v_2) < ftlo_{p_1}^#(v_1)]\) for \( v_1 \neq v_2 \): From Case 1 and Case 2, it follows that in Case 3, the paths can be instrumented.
From cases 1 to 3, it follows that if any of the two conditions in the theorem is true, then the paths can be instrumented and hence contradict the initial fact that the graph cannot be instrumented.

![Diagram](A \rightarrow B \rightarrow B \rightarrow C - - - -
\downarrow \ A - - - - \rightarrow B \rightarrow C)

**Figure 3.8:** Two paths that cannot be instrumented using **BITVEC**.

**Example 1.** Figure 3.8 shows two paths that cannot be instrumented using **BITVEC**. Note that vertex A and C has a delay of two, while B has a delay of 1. Given the two paths, we can compute the following elements:

- \( V(p_1) = \{A, B, C\} \)
- \( V(p_2) = \{A, B, C\} \)
- \( V(p_1) \cup V(p_2) = \{A, B, C\} \)
- \( V(p_1) \cap V(p_2) = \{A, B, C\} \)
- \( (V(p_1) \cup V(p_2)) - (V(p_1) \cap V(p_2)) = \emptyset \) (Condition 1 in Theorem 1)

As seen in Figure 3.8, condition 2 of Theorem 1 also holds as \( \forall v_1, v_2 \in \{V(p_1) \cup V(p_2)\} \) such that \( [\text{flo}_{p_1}^*(v_1) < \text{flo}_{p_1}^*(v_2)] \land [\text{flo}_{p_2}^*(v_2) < \text{flo}_{p_2}^*(v_1)] \) for \( v_1 \neq v_2 \). Since both conditions hold, the example cannot be instrumented with **BITVEC**.

Note that for example, the increment-based scheme is able to instrument this by simply incrementing a marker at B.

### 3.5.2 BITVEC\(^+\)

BITVEC\(^+\) also follows a greedy approach similar to BITVEC in finding vertices that can be instrumented so that the paths are distinguishable at the time of sampling. The only difference between BITVEC\(^+\) and BITVEC is that BITVEC\(^+\) uses increment based scheme for those cases where BITVEC fails. The advantage of BITVEC\(^+\) is a further increase in
the sampling period compared to BITVEC but introduces interference due to the use of increment based schemes.

**Terminology and Definitions.** The inputs, outputs and $ftlo_p^\#(v)$ are similar in structure to Function 1. The function $\delta_{freq}(p_1, p_2)$ of two paths calculates the set of vertices that occur differently often on the two paths considering also the state information in the vertex (in our case the marker values).

Function 2 shows the algorithm for BITVEC$^+$. We first calculate the $\delta_{freq}(p_1, p_2)$ and then remove all vertices shared between the two paths under consideration and assign this to $\delta'$. If the $\delta'$ set still contains elements, then we can pick one of the vertices for instrumentation; otherwise, we need to investigate whether BITVEC$^+$ can successfully instrument the path pair.

If $\delta'$ is empty, then we check $\binom{|V(p)|}{2}$ combinations of vertices on path $p$ where $p$ can be either path $p_1$ or path $p_2$ and store all pairs of vertices that satisfy the condition that one vertex distinctively occurs last on one path and the other distinctively occurs last on the other path, into a temporary set $V_{able}$. On completion of checking all $\binom{|V(p)|}{2}$ combinations of vertices, if $V_{able}$ is empty, then we check to see whether $\delta$ is an empty set or not. If $\delta$ is an empty set then BITVEC$^+$ is unable to instrument the path pair (following Theorem 2) otherwise, we pick up one vertex in $\delta$, initialize a marker $i$ at the starting vertex of $G$ and instrument this vertex with $i++$. If $V_{able}$ contains vertices, then we pick the first two of them.

The complexity of the algorithm is polynomial with respect to the number of vertices in $V$. Calculating $\delta_{freq}$ is linear, because it involves executing a single pass over both paths and counts how often vertices occur. It then subtracts the shared vertices between the paths and returns the delta set. The nested for loop used for comparing $\binom{|V(p)|}{2}$ combinations of vertices on path $p$ where $p$ is either $p_1$ or $p_2$ results in $O(|V|^2)$ complexity.

**Theorem 2 (BITVEC$^+$ Failure Condition).** *For two intersecting paths, $p_1$ and $p_2$, BITVEC$^+$ will be unsuccessful in distinguishing the paths, if and only if the following conditions hold:*

1. $\delta_{freq}(p_1, p_2) = \emptyset$
**Function 2** Instrument graph with BITVEC$^+$

**Input:** Control flow graph $G$, paths $p_1, p_2$

**Output:** Instrumented control flow graph $G'$

1: $\delta \leftarrow \delta_{\text{freq}}(p_1, p_2)$
2: $\delta' \leftarrow \delta - \{V(p_1) \cap V(p_2)\}$
3: if $\delta' = \emptyset$ then
4: $\mathcal{V} \leftarrow V(p_1)$
5: for $i = 0$ to $|\mathcal{V}|$ do
6: for $j = i + 1$ to $|\mathcal{V}|$ do
7: if $[\text{ftlo}^\#_{p_1}(\mathcal{V}[i]) < \text{ftlo}^\#_{p_1}(\mathcal{V}[j]) \&\& \text{ftlo}^\#_{p_2}(\mathcal{V}[j]) < \text{ftlo}^\#_{p_2}(\mathcal{V}[i])] \|$ \[124x448\]
8: \[124x448\] $[\text{ftlo}^\#_{p_1}(\mathcal{V}[i]) > \text{ftlo}^\#_{p_1}(\mathcal{V}[j]) \&\& \text{ftlo}^\#_{p_2}(\mathcal{V}[j]) > \text{ftlo}^\#_{p_2}(\mathcal{V}[i])]$ then
9: add $\mathcal{V}[i]$ and $\mathcal{V}[j]$ to $V_{\text{able}}$
10: end if
11: end for
12: end for
13: if $V_{\text{able}} = \emptyset$ then
14: if $\delta = \emptyset$ then
15: BITVEC$^+$ terminates
16: else
17: add one vertex of $\delta$ to $V_{\text{instr}}$ and set increment_flag to true
18: end if
19: else
20: add first two vertices added to $V_{\text{able}}$ to $V_{\text{instr}}$
21: end if
22: else
23: add one vertex of $\delta'$ to $V_{\text{instr}}$
24: end if
if increment_flag is true then
initialize marker $i$ at the starting vertex of $G$
perform $i++$ at $v \in V_{instr}$
else
if $|V_{instr}| = 2$ then
set a bit in one vertex, clear the same bit in the other vertex
end if
if $|V_{instr}| = 1$ then
set a bit for the vertex
end if
end if

2. $\not\exists v_1, v_2 \in \{V(p_1) \cup V(p_2)\}$ such that: $ftlo_{p_1}^\#(v_1) < ftlo_{p_1}^\#(v_2)$:
$ftlo_{p_2}^\#(v_2) < ftlo_{p_2}^\#(v_1)$ for $v_1 \neq v_2$

Proof. The condition $\delta_{freq}(p_1, p_2) = \emptyset$ signifies that the order of vertices on the path $p_1$ is a permutation of the order of vertices on path $p_2$. Hence, $(V(p_1) \cup V(p_2)) - (V(p_1) \cap V(p_2)) = \emptyset$. The proof trivially follows by combining Theorem 1 and the theorem on single path pair termination in [27].

Example 2. Figure 3.9 shows two paths that cannot be instrumented using BITVEC$^+$. Note that all the vertices have a delay of 1. Given the two paths, we can compute the following elements: $\delta_{freq}(p_1, p_2) = \emptyset$ (Condition 1 in Theorem 2).
As seen in Figure 3.9, condition 2 of Theorem 2 also holds as \( \exists v_1, v_2 \in \{ V(p_1) \cup V(p_2) \} \) such that \( ftlo_{p_1}^#(v_1) < ftlo_{p_1}^#(v_2) \) \( \land \) \( ftlo_{p_2}^#(v_2) < ftlo_{p_2}^#(v_1) \) for \( v_1 \neq v_2 \). Since both conditions hold, the example cannot be instrumented with BITVEC\(^+\).

3.6 Framework

To validate the theorems and the concepts of this work, we extended an existing instrumentation engine [27]. The instrumentation engine provides a framework to test different instrumentation schemes for the instrumentation problem defined above. We have added the BITVEC and BITVEC\(^+\) schemes to the instrumentation engine. The implementation of these schemes is as easy or as difficult as implementing a counter or the single increment scheme. The outputs of this engine are the instrumented vertices, the required execution time, the resulting sampling period, and the amount of extra memory used in the instrumented program.

3.7 Experimental Method

In this section, we discuss the parameters, metrics and the experimental setup used to compare the performance of BITVEC and BITVEC\(^+\) over the schemes introduced in related work [27].

For the input set, we generated about 5000 control flow graphs using a modified version of Task Graphs For Free [25]. Each control flow graph has on an average 114 basic blocks and 218 edges. The control flow graphs follow C program flows [65]. Control flow graphs of real programs from test benchmarks are future currently in progress. The parameters used for comparing BITVEC and BITVEC\(^+\) with other schemes are the input control flow graph and the instrumentation scheme (either increment based with 10 or 25 markers, BITVEC, or BITVEC\(^+\)). One experiment run works as follows: we first select a control flow graph and a scheme (either increment based with 10 or 25 markers, BITVEC, or BITVEC\(^+\)) and then pass them to the instrumentation engine. The engine computes the instrumented
control flow graph and returns the sampling period, vertices to instrument, the required execution time, and the amount of extra memory. We performed the computation on a standard dual-core workstation with 2GB of memory and the simulations took reasonable execution time (tens of seconds per step). Since the instrumentation process is performed offline, the actual execution time is negligible as long as it is tolerable for the developer.

The data successfully passed the integrity checks of the engine which were: (1) in BITVEC the increase in sampling period is strong monotonically increasing and (2) on average, the sampling period increases with the increase in the number of instrumentation steps.

The various metrics used for this experimentation are similar to those chosen in related work [27]; except that we chose the name monotonicity instead of usability. We describe the metrics in the sections below.

3.7.1 Instrumentation Performance Metric

To compare the performance of BITVEC and BITVEC+ over the increment schemes with 10 or 25 markers, we take the maximum sampling period achieved in each run per algorithm and sum them up: \( P = \sum \max(T_i) \). This metric is robust against direct and indirect interference defined in [27].

3.7.2 Monotonicity Metric

Monotonicity describes how often the sampling period decreases after an instrumentation step. This is important to know, because it means that although the instrumentation takes place (and overhead increases), the sampling period actually decreased. Related work calls this property usability. We use the following monotonicity metric to evaluate various heuristics: \( M = \frac{N}{\sum d_i} \) with

\[
d_i = \begin{cases} 
0 & \text{if } \text{run}_i - \text{run}_{i+1} \leq 0 \\
\text{run}_i - \text{run}_{i+1} & \text{otherwise}
\end{cases}
\]
The term $d_i$ denotes the decrement between two instrumentation steps $run_i$ and $run_{i+1}$, if the sampling period of $run_i$ is greater than the subsequent $run_{i+1}$. $\sum d_i$ denotes the sum of decrements in the entire instrumentation steps for a test case. $N$ denotes the number of the instrumentation steps. The decrement represents the interference introduced by instrumenting the vertices. Since monotonicity is the reciprocal of the sum of decrements, the lesser the sum of decrements, the greater the monotonicity of the strategy used.

### 3.7.3 Memory Use in the Instrumented Program

In contrast to related work, we also evaluate memory use in the instrumented program. As the schemes instrument the program, they progressively need more memory as they use new markers. While using more memory not necessarily invalidates approaches, we use this metric to evaluate the performance especially for schemes with low memory demands (e.g., single increment scheme). We compute the metric as follows: $mu = \frac{\Delta t}{mem}$.

### 3.8 Experimental Results and Analysis

We used the experimental methods as discussed in Section 3.7 to compare the results of the BITVEC and BITVEC$^+$ with the increment based schemes discussed in [27].

The instrumentation performance of BITVEC and BITVEC$^+$ are much better than the single and multi-increment schemes even if they use multiple markers. Figure 3.10 shows the comparison of instrumentation performance for different schemes relative to the single increment scheme, according to the performance metric defined in Subsection 3.7.1. The higher the sampling period, the better, resulting in lower overhead incurred. As seen in the graph, the BITVEC and BITVEC$^+$ perform nearly 1.75 and 2 times, respectively, faster than the single increment scheme.

Figure 3.11 shows the comparison of the sampling period of different schemes with the increase in the number of instrumentation steps. The x-axis shows the number of instrumentation steps (i.e., 50 times solving an instrumentation problem to increase the sampling period). The y-axis shows the achieved sampling period. The higher the sampling
Comparison of Instrumentation Performance of various heuristics normalized to Single Increment Scheme

Figure 3.10: Comparing achieved sampling period of different schemes

period, the better, because it results in lower overhead. The graph clearly shows the improvement in the sampling period using BITVEC$^+$ and BITVEC schemes over the other schemes as they level off much earlier. This is due to the fact that in BITVEC scheme, only the last change made to a bit on a path will be visible at the time of sampling and we try to find two different vertices that can be instrumented (one vertex to be assigned to set a bit and other vertex assigned to clear the same bit) such that one does not overwrite the bit once set or cleared by the other. Another reason for the increase in sampling period for BITVEC is the use of multiple bits to remember the past traces. BITVEC$^+$ shows further improvement compared to BITVEC due to the fact that BITVEC$^+$ can instrument more
Figure 3.11: Comparing achieved sampling period of different schemes

cases than BITVEC. The consequence of this result is that we can lower the overhead of sampling-based monitoring with the new schemes BITVEC and BITVEC+.

Figure 3.12 shows the progressive gain of sampling period over adding memory. The x-axis shows the number of instrumentation steps. The y-axis shows the ratio of sampling period to memory used. The higher the value, the more sampling period we receive for using memory in the instrumented application. In other words, the higher the value, the more efficiently we are using the available memory.

As the graph indicates, the single marker scheme performs best. The main reason is that, in the single marker scheme, the memory used for each instrumentation step is
Figure 3.12: Progressive gain of sampling period over adding memory

constant (one marker). Also, the sampling period increases as the instrumentation steps increases; hence, an increase in the ratio of sampling period to memory used. BITVEC and BITVEC\(^+\) attain lower values, as the number of instrumentation steps increases. This is due to the fact that BITVEC and BITVEC\(^+\) uses one bit of the bit vector in each instrumentation step. Interestingly, the multi-marker scheme also uses about the same amount of memory as BITVEC and BITVEC\(^+\); however, it fails to achieve similar performance (c.f., Figure 3.11). This experimentation result shows that the BITVEC and BITVEC\(^+\) scheme should be used in those systems where sufficient memory can be allotted for the bit vector.

The interference level of BITVEC is very low or none because BITVEC eliminates direct
as well as indirect interference to a great extent as conjectured in Section 3.5. Figure 3.13 shows the comparison of the interference levels of different schemes relative to BITVEC. The x-axis shows the different schemes. The y-axis shows the interference relative to BITVEC. The black bars in Figure 3.13 show the standard error of the mean. The figure shows that BITVEC has very good monotonicity as it eliminates all interference. This makes it useful for tooling, because users will never experience a drop in the sampling period as they use the tool.

The monotonicity of BITVEC is high because BITVEC eliminates both direct as well as indirect interference. The lesser the interference, the more is the monotonicity. Figure 3.14
Figure 3.14: All schemes leading to almost same sampling period
to 3.17 shows the monotonicity of certain interesting test cases. The x-axis shows the number of instrumentation steps. The y-axis shows the sampling period.

Figure 3.14 shows the monotonic increase in test case 140. Figure 3.14 shows a case where all the schemes attain the sampling period at the end of 50 steps. It can also be observed that the single increment scheme encounters more interference compared to other schemes as indicated by the two downward spikes.

Figure 3.15 shows test case 14. The case is interesting, because it shows the erratic behaviour of single increment schemes (see steps 10 to 50). Figure 3.15 shows that the BITVEC and BITVEC$^+$ both follow the technique until BITVEC must terminate. BITVEC ’s termination is due to its inability to further instrument. BITVEC$^+$ can continue, because it uses the single increment method for that particular problem. Since BITVEC$^+$ sometimes uses increment, one can see a drop in monotonicity in the scheme.

Figure 3.16 shows a case where the BITVEC and BITVEC$^+$ terminate at early instrumentation steps while single increment scheme continues to solve instrumentation problems upto 50 steps. One can reason out the occurrence of such a test case by the argument that, the instrumentations that BITVEC and BITVEC$^+$ pick while solving initial instrumentation problems were “smarter” than the instrumentations made by the single increment scheme, hence resulting in high sampling periods within 30 instrumentation steps. Another evi-
Figure 3.15: Single marker showing erratic behaviour.

dence of the “smart” decisions made by BITVEC and BITVEC+ over the single increment scheme is the high interference in the sampling period of the single increment scheme from steps 10 to 50.

Figure 3.17 shows a test case where BITVEC+ is far superior to the other techniques. BITVEC follows the same path as BITVEC+ until some point after which it can no longer instrument the paths. The single marker and 10 markers techniques are the almost the same with single marker having more interference.

<table>
<thead>
<tr>
<th>Name</th>
<th>Absolute Ratio</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Bitvec</td>
<td>205592</td>
<td>0.987</td>
</tr>
<tr>
<td>2 Increment</td>
<td>2621</td>
<td>0.013</td>
</tr>
</tbody>
</table>

Table 3.2: Comparing when one technique is superior than the other in the empirical data

Table 3.2 shows the comparison of the number of test cases where BITVEC was better than the increment scheme and vice versa. As shown in the table, BITVEC is superior to increment in 98.7% of the test cases used during experimentation while increment was superior in the remaining 1.3%. The reason behind the superiority of BITVEC over increment is that BITVEC can empirically instrument more cases than the single increment scheme.
Figure 3.16: BITVEC$^+$ and BITVEC instrumenting “smarter” than single increment scheme (See Theorem 1 vs the path pair termination in [27]). This result shows that BITVEC is reliable in producing higher sampling periods and hence reducing the overhead for sampling based monitoring.

3.9 Inference & Discussion

Some interesting observations can be made from the results obtained. We study the monotonic behaviour of BITVEC and BITVEC$^+$ and observe that these schemes on an average make better decisions (Figure 3.16) which solve a number of hidden paths, as mentioned in related work [27], hence suggesting that these schemes result in low overhead incurred on the application program.

The applicability of the BITVEC and BITVEC$^+$ schemes depend on the trade off between interference and sampling periods. If the user rejects the notion that applying more instrumentation may decrease the sampling period, then BITVEC is the primary choice for the algorithm. Whereas if the user accepts this behaviour, then BITVEC$^+$ is more suitable, because it will achieve better overall results. As clearly indicated in Figure 3.15, the graphs of BITVEC and BITVEC$^+$ are the same until a certain instrumentation step after which
BITVEC can no longer instrument while BITVEC+ uses increment based scheme to further instrument the graph. However, Figure 3.11 also shows that although BITVEC+ can achieve higher sampling periods compared to BITVEC, but it can introduce interference as indicated by a drop in Figure 3.15. Also, another observation is that adding a marker incurs only negligible overhead in code size and execution time since these are single statements, however, investigating the influence of these markers on different metrics is a potential area for future work.

Figure 3.17: BITVEC+ far superior than the others.
Chapter 4

Time-triggered Self Monitoring with Minimum Instrumentation

In this chapter, we introduce time-triggered self-monitoring [15], a technique that facilitates the program under inspection to self-sample itself periodically without maintaining an internal timer. In order to evaluate the effectiveness of the self-monitoring scheme, we compare the overhead incurred on the application program due to monitoring using the self-monitoring scheme and monitoring using the external time-triggered monitor. The organization of this chapter is as follows: in Section 4.1, we present the overview and background of time-triggered self monitoring. In Section 4.2, we formally define the notion of time-triggered self-monitoring and analyze the complexity of identifying the minimum number of instrumentation points for enabling self-monitoring. In Section 4.3, we introduce our SAT-based solution and the heuristic. We describe the framework used to instrument programs in order to facilitate it to self-sample itself periodically in Section 4.4. In Section 4.5, we discuss the experimental methods and settings. The results of experiments are analyzed in Section 4.6. Finally, in Section 4.7, we discuss the inference obtained as a result of studying time-triggered self-monitoring scheme.
4.1 Overview

Runtime monitoring aims at analyzing the well-being of a system at run time in order to detect errors and steer the system towards a healthy behavior. Such monitoring is a complementary technique to other approaches for ensuring correctness, such as exhaustive verification methods, model checking and theorem proving, as well as incomplete solutions, such as testing and debugging. This is because exhaustive verification often requires developing a rigorous, abstract model of the system and suffers from the state-explosion problem. Testing and debugging, on the other hand, provide us with under-approximated confidence about the correctness of a system, as these methods only check for the presence of defects under specific scenarios.

Most monitoring approaches in runtime verification are event-triggered. In these approaches, the occurrence of new events (e.g., change of value of a variable) triggers the monitor. This constant invocation of the monitor leads to unpredictable overhead and potentially bursts of monitoring intervention at run time. These defects can cause serious issues especially in real-time embedded safety/mission-critical systems. To tackle these drawbacks, in [14, 27], the authors propose time-triggered runtime verification and execution monitoring, where a time-triggered monitor runs as a separate process in parallel with an application program under scrutiny and samples the program’s state periodically to evaluate a set of properties. Applying this technique in a computing system results in obtaining bounded and predictable overhead. Gaining such characteristics for overhead is highly desirable for designing and engineering time-critical applications, such as safety-critical embedded systems.

Although time-triggered monitoring results in obtaining a monitor with predictable overhead and probe effects, it introduces certain complexities as well. For example, the monitor needs to run as a separate process or thread. The first drawback of such a structure is the high cost of context switching and synchronization. Moreover, synchronization data structures require the underlying operating system to provide kernel-level system call primitives and inter-process communication features. In fact, some of the widely used embedded environments (e.g., TinyOS) lack such multitasking features. Moreover, if the program under scrutiny is blocked (e.g., for I/O), the monitor continues trying to sam-
ple the program periodically. This will waste system resources. Furthermore, a monitor process coupled with a program creates a tight dependency between them at run time. For instance, if the monitor crashes while evaluating properties, it may never resume the program’s normal operation. Finally, since the monitor cannot directly read the state of the program, it will keep taking samples from the program even if no new events have occurred between two samples.

To address the aforementioned problems, in this chapter, we introduce a new concept called time-triggered self-monitoring. Our idea is to instrument the program under scrutiny with instructions in such a way that it self-samples (i.e., records the program’s state) itself periodically without maintaining an internal timer. In other words, the time-triggered monitor is weaved into the program. The main challenges in instrumenting the program for enabling self-monitoring are the following:

1. **(Correctness)** How should the program be instrumented such that the time interval between two successive self-sampling points does not exceed the desired sampling period? We assume that the sampling period is provided by the system designer based on the structure of the program under inspection and properties of interest (e.g., determined by the automated methods in [14, 27, 64, 52]).

2. **(Instrumentation optimality)** How can we minimize the overhead of instrumentation at run time while enabling time-triggered self-monitoring that respects the correctness condition?

3. **(Minimum deviation)** How should the program be instrumented such that execution of sampling instructions are as close as possible to the given sampling period in all execution paths?

Our approach works as follows for sequential programs. We formally define the concept of time-triggered self-monitoring in terms of the correctness and instrumentation optimality constraints mentioned above. In order to ensure correctness, we construct the program’s control-flow graph (CFG), where the weight of a vertex is its best-case execution time (BCET). Computing the sampling period of a CFG based on BCET of basic blocks is quite
realistic, as (1) all hardware vendors publish the BCET of their instruction set in terms of clock cycles, and (2) BCET is a conservative approximation and no execution occurs faster than that. Using vertex weights, one can design simple algorithms that identify vertices where self-sampling instructions should be added. These instructions simply read the state of the program (e.g., variable values, contents of stacks, register values, etc) and pass the state to a monitor function in the program for evaluating properties.

A naive approach to facilitate programs to *self-sample* itself is by instrumenting all the vertices in the control-flow graph of the program. Although this is an acceptable solution, it is desirable to have minimal impact of instrumentation on the code size and execution time of the program under scrutiny. To ensure optimal instrumentation, we require that the number of instrumented vertices in the control-flow graph is minimum. It is shown that the corresponding optimization decision procedure is NP-complete in the size of the program’s control-flow graph. To remedy the exponential complexity, we propose two approaches. First, we propose a mapping from our optimization problem to the Boolean satisfiability problem. This mapping enables us to utilize powerful SAT-solvers to solve our optimization problem. Secondly, we propose a heuristic that finds nearly optimal solutions to the problem.

We emphasize that we do not address the third constraint introduced above (i.e., minimum deviation) in this work. Also, our current approach works only for sequential programs. This is because enabling self-monitoring with optimal instrumentation requires analysis of the causal order of occurrence of events in a concurrent program for identifying optimal instrumentation points. We consider this to be part of the future work related to self-monitoring. Our method is fully implemented in a tool chain. The tool takes a C program as input and computes the instrumentation locations. We have conducted a set of experiments to compare the behavior of self-monitoring programs with their counterparts monitored by an external process. The experimental results show that self-monitored programs perform significantly faster than externally monitored programs. This is simply due to the elimination of the cost of synchronization and context switching for programs monitored by an external process.

It can be noted that instrumenting a program to add self-checking instructions is a commonly applied exercise by system designers and developers. Examples include asser-
tion instructions, exception handling, and even simple conditional statements to check the state of the program. The technique proposed in this work ensures that such instructions are executed within a certain time period at run time and that the number of inserted instructions is minimum.

4.2 Time-triggered Self-monitoring with Minimum Instrumentation

4.2.1 Problem Description

Time-triggered runtime monitoring \cite{27, 14} consist of a monitor and an application program under inspection. The monitor runs in parallel with the application program and interrupts the program execution at regular time intervals to observe the state of the program. This state could be formed by some variable values, stack values, register values, etc. The key advantage of this technique is obtaining bounded and predictable overhead incurred on the program execution. This overhead is inversely proportional to the sampling period at which the monitor samples the state of the program.

Although time-triggered monitors with interruptions have widely been used, they suffer from two main drawbacks:

- time-triggered interruptions introduce a large number of context switches to the system,
- if the program under inspection is blocked (e.g., waiting for I/O) the monitor keeps waking up to take samples from the program, and
- incorporating external monitors requires communication between at least two processes and synchronization data structures require the underlying operating system to provide kernel-level system call primitives and inter-process communication features.
These issues introduce additional but unnecessary overhead to the system. In addition, in the latter case, such primitives may possibly be unreliable in real-time settings. Moreover, some embedded environments such as TinyOS do not provide such primitives at all.

In order to eliminate the aforementioned overheads, we introduce the concept of time-triggered self-monitoring. Our idea is to remove the external time-triggered monitor and instrument the program under inspection by augmenting the program with instructions that self-sample the state of the program periodically for inspection without using an internal timer. Specifically, these instructions read the state of the program (e.g., a set of variables, registers, path markers, stack contents, etc) and call a function within the program for monitoring purposes. Moreover, the program execution time between each two successive samples must be at most the desired sampling period, given as an input parameter. For instance, for the program in Figure 4.1, where the sampling period is $SP = 2$, the goal is to augment the program with instructions that take a sample from the value of variable $x$, such that the execution time between each two successive samples is at most 2 time units.

We emphasize that, we assume that the sampling period be given as part of the inputs to an instrumentation algorithm for self-monitoring. The sampling period is provided by the system designer using automated techniques such markers, history variables, etc as described in related work [14, 27, 64, 52]. Thus, the process of obtaining a sampling period
is irrelevant to the algorithms that generate instrumentation schemes for enabling self-monitoring for a program. In other words, such algorithms only take a control-flow graph and a desired sampling period as input and return a set of vertices of the control-flow graph that need to be instrumented.

A naive solution to instrument a program for self-monitoring is as follows. One can insert self-sampling instructions at every vertex of the CFG, which take samples within the sampling period. However, in order to minimize the impact of instrumentation, it is desirable to insert the minimum number of self-sampling instructions in the program. Next, we formalize an optimization problem that captures minimum instrumentation that enables self-monitoring in a program for a given sampling period.

### 4.2.2 Complexity Analysis

Let $G = \langle V, v^0, A, w \rangle$ be the control-flow graph of a program and $SP$ be the sampling period at which the program has to be sampled. We define a control-flow graph (CFG) as follows:

**Definition 1.** The control-flow graph of a program $P$ is a weighted directed simple graph $CFG_P = \langle V, v^0, A, w \rangle$, where:
• $V$ is a set of vertices, each representing a basic block of $P$. Each basic block consists of a sequence of instructions in $P$.

• $v^0$ is the initial vertex with in degree 0, which represents the initial basic block of $P$.

• $A$ is a set of arcs of the form $(u, v)$, where $u, v \in V$. An arc $(u, v)$ exists in $A$, if and only if the execution of basic block $u$ can immediately lead to the execution of basic block $v$.

• $w$ is a function $w : A \rightarrow \mathbb{N}$, which defines a weight for each arc in $A$. The weight of an arc is the best-case execution time (BCET) of the source basic block.

For example, Figure 4.1 shows a simple C program with three basic blocks labeled $A$, $B$, and $C$. Figure 4.2 shows the control-flow graph of the program.

Let $\Pi_{v, v'}$ denote the set of all simple paths between two vertices $v$ and $v'$ in $V$ and $\Pi$ be the set of all paths in $G$. The length of a path $\pi$ (denoted $\text{Length}(\pi)$) is calculated as the sum of the weights of arcs present on $\pi$ using the function $w$.

Now, let $V : \Pi \rightarrow 2^V$ be the function that obtains the set of vertices on a path except the source and end vertices. Our goal is to find the minimum set of vertices $V' \subseteq V$, such that for any two vertices $v, v' \in V'$, the length of the longest path from $v$ to $v'$ that does not pass through a vertex $v'' \in V'$, where $v'' \neq v, v'$, is at most $SP$. The initial vertex $v^0$ is by default always present in $V'$. The set $V'$ identifies the basic blocks that need to be instrumented to augment the program with self-sampling instructions. We now show that this minimization problem is NP-complete.

**Instance.** A control-flow graph $G = (V, v^0, A, w)$, a sampling period $SP$, and a positive integer $k$, where $k \leq |V|$.

**Self-monitoring instrumentation decision problem (SMI).** Does there exist a set $V' \subseteq V$ of vertices such that:

- $|V'| \leq k$
• $v^0 \in V'$

• $\forall v, v' \in V' : \forall \pi \in \Pi_{v,v'} :$
  
  $\nexists v'' \in (V(\pi) \cap V') :$
  
  $\text{Length}(\pi) \leq SP.$

**Lemma 1.** *SMI is in NP.*

**Proof.** We need to show that given a solution to the problem, one can verify its correctness in polynomial-time. Given an instance of SMI and a set $V'$ of vertices as a certificate, we verify whether or not $V'$ solves the decision problem as follows. The first two conditions of SMI can be verified trivially. For the third condition, for every vertex $v \in V'$, we construct an $SP$-depth first tree (SPDFT) as follows. An $SP$-depth first tree of a vertex $v$ is a spanning tree rooted at $v$ obtained by applying depth-first search exploration on $G$, such that the length of any path of the tree that starts from $v$ and ends at a leaf is at most $SP$. Also, all forward and cross edges are preserved when a depth first search exploration is applied on $G$ to obtain the SPDFT of a vertex $v$.

Now, given a SPDFT rooted at vertex $v \in V'$, we check if there exists a path from $v$ to one of the leaves, such that this path does not include a vertex $v' \in V'$, where $v' \neq v$. If so, it means that after self-sampling in basic block $v$, there exists an execution path of the program where self-sampling does not occur within the given sampling period $SP$. Hence, the answer to the verification question is negative. Otherwise, starting from $v$, in all execution paths the program self-samples within $SP$ time units.

We repeat this procedure for all vertices in $V'$. If all vertices pass this verification successfully, the answer to the verification problem is affirmative. The complexity of the algorithms is $O(V^2)$ and, hence, SMI is a member of the class NP.

**Lemma 2.** *SMI is NP-hard.*

**Proof.** Now, we show that SMI is NP-hard. To this end, we reduce the *Minimum Vertex Cover Problem* (VC) to SMI. The minimum vertex cover problem is as follows [40]. Given a (directed or undirected) graph $G = \langle V, E \rangle$ and a positive integer $K$, the problem is to find a set $U \subseteq V$, such that $|U| \leq K$ and each edge in $E$ is incident to at least one vertex.
in $U$.

**Mapping.** Let directed graph $G_{vc} = \langle V_{vc}, E_{vc} \rangle$ and a positive integer $K$ be an instance of VC. We assume that the graph has a vertex $v_0^{vc}$ with in degree zero. This assumption does not change the complexity of VC. We can obtain an instance of SMI as follows:

- **Graph** $G_{smi} = \langle V_{smi}, v_0^{smi}, A_{smi}, w \rangle$, where
  - $V_{smi} = V_{vc}$
  - $v_0^{smi} = v_0^{vc}$
  - $A_{smi} = A_{vc}$
  - $w(a) = 1$ for all $a \in A_{smi}$

- Sampling period $SP = 2$, and
- $k = K$.

**Reduction.** We now prove that a solution to VC exists if and only if a solution to the obtained instance of SMI as prescribed above exists:

- $(\Rightarrow)$ Let $U \subseteq V$ be a solution to VC for graph $G_{vc} = \langle V_{vc}, E_{vc} \rangle$, such that $|U| \leq K$. Let $V'$ identical to $U$ be the solution to SMI for graph $G_{smi} = \langle V_{smi}, v_0^{smi}, A_{smi}, w \rangle$ and sampling period $SP = 2$. Thus, self-sampling instructions are added to the end of basic blocks in $U$. We now show that this solution is valid for SMI. First, we have $|U| \leq k$, as $k = K$ and $|U| \leq K$. Secondly, for any edge $e = (u, v) \in E$, either one of the incident vertices $u$ or $v$ must belong to $U$ or both $u$ and $v$ belong to $U$. In the former case, the number of edges on a path from either $u$ or $v$ to another vertex $v' \in V'$ will be 2. In the latter case, the number of edges on a path from either $u$ or $v$ to another vertex in $V'$ will be 1 since that would either be $v$ or $u$, respectively. Likewise, the number of edges between any two vertices in $V'$
is at most 2 by applying the same analogy to all edges in $E$. Hence, the set $U$ is an answer to the instance of SMI.

- $(\Leftarrow)$ Let $V'$ be a solution to the instance of SMI (i.e., the graph $G_{smi} = \langle V_{smi}, v^0_{smi}, A_{smi}, w \rangle$ and sampling period $SP = 2$). We show that $U$ identical to $V'$ is a solution to VC for the graph $G_{vc} = \langle V_{vc}, E_{vc} \rangle$. First, notice that we have $|V'| \leq K$, as $K = k$ and $|V'| \leq k$. Secondly, for any two vertices $v, v' \in V'$, the number of arcs on a path from $v$ to $v'$ that does not include a third vertex $v'' \in V'$ must be at most 2. Otherwise, $U$ is not a valid solution to SMI. For the case of length 2, one of the edges will be incident to $v$ and the other will be incident to $v'$. Since $v^0_{smi} \in V'$, it can be seen that all the arcs in $E_{vc}$ will be incident to at least one of the vertices in $U$ using the same analogy applied to all vertices in $U$ taken as pairs. Hence, $U$ is a vertex cover for graph $G_{vc}$.

\[\square\]

**Theorem 3.** SMI is NP-complete.

*Proof.* The proof of the theorem trivially follows from Lemmas 1 and 2. \[\square\]

### 4.3 Coping with the Exponential Complexity

As we showed in Section 4.2, the problem of identifying minimum set of instrumentation for a program to enable self-monitoring is NP-complete. To remedy the exponential complexity, in this section, we propose a SAT-based solution that finds an optimal solution to our problem and a greedy algorithm. We present these solutions in Subsections 4.3.1 and 4.3.2, respectively.

#### 4.3.1 A SAT-based Solution

In this subsection, we propose a transformation from the optimization problem presented in Section 4.2 (SMI) into the *Boolean satisfiability problem* (SAT); i.e., the problem of
assigning truth values to variables of a given Boolean formula to make the formula evaluate to logical true.

Let $G = (V, v^0, A, w)$ be a control-flow graph and $SP$ be a desired sampling period. We construct a SAT formula as follows. The set of Boolean variables in our SAT formula is:

$$X = \{x_v \mid v \in V\}.$$  

Our intention is that, if $x_v = true$, then basic block $v$ in $G$ will be instrumented with self-sampling instructions. Otherwise, basic block $v$ remains unchanged.

We now identify the constraints of the SAT formula. Let $v$ be a vertex in $V$ with out degree greater than 0. We construct the $SP$-depth first tree as described in the proof of Lemma 1 (i.e., a spanning tree rooted at $v$ obtained by applying depth first search exploration on graph $G$ while preserving all forward and cross edges, such that the length of any path from $v$ to its leaves is at most $SP$). Let $Ch : V \rightarrow 2^V$ denote a function that computes the set of child vertices of a vertex. The Boolean formula representing vertex $v$ is of the form:

$$F_v = (x_v \Rightarrow \bigwedge_{u \in Ch(v)} G_u^{SP-1}).$$  

Intuitively, $F_v$ captures the constraint that if a basic block $v$ is instrumented, then in all execution branches, a basic block within $SP - 1$ steps needs to be instrumented, as well. The latter proposition is specified by the conjunction of $G_u^{SP-1}$ formulas. For example, consider the 3-depth tree rooted at vertex $v_1$ in Figure 4.3. For this tree, by applying Constraint 4.1, we have $F_{v_1} = (x_{v_1} \Rightarrow G_{v_2}^{2} \land G_{v_3}^{2})$.

Formula $G$ is recursively defined as follows:

$$G_u^i = (x_u \lor \bigwedge_{w \in Ch(u)} G_w^{i-1}).$$  

i.e., either basic block $u$ is instrumented or in all execution branches starting from $u$, a basic block within $i - 1$ steps is instrumented. The termination condition of this formula
is $G^0_w = x_w$. For example, by applying Constraint 4.2, we have $G^2_{v_2} = x_{v_2} \lor [(x_{v_4} \lor (x_{v_7} \land x_{v_8})) \land (x_{v_5} \lor x_{v_9})]$ and $G^2_{v_3} = x_{v_3} \lor x_{v_6}$.

We add identical constraints for each vertex in the control-flow graph. Thus, our complete SAT formula is the following:

$$F = \bigwedge_{v \in V} F_v \quad (4.3)$$

Finally, our objective to minimize the number of instrumentations for self-sampling is the following (assuming that logical true has an integer value 1 and logical false has an integer value 0):

$$\text{minimize } \sum_{v \in V} x_v \quad (4.4)$$

i.e., by finding the minimum number of Boolean variables (respectively, vertices) whose truthfulness (respectively, instrumentation) makes the SAT formula true (respectively, enables self-monitoring in the control-flow graph). We note that although Constraint 4.4 is not a normal SAT constraint, one can implement such a constraint in modern solvers for satisfiability modulo theory (SMT) efficiently using a simple binary search algorithm.

**Special Case.** A special case occurs when the required sampling period is greater than the length of the longest execution path of the program. In such a case, both SAT-based and Greedy algorithms instrument only the root and the leaves of the program’s CFG. This results in the possibility that an execution path with length greater than the required sampling period exists if the CFG has any cycles or loops. The main reason for such a case to occur is due to the fact that the loop bound is not taken into consideration in the building of the CFG of the program. We solve this special case by instrumenting at least one vertex that lies on the execution path that constitutes the loop. We perform the same procedure for all the loops that exist in the program.
4.3.2 A Greedy Algorithm

In addition to our SAT-based solution, we also propose a simple greedy algorithm for instrumenting a given control-flow graph $G = \langle V, v^0, A, w \rangle$ with sampling period $SP$. The algorithm works as follows:

1. Initially, we let $U = \{v^0\}$ and $W = \{v^0\}$.
2. We construct $SP$-depth first trees (SPDFT) rooted at vertices in $U$ and set $U = \emptyset$.
3. Let $T$ be the set of all vertices and $R$ be the leaves of the tree constructed in Step 2.
4. We instrument the vertices in $R$ and we let $U = U \cup R$ and $W = W \cup T$.
5. We repeat Steps 2 and 3 until $W = V$. 

Figure 4.3: Example of a 3-depth first tree.
The only case where this algorithm may not instrument correctly is when a control-flow graph has cycles. To deal with cycles, one can find back-arcs and instrument vertices on cycles. The special case discussed in Subsection 4.3.1 also applies for the heuristic presented in this subsection.

4.4 Framework

In order to compare the performance of time-triggered self-monitoring with the widely used external monitored time-triggered monitoring scheme, we have implemented the self-monitoring scheme as a toolchain. The toolchain consists of 3 modules, CFG_Generator, Solution_Generator and Instrumentation_Generator. The inputs to the toolchain include the C program and the sampling period. The output is an instrumented program. The CFG_Generator takes the C program and generates the control-flow graph of the program. The control-flow graph and the sampling period are passed as inputs to the next module Solution_Generator. Depending on the optimality of the solution required, this module transforms the control-flow graph either to a SAT expression using the method described in Subsection 4.3.1 or uses the heuristic described in Subsection 4.3.2 to obtain an optimal or suboptimal solution, respectively. We utilize the SMT-solver Yices [3] to solve the SAT expression. In either case, we obtain the set of vertices of the control-flow graph that need to be instrumented with self-sampling instructions. Finally, we again pass the C program and the set of vertices of the CFG that needs to be instrumented with self-sampling instructions to the Instrumentation_Generator module. This module instruments the required vertices with self-sampling instructions and outputs the final instrumented code. The self-sampling instructions could be any verification task that the designer requires. For the purpose of experimentation, we assign the self-sampling instrumentation instructions to include storing the value of the most frequently used variable to an array to emulate a property verification task. The 3 modules described above are implemented in Java. Bash scripting is used to connect the inputs and outputs of the modules.
4.5 Experimental Methods and Setting

In this section, we present the experimental settings used for experimentation to evaluate the effectiveness and efficiency of time-triggered self-monitoring. In Section 4.6, we present the experimental results and analyze the results.

In order to compare our self-monitoring technique with external time-triggered monitoring, we deploy a time-triggered external monitor as follows. We use shared memory for the program and the monitor to exchange data between them. This data is basically the value of variables that change the truthfulness of a property in the program under inspection. The program is instrumented such that it writes the value of the most frequently used variable to the shared memory whenever the variable gets modified. The monitor periodically reads the shared memory and stores the values in an array, performing the same monitoring task as for the self-monitored program.

Our case studies are drawn from the Mälardalen [33] benchmark suite. All experiments in this section are conducted on a Dual-core ARM Cortex-A9 MPCore with Symmetric Multiprocessing (SMP) at 1 GHz each and 1 GB low-power DDR2 RAM under Ubuntu Linux with the default scheduling policy. Each case study is run in a loop of 1000 iterations for measurements and we ran each experiment 50 times to ensure that the collected data is sound and exhibits reliable confidence intervals.

The parameters used in performing the experimentation were input control-flow graph, required sampling period and the scheme used for solving the self-monitoring optimization problem. The various metrics considered for the experimentation are as follows:

4.5.1 Execution time of the instrumented program

In order to compare the self-monitoring scheme with the external time-triggered monitoring scheme, we compare the execution time of the program instrumented with self-sampling instructions against the execution time of the program monitored using an external monitor. Also, we compare the execution time of the monitored version of the program against the unmonitored version of the program in order to evaluate the overhead of the monitoring.
4.5.2 Context Switches

Since external time-triggered monitoring scheme requires an external monitor to run in parallel with the program, it is interesting to observe the number of context switches that occur as a result of monitoring a program using an external monitor. The context switches of the external time-triggered monitoring scheme are compared against the number of context switches encountered by the time-triggered self-monitoring scheme.

4.5.3 Code Size

We use this metric to compare the impact of instrumentation on the time-triggered self-monitoring scheme. This metric compares the code size of the program instrumented with self-sampling instructions against the code size of the time-triggered monitoring scheme using an external monitor.

4.5.4 Number of vertices picked for Self-Monitoring

We use this metric to compare the effectiveness of the heuristic with the optimal solution produced by the SAT-based solution. This metric compares the number of vertices instrumented with self-sampling instructions using the SAT-based solution described in Subsection 4.3.1 versus the heuristic described in Subsection 4.3.2.

4.6 Experimental Results and Analysis

In this section, we present the experimental results and subsequent analysis of the results applying the experimental methods described in Section 4.5.

4.6.1 Performance of the SAT-based and Greedy Techniques

First, we analyze the performance of our SAT-based (i.e., optimal) and greedy solution in terms of their capability in handling input control-flow graphs. Table 4.1 shows the chosen
<table>
<thead>
<tr>
<th>Case Study</th>
<th>Sampling Period (ns)</th>
<th>Size of CFG (Vertices)</th>
<th>SAT-based Solution</th>
<th>Greedy Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>No. of Vertices</td>
<td>% of Vertices</td>
</tr>
<tr>
<td>CNT</td>
<td>1000</td>
<td>28</td>
<td>5</td>
<td>17.85</td>
</tr>
<tr>
<td>InsertSort</td>
<td>1000</td>
<td>11</td>
<td>4</td>
<td>36.36</td>
</tr>
<tr>
<td>MATMULT</td>
<td>1000</td>
<td>29</td>
<td>7</td>
<td>24.13</td>
</tr>
<tr>
<td>FIBCALL</td>
<td>25</td>
<td>9</td>
<td>7</td>
<td>77.77</td>
</tr>
<tr>
<td>QURT</td>
<td>100</td>
<td>30</td>
<td>8</td>
<td>26.67</td>
</tr>
<tr>
<td>ADPCFM</td>
<td>1000</td>
<td>158</td>
<td>29</td>
<td>18.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No. of Vertices</td>
<td>% of Vertices</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>36.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>9</td>
<td>31.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>77.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td>66.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>70</td>
<td>44.3</td>
</tr>
</tbody>
</table>

Table 4.1: Comparing the number and percentage of vertices chosen for instrumentation for SAT-based and greedy techniques.

sampling periods and the size of the input control-flow graph in terms of the number of vertices. We note that the sampling periods are chosen based on two criteria, namely, the internal structure of the case studies and the requirement that the programs should be sampled at least once. It can be observed that on average, the size of the solution set obtained by using the greedy algorithm is nearly double the size of the solution set obtained by using the SAT-based method.

The time spent in obtaining the solution sets using the SAT-based approach and the greedy algorithm (not shown in Table 4.1) are comparable in most cases. The only exception was ADPCM with sampling period 1000ns. We ran the SAT-based method on ADPCM with sampling period 1000ns and it took nearly 4 hours to obtain a solution. This special case highlights the fact that in some cases, obtaining a near-optimal solution is more feasible than the optimal solution. For the cases where the data (number of vertices instrumented) for different sampling periods are equal, the corresponding row is omitted in Table 4.1. Obtaining equal data for different sampling periods is due to the fact that the sampling period is greater than the execution time of the program. In this case, only
the root, leaves, and at least one vertex for each loop that lies on the execution path that constitutes the loop, of the program’s CFG would be instrumented. Thus, increasing the sampling period results in obtaining the same size of vertices for instrumentation.

![Context Switches](image.jpg)

**Figure 4.4:** Results on reduction of context switching (in log scale).

### 4.6.2 Analysis of Self-monitoring Overhead

We now analyze the impact of instrumentation on performance in terms of the number of context switches and execution time of programs under inspection. Figure 4.4 compares the number of context switches in execution of our case studies using the external monitor against the self-monitored programs instrumented by the SAT-based approach and the greedy algorithm. Note that the bar chart in Figure 4.4 is in logarithmic scale. As can be seen, the number of context switches incurred using external monitoring is higher than self-monitoring in orders of magnitude. This result simply shows that self-monitoring is highly preferred in a real-time setting, where non-determinism is not desirable. Also, the number of context switches incurred in the original unmonitored program and self-monitored programs instrumented by SAT-based and greedy approaches are very close. In other words, self-monitoring can significantly assist in preserving the predictability of the program under inspection. Note that in Figure 4.4 the error bars represent the standard error of mean (SEM).
Figure 4.5 compares the total execution time of our case studies (in microseconds) for the original unmonitored program and three different monitoring techniques: (1) using an external monitor, (2) self-monitoring program instrumented by the SAT-based approach (SMSAT), and (3) self-monitoring program instrumented by our greedy algorithm. Note that the bar chart in Figure 4.5 is also in logarithmic scale. As can be seen in Figure 4.5, the total execution time of programs monitored by an external process is significantly higher than the execution of their self-monitored counterparts. More specifically, self-monitored programs instrumented using the SAT-based method are on average 2 times faster than externally monitored programs. And, self-monitored programs instrumented using the greedy approach are on average 1.6 times faster than externally monitored versions. It can also be observed that self-monitored programs instrumented using the SAT-based method run on an average 2 times slower than their unmonitored counterparts. Also, note that in Figure 4.5 the error bars represent the standard error of mean (SEM).

4.7 Inference & Discussion

In this chapter, we proposed a new technique for runtime monitoring called time-triggered self-monitoring. This technique aims at reducing the overheads incurred at time-triggered monitoring using an external monitor process. In time-triggered external monitoring, the
monitor runs in parallel with the program and samples the program state periodically to evaluate a set of properties. Incorporating such an external process increases the overhead due to inter-process communication and context switching costs. Moreover, self-monitoring remedies the tight dependency between the program and monitor at run time, making it more resilient to faults and unreliability of kernel-level synchronization system calls in real-time settings. Furthermore, self-monitoring can be deployed in embedded environments, where multi-tasking features are not necessarily assumed (e.g., in TinyOS). Moreover, since time-triggered monitoring provides us with bounded and predictable overhead, it is suitable for time-sensitive platforms, where violation of timing constraints may lead to catastrophic consequences.

Our self-monitoring technique instruments a program under scrutiny with instructions in such a way that the program *self-samples* itself periodically. Moreover, self-sampling instrumentation ensures that (1) the time interval between two successive self-sampling points does not exceed the desired sampling period, and (2) minimum number of self-sampling points is introduced to the program. Our experiments show that self-monitored programs perform significantly faster than their counterparts monitored by an external monitor. Moreover, the binary code size and the number of context switches occurred in self-monitored programs are substantially less than externally monitored programs.

Some of the interesting next steps include self-monitoring in the context of concurrent programs. Our current method cannot handle concurrent programs, as identifying self-sampling points in the program require causal relation analysis of the program’s threads and processes. Another direction is to strengthen our optimization problem such that self-sampling instructions use their time budget optimally (see the minimum deviation criterion in Section 4.1); i.e., the instructions execute as close as possible to the intended sampling points. Developing more sophisticated heuristics to tackle the exponential complexity of our optimization problem is also an interesting research problem.
Chapter 5

Conclusion

In software development, debugging is an important phase where developers detect and remove software defects from the program. It is a popular practice to use software instrumentation as the debugging technique in order to perform tracing and monitoring. Recently time-triggered based debugging has been suggested and is useful in performing tracing and runtime verification. Most of the current monitoring approaches used for runtime verification are event-triggered. The disadvantage of event-triggered monitoring is the constant invocation of the monitor leading to unpredictable overhead and potentially bursts of monitoring intervention at runtime.

Monitoring execution and tracing using sampling is an important technique for real-time embedded applications that need to meet the timing deadlines. The sampling-based approach permits computing the overhead and thus permits engineering the system. In the sampling-based approach, the major drawback is the overhead that originates from required high sampling rates. In the work proposed in Chapter 3, we have investigated several schemes for using markers to reduce the required sampling rate and thus reduce the overhead. Specifically, we have proposed the BITVEC and BITVEC\(^+\) schemes, established their failure conditions, and showed that they provide superior performance than related work with respect to increasing the sampling period and monotonicity.

Although, time-triggered external monitoring results in bounded overhead incurred on the program under inspection, it suffers several drawbacks. In time-triggered external
monitoring, the monitor runs in parallel with the program and samples the program state periodically to evaluate a set of properties. Incorporating such an external process increases the overhead due to inter-process communication and context switching costs. Moreover, there is a tight dependency between the program and monitor at run time, making it more resilient to faults and unreliability of kernel-level synchronization system calls in real-time settings. Furthermore, time-triggered external monitoring scheme requires the embedded environments to provide multi-tasking features.

To address the above aforementioned problems with time-triggered external monitoring, we proposed a new technique called **time-triggered self-monitoring** in Chapter 4. This technique aims at reducing the overheads incurred at time-triggered monitoring using an external monitor. Our self-monitoring technique instruments a program under scrutiny with instructions in such a way that the program *self-samples* itself periodically without maintaining an internal timer. Moreover, self-sampling instrumentation ensures that (1) the time interval between two successive self-sampling points does not exceed the desired sampling period, and (2) minimum number of self-sampling points is introduced to the program. We showed that solving this minimization problem is NP-complete in the size of the program’s control-flow graph. We subsequently proposed a SAT-based method that finds optimal solutions and a polynomial-time greedy algorithm that finds near-optimal solutions. Our experiments show that self-monitored programs perform significantly better than their counterparts monitored by an external monitor. Moreover, the binary code size and the number of context switches occurred in self-monitored programs are substantially less than externally monitored programs.

In general, developers can use any of the time-triggered monitoring schemes discussed in the work presented in this thesis, to debug and monitor their embedded systems for safety-critical as well as other properties of interest.

### 5.1 Future Work

Future work with respect to time-triggered execution monitoring would include investigating a new technique where different instrumentation schemes are used based on the best
applicability given the current instrumentation problem to be solved. It would be interesting to observe the impact of such an instrumentation scheme on the gain of sampling period and monotonicity.

For future work with respect to time-triggered self-monitoring, we are considering several research directions. An important direction is self-monitoring in the context of concurrent programs. Our current method cannot handle concurrent programs, as identifying self-sampling points in the program require causal relation analysis of the program’s threads and processes. Another direction is to strengthen our optimization problem such that self-sampling instructions use their time budget optimally (see the minimum deviation criterion in Section 4.1); i.e., the instructions execute as close as possible to the intended sampling points. Developing more sophisticated heuristics to tackle the exponential complexity of our optimization problem is also an interesting research problem.
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