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Abstract

This thesis describes the back action of microwave-photon detection via a Josephson photomultiplier (JPM), a superconducting qubit coupled strongly to a high-quality microwave cavity, and the applications of these devices. The back action operator depends qualitatively on the duration of the measurement interval, resembling the regular photon annihilation operator at short interaction times and approaching a variant of the photon subtraction operator at long times. The optimal operating conditions of the JPM differ from those considered optimal for processing and storing of quantum information, in that a short $T_2$ of the JPM suppresses the cavity dephasing incurred during measurement. Understanding this back action opens the possibility to perform multiple JPM measurements on the same state, hence performing efficient state tomography. In addition, this thesis describes the creation of non-classical states of microwave radiation via single photon detection using JPMs. When operated in the low $T_2$ regime, the back action of a JPM resembles the photon subtraction operator. Using the non-linearity of this back action, it is possible to create non-classical states of microwave radiation, including squeezed vacuum and odd Schrödinger cat states, starting from a coherent state.
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Chapter 1

Introduction

1.1 Quantum Information Theory and Computing

The application of quantum mechanics to information theory and practice, such as to the tasks of computation and communication, is the field of quantum information. In many cases, the quantum information theoretic solution to an information theory problem has been shown to be more advantageous than the solution from classical information theory. For example, there exist problems which quantum computers are capable of solving faster than their classical counterparts, with this speed-up being exponential in some cases. In addition, quantum computers are also capable of efficiently simulating quantum systems, something that classical computers are incapable of doing. For more information on quantum computing algorithms, and other aspects of quantum information, see reference [1].

The general circuit model for quantum computing consists of qubits (the quantum analog of classical bits) acted upon by the quantum gates in the circuit. Qubits are controllable two level (or approximately two level) quantum systems, and as their evolution is described by the Schrödinger equation, the quantum gates must be unitary, and therefore reversible. This can
be expressed mathematically as

$$|\psi_{\text{final}}\rangle = \hat{U}_N \hat{U}_{N-1} \cdots \hat{U}_2 \hat{U}_1 |\psi_{\text{initial}}\rangle$$  \hspace{1cm} (1.1)$$

where $\hat{U}_i$ is the unitary matrix representing the $i$'th quantum gate. After the desired operations have been performed, the qubits are measured, and the result of the computation obtained.

In many cases however, unitary evolution is insufficient to fully describe a quantum process. This occurs when there are incoherent processes present, such as measurement of auxiliary systems, or decay processes into the environment. To account for this, a more general formulation is needed. In general, we can describe the quantum process by a linear map (often referred to as a superoperator) that takes density matrices to density matrices

$$\rho_{\text{final}} = E(\rho_{\text{initial}})$$  \hspace{1cm} (1.2)$$

This map must satisfy two general properties to be a quantum process:

1. $\text{Tr}[E(\rho_{\text{initial}})] \leq 1$  \hspace{1cm} (1.3)$
2. $\langle \psi | E \otimes I_n (\rho'_{\text{initial}}) | \psi \rangle \geq 0 \ \forall \ |\psi\rangle \in \mathcal{H} \otimes \mathbb{C}^n \ \forall n \in \mathbb{Z}^+$  \hspace{1cm} (1.4)$

where $\rho'_{\text{initial}} \in \mathcal{H} \otimes \mathbb{C}^n$ and $I_n$ is the identity operation on $\mathbb{C}^n$.

The first property ensures that the probability of the quantum process occurring is at most unity (it will generally be less then unity when the process involves measurements), and the second property expresses the fact that the final density matrix is not only positive but completely positive. These properties ensure that $E(.)$ maps the set of density matrices into itself. A map that satisfies these conditions is referred to as completely positive (CP), and a map that also saturates equation (1.3) is referred to as completely positive and trace preserving (CPTP).

Quantum processes are often represented by what are known as Kraus
operators, which are a set of operators $\{\hat{A}_i\}^D_{i=1}$ that satisfy
\[
E(\rho) = \sum_i^D \hat{A}_i \rho \hat{A}_i^\dagger
\]  \hspace{1cm} (1.5)
where $D \leq \text{dim}(\mathcal{H})^2$ for $\rho \in \mathcal{L}(\mathcal{H})$. For a given quantum process, the set of Kraus operators is not unique, and there may exist several distinct sets of operators that satisfy equation (1.5).

Experimentally determining the nature of a quantum process is a task known as quantum process tomography, the goal of which is to obtain a supermatrix that completely describes the action of the map $E(.)$ on density matrices. There are many possible supermatrices that can be chosen, and in this thesis the $\chi$-matrix, a common choice, will be used. The $\chi$-matrix is defined by
\[
E(\rho) = \sum_{ij} \chi_{ij} B_i \rho B_j^\dagger
\]  \hspace{1cm} (1.6)
where $\{\hat{B}_i\}^\text{dim}(\mathcal{H})^2_{i=1}$ is a basis for $\mathcal{L}(\mathcal{H})$. The Kraus operators can very easily be obtained from the $\chi$-matrix, as is discussed in section A.2.

Further information on quantum processes can be found in reference [1], and the methodology used to describe the dynamics of general quantum process (i.e. the nature of the map $E(.)$) will be discussed in section 1.3.

1.2 Circuit Quantum Electrodynamics

Circuit quantum electrodynamics (circuit QED) is the study of the interaction between electrical circuits and electromagnetic radiation in the quantum regime. It is analogous to cavity quantum electrodynamics, with microwave frequency resonators taking the place of optical cavities, and superconducting electrical circuits forming the artificial “atoms”. The study
of circuit QED led to the development of superconducting qubits, one proposed architecture for applications in quantum information processing, such as quantum computing.

For the purposes of this thesis, we will consider a single mode microwave resonator operating in the quantum regime. To develop a quantum theory of such a resonator we will follow the methodology of [2] (another good reference is [3]). We begin by decomposing the electric and magnetic fields into their spatial and temporal components (in the absence of any charges or currents, and ignoring polarization) as

\[ E = \xi(\vec{r})e(t) \quad (1.7) \]
\[ B = \frac{1}{k} \left( \nabla \times \xi(\vec{r}) \right) b(t) \quad (1.8) \]

where \( k \) is the wave number. In this description, Maxwell’s equations reduce to two equations for the temporal components

\[ \dot{e}(t) = ckb(t) \quad (1.9) \]
\[ \dot{b}(t) = -cke(t) \quad (1.10) \]

where \( c \) is the speed of light in the resonator material. By the change of coordinates

\[ q(t) = \frac{1}{\sqrt{4\pi ck}} b(t) \quad (1.11) \]
\[ p(t) = \frac{1}{\sqrt{4\pi}} e(t) \quad (1.12) \]

we can transform equations (1.9) and (1.10) into a pair of equations consistent with the Hamiltonian

\[ H = \frac{1}{2}p(t)^2 + \frac{c^2k^2}{2}q(t)^2. \quad (1.13) \]

The Hamiltonian in equation (1.13) is that of a harmonic oscillator with “position” \( p(t) \), and “momentum” \( q(t) \). Quantizing this Hamiltonian as is
normally done for a harmonic oscillator, we obtain the quantized Hamiltonian of a microwave resonator expressed in terms of the creation and annihilation operators

\[ \hat{H} = \hbar \omega \left( \hat{a}^\dagger \hat{a} + \frac{1}{2} \right), \tag{1.14} \]

where \( \omega = ck \). The ladder states of the microwave resonator are referred to as Fock states.

As explained in section 1.1, a qubit must be a two level system or an approximately two level system, i.e. one where two levels can be addressed independently of the others. This is obviously not the case for the harmonic level structure of a microwave resonator. In cavity QED atoms are used as qubits, as the anharmonic energy spectrum of atomic energy levels makes addressing only two levels straightforward. This is not so simple to achieve in circuit QED, since the linear nature of most circuit elements leads to harmonic energy level spacing. A non-linear circuit element is therefore needed, and for this purpose, the Josephson Junction is used.

A Josephson Junction consists of two layers of superconducting material separated by a layer of non-superconducting material. One would expect no current flow through such a junction, however, due to quantum tunnelling, Cooper pairs can cross the insulting barrier, and this leads to a non-zero current across the junction. This current is given by the first Josephson equation

\[ I = I_c \sin \phi \tag{1.15} \]

where \( \phi \) is the phase difference between the superconducting layers, and \( I_c \) is the critical current. If a current above \( I_c \) is applied to the Josephson junction, superconductivity breaks down, and equation (1.15) is no longer valid. The voltage across the junction is described by the second Josephson equation

\[ V = \frac{\Phi_0}{2\pi} \phi \tag{1.16} \]
where $\Phi_0 = \frac{\hbar}{2e}$ is the magnetic flux quantum for superconductors. In light of these equations, the Josephson junction can be modelled as a non-linear inductor in parallel with a capacitor, $C_J$.

Using Josephson junctions it is possible to build superconducting electrical circuits that have anharmonic energy spectra, and in so doing create superconducting qubits. There are three main classes of superconducting qubits, and this thesis will focus exclusively on one of them, the phase qubit. The phase qubit is a current biased Josephson junction, the circuit diagram for which is shown in figure 1.1.

![Figure 1.1: The circuit diagram for a phase qubit, where $I_b$ is the applied bias current, and $\phi$ is the superconducting phase difference across the Josephson Junction.](image)

Using Kirchhoff’s laws and equations (1.15) and (1.16) we can derive the following classical equation of motion for the phase qubit

$$I_b = I_c \sin \phi + C_J \frac{\Phi_0}{2\pi} \dot{\phi},$$

(1.17)

which then leads to the Lagrangian

$$\mathcal{L} (\dot{\phi}, \phi) = \frac{C_J}{2} \left( \frac{\Phi_0}{2\pi} \right)^2 \dot{\phi}^2 + E_J \cos \phi + I_b \frac{\Phi_0}{2\pi} \phi,$$

(1.18)
where \( E_J = \frac{\Phi_0}{2\pi} I_c \) is the Josephson energy.

To determine the Hamiltonian for the phase qubit, we define the conjugate momentum of \( \phi \), \( P_\phi = C_J \left( \frac{\Phi_0}{2\pi} \right)^2 \dot{\phi} \). The conjugate momentum is in fact proportional to the Cooper pair difference across the Josephson Junction, \( \hbar n = P_\phi \). If we impose the quantization condition \( [\hat{\phi}, \hat{n}] = i\hbar \), where phase and number are now quantum operators instead of classical variables, we obtain the following quantum mechanical Hamiltonian for the phase qubit

\[
\hat{H} = E_c \hat{n}^2 - V(\hat{\phi}),
\]

where \( E_c = \frac{(2e)^2}{2C_J} \) is the charging energy, and

\[
V(\hat{\phi}) = -E_J \cos \hat{\phi} - I_b \frac{\Phi_0}{2\pi} \phi.
\]

The phase qubit potential of equation (1.20) is referred to as a tilted cosine washboard potential, and has the shape shown in figure 1.2. This

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig1.2.png}
\caption{The tilted cosine washboard potential of a phase qubit, showing the ground and first excited state, and the finite incoherent tunnel rates out of these states.}
\end{figure}

potential contains a series of anharmonic potential wells, in each of which
there are quasi-bound quantum states. We choose the ground an first excited state of one such potential well as the logical states of the phase qubit. Since the potential is anharmonic, the transition between these states can be addressed without affecting higher excitation levels.

As can be seen in figure 1.2, due to quantum tunnelling, these quasi-bound states have finite rates at which they can escape the potential well. This rate increases exponentially with excitation number in the well, and can be controlled by changing the barrier height, via manipulating the bias current $I_b$. This incoherent tunnelling will form the cornerstone of the rest of this thesis.

Now all that remains to be described to characterize our system is the interaction between the microwave resonator and the phase qubit. Restricting to the single potential well of the phase qubit that contains the logical states, we can describe the self evolution of the phase qubit by the Hamiltonian $\hat{H}_Q = \hbar \omega_Q \hat{\sigma}_z$. In as similar manner as a real atom in a cavity, the “artificial” atom formed by our restriction of the phase qubit states will interact with the resonator via a dipole Hamiltonian of the form

$$\hat{H}_{\text{int}} = g \hat{\sigma}_x (\hat{a} + \hat{a}^\dagger) = g (\hat{\sigma}_+ + \hat{\sigma}_-) (\hat{a} + \hat{a}^\dagger),$$

(1.21)

were $g$ is the coupling strength, and we have introduced the raising/lowering operators for the qubit, $\sigma_{\pm}$.

If we assume that the resonator and phase qubit are near resonance, then we can perform the rotating wave approximation (provided $|g| \ll |\omega_Q|, |\omega_R|$) and remove fast oscillating terms in the interaction picture. The interaction between the phase qubit and the microwave resonator is now described by the Jaynes-Cummings Hamiltonian

$$\hat{H}_{\text{int}} = g (\hat{\sigma}_+ \hat{a} + \hat{\sigma}_- \hat{a}^\dagger)$$

(1.22)

which preserves the number of excitations in the total system.
1.3 Open Quantum Systems

In this section we generalize the concept of a quantum process to include
time dependence, in order to solve for the dynamics of a system interacting
incoherently with its environment. This section follows both [4] and [5],
which are excellent sources for further information.

We begin by defining a quantum dynamical semigroup, which is a con-
tinuous set of linear maps \{E_t\}, parameterized by the time, t, that satisfy
the following conditions:

1. \( \forall t, E_t \) is a CPTP map.
2. \( \text{Tr}[E_t(\rho)\hat{O}] \) is continuous in \( t \) for all valid \( \rho \) and any \( \hat{O} \in \mathcal{L}(\mathcal{H}) \).
3. \( E_t \) is Markovian, i.e. \( E_{t+\tau} = E_t \circ E_\tau \) and \( E_0 = \mathcal{I} \).

Here \( \mathcal{I}(\rho) = \rho \) is the identity map. We can express any member of a
quantum dynamical semigroup as \( E_t = e^{\hat{S}t} \) where \( \hat{S} \) is the generator of
the semigroup. Combining this with equation (1.2) allows us to define a
dynamical equation for the system state \( \rho_S(t) \)

\[
\dot{\rho}_S(t) = \hat{S}\rho_S(t). \tag{1.23}
\]

This is known as a Markovian quantum master equation.

The generator \( \hat{S} \) is itself a linear superoperator, and the most general
form of the right hand side of equation (1.23) is

\[
\hat{S}[\rho_S(t)] = -i[\hat{H}_S, \rho_S(t)] + \sum_\mu \gamma_\mu \left( \hat{J}_\mu \rho_S(t) \hat{J}_\mu^\dagger - \frac{1}{2} \{ \hat{J}_\mu^\dagger \hat{J}_\mu, \rho_S(t) \} \right). \tag{1.24}
\]

The first term in equation (1.24) is just the Liouville-von Neumann equation
for coherent evolution under the action of the system Hamiltonian \( \hat{H}_S \). Each
component in the sum of the second term is referred to as a dissipator, and each contains a Lindblad operator $\hat{J}_\mu$.

Each Lindblad operator, and its corresponding dissipator, describe a different incoherent process (e.g. energy relaxation, dephasing), usually involving interaction with the environment. The form of the Lindblad operator depends on the details of the incoherent process, and $\gamma_\mu$ describes the rate of this incoherent process. A master equation written in the form of equation (1.24) is said to be in Lindblad form.

It is possible to derive a Lindblad form master equation starting from a microscopic description of the system and its environment, $\rho(t)$, and their interaction Hamiltonian $\hat{H}_I(t)$. This process, described in [4], takes as its starting point the Liouville-von Neumann equation for the total system

$$\dot{\rho}(t) = -i \left[ \hat{H}_I(t), \rho(t) \right],$$

and then proceeds to trace out the environment, under a number of approximations, and finally arrive at an equation of the form of equation (1.24). The three key approximations are:

1. The Born Approximation: $\rho(t) \approx \rho_S(t) \otimes \rho_E$. The environment is only negligibly affected by its interaction with the system.

2. The Markov Approximation: The state of the system at time $\tau$ does not affect the dynamics of the system at time $t$. This implies that any memory effects in the environment dissipate on a timescale too short to observe.

3. The Rotating Wave Approximation

There are several ways to justify these approximations, and for the purpose of this thesis, we will assume the weak coupling limit. This implies that the coupling constant between the system and the environment is very small, and in this regime the Born-Markov approximation, and the RWA are valid.
1.4 Quantum States of Electromagnetic Radiation

The first set of quantum states of EM radiation of interest are the Fock states, which, as previously described, are the ladder states of the Hamiltonian $\hat{H} = \hbar \omega \hat{a}^\dagger \hat{a}$. They satisfy the relations
\begin{align}
\sqrt{n + 1} |n + 1\rangle &= \hat{a}^\dagger |n\rangle \\
\sqrt{n} |n - 1\rangle &= \hat{a} |n\rangle
\end{align}
(1.26) (1.27)
and are non-classical states of EM radiation, in that they cannot be generated by classical currents. The Fock state $|n\rangle$ corresponds to the quantum state of $n$ photons in the resonator, and the state $|0\rangle$ is the vacuum state.

The quantum states closest to classical states of EM radiation are known as the coherent states. They are defined by
\begin{align}
|\alpha\rangle &= e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle,
\end{align}
(1.28)
where $\alpha \in \mathbb{C}$ and $|\alpha|^2$ is the average photon number of the coherent state. They are the right eigenstates of the lowering operator, with eigenvalues $\alpha$, and can be thought of as the result of a classical driving field applied to the vacuum. This classical driving field is described by the displacement operator, $D(\alpha) = e^{\alpha \hat{a}^\dagger - \alpha^* \hat{a}}$, which satisfies the relations
\begin{align}
D(\alpha) |0\rangle &= |\alpha\rangle \\
D(\alpha) |\beta\rangle &= |\alpha + \beta\rangle
\end{align}
(1.29) (1.30)

Non-classical states of EM radiation are interesting for several reasons. From a purely foundational perspective, the creation of non-classical states is a direct test of the validity of quantum mechanics, and the creation of non-classical states on a macroscopic scale allows one to probe the quantum-classical transition. Non-classical EM states are also useful and often required for many applications in quantum communication and computation, in particular when entanglement is required.
Two non-classical EM states of particular interest are the even (+) and odd (−) Schrödinger cat states, which are superpositions of coherent states with opposite phase

\[ |\Psi_{\pm}\rangle = \frac{1}{\sqrt{N}} (|\alpha\rangle \pm |-\alpha\rangle). \]  

These states are interesting as they are superpositions of classical states, and so for large \(\alpha\) they represent macroscopic quantum superpositions, and thus, push the boundary of the quantum-classical transition.

A useful way to visualize quantum EM states is through the use of a quasi-probability distribution, which is a graphical representation of a quantum state as a two dimensional surface. There are several kinds of quasi-probability distributions, and the one chosen in this thesis is the Husimi \(Q\) function [6], defined by

\[ Q(\alpha) = \frac{1}{\pi} \langle \alpha | \rho | \alpha \rangle. \]  

As the coherent states form an over complete basis for Hilbert space, the \(Q\) function will completely characterize any state (the over complete nature of the coherent state basis is also the reason the \(Q\) function is not a true probability distribution).

Unlike some other quasi-probability distributions, the \(Q\) function exists for all valid quantum states, and is strictly non-negative and bounded. The \(Q\) function was chosen as it is a convenient way to describe quantum states that are superpositions of coherent states, as each coherent state component will form a peak in the distribution. As an example, the \(Q\) function of an odd Schrödinger cat state (with \(|\alpha| = 1\)) is shown in figure 1.3, and the two peak structure of the distribution is clearly visible.
Figure 1.3: This figure shows the Husimi $Q$ function for an odd Schrödinger cat state with $|\alpha| = 1$. The double peaked structure of the distribution, corresponding to the two coherent state components centred at $\alpha$ and $-\alpha$, is evident.
Chapter 2

Theory of Josephson Photomultipliers: Optimal Working Conditions and Back Action

2.1 Overview

The research presented in this chapter was done in collaboration with my supervisor Frank Wilhelm, as well as Emily Pritchett, Seth Merkel and Deanna Pineau. This chapter consists of the written record of this research, which has been accepted for publication, and can be found at (arXiv:1206.0360). The contents of this chapter were written in collaboration with the above mentioned, and in particular sections 2.2, and 2.7 were largely written or heavily edited by Frank Wilhelm and Emily Pritchett.

Section 2.4 presents a very general overview of the computational method used to simulate the evolution of a coupled JPM and microwave cavity. For a more detailed explanation of this method, as well as other methods initially applied to the problem, see appendix A.
2.2 Introduction

Recently, many of the benchmark experiments of cavity quantum electrodynamics (QED) [7, 8, 3, 9] have been reproduced with superconducting circuits [10, 11, 12, 13, 14, 15, 16, 17], which operate in the quantum regime via exchange of microwave-frequency excitations [18, 19, 20, 21, 22]. On these circuits, nonlinear devices couple to the microwave-frequency modes of transmission lines via ordinary circuit devices such as capacitors or inductors [23, 24, 25], much as atoms couple to modes of a resonant electromagnetic cavity. A fixed number of these artificial atoms can be fabricated in a given circuit, and their energy levels and interactions are tunable both at fabrication and during the course of an experiment. For these reasons, circuit-QED (cQED) receives attention both as a possible platform for scalable, universal quantum computing [26, 27] and for its ability to operate in regimes inaccessible by atomic cavity-QED [28, 29, 30, 31, 32, 33, 34, 35].

While many of the tools available in cavity-QED are straightforward to reproduce in the circuit analogue, the detection of single microwave-frequency photons proves challenging. Traditionally, the lower cutoff frequency of photon counters is determined by the work function or band gap of a certain material, which is at a minimum in the infrared range for stable materials. There are currently a few theoretical proposals for the construction of microwave photon counters [36, 37, 38], and recently it was demonstrated experimentally that a current-biased Josephson junction [39, 40, 41, 42, 43, 44] can be used to count microwave photons [45]. We refer to such a device as a Josephson photomultiplier (JPM), distinguishing it from a phase qubit [46, 47] because the optimal operating conditions for photon detection are different than those required for storage of quantum information.

Photon counters should be contrasted with amplifiers. While the former are sensitive to the intensity of the incoming radiation but not to the phase,
the latter amplify the quadratures of the signal. Even though commercial microwave amplifiers operate far from the quantum limit, researchers have recently demonstrated single-photon sensitivity in phase-preserving microwave amplification [48, 49, 50, 51, 52, 53, 54, 55, 56]. By contrast, phase-insensitive photon counters have proven useful in quantum optics for reconstruction of the quantum state of light as, for example, in homodyne tomography. Workarounds to microwave photon counting based on linear amplification have been formulated [57, 58] and demonstrated [59, 60, 61].

As microwave photon counters, JPMs have an important application in efficient quantum state tomography of microwave photon states. Given that measurement by a JPM provides only limited information – a click indicates the presence of one or more photons – the post-measurement state still contains coherent information about the initial state. Following the idea of quantum regression this post-measurement state is connected to the pre-measurement state by back action operators. Hence, if the back action operators are known, repeated measurements on a chain of post-measurement states can provide additional information about the original state.

In this chapter, we theoretically model the back action of the proposed JPM, obtaining the precise relation between pre- and post-measurement states. This knowledge may allow efficient state tomography [62, 63] including, for example, adaptive techniques [64], or any other application requiring knowledge of the post-measurement state. We note that our results are based on a very abstract model and thus extend to other detection schemes whereby a quantum two-level system strongly couples to a resonant linear oscillator, so long as the observable detection event involves incoherent tunnelling from an energy level of the two-level system (and not the oscillator). For example, this situation applies to some setups in atomic cavity QED. We include realistic estimations of the energy dissipation and dephasing rates of a JPM, showing that operating the JPM in the regime of
fast dephasing (short $T_2$) reduces the amount of dephasing incurred during measurement, and is thus advantageous.

In the following section, we discuss our model for the JPM. In section 2.4, we discuss the formalism of process tomography used to characterize the back action of the JPM. In section 2.5, we give the back action both numerically and analytically in a variety of instructive and/or experimentally relevant regimes. In section 2.6, we discuss how to extract the operating regime of the JPM by simple tests with coherent light. Finally, in section 2.7, we discuss the optimal working conditions of the JPM for the purpose of cavity state reconstruction.

### 2.3 Physical Model

A JPM consists of a current-biased Josephson junction (CBJJ) [39, 40, 41, 42, 43, 44] capacitively coupled to the microwave cavity of interest. The potential energy of a JPM, shown in figure 2.1, is

$$U(\phi) = -I_c \frac{\Phi_0}{2\pi} \cos \phi - I_b \frac{\Phi_0}{2\pi} \phi$$

where $I_c$ is the critical current of the junction externally biased by current $I_b$, $\phi$ is the superconducting phase difference across the junction, and $\Phi_0 = \frac{\hbar}{2e}$ is the magnetic flux quantum. We consider a junction biased such that the potential well contains only a few meta-stable states. All of these states can tunnel incoherently out of the potential well, but due to the exponential relationship between tunnelling rate and barrier height, the tunnelling rate for higher energy states is several orders of magnitude higher than that for the ground state (see chapter 1.2 for further information on phase qubits). Note that, in analogy to the phase qubit, the current source can be replaced by a large, flux-biased superconducting loop [65, 47].
Photon detection relies on an incident microwave photon to transition the JPM to its first excited state. This transition is enhanced by pulsing the bias current, bringing the energy level splitting of the ground and first excited state of the JPM on- or near-resonant with the microwave cavity. Once the JPM reaches its excited state, it tunnels more rapidly out of the metastable state. This tunnelling process is incoherent, resulting in a measurable voltage pulse in the circuit that is interpreted as the detection of a single photon \([41, 42, 44, 43, 45]\). By comparison, a related method of cavity state reconstruction determines the number of cavity photons present by the frequency of coherent oscillation between the cavity and a phase qubit \([29]\).

We assume that the JPM and cavity states are initially separable with the JPM in the lowest energy metastable state. Physically, this means that the JPM and microwave cavity must be brought on resonance adiabatically with respect to the JPM’s internal evolution, but non-adiabatically with respect to the cavity-JPM interaction. We describe the full system’s Hilbert space with tensor products of single mode cavity eigenstates and three detector states, \(\{|0\rangle_d, |1\rangle_d, |m\rangle_d\}\). The states \(|0\rangle_d\) and \(|1\rangle_d\) correspond to the ground
and first excited metastable states of the JPM, while the measured state \( |m\rangle_d \) is an amalgamation of the many possible states that the JPM can tunnel into incoherently, producing an observable output voltage.

It is possible to ignore the energy level structure of the states outside the logical potential well (and consider only a single state \( |m\rangle_d \)) provided that energy exchange between the logical well and these external states is a one way process. This is built into our model, as the JPM is allowed to tunnel only incoherently into the measured state, a process described by the Lindblad operator 2.5, and there is no coherent energy exchange between the logical states and the measured state (the operators \( \hat{\sigma}^{\pm} \) do not couple the logical states to the measured state). When these conditions are met, the details of the constituent states of the measured state will have no effect on the dynamics of the JPM.

The coherent interaction between the cavity and the JPM as well as the relevant incoherent processes (for example, tunnelling into the measured state, dephasing, and relaxation) are described by the quantum master equation

\[
\dot{\xi}(t) = \hat{S}[\xi(t)] = -i[\hat{H}, \xi(t)] + \sum_{\mu} \left( \hat{J}_{\mu} \xi(t) \hat{J}^{\dagger}_{\mu} - \frac{1}{2} \{ \hat{J}^{\dagger}_{\mu} \hat{J}_{\mu}, \xi(t) \} \right) \tag{2.2}
\]

where \( \xi(t) \) is the cavity-JPM system’s density matrix (see section 1.3 for further information on master equations). Here \( \hat{H} \) is the Jaynes-Cummings interaction (on resonance assumed)

\[
\hat{H} \equiv g(\hat{a}^{\dagger} \hat{\sigma}^{-} + \hat{a} \hat{\sigma}^{+}) \tag{2.3}
\]

where \( \hat{a} \) and \( \hat{a}^{\dagger} \) are the lowering and raising operator associated with the cavity mode, \( \hat{\sigma}^{\pm} \) are the lowering and raising operators between the states \( |0\rangle_d \) and \( |1\rangle_d \), and \( g \) is the coupling strength between the cavity and the JPM. Note that this Hamiltonian conserves total excitation number and
does not couple photons coherently to the measured state, which simplifies the following analysis.

A set of Linblad operators \( \{ \hat{J}_\mu \} \) describe the relevant incoherent processes.

\[
\hat{J}_1 \equiv \sqrt{\gamma_1} (\hat{I}_c \otimes |m\rangle \langle 1|_d) \quad (2.4)
\]
describes incoherent tunnelling out of the excited metastable state leaving one less excitation in the cavity, and thus corresponding to photon measurement. Tunnelling out of the metastable ground state is described by

\[
\hat{J}_0 \equiv \sqrt{\gamma_0} (\hat{I}_c \otimes |m\rangle \langle 0|_d) \quad (2.5)
\]
where \( \gamma_0 \) is the effective dark count rate since a measurement signal is produced without changing the number of excitations in the cavity. We also include Linblad operators to describe pure dephasing of the JPM over characteristic time \( T_2 \)

\[
\hat{J}_2 \equiv \frac{1}{\sqrt{T_2}} (\hat{I}_c \otimes |1\rangle \langle 1|_d) \quad (2.6)
\]
and energy relaxation from the excited state to the ground state of the JPM over characteristic time \( T_1 \)

\[
\hat{J}_3 \equiv \frac{1}{\sqrt{T_1}} (\hat{I}_c \otimes |0\rangle \langle 1|_d). \quad (2.7)
\]

In general the cavity decoheres as well [66, 67], but this happens slowly compared to other relevant timescales.

### 2.4 Process Tomography

For tomography of the process of cavity state measurement by a JPM, we calculate the Liouville supermatrix \( \mathcal{T}(t) \) generated by

\[
S \equiv -i \left( \hat{H} \otimes \hat{1} - \hat{1} \otimes \hat{H} \right) + \sum_\mu \left( \hat{J}_\mu \otimes \hat{J}_\mu^* - \frac{1}{2} \hat{J}_\mu^\dagger \hat{J}_\mu \otimes \hat{1} - \frac{1}{2} \hat{1} \otimes (\hat{J}_\mu^\dagger \hat{J}_\mu)^* \right),
\]

\[20\]
which transforms an arbitrary, vectorized initial cavity-JPM state to the solution of (2.2):
\[ \tilde{\xi}(t) = T(t)\tilde{\xi}(0) = e^{S_t}\tilde{\xi}(0). \]  

We then transform the Liouville supermatrix into the more commonly used \( \chi \)-matrix representation [1, 68], which, for a given basis \( \{\hat{E}_\mu\}_{\mu=0}^{N^2-1} \) of operator space \( \mathcal{L}(\mathcal{H}) \), satisfies
\[ \xi(t) = \sum_{\mu\nu=0}^{N^2-1} \chi_{\mu\nu}(t)\hat{E}_\mu\xi(0)\hat{E}_\nu^\dagger. \]  

In the standard basis, \( E_{\mu(\alpha,\beta)} \equiv |\alpha\rangle \langle \beta| \) where \( \mu(\alpha,\beta) \equiv (N \times \alpha) + \beta \) and \( \{|\alpha\rangle\}_{\alpha=0}^{N-1} \) is an eigenbasis of the full system’s noninteracting Hamiltonian, the \( \chi \)-matrix elements are simply
\[ \chi_{\mu(\alpha,\beta)\nu(\gamma,\delta)}(t) \equiv \chi_{\alpha\beta\gamma\delta}(t) = \langle \alpha| \left(e^{S_t}|\beta\rangle \langle \delta|\right)|\gamma\rangle \]  
and can be obtained by a permutation of the Liouville supermatrix elements: \( \chi_{\alpha\beta\gamma\delta} = T_{\alpha\gamma\beta\delta} \). In all calculations, we assume an initial state of the form
\[ \xi(0) = \rho_c(0) \otimes |0\rangle\langle 0|_d, \]  
a product state of the initial cavity state, \( \rho_c(0) \), and the lowest energy metastable state of the JPM. Preparation of this factorized state has already been described earlier (section 2.3).

We are interested in the back action of the JPM onto the cavity state conditioned on measurement outcome \( s \in \{0, 1, m\} \),
\[ \rho^s_c(t) = \frac{\langle s|e^{\hat{S}t}\xi(0)|s\rangle_d}{P^s(t)}, \]  
where \( P^s(t) \) normalizes the cavity state by the probability of obtaining JPM final state \( |s\rangle_d \). Only incoherent tunnelling into the measurement state is
allowed by our model, so no coherent superposition between the measured
and non-measured state is possible. Therefore, \( \rho_{s=m} \) gives the cavity state
after detection of a photon, and in the case that no photon is detected, the cavity will be in a mixture of the states with \( s = 0, 1 \). Each outcome
is completely described by an off-diagonal \( d_{\text{cav}}^2 \times d_{\text{cav}}^2 \) block of the full \( \chi \)-matrix, which is by itself a valid \( \chi \)-matrix of the isolated cavity. We label
these reduced \( \chi \)-matrices \( \chi^s \), which completely describe the evolution of an
arbitrary initial state \( \rho_c(0) \), in the case of measurement outcome \( s \).

2.5 Analytical and Numerical Solutions for the \( \chi \)-Matrix

2.5.1 No Tunnelling Model

To understand the back action of photon detection, we first consider a
simpler model where there are no incoherent processes, and measurement
of a photon corresponds to projecting the JPM onto its metastable excited
state \( |1\rangle_d \) (rather than \( |m\rangle_d \)). In this model, eq. (2.2) reduces to \( \dot{\xi}(t) = -i[H, \xi(t)] \), and the cavity conditioned on measurement outcome \( s \) at time \( t \) can be expressed in terms of a single time-dependent back action operator \( \hat{B}^s(t) \) acting only on the Hilbert space of the cavity:

\[
\rho_c^s(t) = \frac{\hat{B}^s(t)\xi(0)\hat{B}^s(t)\dagger}{P^s(t)}. \tag{2.13}
\]

Furthermore, in this model, the \( \hat{B}^s(t) \) are straightforward to calculate explicitly:

\[
\hat{B}^1(t) \equiv \langle 1|\xi(t)|0\rangle_d = -i \sum_{n=1}^{\infty} \sin(gt\sqrt{n}) |n - 1\rangle \langle n|_c \tag{2.14}
\]

\[
\hat{B}^0(t) \equiv \langle 0|\xi(t)|0\rangle_d = \sum_{n=0}^{\infty} \cos(gt\sqrt{n}) |n\rangle \langle n|_c. \tag{2.15}
\]
The cavity is initialized in a superposition of \( n \)-photon Fock states, and when only coherent cavity-JPM interaction is included, each \( n \)-photon Fock state in superposition will exchange a single excitation with the JPM at a Rabi frequency \( g\sqrt{n} \). Measurement projects the detector onto \( |0\rangle_d \) or \( |1\rangle_d \), modifying the cavity with back action \( \hat{B}^0(t) \) or \( \hat{B}^1(t) \), respectively. From these operators we obtain the average detection probability

\[
P^1(t) = \langle \hat{B}^1(t) \hat{B}^1(t) \rangle_0 = \sum_n P^1_n(t) \langle n | \rho_c(0) | n \rangle
\]  

(2.16)

where \( P^1_n(t) \equiv \sin^2(gt\sqrt{n}) \) is the detection probability when the \( n \)-photon Fock state is initially prepared.

It is possible, by averaging over repeated measurements at increasing time intervals, to distinguish Fock states and incoherent mixtures of Fock states by Fourier transforming the average detection probability \( P^1(t) \), as was demonstrated in ref. [69]; however, more sophisticated state tomography is required for resolving superpositions of Fock states. One approach is to displace the cavity state and reconstruct a convenient phase space description of its initial state, repeating measurements and averaging at every point in phase space that is resolved [29]. Here we look for a quantum description of the measured cavity state so that repeated measurements on a single input state can be used for a more efficient state tomography.

From the behavior of (2.14),

\[
\hat{B}^1 = (-igt) \hat{a} + \mathcal{O}(\sqrt{n}gt)^3,
\]  

(2.17)

we can see that at short-times (and finite \( n \)), the measurement back action is proportional to the photon lowering operator. Furthermore, at short times, different Fock states can be distinguished by their tunnelling rate into the detector, \( \Gamma_n \equiv g^2 n \). However, at longer times \( t \gtrsim t_n \equiv 1/g\sqrt{n} \), the oscillations from different Fock states become out of phase and difficult to
distinguish. This effect is described by the correction to the $\hat{a}$ operator in (2.17).

We note that back action is well-described by the lowering operator when the interaction times $t_n$ (for the largest occupied $n$) are the largest time scales of the system. This happens, for example, in the free photon regime where coupling strengths are very weak [70]. Also, we will later show that in the richer model where detection corresponds to tunnelling out of the $\langle 1|\rangle_d$ at the rate $\gamma_1$, the lowering operator is a good approximation to the back action for times shorter than the excited state tunnelling time $\gamma_1^{-1}$. To detect low-energy microwave photons, however, we need measurement times long compared to $t_n$ and $\gamma_1^{-1}$, and corrections to the lowering operator become important to fully understand the back action associated with photon detection.

### 2.5.2 Full (Tunnelling) Model

In the full model, a detection event corresponds to the detector incoherently tunnelling to the ‘measurement’ state $|m\rangle_d$, which corresponds to the JPM observably tunnelling from a metastable state to a near continuum of levels. The JPM does not reset to its initial state on a time scale comparable to the measurement interval and therefore can not resolve the total number of photons present in the cavity, only whether there is at least one present. Therefore, we do not expect the measurement back action on the cavity to be exactly the photon annihilation operator, but rather an operator of the form

$$\hat{B}_m = \sum_{n=1}^{\infty} |n - 1\rangle\langle n|.$$  \hspace{1cm} (2.18)

which we refer to as the subtraction operator. We note that this back action can be used to separate the number-dependent part of the annihilation
operator,
\[ \hat{a} \equiv \hat{B}_m \hat{N}^{1/2}, \] (2.19)
and was thus considered as the exponential of a quantum phase operator by Susskind and Glogower [71], but a currently more accepted unitary version was proposed by Pegg and Barnett [72].

While in the no-tunnelling model the measurement back action reflects undamped Rabi oscillations between the cavity and JPM, we expect these oscillations to be damped by incoherent tunnelling out of the metastable states of the JPM so that, when averaged over an entire measurement interval, the back action has the form of (2.18). Transitions occur from \(|n\rangle\) to \(|n - 1\rangle\) photon Fock states, with no preference on the number \(n\) of photons originally present. However, because the initial tunnelling rate depends on the number of photons present, and it takes time for this averaging effect to occur, we expect that for measurement intervals short compared to \(t_n\) and \(\gamma_1^{-1}\) the back action will more closely resemble that of the usual photon-number resolving annihilation operator.

To understand the distinguishing signatures of \(\hat{a}\) and \(\hat{B}_m\) in the framework of process tomography, it is instructive to examine the \(\chi^1\) matrices corresponding to each. Both will have
\[ \chi^1_{j-1jk-1k} \equiv \beta_{jk} \quad \forall j, k \in \{1, ..., N - 1\} \] (2.20)
non-zero, corresponding to superpositions of \(|j\rangle\) and \(|k\rangle\) photons transitioning to \(|j - 1\rangle\) and \(|k - 1\rangle\) photons. For a good photon detector, the number of excitation in a given Fock state is decreased by exactly one, therefore all other elements of \(\chi^1\) are zero. When the back action operator is \(\hat{a}\),
\[ \beta_{jk} = \sqrt{jk}, \] (2.21)
while for \(\hat{B}_m\),
\[ \beta_{jk} = 1 \] (2.22)
for all values of $j, k \in \{1, ..., N - 1\}$. In the following section, we numerically study the time-dependence of the $\beta_{jk}$ in our full physical model, using the values of $\beta_{jk}$ for known examples of back action models as a point of reference.

### 2.5.3 Numerical Simulations for the $\chi^1$ Matrix

#### Bare JPM

Here we present the $\chi^1$-matrix elements numerically generated using the Liouville supermatrix approach, first in the case of a bare detector experiencing no dark counts, dephasing, or energy dissipation ($\gamma_0 = 0$ and $T_1 = T_2 = \infty$). In this case, the $\chi^1$-matrix has the same nonzero elements as those for $\hat{a}$ and $\hat{B}_m$, labelled above as $\beta_{jk}$.

The $\beta_{jk}$ are plotted as a function of total measurement time ($t_m$) in figure 2.2 for $j, k \in \{1, 2, 3, 4\}$. As is demonstrated clearly by the diagonal $\alpha_j \equiv \beta_{jj}$ plotted in figure 2.2(a), the $\chi^1$-matrix elements show oscillatory behaviour at $n$-dependent frequencies, as in equation (2.14), $g\sqrt{n}$. Similarly, the off-diagonal elements also show oscillatory behaviour, as can be seen in figure 2.2(b).

In the long time limit, the diagonal elements all tend to unity as expected for a back action resembling the subtraction operator, however, the off-diagonal elements do not. This additional dephasing can be explained by the uncertainty in time of the switching event, which is of the order $\gamma_1^{-1}$. As the phase of the off-diagonal matrix elements precesses with frequencies proportional to $g$, this uncertainty gives a spread of the phase of size $g/\gamma_1$. We will later see how decoherence reduces this uncertainty, thus reducing the amount of dephasing incurred by measurement.
Pure Dephasing

We now consider a JPM that experiences pure dephasing between its ground and excited states, as would be described by a master equation including the Lindblad operator $\hat{J}_2$ of equation (2.6). In this case, the $\chi^1$-matrix has the same non-zero elements as that for the bare detector since the selection rules imposed by the conservation of excitation number are still valid. The bare detector and pure dephasing $\chi^1$-matrix elements are compared in figure 2.3, where the dephasing time has been chosen such that $\frac{1}{T_2} = 10 \gamma_1$, deep in the strong dephasing regime.

As can be seen in figure 2.3, decreasing the value of $T_2$ has multiple effects. On the one hand, the photon transfer from the cavity into the detector is slowed down by decreasing $T_2$, so at short time the $\chi^1$-matrix elements are smaller. Also, the coherent oscillations are damped as $T_2$ has the effect of turning the coherent tunnelling between the cavity and the JPM into an incoherent process, similar to the crossover from strong coupling cavity QED to the Purcell regime [3]. In fact, a phase Purcell effect has been discussed in [73, 74]. This affects both the diagonal and off-diagonal $\chi^1$-matrix elements.

Once the photon transfer efficiency is no longer a limiting factor, the asymptotic limit of the diagonal $\chi^1$-matrix elements is not affected by $T_2$. The off-diagonal elements saturate to a value that is set by measurement-induced dephasing which is lowered by short $T_2$ (as seen in figure 2.4(a)). This reduction in measurement-induced dephasing is due to the fact that $T_2$ turns the coherent tunnelling between cavity and JPM into an incoherent process, and thus reduces the phase precession of the off-diagonal elements and with it the uncertainty of these phases at the moment of measurement. Although the amount of dephasing decreases with decreasing $T_2$, the total measurement time required for the $\chi$-matrix elements to reach their asymptotic value increases, as shown in figure 2.4(b).
To further illuminate the effect of pure dephasing on a JPM we look at the probability of detection for a coherent state input and a one-photon Fock state input. In figure 2.5, we see that for both input states, dephasing suppresses the oscillations in detection probability exhibited by the bare JPM. These oscillations result from coherent excitation swapping (Rabi-type oscillations) between the cavity and JPM, and superpositions of an excitation in the JPM and in the resonator are subject to dephasing processes in the JPM. This pure dephasing turns coherent JPM-cavity oscillations into incoherent resonant tunnelling.

In the long time limit, both the dephased and bare JPM detect a photon with the same probability. Thus, it is not necessary to aim at long $T_2$ values for a JPM as one would for a phase qubit [46, 47]. On the contrary, we see that the dephasing incurred by measurement is smaller at short $T_2$, rendering it advantageous. A more detailed discussion about $T_2$ as an engineering parameter will be given in the end of the paper.

**Energy Relaxation of the JPM**

We consider a JPM experiencing energy dissipation, as described by a master equation including the Lindblad operator $\hat{J}_3$ of equation (2.7). In this situation, the JPM will also experience associated dephasing on a timescale $T_2 = 2T_1$. The $\chi^1$-matrix of a dissipating JPM has additional non-zero elements (in addition to the $\beta_{jk}$) attributed to a change of total excitation number. As the JPM can lose photons into an external heat bath, it is possible that multiple photons from the cavity might excite the JPM before a detection event occurs. The nonzero $\chi^1$-matrix elements are of the form

$$\beta^{(r)}_{jk} \equiv \chi^1_{j-1,j+r,k-1,k+r}$$

(2.23)

corresponding to the loss of integer $0 < r < \min\{k,j\}$ photons before detection. $\beta^{(0)}_{jk} = \beta_{jk}$ from the previous sections, and the diagonal elements...
are relabeled $\alpha^{(r)}_j \equiv \beta^{(r)}_{jj}$.

In figure 2.6 we compare the $\alpha^{(0)}_j$ for an energy relaxation timescale of $\frac{1}{T_1} = \gamma_1$ to the $\alpha_j$ of a detector with infinite $T_1$. Unlike the case of pure dephasing, energy loss from the JPM reduces the asymptotic value of these $\chi^1$-matrix elements. We also note that the off-diagonal $\beta^{(0)}_{jk}$ evolve exactly like those of a JPM experiencing pure dephasing, as shown in figure 2.3(b), but with an effective $T_2$ of $2T_1$. The diagonal $\chi^1$-matrix elements $\alpha^{(r)}_j$ are shown in figure 2.7 for different values of $r$.

As in the case of pure dephasing, it is instructive to see the effect of energy relaxation on the probability of photon detection for specific input states. Figure 2.8 shows the detection probability as a function of time for both coherent states and one photon Fock states. The short time oscillatory behaviour of the bare JPM detection probability is strongly suppressed by energy relaxation because of the effective dephasing rate $T_2 = 2T_1$. In addition to this dephasing effect, the detection probability of a JPM experiencing energy relaxation asymptotes more quickly to a smaller value than that of a bare JPM.

A plot of the asymptotic value of detection probability as a function of energy relaxation rate, $T_1^{-1}$, is shown in figure 2.9 for a one photon Fock state input. The JPM experiences competing decay channels (energy relaxation and incoherent tunnelling into the measured state), only one of which results in photon detection. This reduces the time required for the probability to reach its asymptotic value as well as the overall probability that a detection will occur. In the case where these two decay rates are equal, the single photon detection probability will be exactly half of what it would be for a bare detector, as seen in figure 2.8.
Dark Counts

The final modification of interest is tunnelling out of the $|0\rangle_d$ state, a detection event which does not change the number or excitations in the cavity and is therefore considered a dark count. This is described by a master equation including the Lindblad operator $\hat{J}_0$ of equation (2.5). The $\chi^1$-matrix has, in addition to all the non-zero elements of the bare JPM, additional non-zero elements

$$\chi_{j,j,k,k}^1 \neq 0 \quad \forall \ j, k \in \{0, 1, \ldots, N-1\}.$$ (2.24)

These elements correspond to detection events that occur without changing the $k$-photon Fock state in the cavity. The JPM experiencing dark counts will appear to have a higher probability of photon detection than a bare JPM; however, this increased probability is due to false detections. Dark counts limit the detector contrast by the ratio between true and false detections.

We are not aware of any simple way to correct for all the effects of dark counts on detection probability without a priori information about the detected state; however, by the appropriate choice of experimental parameters, the dark count rate can be made to be quite small for a JPM — as much as 2 to 3 orders of magnitude smaller than the excited state tunnelling rate [45]. It is therefore not unreasonable to simulate a dark count rate of 5% of the excited state tunnelling rate as a conservative estimate.

Figure 2.10 shows the detection probability for a one-photon Fock state input with a 5% dark count rate, which is very similar to that of a bare JPM; however, for a coherent state with $\langle n \rangle = |\alpha|^2 = 1$, dark counts significantly change the detection probability since the coherent state has a significant vacuum component. This deviation decreases as $|\alpha|$ of the coherent state increases.
2.5.4 Analytical Solutions in the Low T₂ Regime

While a full analytic solution of the system’s master equation does not promise more illumination than the numerical results presented above, here we obtain the short $T_2$ behavior of the detector by making appropriate approximations. We begin by defining the block cavity matrix

$$\rho_{ij}(t) \equiv \langle i_d | \xi(t) | j_d \rangle$$

(2.25)

where $| i_d \rangle \equiv I_c \otimes | i_d \rangle$ project $\xi(t)$ on the basis states of the noninteracting JPM. We are interested in the unrenormalized state of the cavity after photon detection, which corresponds to the cavity state $\rho_{mm}(t)$. From the full master equation, it can be shown that

$$\dot{\rho}_{mm}(t) = \langle m|_d e^{St}\xi(0)|m\rangle_d = \gamma_1 \rho_{11}(t)$$

(2.26)

in the case that $\gamma_0 = 0$. Thus, the instantaneous time evolution of $\rho_{mm}$ depends only on $\rho_{11}$, the unnormalized state conditioned on the JPM being in the excited state.

The time evolution of $\rho_{11}$ is governed by a system of four first-order operator differential equations:

$$\dot{\rho}_{11} = i g (\rho_{10}\hat{a}^\dagger - \hat{a}\rho_{01}) - \gamma_1 \rho_{11}$$

(2.27)

$$\dot{\rho}_{00} = i g (\rho_{01}\hat{a} - \hat{a}^\dagger \rho_{10})$$

$$\dot{\rho}_{01} = i g (\rho_{00}\hat{a}^\dagger - \hat{a}^\dagger \rho_{11}) - \frac{\gamma_1 + \kappa_2}{2} \rho_{01}$$

$$\dot{\rho}_{10} = i g (\rho_{11}\hat{a} - \hat{a}\rho_{00}) - \frac{\gamma_1 + \kappa_2}{2} \rho_{10}$$

where we have introduced the pure dephasing rate $\kappa_2 = \frac{1}{T_2}$ for notational convenience. This system can be reduced to a single fourth order operator differential equation in terms of $\rho_{11}(t)$, as shown in equation (B.1).
Now for simplicity, we consider the occupation probability of the cavity state $|n\rangle \langle n|_c$ given that a photon detection has occurred,

$$P_n(t) \equiv \int_0^t \langle n|_c \dot{\rho}_{mm}(t') |n\rangle_c dt',$$  \hspace{1cm} (2.28)

which from (2.26) can be expressed as

$$P_n(t) = \gamma_1 \int_0^t x(t') dt',$$  \hspace{1cm} (2.29)

where we have defined the matrix element

$$x(t) \equiv \langle n|_c \rho_{11}(t) |n\rangle_c.$$  \hspace{1cm} (2.30)

The full master equation reduces to the fourth order differential equation in $x(t)$, given in (B.2).

Before attempting to solve the somewhat cumbersome equation (B.2), we make the simplifying assumption that $T_2$ is the smallest time scale of the system’s evolution, and keep only the highest order terms in $\frac{g}{\kappa_2}, \frac{\gamma_1}{\kappa_2} \ll 1$. This gives

$$x^{(4)} + \kappa_2 x^{(3)} + \frac{1}{4} \kappa_2^2 x^{(2)} + \frac{1}{4} \gamma_1 \kappa_2^2 x^{(1)} + \kappa_2 g^2 \gamma_1 (1 + n)x = 0,$$  \hspace{1cm} (2.31)

which can be solved with Laplace transforms. Defining $X(s) \equiv \mathcal{L}[x(t)]$, equation (2.31) in the Laplace domain is

$$X(s) = 2g^2(n + 1)x_0 \left( s + \frac{\kappa_2 - 3\gamma_1}{2} \right)$$  \hspace{1cm} (2.32)

$$\times \left( s^4 + \kappa_2 s^3 + \frac{1}{4} \left( \kappa_2^2 s^2 + \kappa_2^2 \gamma_1 s \right) + \kappa_2 g^2 \gamma_1 (n + 1) \right)^{-1},$$

where $x_0 \equiv x(0) = \langle n|_c \rho_{11}(0) |n\rangle_c.$
While still very general and valid for all input states, equation (2.32) is still somewhat unwieldy. However, in the limit of short $T_2$, we can assume that coherent oscillations between the cavity and JPM become incoherent tunnelling. Defining $\Gamma_{\alpha,\beta\rightarrow\delta,\gamma}$ to be the tunnelling rate from state $|\alpha\rangle_c \otimes |\beta\rangle_d$ to state $|\gamma\rangle_c \otimes |\delta\rangle_d$, we take

$$\begin{align*}
\Gamma_{n,0 \rightarrow n-1,1} &= \Gamma_{n-1,1 \rightarrow n,0} = 4ng^2T_2 \\
\Gamma_{n,1 \rightarrow n,m} &= \gamma_1
\end{align*}$$

(2.33)

Here $\Gamma_{n,0 \rightarrow n-1,1}$ is the incoherent tunnelling rate from the cavity into the JPM when $n$ photons are present, and $\Gamma_{n-1,1 \rightarrow n,0}$ the rate for the inverse process. Both rates are broadened by short $T_2$, which can be understood in terms of the Purcell effect. If we consider only Fock state inputs, the occupation probabilities

$$P_{n,j}(t) \equiv \langle n|_c \rho_{jj}(t) |n\rangle_c \quad j \in \{0, 1, m\}$$

(2.34)

of the cavity being in the $n$-photon Fock state and the detector being in state $|j\rangle_d$ obey the Pauli master equation. Using the rate in (2.33), this simplifies to

$$\begin{align*}
\dot{P}_{n,0} &= n\gamma_2 (P_{n-1,1} - P_{n,0}) \\
\dot{P}_{n,1} &= (n+1)\gamma_2 (P_{n+1,0} - P_{n,1}) - \gamma_1 P_{n,1} \\
\dot{P}_{n,m} &= \gamma_1 P_{n,1}
\end{align*}$$

(2.35)

where $\gamma_2 \equiv (2g)^2T_2 \equiv (2g)^2/\kappa_2$. For an $n$-photon Fock state input, $P_{n,0}(0) = 1$ and the total number of excitations in the system is fixed to $n$, so at later times only $P_{n,0}$, $P_{n-1,1}$ and $P_{n-1,m}$ are nonzero.

The equations (2.35) can be solved to find the detection probability as a function of time (the details of this are shown in Appendix B, giving

$$P_{n,m}(t) = 1 + \frac{\gamma_1\gamma_2 n}{(s_+ - s_-)} \left( \frac{e^{s_+ t}}{s_+} - \frac{e^{s_- t}}{s_-} \right)$$

(2.36)
where

\[ s_\pm = \frac{1}{2} \left( -\gamma_1 - 2\gamma_2 n \pm \sqrt{\gamma_1^2 + 4\gamma_2^2 n^2} \right). \]  

We can distinguish two regimes for this solution. In the tunnelling-limited regime, \( \gamma_1 \ll \gamma_2 n \) we find \( s_+ \simeq -\gamma_1/2 \) and \( s_- \simeq -2\gamma_2 n \) and have

\[ P_{n,m}(t) = 1 - e^{-\gamma_1 t/2} + O(\gamma_1/\gamma_2 n) \]  

(2.38)

In the opposite regime, photon capture is the slower, limiting process (\( \gamma_1 \gg \gamma_2 n \)). In this regime, \( s_+ = -\gamma_2 n \) and \( s_- = -\gamma_1 - \gamma_2 n \) and we find

\[ P_{n,m} = 1 - e^{-\gamma_2 nt} + O(\gamma_2 n/\gamma_1) \]  

(2.39)

The differences between these regimes is evident in figure 3(a); with added dephasing, \( \gamma_1 \gg \gamma_2 n \), and the detection probabilities \( P_{n,m} = \alpha_n \) reach their asymptotic values more slowly and with \( n \)-dependence. Without the added dephasing, \( \gamma_1 \ll \gamma_2 n \), the rate at which the detection probabilities reach their asymptotic value is determined by \( \gamma_1 \), and independent of \( n \).

Equation (2.36) agrees to a high degree of accuracy with the numerical simulations for a JPM experiencing pure dephasing with a very short dephasing time, \( T_2 \). As can be seen in figure 2.11(a) for one and two photon Fock states, this agreement occurs at all times. Interestingly, even at longer \( T_2 \) the analytical solution is still a good approximation to the numerical simulation. By design, the analytical solution ignores coherent oscillations between the cavity and the JPM, and so in the long \( T_2 \) regime the analytical solution does not display the oscillatory behaviour of the numerical solution, but instead describes its average behavior. This can be seen in figure 2.11(b), for one and two photon Fock state inputs.
2.6 Coherent State Test

In this section, we propose a test to determine whether a given JPM’s back action is closer to the lowering operator or the subtraction operator in order to correctly characterize the JPM. Additionally, such a test would allow us to examine the effects of energy relaxation and pure dephasing on the time evolution of the back action.

2.6.1 The Dependence of Detection Probability on Coherent State Power

Consider a coherent state expressed in the Fock basis, \( |\alpha\rangle = e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle \).

It is straightforward to calculate the detection probabilities for both the lowering and subtraction operator back actions, as a function of \( \alpha \):

Lowering Operator
\[
P_{\text{low}}(\alpha) \equiv \text{Tr} \left( \hat{a} |\alpha\rangle \langle \alpha| \hat{a}^\dagger \right) = |\alpha|^2
\]

Subtraction Operator
\[
P_{\text{sub}}(\alpha) \equiv \text{Tr} \left( \hat{B}_m |\alpha\rangle \langle \alpha| \hat{B}_m^\dagger \right) = 1 - e^{-|\alpha|^2} = |\alpha|^2 - \frac{|\alpha|^4}{2} + O(|\alpha|^6)
\]

As equations (2.40) and (2.41) show, the difference in the detection probabilities occurs only in the nonlinear response, i.e., terms of the order of \( |\alpha|^4 \). This is consistent with the observation that \( \hat{a} \) and \( \hat{B} \) have identical matrix elements up to 1 photon but are different at higher photon numbers. By measuring the detection probability for coherent states of varying power and examining how this detection probability scales with the power of the coherent state, it is possible to characterize the back action with respect to the lowering operator and the subtraction operator.
2.6.2 Bare JPM Coherent State Test

First we apply this test to our simulations of a bare JPM, recalling that we expect $\hat{B}(t) \sim \hat{a}$ at short times (see equation (2.17)) and $\hat{B}(t) \sim \hat{B}_m$ at long times (see discussion in sect. 2.5.1). The proportionality constants affect the detection probability and not the structure of the back action, so we remove them by renormalizing (2.40) and (2.41) as follows:

$$\tilde{P}_{\text{low}}(\alpha) = \frac{P_{\text{low}}(\alpha) P_{\text{data}}(\alpha = \alpha_0)}{P_{\text{low}}(\alpha = \alpha_0)} \quad (2.42)$$

$$\tilde{P}_{\text{sub}}(\alpha) = \frac{P_{\text{sub}}(\alpha) P_{\text{data}}(\alpha = \alpha_0)}{P_{\text{sub}}(\alpha = \alpha_0)} \quad (2.43)$$

where $P_{\text{data}}$ is the simulated detection probability, and $\alpha_0$ is the smallest value of $\alpha$ with simulated data. The $\alpha$-scaling of the JPM can be more directly compared to those of these rescaled lowering and subtraction operators. Experimentally, this is important as it accounts for calibration uncertainties that may occur, such as from attenuation or imperfect impedance matching.

Figures 2.12(a) and 2.12(d) show the detection probabilities of a bare JPM as a function of the power of the coherent input state $\alpha$ for a $gt_m$ value of 0.126 and 12.6 respectively. As expected, the back action is very close to the lowering operator at short times – only deviating slightly at high powers – and at long times the back action is very close to the subtraction operator. At short times, the deviation from the lowering operator at high powers can be explained by equation (2.17), which only predicts the back action will be proportional to $\hat{a}$ for $\sqrt{ngt} \ll 1$. Thus, at high powers (large $|\alpha| = \sqrt{n}$), corrections to (2.17) will become important, as is this case for measurement times long compared to $t_{\text{crit}} = (g\sqrt{n})^{-1}$. Figures 2.12(b) and 2.12(c) show the back action at intermediate times. While 2.12(b) shows behavior intermediate between the lowering and subtraction operators, figure 2.12(c) shows that $\alpha$-scaling can actually fall below that of
the subtraction operator. This effect is a result of the additional dephasing incurred in measurement.

2.6.3 The Effects of Pure Dephasing and Energy Relaxation

We now study the affects of energy relaxation and pure dephasing on the $\alpha$-scaling of the coherent state test. Figure 2.13 shows the detection probability of a JPM experiencing energy relaxation at a rate $\frac{1}{T_1} = \gamma_1$ as a function of $\alpha$, at the same times as those of figure 2.12. As can be seen in figure 2.13(d) (which represents the long time steady state of the back action), the major effect of energy relaxation is to prevent the back action from fully transitioning to the subtraction operator at long times, but rather it asymptotes to an operator in the intermediate regime. With the additional energy relaxation channel present, the JPM detection probability becomes more sensitive to the number of photons in the cavity and does not fully approach the subtraction operator, which cannot resolve photon number.

In addition, energy relaxation suppresses the sub-subtraction scaling at intermediate times (see figure 2.13(c)). We expect this is due to the added dephasing at $T_2 = 2T_1$, since figure 2.14 shows that dephasing alone suppresses the drop below that of the subtraction operator at intermediate times (figure 2.14(c)). As can be seen, the effect of pure dephasing on $\alpha$-scaling is similar to that of energy relaxation; however, instead of stopping the back action from transitioning to the subtraction operator, pure dephasing merely increases the time scale on which this transition occurs.

2.7 Optimal Regime for a JPM

Albeit based on a similar circuit, the bare operation conditions for the JPM are different from those of a phase qubit, where long $T_1$ and $T_2$ are highly
desirable. Operating a JPM at extremely long $T_2$ leads to the phenomenon of oscillating detection probability (figure 2.2), sub-subtraction back action (figure 2.12(c)) and additional dephasing of the cavity (figure 2.2(b)). This additional dephasing is undesirable as it destroys coherences in the original cavity state, irreversibly reducing its off-diagonal matrix elements, hence limiting the information available in a repeated measurement.

It is thus advisable to operate the JPM in the short $T_2$ regime. However, the effective photon-detector transfer rate, eq. (2.36), should be much shorter than the decoherence rate of the cavity, and this places a lower bound on $T_2$. On the other hand, $T_1$-processes always limit the measurement fidelity and should be avoided. One way to achieve the limit of long $T_1$ with short $T_2$ is to damp the JPM with a frequency-dependent impedance with lowpass character, e.g., along the lines of [75], by shunting the JPM with an $LR$-element.
Figure 2.2: (a) Diagonal and (b) off-diagonal $\chi^1$-matrix elements for a bare JPM as a function of time, where $\alpha_j = \beta_{jj}$ as defined in equation 2.20.
Figure 2.3: Comparison of the (a) diagonal and (b) off-diagonal $\chi^1$-matrix elements of a bare JPM with one experiencing additional pure dephasing $1/T_2 = 10\gamma_1$ (marked with circles). In both plots, each curve’s color indicates its row in the $\chi^1$-matrix, and in (b), distance from the diagonal is indicated by line style.
Figure 2.4: Figure (a) shows the asymptotic limit of the off-diagonal $\chi^1$ matrix elements as a function of $T_2$, and figure (b) shows the timescale over which these asymptotic limits are reached. Figure (b) is not monotonic due to the coherent oscillations present for long $T_2$. 
Figure 2.5: Figure (a) shows the detection probability for a bare JPM and a JPM experiencing pure dephasing for a coherent state input (as described in section (2.6.1) with $|\alpha| = 0.5$). Figure (b) shows the detection probability for a bare JPM and a JPM experiencing pure dephasing for a one photon Fock state input.
Figure 2.6: This figure shows the diagonal $\chi^1$ matrix elements shared by a bare JPM and a JPM experiencing energy relaxation. Energy relaxation matrix elements are represented by circles on the plots.

Figure 2.7: Diagonal $\chi^1$-matrix elements $\alpha_j^{(r)} \equiv \chi^1_{j-1j+rj-1j+r}$ corresponding to photon detection after loss of $r$ photons. These elements are zero unless an energy dissipation mechanism is present.
Figure 2.8: Figure (a) shows the detection probability for a bare JPM and a JPM experiencing energy relaxation for a coherent state input (same as in 2.5(a)). Figure (b) shows the detection probability for a bare JPM and a JPM experiencing energy relaxation for a one photon Fock state input (same as in 2.5(b)).
Figure 2.9: This figure shows the asymptotic value of detection probability for a JPM experiencing energy relaxation as a function of the energy relaxation rate $T_1^{-1}$. The black circles represent numerically simulated data points, while the red curve is a linear fit between the simulated data points. As expected, it is a monotonically decreasing function.
Figure 2.10: Detection probabilities for a bare JPM and one experiencing dark counts for (a) a one-photon Fock state input state and (b) an $\alpha = 1$ coherent state input state.
Figure 2.11: These figures show the detection probability of a JPM experiencing pure dephasing in the low and intermediate $T_2$ regimes for one and two photon Fock state inputs. The detection probability obtained from the analytical solution described in this section is compared to a numerical simulation (via the Liouville supermatrix approach) of the detection probability. In figure (a) $\frac{1}{T_2} = 10000\gamma_1$ and in figure (b) $\frac{1}{T_2} = \gamma_1$. 
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Figure 2.12: For a bare JPM, the detection probability is shown for a measurement occurring at $t_{m\text{g}}$ values of 0.126 in (a), 1.26 in (b), 2.52 in (c) and 12.6 in (d). $\alpha$ runs from $\alpha = 0.01$ to $\alpha = 1$ in 0.01 intervals, and in each figure, all three curves are scaled to be equal at $\alpha = 0.01$. The time in (d) is chosen such that it is representative of the long time steady state of the back action.
Figure 2.13: For a JPM experiencing energy relaxation (with $T_1 = \frac{1}{\gamma}$ as before), the detection probability is shown for a measurement occurring at $t_m g$ values of 0.126 in (a), 1.26 in (b), 2.52 in (c) and 12.6 in (d). $\alpha$ runs from $\alpha = 0.01$ to $\alpha = 1$ in 0.01 intervals, and in each figure, all three curves are scaled to be equal at $\alpha = 0.01$. 

(a) $gt_m = 0.126$ Detection Probability

(b) $gt_m = 1.26$ Detection Probability

(c) $gt_m = 2.52$ Detection Probability

(d) $gt_m = 12.6$ Detection Probability
Figure 2.14: For a JPM experiencing pure dephasing (with $T_2 = \frac{10}{7\gamma}$ as before), the detection probability is shown for a measurement occurring at $t_m g$ values of 0.126 in (a), 1.26 in (b), 2.52 in (c) and 12.6 in (d). $\alpha$ runs from $\alpha = 0.01$ to $\alpha = 1$ in 0.01 intervals, and in each figure, all three curves are scaled to be equal at $\alpha = 0.01$. 

Chapter 3

Non-Classical Light

3.1 Introduction

The generation of non-classical states of light is an important test of the foundations of quantum mechanics and a necessary precursor to implementing quantum communication and computation protocols in many architectures. While the methodology for creating nonclassical light at optical wavelengths has been studied extensively \([63, 76, 77]\), the technology to create quantum states with larger and larger wavelengths has recently become available with advances in circuit-QED.

In the microwave regime, the generation of squeezed states of microwave radiation has been achieved through the use of a Josephson parametric amplifier \([54, 78]\), and the creation of arbitrary non-classical states via the controlled interaction of a superconducting qubit with a microwave cavity has also been achieved \([69, 29]\).

In this chapter we present a novel way to generate non-classical states of microwave radiation in a long wavelength transmission line using only a Josephson Photomultiplier (JPM). Our protocol only involves radiating a microwave cavity with coherent light, and post selection based on single
photon detection by JPMs, on which no direct manipulation is required (except for possible reset). In addition, our protocol applies to any detection mechanism with a back action resembling that of the subtraction operator (equation (3.1)) and so can be generalized to systems other than superconducting circuits [79, 80].

The JPM, a current biased Josephson junction (phase qubit), has been shown experimentally [45] and theoretically [81] to be an effective single photon detector that operates in the microwave regime. Previously, we have shown that for a JPM under optimal conditions the back action of photon detection is the photon subtraction operator [81]:

\[ \hat{B} \equiv \sum_{n=1}^{\infty} |n - 1\rangle\langle n|, \]  

(3.1)
a non-linear operator that can be related to the photon lowering operator by \( \hat{a} = \hat{B} \sqrt{n} \).

In this chapter we show how to use the noncommutativity of the detection back action and coherent displacement pulses to achieve single mode quadrature squeezing of an input coherent state, and to generate other non-classical states, including the squeezed odd Schrödinger cat state [63] (see chapter 1.4 for more information about non-classical light). We also discuss the success probability of our protocol under realistic operating conditions.

### 3.2 Squeezed States of Microwave Radiation

The generation of squeezed states of microwave radiation using JPMs follows a simple protocol. The cavity is initially prepared in a coherent state, \(|\alpha\rangle = e^{\frac{-|\alpha|^2}{2}} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle \) where \( \alpha \equiv |\alpha|e^{i\phi} \), and is coupled to one or more JPMs operating in the photon subtraction regime. After \( N \) photon detections are
observed (the optimal choice of $N$ will be discussed shortly) a displacement pulse is applied, such that the state is shifted to be centred around the phase space point $-\alpha$. After $N$ further photon detections are observed, the resulting state is a squeezed state.

Starting from the coherent state input, the probability of the coupled JPMs to detect $N$ photons is

$$P_N = 1 - e^{-|\alpha|^2} \sum_{n=0}^{N-1} \frac{|\alpha|^{2n}}{n!} = 1 - \frac{\Gamma(N, |\alpha|^2)}{\Gamma(N)}$$  \hspace{1cm} (3.2)

where $\Gamma(N, |\alpha|^2)$ is the upper incomplete gamma function of $N$ and $|\alpha|^2$ [82]. $P_N \sim |\alpha|^{2N}/N!$ as $|\alpha| \to 0$; however, $P_N$ can be made arbitrarily close to unity with larger power coherent state inputs.

It is straightforward to calculate the normalized post measurement cavity state after $N$ detections,

$$\rho' \equiv \frac{\hat{B}^N |\alpha\rangle \langle \alpha| \hat{B}^\dagger_N}{P_N},$$  \hspace{1cm} (3.3)

and the average photon number $n' \equiv \langle a\dagger a \rangle_{\rho'}$ is given by

$$n' = \frac{|\alpha|^2 \left(1 - \frac{\Gamma(N-1, |\alpha|^2)}{\Gamma(N-1)}\right) - N \left(1 - \frac{\Gamma(N, |\alpha|^2)}{\Gamma(N)}\right)}{P_N}.$$  \hspace{1cm} (3.4)

After $N$ detections, the next step is to displace the state by an amount $\alpha' = -\sqrt{n'} e^{i\phi_\alpha} - \alpha$, so that the resulting state will be centred in phase space around $-\alpha$. For this displaced state, $N$ photon detection events will occur with probability $P'_N$ (for which the analytic expression is cumbersome and uninstructive), and the renormalized cavity state will have the form

$$\rho'' \equiv \frac{\hat{B}^N D(\alpha') \rho' D(\alpha')^\dagger \hat{B}^\dagger_N}{P'_N}.$$  \hspace{1cm} (3.5)
The state $\rho''$ is a squeezed state.

To quantify the amount of squeezing, we calculate the variance of the squeezed quadrature

$$\Delta p^2 = \text{Tr}[\rho'' \hat{p}^2] - \text{Tr}[\rho'' \hat{p}]^2. \quad (3.6)$$

The quadrature observable $\hat{p}$ is defined by $\hat{p} = \frac{1}{\sqrt{2}} (\hat{a} e^{-i\varphi_\alpha} - \hat{a}^\dagger e^{i\varphi_\alpha})$, where $\hat{a}$ is the annihilation operator for the cavity microwave mode. The phase shift $e^{-i\varphi_\alpha}$ is necessary to account for the fact that this protocol squeezes along the phase space axes defined by the phase of the input coherent state. Anything less than $\Delta p^2 = \frac{1}{2}$ indicates a squeezed state. The amount of squeezing is most commonly expressed in dB, by calculating

$$S(\Delta p) \equiv 10\log_{10}\left(\frac{\Delta p^2}{\Delta p^2_{\text{norm}}}\right) = 10\log_{10}(2\Delta p^2). \quad (3.7)$$

In addition, we can calculate how far the state $\rho''$ deviates from a minimal uncertainty state by calculating $\Delta x\Delta p$ (where $\hat{x} = \frac{1}{\sqrt{2}} (\hat{a} e^{-i\varphi_\alpha} + \hat{a}^\dagger e^{i\varphi_\alpha})$ is the conjugate observable to $\hat{p}$). Figures 3.1(a) and 3.1(b) show $S(\Delta p)$ and $\Delta x\Delta p$ respectively as functions of $\alpha$ and the number of detection events on either side of the displacement, $N$.

As can be see in figure 3.1(a), the maximum amount of squeezing possible on a given input state $|\alpha\rangle$ increases monotonically with $|\alpha|^2$, proportional to the power of the input pulse. Interestingly, for a given $\alpha$ there exists a finite $N$ that achieves a global minimum in $\Delta p^2$. One would be tempted to use this value of $N$ in the protocol to create $\rho''$, however, as can be seen in figure 3.1(b) there are other concerns.

As figure 3.1(b) shows, for a given $\alpha$, $\Delta x\Delta p$ is not monotonic in $N$. Since we want $\rho''$ to be as close to a minimal uncertainty state as possible, while still maintaining a significantly squeezed quadrature, the optimal choice of $N$ for the protocol would be at the $\Delta x\Delta p$ local minima shown in figures
3.1(a) and 3.1(b) by the white curve. While this does not minimize $\Delta p^2$ (and therefore maximize squeezing), it achieves a significantly squeezed state $\rho''$ that is as close to being a minimal uncertainty state as is possible, which is what we consider optimal.

### 3.3 Generalized Protocol

Non-classical states of microwave radiation, other than the squeezed states described previously, can be created by a generalization to the protocol used to create squeezed states. The squeezed state protocol involves shifts only along one axis in phase space, while in the generalized protocol, the state will be shifted around a circle in phase space, with $N$ detection events occurring at $k$ points on this circle. The squeezed state protocol is the $k = 2$ case of the generalized protocol.

There are $k$ steps to the generalized protocol, with each step following the same pattern. As before, we begin with a coherent input state $\rho_0 = |\alpha\rangle \langle \alpha|$. Each step of the generalized protocol consists of two stages: the detection stage, where $N$ detection events occur, and the displacement stage, where a driving pulse is applied to displace the state to the next point in the protocol. After the detection stage of the $j$’th step, the system will be in the state

$$\tilde{\rho}_j \equiv \frac{\hat{B}^N \rho_{j-1} \hat{B}^{iN}}{P_{N}^{j-1}}, \quad (3.8)$$

where $P_{N}^{j-1}$ is the probability of $N$ photon detections occurring for the state $\rho_{j-1}$. This state has average photon number $n_j = \langle a^\dagger a \rangle_{\tilde{\rho}_j}$. The displacement stage of the $j$’th step consists of applying a coherent pulse with amplitude

$$\alpha_j = -\sqrt{n_j} e^{i(\varphi_\alpha + (j-1)\varphi_k)} + |\alpha| e^{i(\varphi_\alpha + j\varphi_k)}, \quad (3.9)$$
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where $\varphi_k = \frac{2\pi}{k}$. This results in the new state

$$\rho_j = \frac{D(\alpha_j)\hat{B}^N\rho_j^{-1}\hat{B}^†N D(\alpha_j)^†}{P_j^{-1}}. \quad (3.10)$$

The desired non-classical state will be created when $\rho_k$ is reached.

At the end of the generalized protocol, the output state $\rho_k$ will have average photon number $n'_k = \langle a^†a \rangle_{\rho_k}$. If we displace by a coherent pulse with $\alpha'_k = -\sqrt{n'_k}e^{i\varphi_k}$, the resulting state will be centred at the origin of phase space. This is done to simplify comparison to known analytic states.

As mentioned previously, the case $k = 2$ ($\varphi_k = \pi$) corresponds to the creation of a state with squeezed quadratures. This state is in fact very close to a squeezed vacuum state

$$|\Psi_2\rangle = S(z) |0\rangle = e^{-\frac{1}{2}(z(\hat{a}^†)^2-z^*(\hat{a})^2)} |0\rangle \quad (3.11)$$

where $S(z)$ is the squeezing operator with complex squeezing parameter $z$, which has to be found numerically.

In general, for $k \geq 2$ the states created by the generalized protocol are very close to the analytic states

$$|\Psi_k\rangle = S^{(k)}(z) |0\rangle = e^{-\frac{1}{2}(z(\hat{a}^†)^k-z^*(\hat{a})^k)} |0\rangle, \quad (3.12)$$

where $S^{(k)}(z)$ is what we call a generalized displacement-squeezing class operator with complex parameter $z$ (which has to be found numerically). The first three operators of this class are shown below

$$S^{(0)}(z) = e^{-\frac{1}{2}\text{Im}[z]|\rangle \langle 0|} \quad (3.13)$$
$$S^{(1)}(z) = D \left( -\frac{z}{2} \right) \quad (3.14)$$
$$S^{(2)}(z) = S(z) \quad (3.15)$$

where $S(z)$ is the squeezing operator of equation (3.11).
To find $z$, we impose the condition that $D(\alpha'_k)\rho_k D(\alpha'_k)\dagger$ and $|\Psi_k\rangle$ have the same average photon number by setting

$$\langle D(\alpha'_k)\dagger a\dagger a D(\alpha'_k) \rangle_{\rho_2} = \langle \Psi_k | a\dagger a | \Psi_k \rangle.$$  (3.16)

This results in excellent fidelity between the states, quantified by

$$F[\rho_k] \equiv \text{Tr} \left[ D(\alpha'_k)\rho_k D(\alpha'_k)\dagger |\Psi_k\rangle \langle \Psi_k| \right].$$  (3.17)

In fact, for $k = 2$ and $|\alpha| = 3$ the fidelity is $> 99\%$.

To verify that these states are indeed non-classical, a suitable non-classicality witness can be used. For this purpose, we use the entanglement potential of [83], defined by

$$\text{EP}[\rho] \equiv \log_2 ||\sigma^T_\rho||_1,$$  (3.18)

where $\sigma_\rho = U_{BS}(\rho \otimes |0\rangle \langle 0|) U_{BS}^\dagger$, for $U_{BS}$ the unitary transformation of a 50:50 beam splitter, and $\sigma^T_\rho$ is the partial transpose of $\sigma_\rho$ [84]. A nonzero entanglement potential indicates that the state $\rho$ is non-classical, and indeed, as can be calculated numerically, the states created by the generalized protocol all have nonzero entanglement potential. The entanglement potential of these states is plotted in figure 3.2 as a function of the number of detections at each step of the protocol.

The success probability for the generalized protocol can be calculated by the product

$$\text{Prob(success)} = \prod_{j=0}^{k-1} P^j_N.$$  (3.19)

Since the displacement stage of each step ensures the average photon number of each state $\rho_j$ is on the order of $|\alpha|^2$, each $P^j_N$ can be quite large, and as a result, the generalized protocol will have a significant probability of success. For example, for a modest $|\alpha| = 3$ the success probability for $k = 2, 3$ or 4 is $\approx 85\%$. Furthermore, the success probability will scale monotonically with $|\alpha|$, and so can be increased by increasing the initial input state power.
The generalized protocol previously described can also be simply extended to create additional non-classical states, including the squeezed odd Schrödinger cat state, with only a single additional detection required. Starting from the output state displaced to the origin $D(\alpha_k')\rho_k D(\alpha_k')^\dagger$, after a single detection event has occurred, the resulting state has the form

$$\rho'_k = \frac{\hat{B} D(\alpha_k')\rho_k D(\alpha_k')^\dagger \hat{B}^\dagger}{P_k^1},$$

(3.20)

where $P_k^1$ is the probability of a single photon detection occurring for the state $D(\alpha_k')\rho_k D(\alpha_k')^\dagger$.

For $k = 2$, this additional detection will create a state very close to a squeezed odd Schrödinger cat state

$$|\Psi'_2\rangle \equiv S^{(2)}(z) (|\beta\rangle - |\beta\rangle),$$

(3.21)

where now both $z$ and $\beta$ have to be found numerically (via a similar procedure as before). The Husimi Q function of the state $\rho'_2$ (input $|\alpha| = 3$) is shown in figure 3.3. As can be seen, it has similar structure to the odd Schrödinger cat state shown in figure 1.3, with the differences a result of the fact that the state $\rho'_2$ is squeezed.

The probability of successful generation of these additional non-classical states is

$$\text{Prob}(\text{success})' = P_k^k \prod_{j=0}^{k-1} P_N^j.$$  

(3.22)

Unfortunately, due to the fact that it is centred at the origin, $D(\alpha_k')\rho_k D(\alpha_k')^\dagger$ will have a very low average photon number. As a result, it is often the case that $P_k^1 \ll 1$, which results in a limited probability of success. For example, for $k = 2$ and $|\alpha| = 3$, the probability of successful generation of a squeezed odd Schrödinger cat state is $\approx 10\%$. However, the monotonic scaling with $|\alpha|$ is unaffected, so this problem can be somewhat mitigated by increasing the input state power.
Figure 3.1: (a) $S(\Delta p)$ and (b) $\Delta x\Delta p$ of the state $\rho''$, as functions of $\alpha$ and the number of detection events, $N$. $\varphi_\alpha = 0$ for both figures. The white curve indicates the value of $N$ that gives a local minimum in $\Delta x\Delta p$, while maintaining a squeezed $\Delta p^2$. 
Figure 3.2: This figure shows entanglement potential (EP) of the states created by the generalized protocol (for $k = 2, 3, 4$) as a function of the number of detections, $N$, performed at each step in the protocol.
Figure 3.3: This figure shows the Husimi $Q$ function for the state $\rho_2$ for $|\alpha| = 3$. The double peaked structure of the distribution, corresponding to the two coherent state components centred at $\alpha$ and $-\alpha$, is clearly evident.
Chapter 4

Conclusion

This thesis consists of two main parts. In Chapter 2 we have analyzed the back action of a JPM on the microwave cavity state it measures. Numerical investigations of the cavity $\chi$ matrix conditioned on a detection event give us a convenient quantitative description of the detection process while including several relevant environmental processes. At short times, the back action of a bare JPM is similar to the lowering operator, while at long times, the back action approaches the subtraction operator with additional cavity dephasing. This additional dephasing can be reduced by adding pure dephasing to the JPM, which dampens the coherent oscillations between the JPM and the cavity without compromising the purity of the cavity state. Energy relaxation decreases the asymptotic value of the diagonal cavity $\chi$ matrix elements and the detection probability by a factor of $\gamma_1/(\gamma_1 + T_1^{-1})$. It is useful to develop a test to determine which regime the JPM is operating in for different measurement times, and the coherent state test is one such test that is straightforward to implement.

In Chapter 3 we have shown how the non-linearity of the JPM back action in the subtraction operator regime can be used to generate non-classical states of microwave radiation. The non-classicality of these states was confirmed by calculating their entanglement potential, and examples
of the states created include the squeezed vacuum state, and the squeezed odd Schrödinger Cat state. The general protocol for generation of these non-classical states has in many cases both a high probability of success, and a high fidelity with the ideal analytic state.
APPENDICES
Appendix A

Mathematical Methods to Simulate the Master Equation

A.1 Quantum Trajectories

A quantum trajectory can be understood as the evolution of a state vector, $|\psi\rangle$, that is subject to both coherent (Hamiltonian dynamics) and incoherent (such as measurement or spontaneous decay) processes. For each incoherent process (described by a Lindblad operator $\hat{J}_\mu$), we define $N_\mu(t)$ as the number of “jumps” (measurements, decays, etc.) that have occurred up to time $t$. It is then possible to define a set of stochastic increments $\{dN_\mu(t)\}_\mu$, which satisfy the following properties

\[ E[dN_\mu(t)] = \langle \psi(t)| \hat{J}_\mu^\dagger \hat{J}_\mu |\psi(t)\rangle \, dt \quad (A.1) \]
\[ dN_\mu(t)dN_\nu(t) = dN_\mu(t)\delta_{\mu\nu} \quad (A.2) \]

where $E[a(t)]$ is the expected value of the stochastic increment $a(t)$. Equation (A.2) implies that $dN_\mu(t) = 0$ or 1 $\forall \mu$, as is expected, since for a given infinitesimal increment of time $dt$, at most one “jump” can occur for each incoherent process.
Using the stochastic increments defined above, we can derive the stochastic Schrödinger equation (SSE), which completely describes the evolution of the state vector under both coherent and incoherent dynamics.

\[
d |\psi(t)\rangle = \sum_{\mu} dN_\mu(t) \left( \frac{\hat{J}_\mu}{\sqrt{\langle \hat{J}_\mu^\dagger \hat{J}_\mu \rangle(t)}} - \hat{1} \right) + dt \left( \frac{\langle \hat{J}_\mu^\dagger \hat{J}_\mu \rangle(t) - \hat{J}_\mu^\dagger \hat{J}_\mu}{2} - i\hat{H} \right) |\psi(t)\rangle \tag{A.3}
\]

The first term describes the incoherent quantum “jump” when \( dN_\mu(t) = 1 \), and the second term describes the coherent evolution. For further information, and an explicit derivation of this equation, see reference \[85\].

The simplest method to numerically simulate equation (A.3) will know be outlined, following reference \[85\]. A random number \( R \in [0, 1] \) is generated, and the state is allowed to evolve under the unnormalized evolution

\[
\frac{d}{dt} \tilde{\psi}(t) = - \left( \sum_{\mu} \frac{\hat{J}_\mu^\dagger \hat{J}_\mu}{2} + i\hat{H} \right) \tilde{\psi}(t) \tag{A.4}
\]

until a time \( T \) such that \( \langle \tilde{\psi}(T) \tilde{\psi}(T) \rangle = R \). This time \( T \) represents the time the first jump occurs, and because equation (A.4) describes only the coherent evolution, the correct statistics for \( T \) are guaranteed.

One of the Lindblad operators \( J_\mu \) is then applied to the state \( \tilde{\psi}(T) \) and the resulting state renormalized. This procedure is repeated (treating \( t = T \) like \( t = 0 \)) until the desired total evolution time is reached. Determining which incoherent process occurs is also a random event. The unit interval is broken up into \( N_{inc} \) bins, one for each incoherent process. For the \( \mu \)’th
incoherent process, the size of the bin is determined by

\[
\frac{\langle \tilde{\psi}(T) \mid \hat{J}_\mu \hat{J}_\mu \mid \tilde{\psi}(T) \rangle \delta t}{P_{\text{jump}}}
\]

where

\[
P_{\text{jump}} = \sum_\mu N_{\text{inc}} \delta t
\]

and \(\delta t\) is the numerical time increment used in the simulation. Either \(R\) or a different randomly generated number from the unit interval can then be used to determine which incoherent process occurs.

In order to correctly simulate the average dynamics of an initial state \(\ket{\psi(0)}\), the protocol described above must be repeated a large number of iterations, \(N\). For \(N\) large enough, we can approximate the final state density matrix, \(\rho(t_{\text{fin}})\), by an ensemble average of the set of output states from the \(N\) iterations of the SSE protocol, \(\{\ket{\psi(t_{\text{fin}})}\}_{i=1}^N\).

\[
\rho(t_{\text{fin}}) \approx E[\ket{\psi(t_{\text{fin}})} \langle \psi(t_{\text{fin}}) \rangle]
\]

The advantage of the SSE protocol over direct numerical simulate of the master equation is that the time taken to compute the SSE protocol scales as \(d^2N\), where \(d\) is the dimension of Hilbert space, while the time taken to compute a master equation simulation scales as \(d^4\) \cite{85}. Thus, for \(N < d^2\), the SSE protocol will be faster.

In addition, the SSE protocol would allow us to determine if uncertainty in the “jump” time results in a dephasing like effect in the final state density matrix. Unfortunately, for the problem of simulating a JPM coupled to a microwave cavity (with photon number in the cavity on the order of 10), it was found that \(N \gg d^2\), and thus, the SSE protocol was impractical. As a result, it was abandoned, and replaced by the technique described in the following section.
A.2 Vectorized Master Equation and the Liouville Supermatrix

To numerically solve a master equation of the form (2.2), the first step is to vectorize the equation. There are two common ways to do this, and the convention chosen here is row stacking, an example of which is shown below.

\[
A = \begin{pmatrix}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{pmatrix} \rightarrow \text{vec}(A) \equiv \vec{A} = \begin{pmatrix}
a_{11} \\
a_{12} \\
a_{13} \\
a_{21} \\
a_{22} \\
a_{23} \\
a_{31} \\
a_{32} \\
a_{33}
\end{pmatrix} \quad (A.8)
\]

Using the identity
\[
\text{vec}(ABC) = A \otimes C^T \vec{B}
\]
where \(C^T\) is the transpose of \(C\), it is possible to express terms of the form \(\hat{J}_\mu \xi(t) \hat{J}_\mu^\dagger\) in vectorized notation, and so obtain the vectorized master equation
\[
\dot{\vec{\xi}}(t) = S\vec{\xi}(t) \quad (A.10)
\]
where \(S\) is given by equation (2.8).

For a given input state \(\vec{\xi}(0)\), equation (A.10) can be solved for the final state, \(\vec{\xi}(t)\), by any numerical method used to solve ordinary differential equations. This solution can then converted to the final state density matrix \(\xi(t)\). However, as we are more interested in the back action of the JPM, a property independent of the input state, this was not done. Instead, taking inspiration from process tomography, we calculate the Liouville supermatrix, \(T(t) = e^{St}\), which completely describes the back action of the JPM.
This is done using the native numerical matrix exponentiation routine in MATLAB.

The Liouville supermatrix is not a commonly used representation for a quantum process, and so through a simple permutation of components, we transform the Liouville supermatrix into the $\chi$-matrix, as defined by equation (2.9). As explained in section 2.4, as we assume the JPM initially starts in its ground state, and are only interested in the final state of the cavity, the full $\chi$-matrix is unnecessary. It is sufficient to look at the reduced $\chi$-matrix, $\chi^s$, conditioned on whether or not a photon detection event has occurred.

To understand the dynamics of particular input states (as used to obtain the detection probabilities shown in figure 2.5, etc.), we calculate the Kraus operators for the quantum process describing a JPM’s interaction with a microwave cavity. This allows us to calculate the final state at any time via the equation

$$\xi(t) = \sum_i \hat{A}_i(t) \xi(0) \hat{A}_i(t)^\dagger$$

In order to calculate the Kraus operators we first diagonalize the reduced $\chi$-matrix

$$\chi_{ij}^s(t) = \sum_{mn} U_{im}(t) d_{m}^s(t) \delta_{mn} \tilde{U}_{jn}(t)$$

where $U^\dagger(t)$ diagonalizes $\chi^s(t)$ and $d^s(t)$ is the resulting diagonal matrix. We then use the formula [1]

$$\hat{A}_i(t) = \sqrt{d_i^s(t)} \sum_j U_{ji}(t) \hat{E}_j$$

to obtain the Kraus operators, where $\hat{E}_{j(n,m)} = |n\rangle \langle m|$ is the standard basis for $\mathcal{L}(\mathcal{H}_c)$ derived from the Fock state basis for $\mathcal{H}_c$. 
Appendix B

Low $T_2$ Analytics

B.1 Approximate Solution to the Full Differential Equations

The four first order operator differential equations of equation (2.27) can be reduced to the following fourth order operator differential equation:

$$0 = \rho_{11}^{(4)} + (\kappa_2 + 2\gamma_1)\rho_{11}^{(3)} + \left[ \left( \frac{\kappa_2 + \gamma_1}{2} \right) \left( \frac{\kappa_2 + 5\gamma_1}{2} \right) + 2D_0 + 4g^2 \right] \rho_{11}^{(2)}$$

$$+ \left[ (\kappa_2 + 2\gamma_1)(2g^2 + D_0) + \gamma_1 \left( \frac{\kappa_2 + \gamma_1}{2} \right)^2 \right] \rho_{11}^{(1)}$$

$$+ \left[ 4g^2 + D_0 \circ D_0 + 2g^2\gamma_1 \left( \frac{\kappa_2 + \gamma_1}{2} \right) + 4g^2D_0 + \gamma_1 \left( \frac{\kappa_2 + \gamma_1}{2} \right) D_0 \right] \rho_{11}$$

$$- 4g^4\hat{a}\hat{a}^\dagger \rho_{11}\hat{a}\hat{a}^\dagger$$

(B.1)

The superoperator $D_0[f] \equiv g^2\{\hat{a}^\dagger\hat{a}, f\} = g^2(\hat{a}^\dagger\hat{a}f + f\hat{a}^\dagger\hat{a})$ is introduced for notational convenience. We restrict ourselves to the occupation probability of the cavity state $|n\rangle \langle n|_c$ (see equation (2.30)) and define $x(t) \equiv$
\( \langle n_c | \rho_{11} | n_c \rangle \). Equation (B.1) becomes

\[
0 = x^{(4)} + (\kappa_2 + 2\gamma_1)x^{(3)} + \left[ \frac{\kappa_2 + \gamma_1}{2} \right] x^{(2)} + \left[ (\kappa_2 + 2\gamma_1)(2g^2 + 2g^2n) + \gamma_1 \left( \frac{\kappa_2 + \gamma_1}{2} \right)^2 \right] x^{(1)} + \left[ 4g^2 + 4g^4n^2 + 2g^2\gamma_1 \left( \frac{\kappa_2 + \gamma_1}{2} \right) + 8g^4n + 2g^2n\gamma_1 \left( \frac{\kappa_2 + \gamma_1}{2} \right) - 4g^4(n + 1)^2 \right] x \quad (B.2)
\]

This can be further simplified upon the assumption that \( \frac{1}{T_2} \) is large, as shown in equation (2.31).

Unfortunately, the inverse Laplace transform of equation (2.32) is unwieldy and lends little insight to the nature of the system. In order to make this problem tractable, it is necessary to approximate the roots of the denominator of equation (2.32).

The solution to the equation

\[
s^4 + \kappa s^3 + \frac{1}{4} \kappa^2 s^2 + \frac{1}{4} \kappa^2 \gamma_1 s + \kappa g^2 \gamma_1 (n + 1) = 0 \quad (B.3)
\]

lies in two distinct regimes of \( s \). The first regime is \( \frac{s}{\kappa} \ll 1 \), and rearranging equation (B.3)

\[
\frac{s^4}{\kappa^2} + \frac{s^3}{\kappa} + \frac{s(s + \gamma_1)}{4} + \frac{g^2 \gamma_1 (n + 1)}{\kappa} = 0 \quad (B.4)
\]

we see that in this regime, the largest relevant term (which will be of order \( \kappa^0 \)) is

\[
\frac{s(s + \gamma_1)}{4} = 0 \quad (B.5)
\]

The solutions to equation (B.5) are \( \bar{s}_1 = 0 \) and \( \bar{s}_2 = -\gamma_1 \). However, these solutions are of insufficient accuracy to allow for a valid solution of equation
(2.32). In particular, $\tilde{s}_1 = 0$ will lead to undamped growth of $x(t)$, which is nonphysical.

Thus, it is necessary to find solutions to equation (B.3) of the form $s_1 = \tilde{s}_1 + \delta s_1$ and $s_2 = \tilde{s}_2 + \delta s_2$, where $\delta s_1$ and $\delta s_2$ will be of the next highest order, which is $\kappa^{-1}$. Substituting these expressions for $s_1$ and $s_2$ into equation (B.4) results in the following solutions, of order up to $\kappa^{-1}$.

\begin{align*}
s_1 &= -\frac{g^2(n+1)}{\kappa} & & \text{(B.6)} \\
\quad s_2 &= -\gamma_1 - \frac{4(\gamma_1^2 - g^2(n+1))}{\kappa} & & \text{(B.7)}
\end{align*}

We can understand these roots as a manifestation of Fermi’s golden rule. Dephasing in the detector broadens its line as seen from the cavity, and also lowers its height to $1/\kappa$, hence this term appears in both rates. Rate 1 is then the rate of incoherent emission of energy from the detector back to the cavity, rate 2 contains tunnelling to lowest order and, again, emission back to the cavity as well as incoherent tunnelling as corrections.

The other two roots are to be found in the second regime, characterised by $\frac{s}{\kappa} \sim 1$. In this regime, the highest order terms are of order $\kappa^2$, and equation (B.4) becomes

\[ \frac{s^4}{\kappa^2} + \frac{s^3}{\kappa} + \frac{s^2}{4} = 0 \]  

(B.8)

The $s = 0$ roots of equation (B.8) lie outside of the domain of interest, so they can be ignored, which leaves

\[ \frac{s^2}{\kappa^2} + \frac{s}{\kappa} + \frac{1}{4} = 0 \]  

(B.9)

The solution to equation (B.9) is

\[ s_3 = s_4 = -\frac{\kappa}{2} \]  

(B.10)
Using the approximate roots of equations (B.6), (B.7), and (B.10), an approximate solution for \( X(s) \) can be found, and this will have a simpler inverse Laplace transform.

\[
X(s) \approx 2g^2(n+1)x_0 \left( \frac{s + \frac{\kappa-3\gamma_1}{2}}{(s + \frac{\kappa}{2})^2(s + \frac{g^2(n+1)}{\kappa})(s + \gamma + \frac{4(\gamma^2-g^2(n+1))}{\kappa})} \right) \tag{B.11}
\]

As the inverse Laplace transform of equation (B.11) is simple to calculate, a solution for \( x(t) = \mathcal{L}^{-1}[X(s)] \) can easily be obtained. Using this and equation (2.30), one can easily obtain the occupation probability of the cavity state \( |n\rangle \langle n|_c \), given that a measurement has occurred.

\[
\langle n|_c \rho_{mm}(t) |n\rangle_c = \gamma_1 \int \langle n|_c \hat{\rho}_{11}(t) |n\rangle_c dt = \gamma_1 \int x(t)dt
\]

\[
= 4g^2\kappa^2\gamma_1(1+n)x_0 \left( \frac{6e^{-\frac{\kappa t}{2}(2+\kappa t)\gamma_1}}{\kappa^2(\kappa^2-8g^2(1+n))((\kappa^2+8g^2(1+n)-2\kappa\gamma_1-8\gamma_1^2)\gamma_1)} + \frac{e^{-\frac{4g^2(1+n)t}{\kappa}\kappa(\kappa-3\gamma_1)-8g^2(1+n))}}{4(1+n)(\kappa^2-8g^2(1+n))\gamma_1((\kappa^2+8g^2(1+n)-\gamma_1)(\kappa+4\gamma_1))} \right.
\]

\[
+ \frac{e^{-\frac{16g^2(1+n)^2-16g^2(1+n)\gamma_1(\kappa+4\gamma_1)-\kappa(\kappa^3-8\kappa^2\gamma_1-2\kappa\gamma_1^2+24\gamma_1^3))}}{\kappa(64g^2(1+n)^2-16g^2(1+n)\gamma_1(\kappa+4\gamma_1)-\kappa(\kappa(2-8\kappa^2-8\kappa\gamma_1-16\gamma_1^2))} \right)
\]

\[
(B.12)
\]

Substituting the set of values of \( n \), from \( n = 0 \) up to the highest photon number of the cavity, into equation (B.12) will result in a set of solutions describing the occupation probabilities of the states \( \{ \langle n|_c \rho_{mm}(t) |n\rangle_c \}_{n=0}^N \). From this we obtain the probability of detection which is given by

\[
P_{\text{det}} = \sum_{n=0}^{N} \langle n|_c \rho_{mm}(t) |n\rangle_c , \tag{B.13}
\]
where \( N \) is the maximum number of photons in the cavity.

In addition to detection probability, in light of equation (2.26) it is possible to solve for any matrix element, \( \langle i | \rho_{mm}(t) | j \rangle \), of the reduced cavity state via the procedure used above to solve for the diagonal elements. Using this it is possible to construct the full density matrix of the reduced cavity state after a measurement has occurred.

### B.2 Incoherent Tunnelling Model

To obtain equation (2.36), we rewrite the equations of (2.35) in matrix form

\[
\partial_t \begin{pmatrix} P_0 \\ P_1 \\ P_m \end{pmatrix} = \begin{pmatrix} -\gamma_2 n & \gamma_2 n & 0 \\ \gamma_2 n & -(\gamma_1 + \gamma_2 n) & 0 \\ 0 & \gamma_1 & 0 \end{pmatrix} \begin{pmatrix} P_0 \\ P_1 \\ P_m \end{pmatrix} \tag{B.14}
\]

where the index indicating the photon number in the cavity has been suppressed. The Laplace transform of this system of equations is

\[
\begin{pmatrix} sP_0 - 1 \\ sP_1 \\ sP_m \end{pmatrix} = \begin{pmatrix} -\gamma_2 n & \gamma_2 n & 0 \\ \gamma_2 n & -(\gamma_1 + \gamma_2 n) & 0 \\ 0 & \gamma_1 & 0 \end{pmatrix} \begin{pmatrix} P_0 \\ P_1 \\ P_m \end{pmatrix} \tag{B.15}
\]

where we have used the fact that \( P_i(0) = \delta_{i0} \), and defined \( P_i(s) = \mathcal{L}[P_i(t)] \).

Solving the system of equations (B.15) for \( P_m(s) \) gives

\[
P_m(s) = \frac{n\gamma_1 \gamma_2}{s(s^2 + s(2n\gamma_2 + \gamma_1) + n\gamma_1 \gamma_2)} \tag{B.16}
\]

Using partial fractions and finding the residues of \( P_m \) at the poles allows us to rewrite equation (B.16) as follows:

\[
P_m(s) = \frac{1}{s} + \frac{\gamma_1 \gamma_2 n}{s_+ - s_-} \left( \frac{1}{s_+(s - s_+)} - \frac{1}{s_-(s - s_-)} \right), \tag{B.17}
\]

where \( s_\pm \) are as defined in equation (2.37). The inverse Laplace transform of equation (B.17) can easily be calculated to obtain equation (2.36).
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