INFORMATION TO USERS

This manuscript has been reproduced from the microfilm master. UMI films
the text directly from the original or copy submitted. Thus, some thesis and
dissertation copies are in typewriter face, while others may be from any type of
computer printer.

The quality of this reproduction is dependent upon the quality of the
copy submitted. Broken or indistinct print, colored or poor quality illustrations
and photographs, print bleedthrough, substandard margins, and improper
alignment can adversely affect reproduction.

In the unlikely event that the author did not send UMI a complete manuscript
and there are missing pages, these will be noted. Also, if unauthorized
copyright material had to be removed, a note will indicate the deletion.

Oversize materials (e.g., maps, drawings, charts) are reproduced by
sectioning the original, beginning at the upper left-hand comer and continuing
from left to right in equal sections with small overiaps.

Photographs included in the original manuscript have been reproduced
xerographically in this copy. Higher quality 6" x 9" black and white
photographic prints are available for any photographs or illustrations appearing
in this copy for an additional charge. Contact UMI directly to order.

ProQuest Information and Learning
300 North Zeeb Road, Ann Arbor, Ml 48106-1346 USA
800-521-0600

®

UMI






NOTE TO USERS

Page(s) not included in the original manuscript and are
unavailable from the author or university. The manuscript
was microfilmed as received.

146

This reproduction is the best copy available.

®






Intelligent Modeling and Manipulation of Three
Dimensional Objects in Computer Vision and

Animation

Li Rong

A thesis
presented to the University of Waterloo
in fulfilment of the
thesis requirement for the degree of
Doctor of Philosophy
n

Systems Design Engineering

Waterloo, Ontario, Canada, 1998

(©Li Rong 1998



il

Your fle Votre référence

Our fle Notre rdtérence

L’auteur a accordé une licence non
exclusive permettant a la

National Library Bibliothéque nationale
of Canada du Canada
Acquisitions and Acquisitions et .
Bibliographic Services services bibliographiques
395 Wellington Street 395, rue Wellington
Ottawa ON K1A ON4 Ottawa ON K1A ON4
Canada Canada
The author has granted a non-
exclusive licence allowing the
National Library of Canada to

reproduce, loan, distribute or sell
copies of this thesis in microform,
paper or electronic formats.

The author retains ownership of the
copyright in this thesis. Neither the
thesis nor substantial extracts from it
may be printed or otherwise
reproduced without the author’s
permission.

Bibliothéque nationale du Canada de
reproduire, préter, distribuer ou
vendre des copies de cette thése sous
la forme de microfiche/film, de
reproduction sur papier ou sur format
électronique.

L’auteur conserve la propriété du
droit d’auteur qui protége cette thése.
Ni Ia thése ni des extraits substantiels
de celle-ci ne doivent étre imprimés
ou autrement reproduits sans son
autorisation.

0-612-60811-5

Canadi



The University of Waterloo requires the signatures of all persons using or pho-

tocopying this thesis. Please sign below, and give address and date.



Abstract

In this thesis, the author investigates the use of Attributed Hypergraph Repre-
sentation (AHR) based on category theory as the supporting framework of a generic
3D object modeling and manipulation methodology. The efficacy of the methodol-
ogy is illustrated by its applications in computer vision and animation. Compared
with the relational graph used in computer vision [79] and the scene graph used in
computer graphics [17], AHR has the advantage that it is capable of representing
multiple relations by its hyperedge structure. One of the most important contri-
butions of the thesis is the mathematical framework established to examine AHR

from a theoretical perspective.

From multiple 2D views of a 3D object or scene, range information is first com-
puted and then a triangular mesh model is built. A net-like data structure of AHR
can be configured on this mesh model. The data structure is designed to handle the
transformations on the representation corresponding to the object’s movements and
deformations. In an attributed hypergraph, the attributes associated with the hy-
peredges and the vertices give it power to model arbitrary shapes with geometrical,
physical or behavioral features. As a hierarchical and generic representation, AHR
enables pattern matching. recognition, synthesis and manipulation to be carried
out at different resolution levels or on different subsets depending on the context.
Symbolic computation on knowledge represented in the format of attributed hyper-
graphs becomes straightforward. |

From the mathematical viewpoint, a representation on a feature level with the
transformations defined on it. such as physically based modeling [85] with the state

transition functions, forms a category; AHR and AHR transformations form another

category. Given the features of a 3D object or scene, the procedure of constructing

iv



the AHR corresponds to the concept of functor in category theory, which maps
one category to another one. The transformations of AHR are in the form of a set
of operators defined on attributed hypergraphs, which stand for the motions and

deformations of the object.

This representation is applied to various modeling and manipulation tasks on

3D objects:

e the process of motion analysis of a 3D object is the task of extracting a

sequence of AH operators from the AHR of the object;

e a 3D scene can be modeled by AHR and then altered/augmented with other
3D models, by which an augmented reality can be built:

e given the AHR's of two different 3D shapes, 3D morphing can be accomplished
by matching the two AHR’s and then mapping the difference to a sequence

of AH operators:

e model based animation of an object can be accomplished by applying a set

of AH operators to its AHR.
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Chapter 1

Introduction

Computational modeling has been an active and productive research field for some
time. It provides the theoretical fundamentals for many research topics. such as
machine vision, computer animation and engineering visualization. Ever since the
1950’s, it has been a goal of scientific and engineering research to produce intel-
ligent machines that can effectively model and understand what humans see in
the environment. It can make computer not only a machine for computation, but
also a tool to help people exploring their world. Since the 1980's. the applications
of computers are no longer restricted in traditional science and engineering areas.
They have immersed into many aspects of our everyday life. With the emergence of
“computer animation” and “virtual reality” technologies, which have been highly
successful commercially. to develop an intelligent modeling technology for our sur-
rounding world becomes increasingly important.

With a set of camera views and constraints about a scene, the objective of three
dimensional (3D) modeling is to derive certain descriptive (structural, topological or

procedural) information through image understanding. This includes the analysis
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and synthesis of 3D shapes, surface textures, colors, and more importantly, the 3D
motions of the objects in the images. With the aid of computer vision and computer
graphics technologies, the latest development in 3D object modeling has had great

impact in the industrial fields as well as in our daily lives.

1.1 Applications of 3D Object Modeling

The applications of 3D object modeling have a broad range. In this section, three
typical applications, namely (1) model based 3D computer vision, (2) computer

animation and (3) virtual reality and augmented reality, are briefly introduced.

1.1.1 Model Based 3D Computer Vision

3D computer vision is an area that directly makes use of 3D object modeling. Its
most successful applications include 3D scene understanding for autonomous vehicle

steering and real-time 3D object recognition on industrial production line.

In many model based 3D vision systems, it is required to search for the best
match between known 3D models and 2D perspective views of the objects. Com-
plete or partial 3D models can be matched against 2D views for object identification,
3D pose calculation or 3D motion analysis. The system’s perforrnance normally de-
pends on how the object is represented. In many applications, the vision system
has to either have the prior knowledge of some prominent “landmarks” in the scene,
or have the ability to infer relevant 3D information based on the scene from incom-
plete world model. This means that the modeling approach is required to record
the appearance features of the scene, and most preferably, to support knowledge

processing such as learning. In this thesis research, 3D objects are represented in a
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symbolc way, by which, pattern learning and recognization can be performed within

a unified framework.

1.1.2 Computer Animation

Over the years, computer animation has been making steady and rapid progress.
largely benefited from its great success in the entertainment fields. In a typical
animation system, under the control of the operator (called the animator), rigid
or deformable multi-body is animated from its geometrical models according to
the specifications of kinematic and dynamic constraints. An intelligent modeling
approach minimizes the interactions from the operator. It should allow automatic

derivation of the local motion/deformation form and the motion trajectory.

Therefore, a good modeling methodology for computer animation will have at

least the following components:

¢ appearance modeling which includes geometric shapes, textures and colors;

e kinematics modeling which includes manipulations such as rotation and trans-

lation of the objects as well as collision detection:

¢ dynamics modeling which specifies the objects’ physical parameters, such as

mass, weight, inertial, compliance, damping factor, etc.

These features are only the minimal requirements. There may be extra features for
more complex subjects such as the so called “intelligent agents” and “emotional
agents”. To incorporate and operate on those features, there is a need for a generic
representation for modeling, which empowers the operator to animate the graphical

objects at different information levels with symbolic operations.
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1.1.3 Virtual Reality and Augmented Virtual Reality

Virtual reality (VR) is a research area emerging from the late 1980%s. Although the
basic concepts have been proposed earlier, it did not catch enough interest until
the maturity of computer graphics and visualization technologies. The basis of
VR is not only to present to but also to “immerse” users with an imaginary and
computer generated “virtual world”. Developed as an extension of VR, augmented
virtual reality (AR) lets the user interact with a “real” world, on which there is also
computer graphics superimposed. In AR, it would appear to the user that both

real and virtual objects coexist [5].

In the theoretical research of VR and AR, much of the focus is on designing
an appropriate 3D modeling methodology. In VR, an ideal modeling approach
should enable real-time performance and vivid presentation. It is required that
the object’s geometrical features, together with the textures, colors and physical
parameters be registered in a unified representation. In AR, the methodologies to
construct the virtual part can be directly adopted from those of VR's. However,
the processing and the integration of the real part with the virtual parts are not
easy tasks. Seamless integration depends on how the real scene and the virtual

world are modeled.

1.2 Problem Definition

1.2.1 Motivation

In-depth studies of the human vision system have shown that the analysis of dy-

namic scene involves both low-level processing at the retina and high-level process-
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ing in the brain [20] . Bum’s experiments showed that the human vision system
capture both high-level structures and low-level entities [21]. A successful machine
vision system should probably also have these characteristics. Unfortunately, most
cwrent systems do not fully satisfy this requirement. They have object models that
are difficult to operate with at symbolic or knowledge level. The inflexibility of the
pre-chosen models results in difficulties in manipulation and poor approximations.

Furthermore, there is no way to “learn” unknown patterns from the sensed data.

Previous modeling techniques mainly looked after geometrical appearance or
physical features. With incomplete modeling, most tasks were accomplished with
enormous human assistance. To incorporate various features into operations and
to automate the process, it is required to build a generic representation to enable
symbolic operations for the animation of a virtual 3D world with different types of

information.

1.2.2 Research Objectives

There is still no agreement on the criteria for an ideal 3D representation for mod-

eling. However, the following criteria [11] would be at least a necessary subset:

e computable: the computational complexity should be of low order in time

and space, and an incomplete representation must still be computable;

e stable: small local noises in the data should only introduce small variation

in the representation;
e unique: a given object must have a unique representation;

e complete: within a problem domain, for each and every object there is a

corresponding representation;
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e composite: the natural recursive part-whole composition structure in the

objects should be explicit in the corresponding representation;

e invariant: an object representation should be invariant under geometric

transformations;

e generic: it should enable pattern matching, recognition and reconstruction

to be carried out at various resolution levels depending on the context.

Among the above criteria, the last two are of particular importance. First, the
representation has to accommodate the dynamic characteristics such as transla-
tions, rotations and deformations. Second, it is necessary that a representation

support a generic class of objects as well as the specific ones.

In the research of visual representations, there is a growing interest in graph-like
representations. In general, graphs provide a straightforward and flexible method
to describe primitives and their relations. In computer vision, many successful
results from graph based representations have been reported since the mid-1980’s
[79, 99. 102, 103]. Among the pioneers are the concept of relational graph in 3D
object representation [79], and attributed hypergraph (AH) modeling [102] for 3D
recognition and model synthesis. In graphics modeling. trees and graphs have been
applied to represent hierarchical structures [17]. The author believes that for both
computer vision and animation, an attributed hypergraph is ideal as a generic

representation and an effective manipulation tool.
The objectives of this thesis research are:
e to study the existing methodologies in 3D object modeling;

o to establish a mathematical framework for attributed hypergraph representa-

tions (AHR), and to examine them from a mathematical perspective;
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e to explore the algorithms that build, manipulate and augment AHRs;

¢ to develop an efficient algorithm that can automatically control and generate

3D morphing and realistic animations.

The ultimate goal of the research presented in and extended beyond this thesis
Is to implement a system that integrates machine vision and computer graphics
technologies based on the proposed 3D object modeling. Such a system can be
illustrated by Figure 1.1, in which the modules with solid borders are the focuses

of this thesis.

1.3 Thesis Outline

This thesis consists of six chapters. This chapter is the general introduction to the
research. Chapter 2 reviews the literature in related topics. Instead of focusing on
the theoretical foundations, much emphasis has been placed on the applications in

machine vision and computer graphics.

Chapter 3 introduces and elaborates the mathematical aspect of the hypergraph
based object modeling methodology with theoretical support from category theory.
Some terminologies in graph theory and category theory are introduced, followed by
the formalization of the attributed hypergraph representation (AHR), the dynamic
data structure for AHR and the AH operators. An AHR is constructed from feature
based triangular meshes of a 3D object, where the features can be geometrical,
kinematic, physical, behavioral ones or their combinations. The construction of the

AHR corresponds to a functor in category theory.

Chapter 4 presents the applications of AHR in augmented reality, which are
primarily computer graphics tasks that utilize 3D vision technologies. Traditional
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Figure 1.1: The integrated system of machine vision and computer graphics tech-
nologies.
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3D computer vision techniques, such as camera calibration and stereo triangulation,
provide the basis of the proposed AR system. From the available 3D visual data,
an AHR can be constructed to form a framework on which high-level processes,
such as automatic augmentations, are easy to perform. The experiments show that

AHR is very flexible for 3D scene understanding, reconstruction and augmentation.

Chapter 5 focuses on AHR’s applications in 3D morphing and intelligent ani-
mation. Before the applications are addressed, the optimal subgraph isomorphism
algorithm for AHR’s is elaborated. Different 3D shapes or different statuses of a
dynamic scene are represented by attributed hypergraphs. They can be matched
by searching for the optimal common subgraph. Then, sets of AH operators are
extracted from the discrepancies. The AH operators register the qualitative and
quantitative changes of the motions that conjoin the two different AH’s. Auto-
matic morphing or animation can be performed by applying the AH operators on
the source AH.

Chapter 6, the conclusion of the thesis, begins with a general comment on the

new methodology. It then presents the anticipated contributions of the research,

some possible improvements, and finally the trends of future work.



Chapter 2

Review of Literature

2.1 3D Object Modeling for Computer Vision and

Graphics

The representation of 3D shapes has preoccupied computer vision and graphics
researches for several decades. Before the emergence of computer animation, the
research mainly focused on the modeling of rigid shapes. Despite the large body of
work. most techniques lacked the flexibility to model non-rigid motions. Only after
the mid 1980°s were a number of modeling methodologies proposed to solve the
problems of deformations. In this chapter, we focus on the underlying mathematics
and the process involved in 3D object modeling. We will first introduce the princi-

ples of object modeling and then review different types of modeling methodologies.

10
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2.1.1 Principles of 3D Object Modeling

An effective 3D object modeling methodology should characterize the ob ject’s fea-
tures under different circumstances in the application scope. In the early research,
people focused on appearance modeling since the objects studied in vision and
graphics applications were simple and stationary. Nowadays, with the develop-
ment of dynamic vision and computer animation, simple unilateral modeling can
no longer satisfy the requirement. A complete 3D object modeling should at least

comprise the following components [19]:

o Geometrical Modeling
This is the basic requirement for any vision or graphics system. It describes
an object’s geometrical properties, namely, the shape (e.g., polygon, triangle

or vertex, etc.) and the appearance (e.g., texture, surface reflection or color).

o Kinematic Modeling
It specifies an object’s motion behaviors which are vital for dynamic vision
and animation. A 4 x 4 or 3 x 4 homogeneous transformation matrix can
be used to identify translations, rotations and scalings and as the base for

collision detection.

e Physical Modeling
Physical modeling is required for complex situations where deformations and
collisions are involved. Objects can be modeled physically by specifying their
mass, weight, inertia, compliance, deformation parameters, etc.. These fea-
tures are merged with the geometrical modeling along with physical laws to

form a realistic model.



CHAPTER 2. REVIEW OF LITERATURE 12

o Behavior Modeling
This is the least studied aspect of modeling. In intelligent modeling, an object
can be considered as an “intelligent agent™ which has a degree of intelligence.

It can actively response to its environments based on certain rules.

In the following. the modeling methodologies in the literature are reviewed and
classified into three categories, namely, continuous miodeling, discrete modeling,

and graph based modeling.

2.1.2 Continuous Modeling

This type of modeling approximates either the whole or a functional part of the
3D object by a variation of geometrical primitives. such as blocks, polyhedrons,
spheres, generalized cylinders or superquadrics. These geometrical primitives can
be expressed as continuous or piecewise continuous functions in 3D épace. Kine-
matic and physical features can be easily combined with the geometrical shapes.
Among the large body of the geometrical primitives, generalized cylinders and su-

perquadrics are the popular ones since they could easily handle deformations.

Barr is considered as one of the first to “borrow™ the techniques from linear
mechanical analysis to approximate visual 3D objects [9. 10!. He defined the angle-
preserving transformations on superquadrics. Although the original approach was
only for computer graphics, it is also very useful in vision tasks and has led to

fruitful results.

As a dynamic extension of superquadrics, the “deformable superquadrics™ [88]
proposed by Terzopoulos et. al. is a physical feature based approach. It fits complex
3D shapes with a class of dynamic models that can deform both globally and locally.
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The model incorporates the global shape parameters of a conventional superellip-
soid with the local degrees of freedom of a spline. The local/global representation
power simultaneously satisfies the requirements of 3D shape reconstruction and 3D
recognition. In an animation task, the behaviors of the deformable superquadrics
are governed by motion equations based on physics. In 3D model construction, the
model is fitted with 3D visual information by transforming the data into forces and

simulating the motion equations through time.

In animation tasks, it is easy to detect, attach and apply geometrical, kinematic
and physical parameters to continuously modeled objects. However, for behavioral
features, it is difficult since the model lacks a symbolic structure as the base to fit in
behavioral languages. Furthermore, for many real world objects, approximatior. by

pre-defined primitives such as generalized cylinders or superquadrics is impossible.

2.1.3 Discrete Modeling

A variety of computer vision applications involve highly irregular, unstructured and
dynamic scenes. They are characterized by rapid and non-uniform variations in
spatially irregular feature densities and physical properties. It is difficult to model
such objects from any of the aspects mentioned before with continuous elements.
This difficulty stems from the unpredictable behaviors of the objects. Discrete
modeling is able to approximate the surfaces or volumes of this kind of objects by

vast patches of very simple primitives, such as polygons or tetrahedrons.

Since most graphics applications use polygons as the fundamental building block
for object description. a polygonal mesh representation of curved surfaces is a natu-
ral choice for surface modeling. Several approaches are available to generate polygo-

nal meshes from explicit boundary representations of 3D objects and their surfaces
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[92]. Polygonal approximation of sensory data is relatively simple to carry out.
Sampled surfaces can be approximated to the desired precision [56]. Physical and
kinematic features can be associated with either a single element (a polygon) or a

group of elements (a patch of polygons), which offers more flexibility.

Triangular meshes are a special case of polygonal meshes. They have been
recognized as a powerful tool for surface modeling due to their simplicity and flexi-
bility. Furthermore, the abundance of algorithms to manipulate triangular meshes
encourages and facilitates their use in many general vision and graphics applica-
tions [34, 39, 74, 83]. They provide fast preprocessing, data abstraction and mesh

refinement techniques.

Based on the triangular mesh, Terzopoulos and Waters have successfully at-
tached physical constraints on the human facial models [89]. From sequences of
facial images, they built mesh models with anatomical constraints. An impressive
advance of the methodology is that it has the capability to model the behavioral
features. With the support of anatomical data, different emotions can be modeled

and applied to arbitrary human faces.

Th;a main drawback of mesh based methodologies is that they lack the high level
structure to control the modeling or to perform symbolic operations. The polygonal
primitives are unstructured and contain only information on local features. When
applied to dynamical cases. even though geometrical modeling can be highly precise,

abstracting high level information from the data is still problematic.

2.1.4 Graph Based Symbolic Modeling

In graph based approaches. a complex object is usually represented explicitly by

a set of primitives and the relations among them in the form of a graph. If the
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primitives are several regular blocks such as cylinders, cubes or superquadrics, it
can be viewed as a clone of continuous modeling. Similarly, if the model consists
of vast number of primitives that are discrete polygons or polygonal meshes, it is

the extension of discrete modeling.

The graph representation was first put forward in 1970 [80] neither for computer
vision nor for graphics applications, but for the script description of a scene in arti-
ficial intelligence. In the early 1980’s, Shapiro applied relational graphs for object
representation [79]. The quadtree (for surface) and octree (for solid) encoding algo-
rithm given by Meagher [66] can be viewed as special cases of graph representation,
since they form trees (directed graphs) as the hierarchical structure for represen-
tation. Later, Wong and his colleagues presented random graph and attributed
hypergraph as geometry and knowledge representation for computer vision. In 3D
model synthesis, random graphs were applied to describe the uncertainties brought
by sensors and image processing [103]. In [102], attributed hypergraph model was
coustructed based on model features. The representation had a four-level hierar-
chy that characterizes: 1) the 3D geometrical model features; 2) the characteristic
views induced by local image/model features, each of which contains a subset of the
model features visible from a common viewpoint; 3) a set of topological equivalent
classes of the characteristic views; and 4) a set of local image features. Domain
knowledge could be imposed on the representation for various forms of decision

making and reasoning.

Since graph based modeling approaches introduce the concepts of primitives
and their relations, it is straightforward to build a hierarchical representation. At
lower hierarchies, geometrical, kinematic and physical features can be encoded as
the primitives and the attributes associated with them; while at higher hierarchies,

the entities such as edges and hyperedges can be used to represent symbolic infor-
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mation. In a graph structure, it is handy to perform symbolic operations. With
the aid of machine intelligence technologies, domain knowledge can be learned and
later recalled together with other data. However, graph based approaches lack the
representational power for dynamic objects. Although they have the potential to
handle deformations, up to now, the graph based systems have only been applied
to rigid object modeling, mainly due to the rigid structure of graph and the lack of

definitions for transformation operators on graphs.

In this thesis, the attributed hypergraph representation (AHR) is applied to
develop a 3D modeling methodology based on triangular mesh approximation of
the object surfaces. Surface modeling approaches were chosen over solid modeling
because the modeling approach should fit in both computer vision and computer
graphics applications, while most vision sensors provide surface data only. A net-
like data structure is designed to handle the dynamic changes in the representation
corresponding to the object’s movements and deformations to overcome the inflex-

ibility of the graph structure.

2.2 Augmented Reality

Augmented Reality (AR) is an extension of Virtual Reality (VR) technologies. In
the past five years or so, VR technologies have attracted a great deal of research
interests as well as the media attentions due to their great success in commercial
applications. The basic idea of VR is not only to present to the users but also to
“iImmerse” them in an imaginary, computer generated “virtual world”. Although
many different systems have been developed, they all share a common drawback:

the user is cut off from any view of the real world [19, 43].

Augmented reality emerged as a solution to the above problem. In an augmented
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reality system, there are sensory devices that capture the features of the real world.
It then embeds or superimposes them into a computer graphics environment. In
other words, instead of merely replacing the real world by the virtual world, it
supplements the virtual world with the real world features or vice versa. Thus,
1t appears to the user that the features captured from the real world and those

created by computer graphics coexist [5].

2.2.1 Characteristics of Augmented Reality

This section reviews the common features of the current AR systems in sensing,

scene augmentation and 3D registration. The problems of AR algorithms are also

addressed.

Sensing

AR systems have more strict requirements on the sensing devices than those of VR
systems. Specifically, AR requires the sensors to have more flexibility and higher

accuracy at wider sensing range.

In VR, the sensors are only used to track the positions of the user’s eyes/hands
by certain pointing devices (e.g.. 3D mouse and data glove). AR systems, however,
have a greater variety of input sensing devices to capture real world data and
to track the viewpoints. These devices may include CCD cameras, laser range
finders, CT, MRI or uitrasound sensors and more. Conceptually, for the purpose
of visualization, anything that can be detected by machines might be transduced

into the AR system in future applications [5].

Range image data are very important for the current AR applications. A com-

puter system has the exact 3D information of the virtual elements but may not
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know where all the real elements are in its environment. Furthermore, in many
applications, the environment is not static. In other words, the real elements must
be tracked in real time. Normally full 3D data of the real scene are required. How-
ever, in many cases, for real-time performance, the minimal requirement of the real
elements would be the range data. A direct solution to obtain 3D or range data is
to use a laser range-finder. More cost effective methodologies are using computer
vision techniques, such as shape from stereo [61], shape from contour [93] shape from

motion [53] and shape from shadow [24], with inexpensive CCD cameras.

The accuracy required for sensing is driven by the accuracy needed for visual
registration (refer to Section 2.2.1). Approaches directly adopted from VR systems
cannot meet this specification since they are sensitive to the conditions of the AR
environments. For example, inertial force based sensors drift with time, magnetic
force base sensors are sensitive to metal disturbance, and sonar sensors suffer from
noises. Laser range finders would solve the problem with the sacrifice of high
cost. Another solution is the traditional optical sensors. The main problems of
optical technologies are: (1) lens distortion, and (2) difficulty in calibration. Many
attempts have been made to correct the optical distortions of cameras [1, 91], and
to certain extent, they have succeeded in compensating the lens distortions and
achieving sub-pixel accuracy. Optical sensors seem to be most promising due to
the trends towards high-resolution digital cameras and real-time photogeometric

technologies.

Augmentation

Cwirent work on augmentation in AR has focused on adding virtual objects to a
real environment, although the capability should also include removing real objects

from a real scene.
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Figure 2.1: Optical see-through device used for augmented reality.

A feasible implementation of adding virtual objects is the optical combination
via an optical device with semi-transparent lenses, called the “see-through” device,
such as the Head-Mounted Display (HMD) or Head Up Display (HUD) [95]. This
device places optical combiners in front of the user’s eyes. The combiners let light
in partially from the real world, while at the same time reflect also light from a
monitor that displays graphical images. The result is a combination of the real
world and the virtual world displayed by the computer. Figure 2.1 illustrates the

configuration of the see-through system.

Though the see-through system is fast and cost effective, it has a serious draw-
back in that the part of the real world is not changeable. Therefore, it can only
be presented exactly as what it is in real world. Consequently, there is no way to
handle subtle cases such as removing real objects. presenting virtual occlusions or
virtual lighting effects. Furthermore, as discussed later, it is almost impossible to

calibrate the registration errors in this type of AR system.

An ideal augmentation (also referred to as “integration™) can be accomplished
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Figure 2.2: Improved see-through device with computer aided video combination
for augmented reality.

by using the intelligent computer algorithms (refer to Figure 2.2) called “recon-
struction based system”. Images from real scenes should be first acquired, digitized
and input into computers. They are analyzed to extract appropriate 3D informa-
tion. Then, the scenes reconstructed from the real world are blended with the
virtual elements. Finally, the combined scenes are adjusted with possible texture
and lighting changes to the real world features or virtual domains and projected
to the viewing plane. Though the reconstruction based methodology is much more
elaborate and time-consuming compared to the optical one, its advantage is that
with 3D visual information, we can have: (1) correct computation on occlusions;
(2) robust and accurate determination and tracking of the camera motion; and (3)

flexible and precise 3D placement of real and virtual objects/elements.
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Registration

Omne of the most fundamental problems currently limiting AR applications is the
registration problem. Though similar problem appears in VR applications, it is
relatively easy to solve compared with that of AR [4]. In AR applications. the
objects in the real and virtual worlds have to be properly aligned with respect to

each other. Therefore, accurate registration is of great importance.

There are five main sources of registration errors:

e optical distortions;

e errors from the tracking system:
e mechanical misalignments;

e inaccurate viewing parameters;

e system delays in real-time applications.

Most current AR implementations register images solely based on non-visual
tracking systems. Typically. there are sensors that track the locations of a number
of specially designed landmarks. However, as pointed out by Bajura and Neumann
[7]. this kind of registration is similar to an “open-loop” controller. The system has
no fecdback on how closely the real and the virtual elements match. Therefore, it

is impossible to compensate the errors.

In an optical see-through system. the loop cannot be closed since there is no
way to obtain feedback from the optical combiner. However, in a reconstruction
based system (refer to Figure 2.2), computer vision technologies can be applied to

calibrate the registration errors. Since in such systems digitized images of the real
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environment are available, it may be possible to detect features of the scene and
use them to enforce the registration. This can be called a “closed-loop™ approach
since the features from the images provide a mechanism to include feedback into

the system.

Calibration of the registration error is not an easy task. The feature detection
and matching must run in real time and must be robust. Thus, the bottleneck
falls into a computer vision problem. Improving computer vision algorithms will
greatly help to satisfy the above requirements of AR systems even without special

hardware and sensors.

2.2.2 Applications of Augmented Reality

Though some critical problems in the AR technologies are far from being solved.

there are already fruitful applications in many areas.

Medical Science

During the past ten years, research in medical science has acted as one of the main
sources that pushed the development of AR and VR technologies. Doctors can use
AR as a visualization and training aid for surgery. Current medical imaging tools,
such as MRI, CT or ultrasound provide excellent data for building 3D data-set
about the inside of a patient in real time, whereas in the augmented scene, virtual
elements can be attached to label the tumor or to add references. Surgeons can
use augmented scenes on 3D displaying devices to guide any operations that may
require high precision.

There are several projects exploring this application area. In [6], AR has been

applied to scan the womb of a pregnant woman with ultrasound sensors and gen-
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erating 3D views of the fetus. In MIT’s AI Lab. [44] and other research institutes,
there are similar projects on AR systems based on MRI and CT data. The world’s
first commercial image-guided surgery system is the “Viewing Wand™ (ISG Tech-
nologies, Toronto) {52] which has been used for Elizabeth Taylor’s brain surgery.
The system can take both CT and MRI sources to collect 3D data and then apply

measuring, annotation and surgical path planning to guide the surgery.

Industries

As in medical research, AR is quite productive in manufacturing fields. AR tech-
nologies in Computer Aided Manufacturing (CAM) can help people to assemble,
maintain and repair complex machinery. In an industrial training system. AR can
help a novice to operate machines if the step-by-step instructions are provided as
3D drawings superimposed upon the actual scene instead of the normal texts and
pictures. There are several research prototypes in this area. Curently. a group
at Boeing is developing an AR system to guide a technician in building a wiring
harness electronically {81].

Tele-operation of robots is another area that AR technologies find enormous
applications. It is normally a difficult problem when a robot is far away with
long delays in the communication link. Therefore, instead of controlling the robot
directly, it may be preferred to control a virtual version of the robot. The user
plans and specifies the actions of the remote robot by manipulating the local virtual
robot. With AR technologies, the virtual robot can be put into the pre-modeled
real scene. Task/path planning can be performed first on the virtual version to
allow the operator to examine the results before the actual commands are sent to
the real one. The researchers at the University of Toronto have built a system

called “Augmented Reality through Graphic Overlays on Stereovideo” (ARGOS).
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It has demonstrated that stereoscopic AR is an easier and more accurate way of

path planning than traditional monoscopic interfaces [32].

Entertainment

In the recent years. entertainment industry has brought huge profits with the appli-
cations of the latest computer animation technologies. From Terminator IIto Space
Jam, virtual actors had been put in a real scene, interacting with real actors, how-
ever, by off-line computer animations. In SIGGRAPH ’95 exhibitions, researchers
have shown systems that were able to merge real actors with virtual backgrounds in
real time. Though the virtual element involved were still not complex, it is a step
towards developing real-time AR gaming systems. It will not be long before the
current virtual reality game systems (e.g., the 3D shooting game) could be replaced

by the more exciting AR systems.

2.3 3D Morphing

2.3.1 3D Morphing versus 2D Morphing

Techniques that transform one 2D shape into another (called 2D object morphing)
have gained widespread use since the late 1980’s, mainly due to the high demand
of the animation technologies in the entertainment industry. In recent years, with
the advance of virtual reality applications, the extension of morphing technolo-
gies into 3D world. including the ability to animate 3D objects during their shape

transformations. became increasingly important.

3D morphing overcomes the following shortcomings of 2D morphing [58]:



CHAPTER 2. REVIEW OF LITERATURE 25

e In 3D morphing, creating the morph is independent of the viewing and lighting
parameters. Hence, we can create a morph sequence once, and then project it
with various camera angles and lighting conditions during rendering. In 2D
morphing, a new morph must be recomputed every time we wish to alter our

viewpoint or the illumination of the 3D scene.

o 2D techniques, lacking the information on the model’s spatial configuration,
are unable to correctly handle certain change in the environment. It will fail
when occlusions among multiple objects in the scene should change during
the morphing. Two examples of this type of artifacts are: (1) shadows and
highlights fail to match the shape changes occurring in the morph; (2) when
a part of the 3D object is not visible in the original 2D image. it cannot be

made to appear during the morphing.

2.3.2 Problems of 3D Morphing

In general, 3D morphing requires true 3D continuous deformation rather than just
warping of individual slices. In order to produce a realistic and smooth morphing
effect, it is the model or the representation, instead of the individual 2D projective
view of the 3D object, that should be transformed. By using computer animation
techniques such as keyframing. transforming 3D models as opposed to images allows

objects to be animated independently of the shape deformation.

Therefore, three fundamental problems that are closely related to each other

have to be solved for 3D morphing:

1. Modeling:
For general 3D objects, it is necessary to construct 3D deformable models

that are appropriate for generating smooth shape metamorphosis.
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2. Transformation:
To transform one shape to another. a mapping between the two shapes has to
be first established. Then from the mapping, we need to find the interpolation

between the two shapes to form the continuous transformation.

3. Control:
In most applications, free-form morphing is not preferred. There have to be
certain kinds of constraints that control the morphing path. Therefore, it is
important to allow different types of constraints and to associate them with

the 3D deformable model.

2.3.3 3D Morphing Methodologies

Many methodologies have been proposed to solve the 3D morphing problem [16].

One of the first proposed 3D morphing methodologies is based on spatial mod-
eling. It models the 3D objects by labeling the 3D geometrical key shapes and
associating them according to their inter-relations. Many early attempts with spa-
tial modeling are the kind of “brute force™ approaches [84]. They essentially require
the user to specify, for all points or for a number of key points in the starting model,
the corresponding points in the ending model. Hong et. al. [47] proposed an an
automatic correspondence approach for polyhedron based modeling by matching
the faces of the objects whose centroids are the closest. Bethel and Uselten [13]
proposed an algorithm that adds degenerate vertices and faces to two polyhedrons
until a common topology is achieved. Kent et. al. [55] also presented a similar
methodology by merging the topological structures of two 3D polyhedral models

into a common vertex/edge/face network.

In general, spatial modeling based techniques are useful for simple polyhedral
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and cylindrical objects. When performing morphing, the user operates on the rep-
resentation space by interpolation regardless of the individual properties of different
parts of the objects. Other than calculating the geometrical distance, it is hard to
assign any reasonable constraint to the morphing. Thus, the interpolation could be

arbitrary and may not look realistic.

There are also a number of research attempts on morphing using frequency
representations (e.g., avelet) of 3D objects [46, 51]. This class of methods first
transform the 3D object shapes or volumes into a frequency domain, where the
morphing is performed by interpolating the schedules across the sub-bands. The
intermediate interpolations are transformed back to the spatial domain to form the

shape deformation.

Compared with the spatial modeling based methods, these algorithms operate
on the feature space where the features are the spectra of Fourier transform or
wavelet transform. There is no need to match the keypoints of the two objects
based on their shapes. However, a matching between the two spectra is required.
Finding the matching of two spectra is not mucl easier than finding the matching
of two shapes. Researchers have discovered that linear interpolation between two
transformed data-sets in frequency domain was not satisfactory since it may yield
discontinuities during the morphing. A solution proposed in [51] is to use a 3-step
schedule: (1) the high frequencies of the initial model are gradually removed; (2)
the low frequencies are interpolated; (3) the high frequencies of the final model
are gradually added. This approach actually blurs the possible discontinuity by
rounding the high frequency part where human eyes are not sensitive. It does not

fundamentally solve the discontinuity problem.

Another class of algorithms which gradually gained sufficient interest in the

recent years are given in the context of physical feature based modeling [10]. They
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use physical simulation to obtain realistic shapes and motions of a deformable
object. The pioneers of this type of technology are Terzopoulos and his colleagues
[85, 86]. They assigned physical properties to the objects to be deformed, such as
mass and stiffness. The morphing can be considered as the result of certain external
and internal forces. Then a simulation of the physical process will calculate the
deformation. Later, Witkin and Welch presented a simplification of this model
[97].

The technique is very promising. Since the morphing is based on a physical
simulation, there is no need for the operator to specify correspondences and the
morphing result looks natural. However, it too has some drawbacks. First, it
is difficult to determine the appropriate external and internal forces for arbitrary
specified morphing. Given two statuses of a deformable object, there may be in-
finite sets of forces that could deform the initial shape to the final one. Another
problem is the high computation cost. Currently, the partial differential equations
in the simulations are mostly solved by using a finite element method. It does
not enable real-time interactive design. Furthermore, the representation of the ob-
jects is normally non-general (such as superquadrics) to simplify the complicated
physical computations. Since the method relies on physical simulations solely, few
geometrical and topological features of the objects are considered for the morphing.
Therefore, it is hard to pose any other constraints to secure and maintain intelligent

control.

In this thesis, attributed hypergraph representation (AHR) is used to model the
3D object. Morphing is generated on the representation level and then transformed
back to the spatial field. Since the modeling scheme is feature based where the
features are represented as the attributes in the hypergraphs, physical simulation

can be accomplished if the features are assigned as physical parameters.
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2.4 VRML

2.4.1 What is VRML?

VRML is an acronym for the Virtual Reality Modeling Language. Though it is
a commercially driven product rather than a scientific research prototype, it is
included in the survey due to its impressive design of the architecture (refer to
Section 2.4.3), which has helped to build the data structure of AHR modeling in
this thesis.

Strictly speaking. VRML is not, as it was named, a modeling language for virtual
reality. It is a subset of graphical modeling language focusing on the applications
in 3D Web publication. As mentioned earlier, an object modeling approach would
contain much richer modeling primitives and mechanisms, with not only geometric
properties, but also physical, kinematic and behavioral features. VRML provides
only a bare minimum of geometric modeling, however, with numerous features far
beyond the scope of modeling. Due to the fact that it adopts a graph-like data
structure to represent 3D objects and that it has been widely accepted as the
common 3D data format on the Web, it is important in the literature review on 3D

modeling.

In [23], the answer to “what is VRML” is as follows:

¢ VRML is a 3D interchange format. It defines most of the commonly used se-
mantics in 3D applications such as hierarchical transformations, light sources,
viewpoints, geometry, animation, fog, material properties, and texture map-
ping.

e VRML is a 3D analogy to HTML (HyperTeazt Markup Language). This means
that VRML serves as a simple, multi-platform language for publishing 3D Web
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pages. The use of 3D Web publishing is to solve the problem of intensive
interaction, animation, user participation and exploration beyond what is

capable with normal text and 2D images found in HTML.

e VRML provides a technology to integrate 3D shapes. 2D images, text and
multimedia into a coherent model, which presents a natural user interface

that supports traditional 2D desktop models as well as the 3D extension.

2.4.2 History of VRML

In 1989, a project named Scenario was started at Silicon Graphics, Inc. to design
and build an infrastructure for interactive 3D graphics applications. The two orig-
mal goals were: (1) to build a development environment that enabled the creation
of a wide variety cf interactive, distributed 3D applications: and (2) to use this
environment to build a new 3D desktop interface. The early phase of the project
concentrated on designing and building the semantics and mechanism for the foun-
dational framework. In 1992, the Iris Inventor 3D toolkit was released as the first
product of these efforts. Iris Inventor was a C++ toolkit that defined many of the
semantics found in VRML today. An important part of the Inventor toolkit was
the object oriented data structure and the external file format used for 3D cbjects.
From the very beginning, the Inventor file format was designed to be lightweight
and easy to use. In 1994, a major revision of the Inventor was released. It was
called Open Inventor [69] because it was portable to a variety of platforms and
it was based on Silicon Graphics’ OpenGL library. The reference manual [96] de-
scribing the internal data structure of 3D objects and the file format in the Open
Inventor toolkit were eventually used as a guidance in the writing the first draft of

the VRML 1.0 specification.
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In late 1994, a VRML mailing list was created on the Internet and then a call
for proposals of a formal specification for 3D on the World Wide Web (WWW)
was issued. Due to the obvious suitability of Open Inventor, it was voted as the
working document of VRML, by choosing the fundamental elements of the Inventor
file format and adding a couple of necessary WWW features (such as anchor and
inline nodes). In October 1994, at the Second International Conference on the
World Wide Web at Chicago, the first VRML specification was published [106].

During the first half of 1995, the VRML 1.0 specification underwent a variety
of fixes and clarifications. but was functionally unchanged. However, an obvious
shortcoming of VRML V1.0 is that it was missing some key features such as ani-
mation, interaction, and behavior. A significant revision was needed. In J anuary
1996. a request for proposals of VRML 2.0 was issued to the VRML society led by
Silicon Graphics, Inc. and Sony Corporation. In August 1996 at SIGGRAPH 96
at New Orleans, the first version of the VRML 2.0 specification was released [17].

At the July 1996 meeting in Kyoto, the International Standards Organization’s
(ISO) JTC1/5C24 committee agreed to publish the August 1996 version of VRML
2.0 as Committee Draft (CD) 14772. The Draft International Standard (DIS) text
was submitted in April 1997. This draft of the VRML specification is known as
“VRMLI7". The VRMLY7 specification was published electronically as an HTML
document and marked the first time that an ISO standard has been so published

94].

2.4.3 An Overview of VRML

The following is a brief overview that describes the major features of the current

VRML 2.0.
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Figure 2.3: A partial scene graph of a virtual robot with a head and two legs.
Scene Graph Structure

This is the most important feature of VRML as a 3D modeling language. VRML
files describe 3D objects and worlds using a hierarchical scene graph. An example
of the partial scene graph of a virtual robot is illustrated in Figure 2.3. Entities
in the scene graph are called nodes. VRML 2.0 defines 54 different node types,
including geometry primitives, appearance properties, sound and sound properties,
and various types of grouping nodes. Nodes store their data in fields, and VRML
2.0 defines 20 different types of fields that can be used to store everything from a
single number (the SFFloat field type) to an array of 3D rotations (the MFRotation
field type).

The VRML scene graph is a directed acyclic graph. Nodes can contain other

nodes (some types of nodes may have "children”) and may be contained in more
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than one node (they may have more than one “parent”), but a node must not
contain itself. The scene graph structure makes it easy to create large worlds or

complicated objects from sub-parts.

Event Architecture

VRML 2.0 defines an event or message-passing mechanism by which nodes in the
scene graph can communicate with each other. Each node type defines the names
and the types of events. Instances of an event may generate, receive, or route

statements and define event paths between event generators and receivers.

Sensors

Sensors are the basic user interaction and animation primitives of VRML. The
T'imeSensor node generates events as time passes and is the basis for all animated
behaviors. Other sensors are the basis of user interaction, for generating events as
the viewer moves through the world or when the user interacts with some input
devices. Sensors only generate events. They must be combined with other nodes

via route statements to have visual effect on the scene.

Scripts and Interpolators

Script nodes can be inserted between event generators (typically sensor nodes) and
event receivers. Scripts allow the world creator to define arbitrary behaviors, writ-
ten in any supported scripting language such as Java and JavaScript. Interpolator
nodes are essentially built-in scripts that perform simple animation calculations.
They are usually combined with a TimeSensor and some nodes in the scene graph

to make objects move.
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Prototyping: Encapsulation and Reuse

VRML 2.0 includes a prototyping mechanism for encapsulating and reusing a scene
graph (the proto statement). Geometry, properties, and animations or behaviors
can be encapsulated, either separately or together. Prototyping allows the definition
of a new node type in terms of a combination of existing node types, which can

make VRML easier to use and can reduce the size of VRML files.

Distributed Scenes

VRML 2.0 includes two primitives that allow a single VRML world definition to
span the WWW. The Inline node allows the inclusion of another VRML file stored
anywhere on the Web and the ezternproto statement allows new node definitions to
be fetched from anywhere. More generally, ezternproto allows nodes to be defined

externally to the VRML file and it is the basic extensibility mechanism for VRML.

2.4.4 Future of VRML Specification

There are several obvious short-term issues for the VRML specification:

¢ Currently, standard file compression tools are used to compress VRML files,
which yields, on average, about a 5:1 compression ratio and requires no extra
implementation by the VRML browser. However, many users and developers
have requested even more compression. A binary format for VRML could

produce much higher compression ratios.

e An External Authoring Interface (EAI) is required. Many users have re-

quested that a standard programmer interface to VRML browsers be defined.
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This feature allows technical users to write external programs that commu-

nicate with a VRML browser.

2.5 Summary

From the above review, it has been shown that 3D object modeling has a wide
spectrum of applications with great potential in the future. However, most existing
approaches for 3D object modeling focus only on a certain aspect of either computer
vision or computer graphics. They lack the power to bridge the gap between the
two fields which were evolving from different research directions decades ago. De-
spite a number of ad hoc techniques. the intrinsic problem of establishing a unified
modeling methodology remains unsolved. It is necessary to design a generic repre-
sentation that supports an integration of a variety of structural models to hold the
geometrical, kinematic, physical and behavioral features needed for representing

the complexity of 3D objects.



Chapter 3

The Mathematics of AHR

3.1 Introduction

As stated in [70], for any scientific study of modeling. and in particular, for gen-
eral object modeling, the fundamental problem is: given a collection of instances
of a certain entity, a set of transformations that can be applied on the entity, and
an tsomorphism or equivalent relation with respect to the transformations, find the
general description of the entity and the associated transformations in a mathemat-
ical language. In this chapter, categorical formalism is brought upon to generalize
the above problem, since the categorical language, in which there are the essential
concepts of objects, transformations, invariance and equivalence, does allow us to

express general pattern representation problem in a mathematical formalism.

The universality of the categorical language enables us to define formally some
procedures and notions which in the past were empirically defined in computer
vision and computer graphics. Many concepts in category theory can play dominant

roles in the formalization of most general representation problems. Category theory

36
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also allows the establishment of links between superficially very different notions
(such as projections and transformations), or between different aspects of the same
problem (such as geometrical modeling and physical modeling).

In the following sections, we shall establish a mathematical framework for 3D

object modeling with the support of categorical language.

3.2 Category Theory and Graph Based Repre-

sentation

The theory of categories has been developed for fifty vears. It constitutes an au-
tonomous branch of mathematics and has found many applications [76, 70]. In this
thesis. the author establishes the attributed hypergraph representation (AHR) for
3D objects based on a categorical framework, and examines it from a mathematical
perspective. In order to avoid unnecessary obscurity. a few terms in category theory

and graph theory are first explained.

3.2.1 Notations and Definitions

Definitions in Category Theory

Definition 3.1 A Category C is given if a class of elements, called objects, are

given such that:

1. for each pair of objects (Oy,0,) in C. a map u. called a morphism (denoted

as O; — 0») is given;
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2. for each object O in C, there is an identity morphism I, such that, if O LN
O, then O' = O:

3. the composition (denoted as @) of maps of morphisms satisfy:

(a) if Or = O; — Os, then v ® u is the map that maps O; to O, and

then maps O, to Os, denoted as 0, 22% Os;

(b) if 01 =% Oz - O3 -2 Oy, then O; *% 0, 4 O, and O; —*»
02'"—9—304;

(c) identity maps always compose with O —=+ O’ to give Ip, ® © = u and

©® Ip = u.

The categories commonly seen in mathematics have objects that are structured

sets and morphisms. For example:

e Set, consisting of sets and all the maps among sets;
e Grp, cousisting of groups and the group homomorphisms;
e Vec, consisting of vector spaces and the linear transformations;

e Gph, consisting of graphs and the graph morphisms. Since graphs can be

expressed by sets, it is actually a case of Set.

Definition 3.2 A morphism « from O to O', denoted as O —*» O’, is called a
retraction if for each entity in O, by » there is a unique non-null entity in O that
corresponds to it; A morphism u from O to O is called a coretraction if for each
entity in O, by u there is a unique non-null entity in O’ that corresponds to it: A

morphism « is an isomorphism, if it is both a retraction and a coretraction, and
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ESI= I, v2), (v2,v3), (vl, v3), (vl, vi
, {(v1,v2), (v2,v3), (v, v3). (v1, v4)} pe—

S2 = {(v1,v2), (v2.v3), (v1,Vv3)}

Figure 3.1: An example of a functor that maps graph category to set category.

then O is said to be isomorphic to O', denoted as O ~ Q. IfFO ~ O’ and O’ ~ O"
then O ~ O”.

Definition 3.3 A covariant functor F from category C, to category C- is defined

as a pair of maps F' = (Fopj, Fruor ):

Fo 1 .
e objects of C; =% objects of C4

e morphisms of C; 2% morphisms of C,

or simply as C; N C>. Usually we refer to a covariant functor as a functor.

Figure 3.1 gives an example of a functor. G, and G, are two objects in Gph,
and a morphism u is defined such that G; —=+ G». A covariant functor (Fobj: Frnor)
R . b Foy;
1s defined as the mapping fron: Gph to Set. We have G, fﬂ S; and Gy =3 S,

Corresponding to u, the morphism between S; and S, is Fror(u).

Definition 3.4 If a functor F' defined on categories C; and C, preserves all retrac-
tions (coretractions, isomorphisms) from C, to Cs, it is called a retraction preseruving

(coretraction preserving, isomorphism preserving) functor.
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Definition 3.5 The composition of two functors F; on categories C;, C; (C; A,
C») and F> on categories Ca, C3 (Co i C3) is defined as the functor F» @ F; on
C,1 and Cs. such that C, 2ok Cs.

Definition 3.6 Two categories C; and C» are called equivalent if there exist two
functors F; and Fs, such that C; iR Cs, Cs N C1, and the compositions of the

two functors have the properties: (1) F» ® Fy = I¢,: (2) F1 O F> = Ig,.

Definitions in Graph Theory

Definition 3.7 A graph G is an ordered pair (V| E) where V = {y;|1 < k < n}
is a set of n vertices, and E = {e;jle;; = (v5,v;),1 i< n,1 <j<n}isasetof

edges. Each e;; in E relates two vertices v; and v; of V.

Definition 3.8 A graph S is a subgraph of G (written as S C G) if Vs C Vg,
Es CEq. If S CG, G is called a supergraph of S.

Definition 3.9 A subgraph S of graph G is said to be detached in G if there is
no vertex in S adjacent to any vertex of G that is not in S; a non-null graph G is

connected iff there is no non-null subgraph of G that is detached in G.

Definition 3.10 An attributed graph G is a graph defined as an ordered pair G =
(V. E) associated with Ay and Ag, where G = (V, E) is a graph, Ay is a finite set
of vertex attributes and Ag is a finite set of edge attributes. Ay and Ag’s values
are defined on continuous domains. Each vertex in V assumes values of attributes

from Ay, and each edge in E assumes values of attributes from Ag.
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Definition 3.11 A hypergraphis an ordered pair G = (X,Y), where X = {v;]1 <
i < n} is a finite set of vertices and ¥ = {H;|1 < j < m} is a finite set of
hyperedges; each H; is a subset of X such that H; UH, U ..... UH,=X.

Definition 3.12 An attributed hypergraph (AH) G is a hypergraph defined as an
ordered pair G = (X,Y) associated with Ax and Ay, where G = (X.Y) is a
hypergraph, Ax is a finite set of vertex attribute and Ay is a finite set of hyperedge
attribute. Ax and Ay’s values are defined on continuous domains Each vertex in
X may be assigned values of attribute from Ax, and each hyperedge in ¥’ may be

assigned values of attribute from Ay.

3.2.2 Category Theory and Graph Theory for 3D Object
Modeling

Before the 1980’s, 2D or 3D objects represented in computer vision and graph-
ics were usually sets of primitives that characterized the geometrical features [64].
With kinematic constraints attached to it, the geometrical feature based representa-
tion is able to handle motion analysis and animation if there are only rigid motions
involved. Since the 1980’s, with the advance of dynamic vision and realistic ani-
mation, systems based on physical constraints were developed to solve animation
and vision problems in highly deformable situations [25]. The 2D or 3D patterns
are characterized by sets of physical parameters, which are used to solve a set of
partial differential equations.

Though these representations adequately characterize the corresponding objects

at feature levels for computations and manipulations, they lack the capacity to rep-

resent more diverse and complex features (such as behavioral features) since they
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lack a symbolic structure. The graph based approaches [71, 90] are designed to
solve this problem by mapping the primitive features to vertices and their relations
to edges. Symbolic processing on graph representations is possible and a few graph
based algorithms are effective for common tasks such as searching, traversing and
matching. Since the late 1980s, random graph and attributed hypergraph rep-
resentations [99. 102, 103] have been developed to provide a generic and unified

representation framework.

In the view of category theory, the process of representation is equivalent to ap-
plying abstraction functors on a category. The geometrical, physical and graph (or
attributed hypergraph) representations mentioned above constitute three different

categories:

e the geometrical spaces, with geometrical descriptions and the kinematic trans-
formations defined on the geometrical descriptions, comprise the geometrical

category (Geo):

e the physical states identified by sets of physical parameters and the state

transition functions make up the physical category (Phy);

e the graph (or attributed hypergraph) and the graph (or attributed hyper-
graph) morphisms form the graph category Gph (or attributed hypergraph
category Ahp).

With the concept of functor defined within the scope of computer vision and
graphics applications, the three categories can be related as shown in Figure 3.2.
The graph based representation can be viewed as the result of structural abstrac-
tions from geometrical and physical representations, by applying the functors that

map Geo and Phy to Gph respectively. In [99, 102], these abstractions have been
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Graph Representation

Graph Category
Gph

Gl graph morphisms G2

Functor Fg

kinematic
trunsformanons

Geometrical Category
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Physical Description : .-~ Geometrical and Kinematical Description

3D Medeliig Approaches

Physical Category

[ 3D Object’s Instances J

Figure 3.2: The relations between geometrical, physical and graph representations
in the view of category theory.
taken by ad hoc algorithms. They now can be formally defined and composed by
categorical languages.

the following statements summarize the significancies of category theory on 3D

object modeling:

e It provides a theoretical background for the abstractions of the classical visual
representations into a generic framework: different representations can be

labeled by different categories and related by functors.

o It unifies spatial and algebraic approaches in object modeling by manipulating

the same notions by the same tools under the same mathematical framework.

e The formalism allows us to create links between superficially different aspects
of 3D object modeling.
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o Categorical language allows us to present a very general formalization of the
computational process in computer vision and graphics: many complicated

processes can be explicitly written as the compositions of functors.

o Category theory gives us a mathematical tool to qualitatively evaluate the

effectiveness of a representation methodology.

However, due to its generality and universality, category theory cannot alone
solve the modeling problems. Since it does not give the methodology to formalize
structure, pattern, shape and modeling with categorical language, it is certainly
not enough to omly facilitate cathegory theory in computer vision and graphics
applications. It is necessary to adjoin theories with other mathematical doctrines,
which tackle the foundations and the problems in order to define the objects and the
transformations in a particular application. In the following sections, the attributed
hypergraph representation (AHR) is applied as a solution of 3D object modeling
problem, whereas notions in category theory are adopted as the backbones and

tools to formalize the AHR.

3.3 Attributed Hypergraph Representation

3.3.1 Dynamic Structure for Attributed Hypergraph

As pointed out in Section 2.1.4, the graph based modeling techniques in the liter-
ature have the drawback that their graph structures are rigid. Therefore, they are
not appropriate models of deformable objects. In this thesis, hypergraph is imple-
mented with a net-like dynamic data structure (an example is given in Figure 3.3).

Such a net based hypergraph is called a dynamic hypergraph. The term “dynamic”
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—— subser-of
Hypergraph G
----- — superset-of (Root)

---= adjacency

Figure 3.3: The net-like structure for DAH with nodes and links.

signifies that the data structure supports structural operations such as Join and
subdivision on hypergraphs on the fly, which. in the view of category theory, are

related to the morphisms of the object via functors.

It is noticeable that in a hypergraph, a subset of the hypergraph, is also a
hypergraph itself. A subset or a superset of a hyperedge is also a hyperedge, and
the minimum subset is a vertex. Likewise, a hypergraph or any of its subgraphs can
be represented by a collection of hyperedges. This property enables us to define a
unified data structure for different types of entities in a hypergraph. In the net-like
data structure as illustrated in Figure 3.3, the basic element is called a node, shown
as a rectangle. The nodes on the bottom layer represent the vertices; the nodes
on the intermediate layers are the hyperedges which are supersets of the nodes on
their lower layers; the node on the top layer (called the root) represents the entire

hypergraph.
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There are three types of directional links between the nodes. Links from the
nodes on the lower layer to the higher layer ones represent the relation “subset-of™:
those from the higher (upper) layer nodes to the lower layer ones have the relation
“superset-of”; and those between the nodes on the same layer are the adjacency
relations. If for each node there is an attribute associated with it, the hypergraph
becomes an attributed one. We call this net-like structure a dynamic attributed

hypergraph (DAH) since both its attribute values and its topology are variable.

With such a data structure, the structural changes on hypergraphs can be han-
dled efficiently. For example, the join of two hyperedges is simply the combination
of the two corresponding nodes and th: re-organization of the associated links.
Graph based computations such as the re-organization of a hyperedge based on
certain criteria can be performed by reshuffling the links between the nodes. How-
ever, in traditional hypergraph data representations such as the incidence matrix
or adjacency matrix, any topological change could initiate a re-organization over -
many entities. Data elements with or without relations to the nodes to be operated

on may have to be accessed.

In a DAH. information represented by nodes on higher layers is abstracted
from those on lower layers. The higher layer nodes are important for intelligent
manipulation and knowledge processing, while the lower layer ones are crucial for
complete and accurate modeling. The nodes on the bottom layer and the links

among them construct an elementary graph:

Definition 3.13 In a dynamic attributed hypergraph (DAH), the nodes on the
bottom layer are called the elementary nodes. the links among the elementary
nodes are called the elementary edges. The attributed graph which consists of

the elementary nodes and the elementary edges is called the elementary graph of



CHAPTER 3. THE MATHEMATICS OF AHR 47

the DAH.

If a DAH has n» layers. and the node set on layer ¢ is X;, then DAH G =
(X.Y) can be written in the form of G = (X;.Xs,.... X,) where X = X] and
Y = {Xs,...,X.}. The meanings of the nodes on the intermediate layers normally
depend on the applications. For example, in the task of environment modeling for

indoor navigation, we can have two intermediate layers on top of the elementary

graph:
o the elementary graph characterizes the basic features extracted from the sen-

sory data such as corners and lines:

e the hyperedges on the first intermediate layer represent the organizations of

the bottom nodes such that each of them models a piece of flat surface;

e the hyperedges on the second intermediate layer represent higher level knowl-

edge such as the layout of the furnitures in a room:

e the root node represents the entire hypergraph.

In most applications. the elementary graph is very important for a complete
representation since it provides the basis to abstract the information required by the
nodes on higher layers. In the following sections, the construction of the elementary

graph is elaborated.

3.3.2 Triangular Meshes of Range Data

On the bottom layer of a DAH. we need a representation scheme that satisfies the

following two requirements simultaneously:
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o the ability to represent subtle features for general 3D patterns, from which
one can reconstruct a complete object model for computer vision and graphics

tasks;

e the suitability to integrate the representation into a structural framework (in

particular, to organize the features into the elementary graph of a DAH).

The above requirements arise in many applications, such as medical image pro-
cessing, museum artifact replication, automatic navigation on natural terrain and
reverse engineering of CAD models. The common fact is that usually large amount
of raw data are involved, which are necessary to be compiled into more meaningful
forms at a higher abstraction level before they become suitable for reasoning or
decision-making.

It is ideal to use mesh based representation due to the unstructured nature of
general 3D shapes [35]. Since raw data provided by most sensors in 3D applications
are actually 22D (range data) before further processing. a 22D surface mesh can
be used at the initial stages to approximate the shape and to compress data before

a complete 3D model is synthesized.

In this thesis. a triangular mesh modeling and coarsening algorithm is adopted
from [35] as the base representation. It is justifiable to use triangular mesh, a

special case of polygonal mesh, for the following reasons:

e it can be easily generated from various sensory data types, such as data from

stereo CCD cameras, sonar sensors or laser range finders;

e it can achieve multi-resolution modeling, where the highest precision could

be as high as what the sensory device can achieve;

e 1t can be converted into other data formats with very little information loss;
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® it consists of vertices and edges, therefore, it is straightforward to be re-

organized into a graph structure.

Compared with other mesh based methodologies such as NURBS, a triangular
mesh has the advantages that it is simple and flexible. If a common represen-
tation is to be integrated into a unified framework from different features (such
as geometrical features and physical features), a flexible representation should be
adopted and pursued. The traditional concerns about its accuracy, storage and
combinatorics are not really problems on today’s computers. Many operations on
triangular meshes are faster and require less storage than comparable NURBS so-

lutions in some commercial packages [12].

A triangular mesh T representing range data must satisfy the following require-

ments [14]:

e T should be topologically and geometrically correct;

the quality of T should be as high as possible and contain as few badly shaped

triangles as possible;

o the vertices of T should be positioned on the surface of the object:

T should be boundary conforming: triangles should form a full tessellation of

the object’s surface.

With the above constraints, suppose that two given sets E; and V; define a
triangulation which embeds edges in Ej and vertices in V%. it can be shown that,
for a triangulation of Ef and Vj, the number of the triangles is N, = 2N, — N, — 2
and the number of the edges is N. = 3N, — N, — 3. where N, is the cardinality

of V¢ and N, is the number of points on the convex hull of V¢ [57]. Typically,
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Ny = O(v/N,.). This produces approximately 3NV, edges and 2N, triangles. In any

case. the number of edges or triangies is each O(N,).

Triangular Mesh Approximation of Object Surfaces

An initial mesh is constructed in two stages. First, a feature detection phase iden-
tifies the important characteristics of the 3D scene. The second stage triangulates

the resulting features and forms the mesh.

The feature detection can be done in several ways. Most techniques use slope
and curvature estimations on the range data to extract geometrical features. Such
implementations, however, are costly: they require integer approximations to re-
duce the complexity of floating point computations, or use specialized hardware to
reduce the execution time. Though some work has been done for the automatic
geometrical feature extraction from range data [27, 77, 83], many of the techniques
apply only to simple examples without explicitly handling the discontinuities oc-
cwrred due to the limitations of the range sensors. In this thesis, the algorithm
adopted was proposed in [35], in which, however, the surface features are detected
from the original triangulation of the range immage. As an enhancement over the
original algorithm, the type of the features to be extracted is generalized not only
for geometrical ones, but also for physical or appearance ones. Usually the features
are not evenly distributed across the region, which further constitutes higher order

information that is important for symbolic processing.

The second stage consists of the construction of the 23D triangular mesh that
embeds the vertices and the edges detected during the first stage. Among all possi-
ble triangulations of a set of edges and vertices, the Delaunay triangulation is most

commonly used due to its provable properties [38, 39, 78, 42]. Software implemen-
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tations [40] can be obtained from the public domain library Netlib. This implemen-
tation uses a sweep-line technique that triangulates n 2D points in O(nlog n) time
with O(n) space.

Since this initial Delaunay triangulation optimizes only the properties in the
planar projection of the data, it does not necessarily conform to the characteristics
of the actual surface or the actual type of the features that we select. Therefore,

the raw mesh is improved with the guidance of following features:
e range height for geometrical features;
e local color or texture vectors for appearance features;

e local mass deunsity or elastic force for physical features.

Feature Based Mesh Coarsening

The initial triangular mesh obtained from the raw range data is normally too dense
to perform further analysis required in most applications, such as scene understand-
mg and path planning. The algorithm adopted from [35] for feature based mesh
coarsening is briefly described in Appendix A. It initially uses a thick representation

for the triangulation. Its data structure 7' is assumed to include:
e the list of vertices, their 3D coordinates and their associated feature values;
o the list of vertex indices depicting their incident edges;
o the list of triangle indices with the vertices defining them;
o the list of edge indices with the vertices incident to them.

Ultimately, the output would be the set of selected significant vertices together with

a set of edges, approximating the connected components in the original mesh.
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Attributed Hypergraph Based on Triangular Mesh

As described in [34], an object can be approximated by triangular meshes induced
by salient geometrical features of the object’s surfaces. The structure of the mesh
fits in excellently graph based representations. Hence, it is adopted as the base
of AHR in this thesis. In the vertex-edge structure, a triangular mesh 7 can be
written in the form of 7 = (14, E,) where V; is the vertex set and FE, is the edge set
of the mesh. A full representation of the mesh can assume the form of an attributed

graph. which then constructs the base of the AHR.

Definition 3.14 A representative attributed graph (RAG) G = (V, E) of a trian-

gular mesh 7 is an attributed graph constructed in the following manner:

1. for each vertex v; € V. thereis a vertex v, € V corresponding to it:

o

for each edge e; € E;. thereis an edge e, € F corresponding to it;
3. v's features are mapped to v,’s features:

4. e;’s features are mapped to e,’s features.

The AHR of a triangular mesh, which represents a 3D shape, is based on such
RAG. In the net-like DAH data structure (refer to Figure 3.3), the elementary nodes
of a DAH (i.e.. the nodes on the bottom layer) consist of the vertices in the RAG,
and the elementary edges are copied from the edges in the RAG. The surface’s
properties attached to the mesh. such as location, orientation, area, color, texture,
mass density or elasticity, are mapped to the attributes associated with the vertices
or edges. Thus, the RAG of the mesh directly constitutes the elementary graph of

the AHR.
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The hyperedges in the DAH are generated based on the selected attribute types

and values of their elements that correspond to certain key features:

Definition 3.15 Suppose that X = {z;,z,,...,z,} is the vertex set of hypergraph
G =(XY) E = {2ze,2e;:Te,,} (EC X, e < n,k = 1.2,....m) is a hy-
peredge, and {a., }.{@c.},-..,{@c,} are the vertex attribute sets associated with
vertices Z.,,Ze,, ..., Te,, respectively. We say that E is a hyperedge induced by

attribute value a, if for the selected attribute value a, we have:

1. a € {ay} if the corresponding vertex z; € E;
2. a & {ar} if the corresponding vertex z; & F;

3. F is connected.

Different from edges in a classical attributed hypergraph, hyperedges in a DAH
can be generated from the topologies and/or the attributes of the nodes on any
of their lower layers. The elements of X in E in the above definition can be the
vertices on the bottom layer of a DAH, or the nodes on any of the layers below the
hyperedge layer. In a triangular mesh based DAH, each element in a hyperedge
can signify a triangle in the RAG, and the hyperedges represent the organizations

of the triangles based on certain constraints.

For example, in robot vision related applications, we need to know the navigable
area i a 3D scene. The features to establish a hypergraph organization are the
orientations and the connectivities of the triangles. Triangles that are connected
with each other and with the differences of their normal vectors not exceeding a pre-
set threshold can be grouped together to form a surface patch. The representation of

a swrface patch in DAH is a hyperedge node at the layer above the nodes that stand
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Figure 3.4: (a) A sample indoor 3D scene; (b) The AHR for vision guided naviga-
tion.

for triangles. Figure 3.4 (a) shows a sample 3D scene with simple triangles as its
surfaces. The AHR generated for navigation guidance in a 3D scene is illustrated
in Figure 3.4 (b). For simplicity, it only shows the elementary graph and the
hyperedges (illustrated by dashed lines) that comprise of collections of triangles.

The navigable area is defined by a hyperedge which contains the floor area.

Another example of hyperedge construction is in the task of texture binding
for augmented reality (refer to Chapter 1). As stated in Section 4.5.2. to form an
augmented reality from real scenes and virtual elements, natural looking textures
have to be extracted from 2D views and then transposed to 3D surfaces. In this
task domain. the features to construct the hyperedges are the suiface textures and
the connectivity properties of the triangles. Figure 3.5 (a) shows a similar 3D scene
as the one in Figure 3.4 but with textures mapped to the triangles. Figure 3.5 (b)

shows the corresponding AHR for texture binding. The hyperedges are different
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Figure 3.5: (a) A sample indoor 3D scene with textured surfaces; (b) The AHR for
texture binding in augmented reality.

from those in Figure 3.4 (b). With the AHR, we can change the wall paper of the
room by simply changing the attribute value of the corresponding hyperedge.
More details about attributed hyperedge generation will be discussed in Chap-

ters 4 and 5.

3.3.3 Primary Operators on Hypergraphs

Corresponding to the motions of a 3D pattern, the transformations on its AHR are
represented by a series of operators. In this section. the definitions of the primary
operators on attributed hypergraph are provided. In the applications presented in

Chapters 4 and 5, these operators play an important role for 3D pattern analysis

and manipulation.
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Figure 3.6: The primary operators for attributed hypergraphs: (a) union and (b)
intersection.

Definition 3.16 The union of two attributed hypergraphs Gy = (X1, Y;) and G, =
(X2.Y2), is an attributed hypergraph G = (X,Y), denoted as G = G, G», such
that X = X, UX; and Y = Y; UY;. All vertices and hyperedges in G preserve

their attribute values.

Definition 3.17 The intersection of two attributed hypergraphs G, = (X:.Y7)
and Gz = (X».Y2), is an attributed hypergraph G = (X.Y). denoted as G =
GiNGs, such that X = X; N X, and Y = ¥; NYs. All vertices and hyperedges in

G preserve their attribute values.

Figure 3.6 illustrates the operations of wunion and intersection on two simple

hypergraphs.

Definition 3.18 The dichotomy of a vertex vy in attributed hypergraph G =
(X.Y'), denoted as ©(vq) = (vq,,va, ), is obtained by taking the following steps:
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Figure 3.7: The primary operators for an attributed hypergraph: (a) dichotomy:
(b) merge; (c) subdivision; (d) join; (e) attribute transition.

1. add two vertices vy, , v4, to X, which assume the attribute value from vy:
2. replace vy in all hyperedges by vg4, and vg,;

3. add a new hyperedge Hy to Y where Hy = {v4,,v4,}. Hy's attribute value
is the average attribute value of all hyperedges that contain vy before the

operation;

4. remove v4 from X.
An example of dichotomy is shown in Figure 3.7 (a).

Definition 3.19 If in attributed hypergraph G = (X,Y), two vertices v; and v;
are adjacent in n hyperedges Hy,, Hy,, ..., H;, (n > 1), then the merge of v; and v;.

denoted as ®(v;.v;) = v,,. is obtained by the following steps:
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1.

(%]

add a vertex v, to X, v,’s attribute value is the average of those of v;’s and

V5 83

. remove v; and v; from X;

mn Hy , H,, .... Hy,, replace v; and v; by a single vertex v,;
replace v; or v; by v, in any other hyperedges in Y:

if a hyperedge contains only v; or vj, it is removed.

An example of merge is shown in Figure 3.7 (b).

Definition 3.20 The subdivision of hyperedge H, = {v;,,v,, ..., v, } in attributed
hypergraph G = (X,Y) (where v, € X, 1 < ¢ < n, H, € Y), denoted as A(H,) =

(H,,

SV

5 829

H,,,...,H,,), is obtained by the following steps:
add a new vertex v. to X, v.’s attribute value is the average attribute value
of vertices v, v, , ..., vy,:

add n hyperedges H,,, H,,. .... H,, to Y, such that H,, = {v;,v.} (1 <i < n).

each of which assumes the attribute value from H,;

. remove H, from Y.

Figure 3.7 (c) illustrates an example of subdivision on a simple hypergraph.

Definition 3.21 If in attributed hypergraph G = (X.Y). H;, and Hj, are two

hyperedges with at least one common vertex, then the join of H;, and Hj,. denoted

as V(H;,H;,) = H;, 1s to:
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1. add a new hyperedge Hj to Y such that H; = H;, U Hj,. Hj's attribute value

is the average of those of Hj, 's and Hj,’s;
2. in Hj, remove the vertices that are common in Hj, and Hj,:

3. remove Hj; and H;, from Y.
An example of join is shown in Figure 3.7 (d).

Definition 3.22 The attribute transition of a hyperedge H € Y (or vertex v € X)
in an attributed hypergraph G = (X.Y'), denoted as Ay = fa(Ar) (or A, =
fo(A.)). is a mapping Ag LN Ay (or A, L3 A,) which transforms the attribute

value Ay (or A,) without any change to the connectivities (refer to Figure 3.7 (e)).

With the net-like structure of an attributed hypergraph, in many cases, the pri-
mary operations can be performed with the complexity of O(1): only the objective
nodes and their ancestors are required to be visited. However, we have to consider
the worst case. For example, a subdivision on a vertex at the bottom layer will pro-
duce a new node. The emerging of the new node may force an attribute change of
its neighbors. Furthermore, the attribute changes may have to propagate to other
nodes that are not in the same layer. In the worst case, the changes will propagate
to the top layer. In a DAH with n nodes, there are at most n(n — 1) bi-relations
among all the nodes across all layers. Since the attributes to be updated for all
nodes can be performed with O(n) and each update is at most spread out with

n(n — 1) links, the operation cost in the worst case is O(n3).

Definition 3.23 Suppose that G, G,. G5 and G, are four attributed hypergraphs,

and op, and op, are two primary operators applied on entities (or entity sets) H,
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Figure 3.8: A compound operator defined on a simple graph.

of G; and H, of Gj respectively, such that G, °p°—m>°) G- and G; on—(Hf) G4. The
composition of op, and opy, denoted as (O(H,, Hy) = ops(Hy) ® opa(H,), which gives
G, ©(£°—'>Hb) Gy, is defined iff G, = Gs.

H
Figure 3.8 shows an example. The operators in the figures give G, N—-i) G, and
Ha
G2 /\_(_;) Gs. With a composition operator (©) applied on H; and H, and defined
as A(H2) © A(H1), it can be written as G, ©&H3) Gs

In the view of category theory, the primary operators and their compositions
constitute the morphisms between different attributed hypergraphs in the AH cat-
egory Ahp. Through the mapping of functors, they correspond to the motions of
the 3D patterns.

We shall now formally define the morphisms among attributed hypergraphs to
construct the category Ahp. It is noticed that given two attributed hypergraphs
G; and Gj. the series of primary operators which maps G; to G; may not be
unique. Nevertheless, similar to the definition of morphisms for Set given in [18].
we can define the map between G; and G, as the set of all operator sets that
take G; as the input and output G;, denoted as S;;. Defining the objects as the
attributed hypergraphs and the morphism between two objects G; and G; as a

triplet u;; = (G;, Sij, G;). we prove the following theorem:

Theorem 3.1 The attributed hypergraphs and the AH operators form a category
Ahp.
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[Proof]
Proof is made by the definition of category given in Definition 3.1.

Given two attributed hypergraphs G; and G, the u;; between them is admissible
since it is defined as a triplet (G:, Sij, G;). For two morphisms u;; = (Gi. Si;. G;)
and Uk = (Gk,Su, G[), Ui; = U iff G,' == Gk, G_,' = Gz and S;j = Skz.

For each object G in Ahp, there is a unique identity morphism Iz = (G, S1, G)

where S; is the unique identity attribute transition operator f,,(G) = G.

Similar to Definition 3.23, the composition u;; ® uy, of the morphisms up, =
(G, Sim, Gm) and u;; = (Gi, Sij, G;) is defined iff G, = G;. In such case, u;; ® wyy,

has G; as the input and takes value of G, i.e., Gy i Oum G;.

From the above composition of operators, it is immediate that: for attributed
hypergraph G;, G;, Gy and Gy, if G; RN G;, G; ik Gy and Gi =% G4, composi-
tions wuj © ui; and uy © wjr can be defined. By the property of the compositions,
we have G; HikOYi Gr - G, and G; -2 G; u::_:_@_}u,-k Gi.

As the indentity map for attributed hypergraph is the indentity attribute tran-
sition operator f,,, it does not change the attributed hypergraph’s topology. nor
its attributes. Therefore, it always composes with u;; to give Ig; ® uij; = uyj,
u;; © Ig; = wij.

By showing that Ahp has all the properties of a category, we demonstrate that
attributed hypergraphs associated with their operators form a category.

(|
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3.3.4 3D Object Modeling Using Attributed Hypergraph
and Attributed Hypergraph Operators

In the context of this thesis research, three levels of information are involved in the

AHR based modeling methodology:

o realization level:
This is the visual level depicting the actual scene. At this level, 3D objects
are represented by graphical elements. It serves as a platform on which the

reconstructed 3D scene is rendered and back-projected.

e feature level:
At this level we have the extracted features (geometrical, kinematic or phys-
ical) from the 3D scenes, or the synthesized features from the object models.
The features at this level can be used to extract symbolic information. or to

reconstruct 3D scenes through the back-projection to the realization level.

o symbolic level:
This is the representation level where symbolic information is abstracted and
then organized in an attributed hypergraph. The manipulations are mainly

performed at this level.

Figure 3.9 illustrates the relations among the information on the three levels
with a simple example. We can see that the use of AHR enables us to manipulate
the 3D data focusing only on the selected feature types on a relatively high level.
Thus, the amount of information to be processed is reduced significantly. At the
representation level instead of the realization level or feature level. we can also

perform transformations in the form of AH operators (refer to Section 3.3.3) on
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Figure 3.9: The relations among realization level, feature level and representation
level.
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Figure 3.10: Geometrical, kinematic, physical and behavioral features and their
relations in AHR.

—

the attributed hypergraph to represent various changes of the scene, such as scene

augmentation and 3D morphing.

When transformations are applied over an AHR, kinematic features and physi-
cal features are sufficient to characterize the rigid or non-rigid motions of the object.
Based on the kinematic and physical attributes, we further introduce the behav-
1oral attributes, a high-level feature type to model constraints, ego-motions and
other intelligent behaviors of the objects. As shown in Figure 3.10, the kinematic
and physical attributes are extracted directly from the triangular mesh, while the
behavioral attributes are abstracted from the kinematic and physical attributes.
The attributed hypergraph is constructed from the triangular mesh, together with

all three types of attributes.
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Figure 3.11: Geometrical features in triangular meshes: (a) ridge line segment; (b)
ravine line segment; (c) peak point: (d) pit point.

In the following, we provide the details of the 3D object modeling methodology
with integrated geometrical, kinematic. physical and behavioral features.

Modeling of Geometrical Shapes

We have adopted the triangular mesh as the base of the AHR. Since the meshes were
originally introduced for shape approximations, modeling of geometrical shapes

with AHR is straightforward:

A. Realization level:

The surfaces of a 3D object are approximated by different patches in triangular
meshes: each patch itself constitutes a mesh with 27 range data. For rendering,
they can be back-projected onto the viewing plane in mesh form or in a surface

form after being fitted by the surface spline algorithm described in [30].

B. Feature level:

At the feature level, relevant information is the geometrical features extracted di-
rectly from the meshes. The detection of the geometrical features is straightforward:
it suffices to study neighboring triangles or neighboring patches of triangles, and the
common edges/boundaries among them. to determine the low level shape features

such as feature edges and corners. and high level shape features such as ridges,
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Figure 3.12: (a) A sample outdoor scene; (b) the corresponding conceptual graph.

ravines, peaks, pits and saddles (refer to Figure 3.11).

C. Symbolic level:

Task dependent symbolic information about 3D shapes can be extracted. For exam-
ple, for vision guided navigation purpose, such symbolic information may include a
conceptual map built upon the ridges. ravines, peaks, pits and saddles at the feature
level [35]. Figure 3.12 (copied from [35]) illustrates an example of the conceptual

map of a natural terrain.

We shall now discuss the possibility of organizing triangular meshes and the
associated kinematic transformations. which together compose the geometrical and
kinematic description, into a category. The terminologies introduced in Section

3.2.1 are referred.

Suppose that the objects of category Geo are n triangular meshes T | R
Tn. each of which approximates a 3D shape. T; (1 < ¢ < n) in Geo is represented
by its RAG, denoted as T;. Let the transformation associated with T: and T; be
represented by a triplet w;; = (T3, d;;,T;) where d;; includes collection of all the
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operator sets that transform RAG T; to RAG Tj, then we prove the following

theorem:

Theorem 3.2 The triangular mesh based geometrical descriptions of 3D patterns

in the form of RAG’s with the associated transformations form a category Geo.

[Proof] A
u;; 1s admissible since it is defined as a triplet (Ti,d;;. T3). For two morphisms
wi; = (1i,di;, T5) and wp = (Tk.dw, T1), dij = diy does not necessarily mean that

Ui5 = Ul One has Ui; = Ukl iff T,' = Tk, TJ = T’[ and d,'j = d;d.

For each object T' in Geo, there is a unique identity morphism Iy = (7,dr,T)
where d; is the identity attribute transition f, (T) = T.

Similar to Definition 3.23, the composition ui; © w, of the morphisms ug, =
(Tt, dir. Trn) and wy; = (T dij, T5) is defined iff T,, = T}. If T.,, = T, then Uij © Ul

takes T as the input and has output of T;.1e..T; uij(iu)'"' T;.

From the above construction of compound operators, it is immediately seen that:
for RAG’s Ty, Ty, Ti and Tb. if T: —5 Ty, T; ~25 T and T % T}, compositions
ujr © u;; and wg © uj can be constructed. By the composition of AH operators

uij,

S . . ujCu;; u UptQujik
defined in Definition 3.23. we have T; —" T}, ~% T} and T; —% T} —5 T

It is also obvious that the identity maps always compose with u;; to give Ir; ©
Ui; = Ug and Uz ® IT‘. = Ugj-

By showing that Geo has all the properties defined in Definition 3.1, we demon-
strate that the geometrical descriptions of 3D patterns together with the associated

transformations form a category.

O
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Introducing the definition of the functor Fy; = (Fy_opi, Fg—mor) which maps

the geometrical descriptions in Geo to entities of AHR in AH category Ahp, we

can express the formation of a DAH from the geometrical description by Fj_.;

mathematically. Suppose that a geometrical description based on a triangular mesh

T = {t:Ji = 1,2,...,n} is in the form of its corresponding RAG G = (V,, E.), the

DAH is H = (X, Hpase, Hi. Hpyper ), where X is the vertex set, and Hpg,., H; and

Hpyper are the edge/hyperedge sets on higher layers respectively. We have:

1.

[S]

elementary node mapping:

v =¥ Vg (3.1)

where v, € V; and v, € X, both with attribute value a, = {z;, ¥, z:} denoting

the 3D position of v, on the object’s surface.
elementary edge mapping:

Fy

€t = {'Utx 3 vtz} =y hbase{'vyx : vgz} (3.2)

. F, —obj .
where e; € E;. hpase € Hpase. such that by Equation 3.1, v,, = g vg; (i = 1,2);
et and hyg,e both have attribute value a. denoting the directional vector for

the edge e;.

. triangle mapping:

Fy_obj
te = {ve,, Ves: Ves } = he = {vgnvga:vgs} (3.3)

where ¢, is a triangle in 7 with vertices v;,. vs,, vi,. he € H; is a hyperedge
Fy—oh

with vertices v, vg,, vg,, such that by Equation 3.1, v;, <% v,, (1 <1 < 3).

te and h, have attribute value a, = £; denoting the normal vector of ¢;.



CHAPTER 3. THE MATHEMATICS OF AHR 69
4. hyperedge mapping:
S = {tall <i <k} =V hppper = {1 <i < k} (3.4)

where S; is a swiface patch! in 7, which contains k triangles (denoted as ¢,
tras --os te,); Phyper € Hpyper is a hyperedge that has nodes he, . Reay ...y he,, €ach
of which is an element in H;, such that by Equation 3.3. ¢,, Fi”—)"b’- h;;. Both
S: and hpyper have attribute value ap, which is the average normal vector of
all triangles in S;. To form a meaningful geometrical surface patch from a

collection of triangles, Hpyper should be connected.

Figure 3.13 is an example of geometrical modeling by DAH. In Figure 3.13(a),
a simple natural terrain is approximated by a triangular mesh: a hill is represented
by a tetrahedron; a small piece of plain field at the side of the hill is represented
by two triangles. Figure 3.13(b) shows the corresponding attributed hypergraph,
and Figure 3.13(c) shows the net-like DAH. Table 3.1 gives the mappings of the
elementary nodes and the hyperedge nodes from the geometrical descriptions (Fig-
ure 3.13 (a)) to the corresponding entities in the DAH (Figure 3.13 (c)) for the
natural terrain. The attribute values for the nodes (for elementary nodes, they are
the vertex coordinates. and for hyperedges, that are the normal vectors) are also
shown in the table. Due to space limitations, the mappings of the triangle nodes

and the full attribute lists for vertices and hyperedges are not shown.

Modeling of Kinematic Transformations

Kinematic transformations include rotation, translation, scaling and their combi-

IBy definition, a patch in the mesh is a collection of connecting triangles among which the
differences of orientation are less than a pre-assigned threshold. Two patches are considered to
be connected if they have at least one common edge.
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Figure 3.13: An example of the DAH representation: (a) a natural terrain with a
Lill and a piece of plain land: (b) the attributed hypergraph representation; (c)
the DAH structure.



CHAPTER 3. THE MATHEMATICS OF AHR 71

Table 3.1: The geometrical features and the corresponding entities in the attributed
hypergraph representation for a natural terrain.

Geometrical Feature | AH Entity Attribute
peak Vg (—1,0.2)"
hill corner 1 vp (—2.0.0)
hill corner 2 Ve (0.—-1.0)"
hill corner 3 Vg (0.1.0)"
plain corner 1 Ve (2,1.0)"
plain corner 2 vy (2.-1.0)"
hill side 1 H, (—-—";—1? \/‘;—1, \/12—1)’“
Rhill side 2 H, (—F =7 755)
hill side 8 H; (‘% 0. \/i-)"
plain H, (0.0,1)~

Note: (*) values shown are the coordinates; (**) values shown are the orientations.

nations. If before and after the transformations the point sets are expressed in a
fixed homogeneous coordinate system, all the traﬁsformations can be considered as
matrix multiplications. Following the convention in CAD modeling. we represent
a point in 3D space by (z,y, z,1)T where z, y, 2 denote the three coordinates.
Kinematic transformations can be written in the form of matrix multiplications.

Translations, rotations and scalings are achieved by choosing different parameter

sets in the 4 x 4 matrices.

The scaling and translation joint matrix T's is in the form of:

Ts = (3.5)

o O O

o O = OO

oS+ OO ©
o
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where d, d, and d. denote the translations in the directions of z. y and 2 respec-

tively, and w is the scaling factor. The rotation matrix has the form:

Ty Ti2 Ti13

(3.6)

0
Ta1 Taa T2z 0
Ta1 T3z T3z O

1

0 0 O

Since kinematic transformations are about the location changes of an object. they
do not introduce structural change in AHR when information is abstracted from the
realization level to the representation level. At the realization level, the transforma-
tions apply to the geometrical entities such as lines, corners, triangles or patches.
In the AHR level. they apply to the geometrical attributes of vertices, edges or hy-
peredges which represent the shape. Such transformations are efficient to represent

rigid motions.

With the definition of Fy_., in F, = (Fg—obj: Fg—mor), which maps the matrices

Ts and R to the morphisms in the Ahp, we have:
1. scaling and translation mapping:

T, Fozmer £ (3.7)

where T}, is a scaling and translation matrix given in Equation 3.5 and fal(z,y, 2))
= (2 + fa. Y+ fa,- 2+ fa.) is an attribute transition operator that operates on
the geometrical attributes: when T) is applied on a point (z. . z) with param-
eter d.. d. d: and w as given in Equation 3.5, f,, = “—-%ﬂ, fa, = M#”-

and f,. = Llltlz’*'—di.
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2. rotation mapping:
F—mor
R, % o, (3.8)

where R, is a rotation matrix given in Equation 3.6 and o.((z,v 2)) = (z +
faer:y + fa,. 2 + fa.) is an attribute transition operators that operates on the
vertex or hyperedge attributes according to the rotation given by R,. If R,
is applied on vertex (z,y,z) and has the matrix entries r;; (1 < 7 < 3 and
1 < 7 < 3) as shown in Equation 3.6, then f,, = (r1; — 1)z + 712y + 132,
Jay = 71212 + (122 — 1)y + 723z, and f,, = ra1z + 732y + (733 — 1) 2.

In the previous definition of F; = (Fy_o5, Fy—mor) that maps Geo to Ahp, it can
be observed that each step to construct an attributed hypergraph with mapping
Fy_obj or Fy_mor is a one-to-one mapping. Thus, they are reversible. By reversing
those definitions, we can define the inverse mappings of Fy_ob; and Fy_ 0. denoted
as F, ', and F;' . The corresponding functor Fol = (F ;. F.,. ) represent
the process that back-projects an attributed hypergraph to a triangular mesh. Fur-
thermore, Fy; ©@ F;' = I4h, and F7' ® F; = Ige,. Therefore, recalling Definition

3.6, Geo and Alp are equivalent.
Theorem 3.3 Functor F, = (Fy_cbj. Fy_mor) preserves isomorphism.

[Proof]
Suppose that the RAG of the triangular mesh 7 is G, = (Vi. B¢). the AHR in

the form of DAH is G, = (vg, Hease: He, Hhyper ), Where the elementary graph is the
graph formed by G. = (vg, Hease). Functor F, is the mapping from 7 to AHR:
Geo 22 Ahp.

From Equations 3.1 and 3.2, it is clear that G. ~ G, since G, simply duplicates

G:. For any morphism u defined on G, if G, —» G;, by the definition F, =
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Figure 3.14: The relations between triangular mesh and attributed hypergraph with
the kinematic functors.

y—mor (u)

(Fy—objs Fy—mor). we have G, G,. If the elementary graph of G, is denoted

as G, then G, ~ G,. When « is an isomorphism, G, ~ G, ~ G, ~ G..

If on the layers above the RAG G, the base triangles and groups of triangles
(called the patches) are written in the form of an attributed hypergraph G, =
(Vr, Ep), and in the DAH representation the attributed hyperedges built upon G,
is expressed by Gr = (H:, Hhyper ), then G, ~ Gy. Therefore, if G, — Gz’v we have
the corresponding Gy, Fumor () G,. If G, ~ G then G, ~ G;,.

As a result, if » is an isomorphism, F,_ .. () is also an isomorphism: F, pre-
serves isomorphism.
0

Figure 3.14 illustrates the relations of the above graphs and mappings.

Modeling of Physical Transformations

Physical feature based representations describe deformable objects by physical pa-
rameters and state transitions. They use physical laws and counstraints to govern

the motions. For a physical process simulation, one only needs to consider: (1) the
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physical properties of the objects; (2) the physical laws applied to the objects; (3)
the initial states and (4) the external forces applied. Then the new states of the

objects at each time frame can be computed.

Similar to the kinematic transformations, the simulation of physical transitions
calculates the shape and location changes of an object. The physical parameters do
not change their forms across different representation levels during the abstractions
of information. Physical feature descriptions are especially efficient to represent

deformations of non-rigid 3D patterns.

In general, the object’s physical state (in the form of physical parameters) at
time ¢ can be written as S(t), and the state transition function is f. Given the
initial state S(0), function f calculates S(T") where T' > 0. For elastic objects, the
form of f is normally one or a set of partial differetial equations [28, 86, 87].

Suppose that in the category Phy, each object is the vertex configurations of
the physical parameters C(t) = {S:(¢)|]1 < i < n} for a 3D pattern 1'ep1'e$ented by
a triangular mesh with n vertices. The morphisms in Phy are defined as triplets
u(ty,t2) = (C(t1), f(t1.t2), C(2)), which means that, with initial condition as C(¢,)
at t;, by function f(¢1,¢:), we can evaluate C(t,) at t» (£, > ¢;) (i-e., C(t1) ultit)

C(t2)). Now we prove the following theorem:

Theorem 3.4 Triangular mesh based physical descriptions of 3D patterns together

with the associated morphisms form a category Phy.

[Proof]

u(t1,82) is admissible since it is defined as a triplet (C(%1), f(t1,%2),C(¢2)). Given
two physical states C(t1) and C(22). u(t1,t2) is unique. For two morphisms u(t;, ;) =
(C(t1), f(t1,12), C(t2)) and u(ts.ts) = (C(ts), f(ts.t1), C(ta)), w(ts, ts) = u(ts, tq) iff
C(t1) = C(ta), C(t2) = (ts) and f(t1,22) = f(Es,t4).



CHAPTER 3. THE MATHEMATICS OF AHR 76

For each object C(t) in Phy, there is a unique identity morphism Ige =
(C(t), fr.C(t)) where fr is the linear identity function fi(C(t)) = C(¢).

Given ¢; < ¢; < t3, the composition of morphisms of u(¢;,t,) and w(ta, t3) is:
u(b2, t3)Ou(tr, t2) = (Ct2), f(t2, ta), C(t3))O(C(t1). f(t1,12), Ct2)) = (C(t1). f(t2,t3)O
f(t1.t2).C(t3)). Since the evaluations of the partial differential equations f(t;,¢,)
and f(ts,t3) are defined over a continuous domain, it is obvious that f(tz2,t3) can

assume input as the output of f(¢1,%,). Therefore, C(,) ultat)Oults t2) C(ts).

From the above construction of compositions, it is immediate that: for C (t1).
C(tz), Clts) and C(t), if C(t1) "% C(ta), C(ta) "% C(ts) and C(ts) “EH
C(ts), compound operators u(t2,t3) ® u(ty,tz) and u(ts, ts) ® u(tz, ¢3) can be con-

structed, such that: C(t;) “* 28" o(e) “B4) (1) and C(8) 8 C(ty)
u(t;;,t.;)_@:;(tg,t;;) C(t4)_

It is also obvious that the identity morphism f/(C) = C always compose with
u(t1,t2) to give fr © u(ti,ts) = w(t1,t2) and u(ty, ) © fr = w(ty. ts).

By showing that Phy has all the properties of a category, we demonstrate that
the physical descriptions of 3D patterns together with the morphisms derived from
the partial differential equations form a category.

a

The DAH H = (X, Hpse, He. Hp) for the physical description is formed by the
definition of the functor Fj, = (Fp—objs Fp—mor) which maps the physical configura-
tions from triangular mesh to the AH category. Suppose that the triangular mesh
for finite element analysis is in the form of its RAG G = (V}, E;) where the vertex
set V; corresponds to the vertex set in the mesh, and edge set E, corresponds to

the edge set in the mesh. The mapping functor F, is defined as:
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1. elementary node mapping:

O (3.9)

where v, € V; and v, € X, both with attribute value a, = (Pu,; Furs M, 7, fiu, d¢p,, )

denoting the physical status associated with vertex v,.

2. elementary edge mapping:
_ Fp-obj . 3 O
€t = {'Utl,'Ut-_,} > hpase = {vm’vgz} ( 1 )

Fo_obj )
where e; € B¢, hyase € Hpase such that by Equation 3.9, v,, =% v,, (s = 1,2);
e; and hpg.e both have attribute value a, denoting the directional vector for

the edge e;.

3. triangle mapping:
Fp_obj
te = {ve,. Ve, Ve, } ¥ by = {vg,,Vgs,Yg, } (3.11)

where ¢; is a triangle in the mesh with vertices Vg, Up, and vy, by € Hy is

a hyperedge contains vertices vg,, vy, and w,,, such that by Equation 3.9,
Foobi ) . — )

vy, 2= vg; (1 <4 < 3). t; and h, both have attribute value a, = ¢, denoting

the normal vector of the triangle ¢,.

4. hyperedge mapping:
Se={tu|l <i <k} =¥ b = {h.|1 <i <k} (3.12)

where S; is a surface patch consisting of k triangles (denoted as ¢,,. t,, ...,
ty,) in the mesh. h, € Hp is a hyperedge that has nodes h;,, he,, --.. ke, , each

. . F—o j
of which is an element in H,, such that by Equation 3.11, ¢ Ll o hy,. S
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and h, both have attribute value aj, denoting the average normal vector of all

triangles in S;. h, itself consists of a connected attributed graph.

5. operator mapping:

(Vi(to), D(to, 1, ba, ... 1), Vil(t)) 225" (X (t0). (0lta)- o{ts). olts), s 0(2)), X (£))

(3.13)
where D(tg,%,,%,,...,%) is the state transition function f with initial state at
to and evaluated at #;,%,,...,t, Vi(§5) and V;(¢) are the states of the vertex
set V; at time £ and ¢ respectively, X (£o) and X (£) are the attributed vertex
sets of the DAH at time £, and ¢ respectively. ((o(tg), o(t1). o(t2). ..., 0(t)) is
the set of AH operators that are applied to X(¢o) and transform it to X(¢)

(lo<ti<t:<..<t).

If the AH category Ahp is formed by the category of physical description Phy
by Phy i Ahp, then similar to F, the process of F, is also reversible. Therefore,

Phy and Ahp are equivalent.

By Equation 3.13, it can be seen that in the scope of modeling physical transfor-
mations, the physical transitions given by D(#g, 1. ....¢) will not introduce structural
changes to the RAG of the triangular mesh. Similarly. the corresponding morphisms
((o(to),o(t1), ..., 0o(t)) are all attribute transitions. In other words. if physical tran-
sition © maps RAG G, to G, in Phy, and the corresponding representation in
Ahp is Fp o(G1) 725™ B, 4i(Ga), then Gy ~ Ga ~ Fy_op;(G1) ~ Foopi(Ga).

Therefore, F, = (Fp—objs Fp—mor) preserves isomorphism.
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Modeling of Behavioral Factors

The representation on the behavioral factors of the object has not been taken into
consideration by researchers until the recent years, when animations and simula-
tions that are less dependent on user inputs become increasingly important. As
argued in Chapter 2, the overlook of the behavioral factor in modeling is by large
due to the lack of representation and computation power of symbolic information

in the early systems.

The behavioral features embedded in an object representation in which we are

interested include:

e knowledge about ego-motion of the object, such as fixed motion patterns;

e internal constraints on motion, such as fixed posture or oriemtation (they

maybe posed in accordance with other kinematic or physical constraints);

e self-intelligence of the object (in such case it is usually called an “intelligent

agent™) in the form of sets of rules that govern the motions.

These features are difficult to represent with traditional geometry or physics
oriented modeling frameworks. However. in an attributed hypergraph, the intrinsic
data types are entities and their relations. The object’s geometrical, kinematic
and physical features are characterized by entities with attributes in an attributed
hypergraph. Therefore, the “knowledge”, “constraints” or “intelligence” of this
object can be interpreted by high-order relations among these entities. In a graph

language. these relations can be expressed by:

e attributed vertices, edges and hyperedges that characterize geometrical, kine-

matic and physical features;
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e associations of the above entities in the form of high level hyperedges;
e operators applied to the above attributed graph entities; and

e rules defined on the compositions of the operators.

The corresponding mapping functor F, which forms the behavioral factor rep-

resentation from the above features in AH category is:

1. elementary node mapping as defined in Equation 3.1 or Equation 3.9;

o

elementary edge mapping as defined in Equation 3.2 or Equation 3.10;

3. triangle mapping as defined in Equation 3.3 and Equation 3.11;

4. geometrical transformation mapping as defined in Equations 3.7 and 3.8;
9. operator mapping as defined in Equation 3.13;

6. process abstraction from the item #4 and item #5 to a definite operator
sequence {01, 02, ...,0,} where 0;(1 < i < n) is either a geometrical transfor-

mation on AH (f, or o) or a primary operator on AH (o,).



Chapter 4

AHR Applications in Augmented
Reality

4.1 Introduction

The attributed hypergraph representation (AHR) presented in the previous chapter
provides an efficient and practical methodology for vision based object modeling,
which has broad applications in computer vision and graphics. In this chapter, the
application of AHR in augmented reality (AR) is demonstrated. AR is an excel-
lent example for showing the flexibility of AHR based modeling. It first employs
computer vision technologies to estimate the 3D geometry of real scenes, and then
facilitates computer graphics technologies to augment the synthesized models and

to present them in a way similar to that of virtual reality.

In most vision based 3D scene analysis methodologies, image processing al-
gorithms are first applied to extract imaging features from the digitized images

to reduce the amount of data to be processed. Normally these features include

81
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corners, lines, contours, faces or regions, which are closely related to the actual
shapes, presenting partial geometrical properties of the scene. Furthermore, if mul-
tiple views of a fixed scene are available, range features (which are considered to be
21D) can be recovered by vertex triangulation. Since these features are associated
with each other via geometrical or topological relations, they can be organized into
an attributed graph or hypergraph. Therefore, it is possible for us to build a partial
AHR induced by the features of a 3D scene, and to incrementally synthesize a full
AHR through the data from inexpensive sensors such as CCD cameras. On the
graphics side, if a 3D scene has been modeled by an AHR, it would be easy to
combine it with the models of virtual objects. We can change the shape of any
object from a real scene or from a virtual source, or change the appearance (such

as textures, shadows or reflections) of the combined scene.

A typical multiple-view vision system used for AR construction is shown in
Figure 4.1 in which %o, £; and £, specify three different camera poses (though, in
most systems, the number of views may vary). ¢, ¢; and ¢, are the three image
coordinate systems associated with the three camera poses respectively; ¢ denotes
a fixed common world coordinate system; and mg, 2; and m, denote the image
points for the object point X, on the three image planes respectively. The task of

the vision system is to obtain the 3D geometry of the scene in ¢ from the images

acquired at ¢q, t; and ¢,.

In the following sections. the methodology of vision based AR is presented.
Several key issues in computer vision, namely, feature detection, camera calibration,
3D geometry recovery, and incremental AHR synthesis are addressed, followed by

the algorithm of AHR augmentations. Finally, experimental results are provided.
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4.2 2D Feature Extraction

83

All camera based image processing methodologies begin with 2D images, each of

which typically contains several hundred thousands of pixels. It is neither practical

nor productive to carry on image understanding directly on the pixel level. Thus,

certain “features” should be extracted in order to obtain higher level information.

To analyze the shape of simple objects presented in 2D images for shape re-

construction. edge based features such as lines, corners and curve segments are

important. The feature extraction procedure applied in this thesis research con-

sists of four parts: 1) edge detection; 2) edge segmentation; 3) edge classification

and 4) feature grouping.
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4.2.1 Edge Detection

Effective edge detection is required by most image understanding applications. Tra-
ditional methods such as Hough transform, heuristic search-inference and many
others have a common shortcoming: they are all computationally intensive largely
because they mainly rely on precise pixel by pixel calculatious. The edge detection
method adopted here is from [41], which is based on the perceptual organization [62]
of descriptive edge features. The edge tracking procedure to find the edge pixels is
Zuker and Prager’s relaxation based edge-linking method [73, 108]. It tracks edge
segments then joins and fits them into appropriate forms of line or curve structures

according to their topological and geometrical properties.

The raster scan process brings about a disadvantage of the algorithm. Despite its
fast speed, it may result in different traces merging together. This problem is solved

by further segmentations of the edge detection result with additional geometrical

criteria.

4.2.2 Edge Segmentation

The above edge detection algorithm provides us with edge traces on which each

point is described by four attributes:

¢ (X.,Y): the 2D coordinates of the point in the image;
e transient: a Boolean value indicating discontinuity of the trace at the point;
e slope: the slope obtained from a five-point average;

o curvature: the rate change of the slope.
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If a point is on a smoothly connected edge trace, its transient should stay zero;
otherwise, it is considered as a special point along the edge trace. All cormers,
crossing points, edge breaking points and local spurious noises most likely have
non-zero transient values. Edge traces are separated into different segments at
these points. Segments with lengths smaller than a given threshold are considered

as noise and removed.

4.2.3 Edge Classification

There are two types of edge traces that we are interested in:

o straight lines
They are the key features to characterize the shapes, especially polyhedral
objects. Straight lines and their junctions are the major sources to form a
triaﬁgular mesh. Furthermore, it is normally easy to locate the junctions of
straight lines accurately in 2D images. thus they are ideal for image based

camera calibration.

o elliptical curves
In the pin-hole camera model, the perspective projection of a 3D circle is
a full or partial ellipse. Though we use triangular mesh for general shape
approximation on the range data, well-detected ellipses in 2D images will
greatly enhance the accuracy of the mesh approximation on 3D circles. For
camera calibration, they can be used to verify the estimated pose, which is

more reliable than verification through the junction points.

The extracted edge segments are classified into the above two categories accord-

ing to the changes in the slope. In a real-world image, however. edge traces are
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Figure 4.2: Two kinds of smooth connections: 1) an ellipse fraction and a virtual
edge; 2) two straight lines in one pseudo-segment.

affected by the digitization error. noise and parameters. Sometimes the slope alone
1s not sufficient to distinguish a line segment from an elliptical one. For example, a
line and a curve are connected so smoothly that the change of transient may not be
detected. We call such a segment a pseudo-segment. Figure 4.2 gives two examples.
Here. case 1 is a smooth connection of an ellipse fraction b and a virtual edge a.

Case 2 is a smooth connection of two straight lines (pseudo-segment 53)

In both situations, the slope associated with such curves and lines does not
help much to partition the pseudo-segment into two. To find the connection point,
the curvature has to be used to assign segments into a line class or a curve class.
The curvature of a straight line should be zero while the curvature of a segment of

elliptical curve should be non-zero and only change slowly.

4.2.4 Feature Grouping

The objective of feature grouping is to clutter 2D features in an image into one or
more groups according to their structural or topological relations, each of which
could be associated to the 3D object to be analyzed. Feature grouping effectively

reduces the search space for feature matching used in camera calibration and model
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synthesis. It can be formalized as follows:

Definition 4.1 Given a set of 2D features F, the grouping procedure C outputs a
set of possible connected groups {F;} each of which can be related to one or more

possible objects {obj;}, i.e.,

C: F s {Fy,--,Fu} (4.1)
s.t. UF=F and F; = {obj;}
i=1

Here we restrict the elements of F to one of the two features: a) fitted straight

lines or b) elliptical curves.

Line Fitting and Corner Grouping

Corners are the junctions of straight lines or elliptical curves. To accurately locate
a corner, the straight line segments are first fitted and the equation of each line is

calculated in the form of z/a + y/b = 1.

From a line segment, we can estimate its parameters accordingly. If its X —
intercept a and Y —intercept b are not equal to zero, we use the median of intercepts
method [54] to fit the line. Suppose that there are N points in a line fitting set,
then any two points Z and j can form a line and render an ( aij, bi;) pair. There are

at most N(N — 1)/2 pairs each of which can be described as

;Y — Y5 Z:Y; — T;Y;
= — i TR bi. - Y JY T; # Ts;), 4.2
a;; = - ” (y #J]) 7 . z; ( J) ( )

where 1 <¢ < j < N. Then a and b can be obtained by:

a = median{a;;}, b = median{b;;}.
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(a) ) ©)
Figure 4.3: Types of feature groupings: (a) a 3-point L-shape feature; (b) a Y-shape
4-point feature grouping: (c) a concatenated 4-point feature grouping.

The following rules are posed to obtain corners from intersecting lines:

e a corner must be located on the eztension or at either end of each line in the

explored set to avoid having T — junctions;
e two parallel or nearly parallel lines in a set do not form a corner;

o if several intersections are found to be very close to each other, their average

position is taken as the corner position.

Once the corners are obtained. it is easy to find groups of 3-point and 4-point
features. A typical 3-point feature is one with L (or V') shape (Figure 4.3 (a)). A 4-
point feature is formed with two 3-point features linked by a common line segment.

There are two types of 4-point feature:

e a Y-shape feature where three junction points are connected to the same

Jjunction point (Figure 4.3 (b));

e a concatenated feature where four junction points are connected by edges to

form a chain (Figure 4.3 (c)).
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X

Figure 4.4: Description of ellipse fitting and ellipse parameters.
Elliptical Curve Grouping and Ellipse Fitting

The equation applied for ellipse fitting is:

[(z — a)cos € + (y — b) sin 6]? + [—(z —a)sin @ + (y — b) cos ]* _

o2 72 1 (4.3)

where (a,d) is the center of the ellipse, ¢, d (¢ > 0, d > 0) are its axes, and 8 is its
rotation angle (orientation) — the angle between the z axis and the short axis of
the ellipse. When ¢ = d, the ellipse becomes a circle. Figure 4.4 illustrates these

parameters.

Accurate estimations of the five parameters of an elliptical curve (the center
coordinates, the major and minor axes, and the orientation) are required in various
machine vision related problems. Many techniques have been developed to deal

with elliptical parameter estimation. However. most of them are based on the
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local fitting concept, i.e. they try to estimate the five parameters provided with
a segment of an ellipse. Due to the presence of short curve segments and local
spurious noise, the fitting often yields a hyperbola or other curve forms. Different
from those methods, the concept of global fitting introduced in [105] is applied:
before fitting a selected curve segment. the entire curve set is searched to see if it
can be grouped with another one to form an elliptical curve grouping in compliance
with their 2-D geometrical and topological constraints. This procedure effectively
reduces the influence of noise and the possibility of fitting points from different

curves.

For elliptical curve grouping. we use the following attributes obtained from the

analysis of curve segments:

e identity index I of a curve segment;
e curve length L;

e section number S to which a curve segment belongs (4 sections corresponding

to 4 quadrants in the X — Y coordinate system);

direction D of a curve segment:

e curve starting and ending points (X,. Y,) and (X,. Y.).

The fitting procedure begins with selecting a curve segment from the curve set.
and then searching the starting and the ending points of its neighboring segments.
Two curve segments are grouped together if they have their end points close enough.

and if the following conditions of curve adjacency are satisfied:

1. two curve segments which are in the same section can be grouped if and only

if their terminating points intersect:
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Table 4.1: Grouping restrictions of two curve segments S; and S,.

[ S; Section | S, Section | Restrictions |
I II SZ-Xma:z: < Sl --Xmin
I 111 S_-)_.Xmaz < Sl-Xmaz: AN Sg.Ymax < Sl.Yma;,:
I v S2.Ymaz < S1-Yain
II III S2.Ymaz < S1-Ymin
II v Sl.Xmag; < 52-Xma:: AN Sg.Yma: < S]_.Ymaz
II1 v S1. Xmaz < S2.Xmin

2. two curve segments which are in different sections can be grouped if and only

if they satisfy the conditions described in Table 4.1.

A popular fitting method is by minimizing the linear least-squares (LLS) error.
It is simple and usually gives good results. However, its computational cost is high.
Since the possibility of getting a hyperbola solution is greatly reduced after the
curve grouping, a fast iterative algorithm [105] is adopted. It starts with an initial
guess for the parameters, then fits the equation to the data recursively until the

error requirement is satisfied. The Newton iteration method is applied.

4.3 Camera Calibration

To correctly reconstruct a 3D scene using 2D images taken from CCD cameras, we
need to know the relative positions of the different cameras. This requires us to
compute the camera pose for each of the images. It is essential for 3D model recon-
struction that the camera poses be precise. Many technologies have been developed
to locate and/or track the camera positions, with the aids of various data sources.

Existing commercial systems use external devices, such as magnetic field based sen-
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sors, sonar sensors or laser range finders to measure the relative position between
the landmark and the camera. Nevertheless, as observed in Chapter 2, calibration
systems based on the external sensors correspond to open-loop controllers in which
the calibration data and the image data are isolated. Their high costs also make
them impractical in many expense-sensitive applications. Many researchers in com-
puter vision areas have attempted to calibrate the camera pose directly using the
data from the 2D images [50]. Though much effort has been made, the problems

of accuracy, speed and robustness have not been completely solved.

In this thesis, a camera calibration algorithm directly based on the feature
groupings in 2D images is implemented. The principle of the method is to use a
simple-shaped object with known 3D measurement that is visible in the scene as the
visual landmark to compute the camera pose. The correspondences between the 2D
feature groupings and known 3D model feature of the landmark are used to compute
the camera pose based on photographic equations. An intuitive advantage of the
method is that the “open-loop” mentioned above can be closed by back-projecting

the camera pose to the image for automatic confirmation.

4.3.1 Hypothesis Directed Matching

Feature matching in camera calibration attempts to establish correspondences be-
tween: (1) feature groupings extracted from 2D images, and (2) the 3D model fea-
tures in the landmark model base. In general, feature matching requires exhaustive
search and is recognized as an NP-complete problem. To speed up the matching,
we use a hypothesis directed search based on a modified version of the constellation
matching algorithm [98]. Hypothesis generated from the observed feature group-

ings is used as heuristics. For each matching hypothesis, one or more corresponding
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hypothetical poses are calculated with the steps given in Section 4.3.2. The pose
results are verified by back-projecting the 3D features of the landmark to the 2D

image. Then the initial hypothesis is evaluated with the following criteria:

o plausibility:
a threshold on the total number of matched features to determine the accept-

ability of the hypothetical matching;

o reliability:
a measure based on the total back-projection error with a weighting score

from the feature grouping itself.

In our implementation of the hypothesis directed matching algorithm, the plau-
sibility threshold is usually 4 to 8 pixels for general polyhedral landmarks, and the

reliability threshold on matching error is 2 pixels per matched image feature.

4.3.2 Camera Pose Determination

Pose determination algorithms employing analytic or numerical solutions can be
found in [26, 37]. Among the popular ones are the 3-point, 4-point and 6-point
approaches. We adopt the approach suggested in [37], in which: (1) the pin-hole
camera model is assumed; and (2) the solution of a quartic polynomial is required,

thus we will obtain up to 4 candidate solutions.

It is observed through experiments that approaches with multiple solutions are
more preferable than those that generate a unique solution: in many cases, multiple
solution methods can yield more than one correct solutions but with slight differ-
ences [72]. Then we can apply one or a combination of the following techniques to

make use of the redundant information:
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e prune the solutions and select only the correct one(s) or the best one from
a set of candidate solutions obtained from one combination of the matched

features;

e use different combinations of the matched features to obtain different but all

correct poses;

o compute the translational inconsistency measure and orientational inconsis-

tency measure to evaluate the quality of the matched feature set;

e use the pose averaging algorithm described in [72] to improve the accuracy of

the result.

A pose verification and refinement procedure is employed to select and refine
the correct solution(s) for each possible matched feature combination. Given one
of the possible pose solutions in the form of a rotation matrix R and a translation
vector T, it 1s straightforward to obtain the inverse transformation which is then
used to project the entire object model from the 3D world coordinate system to the
image. In the image coordinate system, the back-projection error is calculated based
on the discrepancy between the extracted image features and the corresponding
projected 3D model features. The back-projection error, the number of matched
feature groupings and their pre-calculated weighting scores are then combined into
a plausibility measure. The candidate pose with the highest plausibility among all
solutions in a matched feature combination is selected as the best correct solution

for such combination.

Suppose that a set of n correct poses, (R;,T;)|(1 < ¢ < n), are obtained from
all possible matched feature combinations. The translational and orientational

inconsistency measures are defined as the following:
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Definition 4.2 The translational inconsistency d of a set of poses (R;.T:) (1 <

1 < n) is defined as the relative average mutual distance of the translations:

?:1 Z?:l [Tz — le

4= A

(4.4)

Definition 4.3 The orientational inconsistency number cg of a set of poses (R;. T%)

(1 <t < n)is defined as the average distance amongst the rotation matrices:

Z Z Z:i =1 Zl-—l(R‘kl - Ju) (4.5)

(n) i=1 j=1

Thresholds for the d and cg can be set depending on the applications to exclude

cases that the landmark is at ill-conditioned positions.

Though the pose calculation is accurate over a wide range of viewing conditions.
with the redundant information that results in more than one correct and consistent
camera poses, the accuracy can be further improved by a pose averaging approach

[72].

The average of the translations 7 is simply computed by:

T = 1 ST (4.6)
=1
It should be noted that:
T= mmz |T: — T (4.7)
=1

The average of several rotation matrices should preserve the orthogonal prop-

erty. Since the matrix stands for the orientations, a rotation matrix R; can be
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decomposed into three Euler angles 6. ¢ and ¢:

CaC3 — C18283 —C283 — C31352C3 S$1892
R'i = S82C3 + €1C283 —Sa2383 -+ C1CaC3 —S1C2 ) (48)
$183 $1C3 C1

and

c1 =cosb;, cy =cos;. c3 = cosd;,

s1 =sinb;, s, =sinv;. s3 = sin¢;

Then the problem of averaging matrices becomes the problem of averaging an-
gles. Correct results cannot be obtained by simply taking the arithmetic average
due to the periodic property of angles. To solve the problem, a vector v is con-

structed in 3D space for each three-angle set:
U = a;z + by + ¢z

a; = cosl;, b; = costh;. c; = sind;

Then an average angle set is obtained from the average vector:

=
=

T

~
a1

T+ 0y +cz

n

b;. c= ZG;

1 =1

(e al]

12 1
= — _S_ a;. b=—
n = 7

6 = arccos a. ¥ =arccos b, é=arcsinc

Q
~EN

n
1=

Finally, an average rotation matrix can be constructed from (6, ¢, ¢) with Equation

4.8.



CHAPTER 4. AHR APPLICATIONS IN AUGMENTED REALITY 97

4.4 3D Geometry Recovery

The task of 3D shape reconstruction in AR applications resembles 3D shape mod-
eling in computer vision: given a series of calibrated 2D views, recover the 3D
geometry of the scene. A considerable amount of work in computer vision has been
devoted in this area [8, 50, 61, 75, 99]. Most of these approaches can be categorized
as volume intersection technique for geometrical reconstruction, involving vertex or
volume triangulation and then incremental synthesis. The method applied in this
thesis is the stereo algorithm from [61], after which the models are converted into

AHR [99] for incremental synthesis and AR integration.

4.4.1 Adaptive Stereo Matching of 2D Features

In multiple-view model synthesis, one of the most difficult tasks is the matching of
features or feature groupings [65, 107] from different images. It is mostly infeasible
to search the entire feature set in a pair of images for possible matchings. Here
the matching of the feature groupings in two images is guided by the following

constraints:

o the epipolar line geometry:;
e the structural characteristics of the feature groupings;

e the probability of coincidence of the feature groupings obtained from one

image in other images.
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Figure 4.5: The epipolar line constraints in stereo matching.

Epipolar Line Constraints

An epipolar line is defined as the intersection of the epipolar plane with an image

plane. To apply this constraint, the location of the image point corresponding to

the object point must be known exactly in either one of the two images. Then it is

used as the constraint to prune the search space of the corresponding point in the

other image.

In Figure 4.5, let P be a point on the object, A be its image point on the left

image plane, and B be the point on the right image plane. The focal points of the

two cameras are 04 and Op respectively. The epipolar lines Lpy and Lpp are the

rays V4 and Vg projected on the left and right image planes respectively, where V,

and Vp are the directional vectors of the light rays passing through (04, A) and

(OB, B) respectively.

Point P, O4 and A are on the same line defined by vector V. Likewise, P,



CHAPTER 4. AHR APPLICATIONS IN AUGMENTED REALITY 99

Op and B are on the same line defined by Vg. Thus points P, A, B, O4 and Op
are all on the same plane E, which is called the epipolar plane that intersects the
left image plane at Ips and the right image plane at Lpg. This is the geometrical
principle for the epipolar line calculation.

Given a known image point B = (w,vs) on the right image plane, if the 3D
coordinates of O4, Op and the two camera poses Ha, Hp are known with respect
to a common reference, E can be computed from Oy, Og and B. Then Lp can
be determined by the intersection of E and the left image piane. Therefore, a 3 x 3

matrix M from V4, Vg, O4 and Op is computed as:

VA.:L' VB.:Z: OA.:L'—OB.:B
M=| Vyy Vgy Oay—Ospy (4.9)

Va.z Vg.z Oyx.z—0Opg.z

Let the determinant of M be zero to obtain the line equation of Lsp. If we
express Vg by Op and B, V4 by O4 and point (u,v). then L4p has two variables u
and v in the form of:

aapt+ Bapv +v4ap =0 (4.10)

where - a4p. Bap. 7ap are determined from O4, Op, Ha4, Hg and B;

- H,. Hp are the homogeneous matrices that signify the two camera poses.

Thus, with the epipolar line constraint, given the coordinates of a point B on
the right image, we can always find the correlated epipolar line on the left image.
The matching problem is then simplified to the task of finding the matched feature

along a line instead of from the entire image.

It should be noted that normally on or around a determined epipolar line, there

are many feature points that can be considered as candidates if certain tolerances
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are included to accommodate the influence of noise and rounding errors. Hence,

other proper matching criteria and/or constraints are important.

2D Feature Grouping Constraints

Since there could be hundreds of 2D feature points in an image, there could still be
dozens of matching candidates subject to epipolar line constraints. Therefore, we
need to evaluate the acceptability of a hypothetical matching of a pair of feature
points from two images based on some invariant features associated with them.
To address this problem, a cost function is introduced which returns a plausible
measurement indicating the efficacy of a potential match [33]. A lower value would
suggest a more acceptable pairing. If, however, the cost exceeds a specified thresh-

old. the matching is deemed to be unacceptable and therefore rejected.

This rejection condition makes it possible to evaluate individual characteristics
of a pair of feature points for their separate contributions to the overall cost penalty.
After each attribute has been checked, the summed up cost can be tested against

the pre-set threshold. The cost is associated with the attributes of the 2D features,

which include:

e 2D coordinate offsets in the images;

o relative degrees of feature points (i.e., the number of attached lines to the

corner feature);
e lengths of the attached lines;
o angles between the attached lines:

e connectivity of points with respect to already matched feature points.
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2D Features in Image #1 2D Features in Image #2

Figure 4.6: A bipartite graph showing the feature grouping constraints in stereo
matching.

In most applications. between two consecutive images, there are only a limited
degree of rotations and translations. In our AR experiments. the rotations vary
from 10° to 15°. It is expected that the corresponding feature pairs on the two
images mostly remain within the same local area. If the (z.y) offset of a feature is
out of the local neighborhood, a penalty is imposed. If there are lines associated
with the feature point being occluded or not identified properly due to noise. the
difference between the number of associated lines of the same point in the image
pair should not exceed one for acceptance. Otherwise, a penalty cost is assigned
on the relative difference. Figure 4.6 shows the bipartite graph of the matching
plausibilities between different 2D feature groupings. In the figure, solid lines stand
for most plausible hypotheses while dashed lines indicate very little possibility for

the matching pairs.

In addition, the lines connected to the points being compared should not have
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their angles and lengths changed dramatically between consecutive images. Finally,
part of the total matching cost can be attributed to their relations with other
feature points that are already matched. For example, when two feature points
are compared, if they share a matched pair of points connected to them with the
same connection type, their plausibility of matching is much higher. A bonus can

be subtracted from the matching cost.

Back-projection Constraint

In AR applications, if the number of images of the scene is more than two, another
constraint can be applied to calculate the plausibility of a matching hypothesis.
Since we assume that between each two consecutive frames, the displacement of
the camera is relatively small, it is reasonable to expect that if a pair of 2D feature
points are matched in two 1mages, their corresponding 3D point is likely to appear

in the consecutive images.

The constraint can be verified by back-projection. First, we assume that the
feature pair is matched. Then by vertex triangulation (refer to Section 4.4.2), the 3D
coordinates of this point in the world system is computed. Since the camera poses
of the image sequence are already obtained from the landmarks, the 3D coordinates
could then be back-projected onto the images that immediately precede and succeed
to the two images where the vertex triangulation has been performed. In the two
extra images. 2D feature points are searched within a small area around the back-
projected location. If no feature point is found around the area in either of the

images. a penalty is added to the matching cost.
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4.4.2 Stereo Triangulation of Vertices

The 3D geometry of an object is obtained by range computation from (at least) two
images with different views. Among the many existing methodologies, the vertex
triangulation is the most popular one [2, 33, 103]: with the camera model and a
given world coordinate system as the common reference, it infers the 3D location

of a remote point from a pair of 2D projective views at two camera positions.

The representation of camera pose adopted here is the combination of a 3 x 3
rotation matrix R and the 3 x 1 translation vector T' = {7,.T,, 7.} into a single

3 x 4 homogeneous matrix H:

Roo Ror Rox T
H=| Rioc Ru Ri» T, (4.11)
Ry Rai R T:

Figure 4.7 illustrates the geometrical configurations in the range computation.
Suppose that in a pair of images I, and I, the projections of the same object point
P, are (ua,va)T and (us,v)7, and the homogeneous matrices for the two cameras
are A and B respectively. If the camera’s focal length f is known and the origin of
a camera coordinate system is chosen to be the center of the lens (refer to Figure
4.1), from simple geometrical computation, the coordinates of the image points p,

aud pp in the two camera coordinate systems are:

paz[f'uae f’vae f]Tv Pb=[f‘ub: f"vb? f]T

Suppose that in the world coordinate system, the coordinate of the object point

is (Xy. Yy, Zy), then with the transformation equation between the world system
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worid ¢ i
(Xw, Yw, Zw) orid coordinate system

Camera A Camera B

Figure 4.7: Range computation by vertex triangulation on stereo images.

and the camera systems we have:

Xw
f *Uq Ao Ao Ao> Aos v
fva =1 A Aun A2 A Zw (4.12)
f Aso Az Asy Asg 1"’

Xuw
f'ub Bsos Bor Bg: Bos Y
f-w = Bis By By Bis Zw (4-13)
f By Bz Ba: Bag 1‘”

By combining the above two equations, we obtain a set of linear equation from
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which we can calculate (X,,.Y,, Z,):

UgA20 — Aoo UaA21 — Aor UaAzzs — Ago ( Aoz — ug Ass
veAro — Ao vaAa — An UaAze — Ar Xiw _ A1z — v, A3
upBro — Boo wpB21 — Boy  upBas — Bos ;w - Bos — upBas
vpBag — Bio vsBa1 — Bui v Bas — By B3 — vy Bas

(4.14)

In fact, three equations of the above four are sufficient to compute (X,,.Y,,, Z,)T.
Since each equation represents a plane, theoretically, all four planes intersect at one
point. However, due to the errors, the four possible solutions from the combination
of three of four equations may not be identical. It is preferable to employ the least

square method to make use of all the four equations for solving (X, Y., Z,)7.

4.4.3 Shape Synthesis of Ellipse

Through vertex triangulation, the 3D geometry with polygonal features is recovered.
The same approach cannot be applied to 3D circles since there is no simple way
to locate and match a pair of control points on the 2D projections of the circle
(which are ellipses). Thus, even if two ellipses are successfully extracted, fitted and
matched in two images, its 3D shape cannot be calculated through simple vertex

triangulation.

Projective inversion (also called perspective inversion) of ellipses in 2D images is
a methodology to infer partial information on 3D circles. If the radius of a circle is
known, it attempts to recover the 3D orientation of the circle. starting with just one
2D projection on the image plane [36]. This methodology, combined with vertex

triangulation, can be used to recover a 3D circle from two of its projections.
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Projective Inversion of Ellipses

Projective inversion is mostly used for model based object recognition and pose
determination. In 2D images, the circular parts of the cylindrical features are
projected as partial or complete ellipses. If the radius of the circle in the model
base is known, its 3D orientation can be calculated [36, 45]. However, different from
these problems, the radius of the circle is unknown in model synthesis. Thus, the
actual 3D measure of a circle cannot be obtained from a single view. Nevertheless,
with multiple views of the same circle and the corresponding camera poses, it
1s possible to recover the 3D circle by combining projective inversion and vertex

triangulation.

In general, to determine the equation of a circle in 3D space, we need at least
three points on the circle. In practice, it is very difficult to establish correspondence
for points on a circle or ellipse. What can be calculated are the following parameters:
a) the length of the long axis, b) the length of the short axis, c) the center and d)
the tilting angle. With two images containing the projections of a same circle, the

following steps can recover the 3D circle:

1. arbitrarily assign a radius of the 3D circle to be recovered;

2. use projective inversion of ellipse, with the assigned radius and the known

.

camera poses, reconstruct a circle Aypothesis in 3D space for each of the

lmages:

3. according to the known camera poses, project the center and the virtual
normal point of the hypothetical 3D circle onto the 2D planes of each image
(the virtual normal point is defined as the point along the normal vector of

the circle whose distance to the circle center is the radius);



CHAPTER 4. AHR APPLICATIONS IN AUGMENTED REALITY 107

4. do the vertex triangulation of the center and the virtval normal point respec-

tively and then find the true radius of the 3D circle;

5. use the calculated true radius to do the ellipse inversion again to find the

orientation of the circle.

The arbitrarily assigned radius at the first stage is only used to find the projec-
tions of the circle’s center and the normal point, and then to establish the matching
ellipse pair. Vertex triangulation will reveal more accurate radius and orientation

of the circle finally.

An Equivalent Problem

In order to elaborate the procedure to obtain a closed form solution for projective

inversion of an ellipse, we first define an equivalent problem.

As shown in Figure 4.8, the problem of inverting the ellipse a in the 2D pro-
Jective plane II; to a 3D circle A is equivalent to determining the plane II, whose
intersection with the cone C (with the vertex at the optical center O and having
an elliptical intersection a over the image plane II;) forms the circle A. Given a
desired radius value 7 of the circle A to be solved, we are able to determine up to

two candidate solutiouns.

Closed Form Solution

As shown in Figure 4.8, we choose the z;-y;-z; coordinate system such that: (1)
the optical center is at the origin O; (2) axis z; is coincident with the optical axis:

and (3) axes z; and y, are parallel to X and Y in the image system respectively.
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Figure 4.8: Reference frames. planes and coordinate systems in projective inversion

of ellipse.

For an image plane II; normal to the z;-axis where z; = f. the equation for the

observed ellipse on the image plane is in the following form:
mlzz:'f + maT 41 + mg,yi'Z +m4z; +msy; + Mg =0

The equation for the corresponding elliptic cone is:

) my ms Mg
m,lzz:';> + Ma2T1Y; — msyf + 71:121 + —f—‘ylzl + lez =0
In matrix form:
Z;
(1 2y )M z1 =0

Y1

(4.15)

(4.16)

(4.17)
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where
my %(ﬂf"-) S,
M = %(.ﬂ_}i) Ze %(f_ﬂ}z) (4.18)
Mo %(r_x}i) ms

For simplification, a transformation T' is performed to change the reference

frame such that z; is in the direction of the elliptic cone:

1 T
2z | =T 2 (4.19)
Y1 Y2

This is an orthogonal transformation so 7! = 7. Then Equation 4.17 becomes

)
(1I2 Z9 'yg)TIMT Zs =0 (4.20)
Y2
=
Mzd+ X2 +AsyZ =0 (4.21)

where ); are eigenvalues of M = T"MT, and )\; > 0, A3 >0, A2 < 0.

As shown in Figure 4.8, the plane II; which contains the original circle is a
rotation of the plane IT, containing the elliptic projection of the circle, centered on
the axis z,, distanced f’ from the origin, and parallel to the zs — y» plane. Let z3

be parallel to II; and z3 be in the direction of the normal to Il;.

T3 = zacosa+ (y2— f)sina (4.22)

zz = —zasina+ (Y2 — f')cosa (4.23)
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Figure 4.9: Top view of the x2-z2 plane.
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Then, with a given radius r,

the center of the 3D circle is:

. ~x
Al

A=Az o
S sina

-~

110

(4.24)

where sin a = ,/;\’%:—:\\f. and the equation of plane Ilj is simply z3 = 0. The location

of the center and the plane equation in the original coordinate system can then be

easily figured out. A detail derivation can be found in [36].

4.4.4 Partial Model Construction

Face Model

From the 3D circles. points and edges (that connecting the points), the most

straightforward method to represent a 3D object is the use of a wire-frame. A

wire-frame is a 3D object model consisting of the surface discontinuity edges of the

object. Some of the earliest computer vision systems [75] used wire-frame models
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to represent polyhedral objects. These models continue to play the largest role in

the current 3D vision systems.

In a wire-frame model, there are two types of elements: lines and nodes. The
lines correspond to the characteristic edges on the surface boundary, and the nodes
are the connecting/intersecting points of the edges. For simple polyhedral objects,

the wire-frame representation can be precise.

Considering we are to build a triangular mesh as the bridge connecting descrip-
tive shape modeling and symbolic AHR, a more generic dual of wire-frame model
1s the face modeling based on the faces of the objects. In a face model, the ele-
ments are the surface patches bounded by closed circuits of wire-frame edges. The
collection of such faces forms a complete 3D surface boundary of the object [60].

Using faces to model an object has several advantages over wire-frames:

e fewer faces than corners/edges are required to describe the same object:
e a face description captures more significant information on geometry;

e in a face model, a surface patch can be bounded by any type of closed curves
in addition to the wire-frame edges, which makes it straightforward to add

detected 3D circles in the model.

The procedure to extract faces from wire-frames is adopted from [29] (vefer to
Figure 4.10)). First, a procedure called Tablet_Corner_Edge() handles the corners
and edges resulting from vertex triangulation. An incidence table is generated as
shown in Table 4.2. Empty columus. i.e., “lonely” corners. are considered as noise

and are removed from the table.

Merge Corners() and Merge_Edges() are the procedures to eliminate duph-

cated edges/corners due to noisy input data (e.g.., the reflections around a sharp
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wireframe model

Tabler_Corner_Edge( j

[ Merge_Corners( )T
L Merge_Edges( ) ]

[ Exrract_Faces( ) j

[ Group_Faces( ) j

!

face model

Figure 4.10: The process to construct face representation from wire-frame model.

Table 4.2: The incidence table of corners and edges.

Ci|Ca| -+ |Cn
E, 11 {---10
E,{ 0|1 ]---]0

E,{ 00 |---]0
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edge). Merge_Corners() scans through the set of 3D corners. The Euclidean dis-
tance between pairs of neighboring corners is evaluated. If the distance value is
less than a preset threshold (normally the distance threshold is about 2-3 pixels in
length if projected to the 2D images), the two corners are merged into one. On the
other hand, Merge_Edges() scans through the set of edges. The smallest distance
and the angle between two edges are evaluated. If two edges are close to each other
and the angle between them is very close to 0 or =, the two edges are merged into
one. According to the corner and edge merging, the incidence table is adjusted.
Then the faces are extracted by procedure Extract_Faces(). A face is a set of edges

forming a closed cycle. Each face is represented by:

1. a set of edges or curves to form the face boundary;
2. a set of optional corners;

3. a vector signifing the normal direction of the face.

The edge-corner incidence matrix is a representation of a connected graph which
1s equivalent to the wire-frame model. Each face of the object corresponds to a set
of edges forming a closed loop. Searching for a closed cycle in a graph is a common
task in linear graph theory. Here a depth-first search algorithm is applied. Different
from the conventional cycle searching algorithm, in the face searching. there is an
additional constraint to judge if a cycle consists of a face of the object: all the edges
in the cycle have to be approximately on the same plane. So the search algorithm
begins with a set of three connected corners, from which an approximated normal
vector of the possible face can be calculated. During the expansion of the cycle, this
normal vector is consistently updated according to the new corners/edges added.

The face grouping procedure has the following steps:
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1. set the face set S; empty:

2. find all ordered lists of 3 corners in which the 3 corners are connected conse-
quently by 2 edges. denoted as the list L; = {c;, c;,, ¢iy } with corners ¢, ¢,
and ¢;;, where 1 < 4;,4,.43 < n, n is the total number of corners, 1 <i < k is

the index of list, and k is the total number of 3-corner lists;
3. let 2 = 1;

4. for each list L;, calculate the normal vector of the plane defined by all the

corner points in the list, denoted as n;;

5. if the tail of L; is connected to its head, then list L; represents a face; put L;

in S¢, and go to step S;
6. if there exists a corner c; in the corner set that satisfies:
e c;is not in L; yet;
e c; connects the current tail of L;;

® c; is approximately in the plane defined by all the corners in L;;

then put ¢; in L; as the new tail; if no corner satisfies the above conditions,

go to step §;
7. go to step 4;
8. let 2 =2+ 1, then if ¢ < k then go to step 4;

9. output Sy and exit.

Finally. procedure Group_Faces() groups the faces together if they have one or

more common edges and their normal vectors are collinear/parallel.
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Triangular Mesh Model

Building a triangular mesh is straightforward from the face model. The faces are

first converted into the form of polygons or polygonalized circles. The following

recursive procedure decomposes a polygon Py with n edges and n corners into n — 2

triangles:

1. set the triangle list T empty, let m = n;

2. let 7 =0;

3. in polygon P;, start from any point, label the corners from 1 to m con-
sequently, denoted as c;, ca, ..., ¢m, Where m is the number of corners in
polygon P;;

4. let ¢ = 1;

5. add an edge from corner 7 to corner 7 + 2 to make up a new triangle ¢t =

10.

{ciyciz1,cip2}, and add £ to T (if 7 4+ 2 = m + 1, then use ¢; as ciy2);

let =4+ 2;

. if ¢ <m, go to step 5;

use the nodes ¢, cs, ..., Cory1, ..., and the newly added edges to construct a

new polygon Pj;, with reduced numbers of corners and edges;
if Pj.; is a triangle, then add Pj;; to T, output T and exit;

let j =35+ 1, go to step 2.

Since the triangles generated by the above processes are directly from the face

models, they automatically satisfy the conditions of a triangular mesh described in
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Section 3.3.2. Then, an attributed hypergraph (AH) that represents the 3D infor-
mation corresponding to the face model can be obtained by applying the procedures

described in Section 3.3.2.

4.5 Augmented Reality Construction with AHR

To build an augmented scene, virtual objects/scenes have to be combined with the
the representations of real objects/scenes constructed by the process described in
the previous sections. Up to now, range data have been sensed, and modeled in the
form of several AH’s, each of which represents a partial 3D scene (called a patch).
In the following, these AH’s are incrementally synthesized into an integrated AHR,

which is then augmented with the AHR'’s representing virtual objects/scenes.

The augmentation here stands for not only integrating different AHR'’s, but
also supplementing the AHR’s with entities that may appear neither in the real
scenes nor in the virtual scenes. With the unified AHR, object properties such
as surface colors and textures are represented as attributes, which makes it easy

for us to perform the integrating and supplementing tasks required by most AR

applications.

4.5.1 AHR Synthesis

The basic synthesis algorithm works for two AHR’s. With more than two AHR's,
the algorithm works in an incremental way such that the synthesis is conducted

between each pair of AHR's that are consequent in the AHR sequence.
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Synthesis of Two Attributed Hypergraphs

Given two attributed hypergraphs G; = (X;,Y7) and G = (Xa. Y>). the synthesis
process is organized into a two-level process to obtain the attributed hypergraph

Gr = (X,-, K‘)

At the first processing level, the two sets of hyperedges Y; and Y> are considered.
Let us consider e, € Y7 and e, € Y>. If by comparing their attribute values, ep and
eq correspond to the surface patches on the same plane, and they touch, contain or
overlap with each other, then they should be integrated into one patch by averaging
their attribute values and composing the adjacency properties. For each hyperedge
in G; the comparison is performed to search for its counterpart in G,. If found,
the two are combined and passed to the next level for elementary graph synthesis,
after which the attribute values and adjacencies of the combined hyperedge are
re-computed and put into ¥;. For a hyperedge either in G, or in G- with no
counterpart found in the other hypergraph. they are directly transferred into Y; by

a union operation.

The second processing level refines the elementary graph in the DAH after
the patch synthesis. The elementary graph corresponds to the triangular mesh
constructed from the sensory data. There may be triangles that are identical,
containing, being contained, or overlapping. In such cases, the vertices and edges
have to be re-calculated, otherwise, the vertices or edges are considered as new ones

and simply copied to X.. The adjustment of the vertices has several possibilities:

e if the two triangles to be compared are identical, the vertices of either one of

the two is copied to X;;

e if one of the two triangles is found to contain (or to be contained by) the
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other by comparing the attribute values, then the vertices of the former (or

the latter) is copied to X, and the latter (or the former) is ignored;
e if the two triangles are overlapping, then:
1. a one-to-one correspondences between the three triangle points are es-
tablished between the two triangles;
2. the average point for each pair of matched triangle points is calculated:
3. an average triangle is constructed, whose triangle points are the average
points;

4. the three vertices of the average triangle are copied to X,.

e update the edges and then the hyperedges in Y; according to the new X, set.

Incremental AHR Synthesis

The above synthesis process considers only one pair of attributed hypergraphs.
With multiple views, such synthesis could be performed many times and a final

model is constructed in an incremental way.

Suppose that we have n range models in the form of attributed hypergraphs,
denoted as G, Ga, ..., G,. Then we can conduct the synthesis for n—1 times on each
pair of the consequent images in the sequence, during which a 3D AHR is incre-
mentally constructed. The possibly redundant information in these partial AHR’s
obtained from different views enables us to perform the following improvements on

the recovered 3D data:

o Compensate for system errors

System errors are brought in by the digitization error, feature detection error,
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computation error in vertex triangulation, etc. The errors can be compensated

by averaging the resulting range data.

e Recover missing features
Missing object parts in a range image can be caused by occlusions, unrealistic
illuminations, or errors in feature detection. However, they still have good

chances to be present in other range images.

e FEliminate erroneous edges and corners
Noise on the object’s surfaces and in the background may form erroneous
corners or edges. In incremental AHR synthesis, a score representing the
number of appearance for each vertex is added. Since the noise has very little
chance of being repeated at the same place, it will have a very low score. At

the final stage, vertices with low scores can be eliminated.
The incremental AHR synthesis consists of the following steps:

1. let 2 =1, set AHR G, empty;

2. match the two attributed hypergraph G; and G;., and obtain a synthesized
G.;

3. compare the G,; with G,:

(a) if a new vertex’s geometrical attributed value is close enough to one that
is already in G,, they are considered the same vertex. The average be-

tween them replaces the old one and the score for this vertex is increased
by 1;
(b) if no vertex in G, is close to the new one, add the new vertex to G, and

set its score as 1;
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(c) adjust the edges and hyperedges that contain the modified vertex;
4. letz=14+1;
5. if ¢« < m, go to step 2.
6. eliminate the vertices in G, with scores lower than the preset threshold;

7. adjust edges and hyperedges of G, after noisy vertex elimination.

The result of the synthesized 3D scene is an attributed hypergraph, which at
this moment consists of the geometrical properties of the scene synthesized from
the vision sensor data. In the following sections, we will discuss the integration of

virtual objects to form an augmented scene based on the AHR.

4.5.2 AHR Augmentation

At the representation level, the augmentation of a 3D scene is equivalent to the
augmentation of the corresponding AHR, which can be performed by applying a

proper set of AH operators. Typical augmentations in a constructed scene may

include:

e integration with virtual scene
A typical AR world normally consists of objects constructed from the real 3D
scene and additional cbjects or backgrounds imported from the virtual world.
One of the most important problems in integration is the proper alignment

of the virtual parts and the real parts.

e change of surface colors and/or teztures

The objects in the AR world may change their surface colors and/or textures
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to present certain effects (for example, shadows and color changes due to the

virtual light sources);

e shape changes by deformations
When the AR world is presented for physical simulation, it is possible that
the objects, either from real views or from virtual world, have shape changes

due to the physical interactions among them.

As we can see from the above possibilities, when augmentation is performed
on AHR of a 3D scene, there may be qualitative changes, such as emerging parts
or deformations, or quantitative changes on the attributes, such as the changes of
locations. colors and textures. The operators defined in Section 3.3.3 facilitate such
flexibility for AR constructions with AHR. In the following. the above three aspects

to construct the augmented world with AHR are discussed.

Virtual Objects Integration

At the AHR level, the integration of a virtual object with the 3D scene constructed
from sensory data (or vice versa) is the task of the combination of two or more AH’s.
In Definition 3.16 and Definition 3.17, we have defined the operators |J (union) and
M (intersection) on two AH’s, which can be directly applied here.

Suppose that the AHR of the real scene is G, and the AHR of the virtual part
is G,,. the combined AH G is obtained by:

1. calculate G, = G, UG, and G; = G.NG,:
2. let G, = G, \ G;

3. align the attributes of all entities in Gj;
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4. set G = G, UG;.

The “alignment” of the attributes of two AH’s depends upon the application
context. Normally, it only involves translations and/or rotations on the AH's to
properly position the objects in the AR scene. Thus, one or more atiribute transi-
tions will handle it. However. in some cases, there may be qualitative changes of
the AH'’s associated with the integration. In the fusion of two 3D objects which
may be required by AR tasks. the integration of the two AH’s that represent the
two objects, denoted as G, and G,, has to be followed by eliminating all redundan-
cies {e.g., inner surfaces or inner vertices) to ensure a fully integrated shape. The

following steps will remove the inner vertices and surfaces:

1. calculate G which is the integration of G, and G, (with possible inner vertices

and/or surfaces), and G; = G. N G,;
2. if a vertex v € G;. vi Is an inner vertex:

(a) find a vertex v; € G such that v is adjacent to v and the discrepancy
between v;’s attribute value Av; to v.’s attribute value Awvy, is the smallest

among all vertices adjacent to vy;

(b) in G, apply merge on v and wvy;
3. if a hyperedge H;. € G;. H; becomes an inner hyperedge:

(a) find a hyperedge H; € G such that H; is adjacent to Hj and the discrep-
ancy between H;'s attribute value Ae; to H’s attribute value Aey. is the

smallest among all hyperedges adjacent to Hy;

(b) in G, apply join cn H; and Hj;

4. if there is no inner vertex or hyperedge, exit, otherwise go to step 2.
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Texture and Color Mapping

Natural looking surface textures (or surface colors when texture is not considered)
are of great importance to the construction of augmented reality. To meet this
requirement, a texturing or coloring algorithm is adopted to estimate the surface
appearance for each 3D triangle in the mesh from the available 2D views. More
details on the adopted algorithm are given in [68].

Figure 4.11 illustrates the principle of binding suiface appearance information.
With calibrated camera parameters, the projective relation between the 3D shape
and their 2D views in the 2D images can be established in the form of a set of
equations (refer to Equations 4.12 and 4.13). Then for each triangular surface
in the reconstructed 3D model. the 2D image with the largest viewing area of
the triangle is selected. The texture and/or color of the projected triangle in the
selected 2D image is inverted into 3D space and clipped on the corresponding 3D
triangle.

The surface texture (or color) binding algorithm has the following modules:

1. 3D tezture (or color) region grouping
Since the object is represented by a triangular mesh, smoothly connected
triangles with homogeneous textures (or colors) in their 2D views are grouped
together to reduce the computational cost [101]. Local geometrical features
are also considered as constraints to make sure the triangles in the same
texture (color) group are smoothly connected. A closed convex region that

has invariant normal vector is preferred for binding to reduce the total length

of boundary.

Lo

2D projection selection

In most cases, a grouped region is visible in more than one of the images. It
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Figure 4.11: The principle of texture inversion from 2D image to 3D surface.

1s reasonable to assume that the more exposure of the texture region in an
image. the more accuracy will be achieved when the region is inverted into
3D space. Therefore, the image with the largest viewing area of the grouped
texture region is selected and a 2D to 3D inversion is performed with the

camera pose associated with this image.

3. Boundary processing
Special care has to be taken along the boundaries between different texture
regions. A simple averaging filter is added for the local areas around the
boundaries to blend the texture. Although this results in a local blurring
effect. it is more visually acceptable than the abrupt change without the

filter. which is called the “blocking effect”.

4. Texture synthesis for occluded region

It is possible that the available views do not cover all the surfaces of the 3D
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object/scene. For color attributes, a simple duplication of the color from the
nearby triangles is adequate. If textures are processed, the texture of the
invisible regions are synthesized from visible regions depending on the view
point. The synthesized textures or duplicated colors may not correspond to

the real ones but are still less conspicuous than texture/color “holes”.

Shape Deformations

The problem of shape deformation arises when the objects /scenes are modeled in
AHR with physical parameters as attribute values. Physical features as attributes
in AHR describe deformable objects by (1) the physical properties of the ob jects;
(2) physical state transitions; (3) initial states and (4) external factors such as

forces.

In an augmented scene, the augmentation may include the changes of physical
states for existing objects or virtual objects, possibly with additional external forces.
In the above cases, due to the physical interactions among the objects, there may
be deformations. Therefore, a recalculation of the physical states of the objects is
required. More details on the calculations of shape deformation can be found in

Section 5.3.

4.6 Experiments

An AHR based 3D modeling system has been implemented as a research prototype
in the PAMI Laboratory of University of Waterloo. It is programmed with OpenGL
and Motif libraries on an SGI Indy Workstation (RISC4000). Experiments have

been conducted on several indoor scenes captured by CCD cameras. In the follow-
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ing, the experiments are separated and discussed in two sections according to the

functional modules applied in AR construction:

1. Section 4.6.1 shows the experiments that apply computer vision technologies

to perform 3D model synthesis with CCD cameras;

2. Section 4.6.2 demonstrates the AHR construction and augmentation over the

geometrical models synthesized in Section 4.6.1.

4.6.1 Vision Based 3D Geometry Recovery

CAD Model Synthesis of A Simple 3D Object

The first experiment of model synthesis was carried out on a simple aluminum
object which could be used for camera calibration. The object to be modeled is
placed on a dark, flat surface as the testing base within the stretching range of a
PUMA 760 robot arm. When the robot arm is rotated around the object, images
are taken by a CCD camera mounted on the last link of the robot from different

vantage points.

The object to be tested is called a “bridge” model. Twelve images of the object
are taken from different views under normal lighting condition. For each image
acquired, the camera pose is calculated from the reading of the robot end-effector.
2D visual features, such as lines. corners and ellipses are extracted as described in
Section 4.2. Figures 4.12 (a) through (f) show six of its twelve views with feature
detection results, and Figures 4.13 (a) through (d) illustrate partial model synthesis
results from the images acquired at the second, fifth, seventh and the final views

respectively. The incrementally synthesized model is depicted by the thick white
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Table 4.3: The mean error (measured in pixel) of the synthesis model “bridge” in
incremental model synthesis.

view # (m) 1 2 3 4 5 6 7 8
7 8 9 11 11 11 13 13 13
€n 0.5840 | 0.5375 | 0.4535 | 0.4145 | 0.4013 | 0.3606 | 0.3270 | 0.3238

lines which are the back-projection of the 3D CAD model onto the images. In the

last image (Figure 4.13 (d)), a complete model of the "bridge™ is constructed.

The actual object was manually measured and then compared with the model
synthesis results. The algorithm provided in [3] is applied to compute the R and T
between the actual model and the synthesized one. Suppose that the feature point
set in the actual model is {p;,p2, ..., pn} and the corresponding synthesized feature
point set is {p;,pa, ..., P, }; it has been proved in [3] that the computed R and T
will minimize the overall error E, = Y%, [|p: — (Rp; + T)||. The average error
per feature point e, = %’— represents the non-rigid deformation between the two
point sets, which can be used to measure the accuracy of the synthesized model.
In the process of incremental model synthesis, as the frame number m increases, n
is gradually growing since more and more images are taken. From Table 4.3 and
Figure 4.14, as we expected, it can be seen that e, decreases as n and m increase

since more source images are available to generate the model.

3D Indoor Scene Reconstruction

A typical application of 3D scene reconstruction is viston based autonomous rover

navigation: an autonomous rover is equipped with two cameras through which the
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(e) ()

Figure 4.12: (a)-(f) The images and feature detection results of six different per-
spective views of the “bridge”.
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© )

Figure 4.13: (a)-(d) The model synthesis results for the “bridge” at view #2, view
#5 view #7 and view #12 respectively.
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Modeling Error and Feature Number vs. Frame Number
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Figure 4.14: The modeling error and the number of extracted features vs. frame
number in incremental model synthesis.

environment is modeled by an intelligent stereo vision system to guide and plan the

rover's trajectory and/or task.

To simulate the stereo vision system in such an application, in the second ex-
periment, a color CCD camera was put at two vantage points and two pictures of a
table in a room were captured. Each picture was digitized by the digitizer equipped
on the Silicon Graphics workstation. The two images are shown in Figures 4.15
(2) and (b). From the images, the raw features extracted are mainly corners and
lines, as shown in Figures 4.16 (a) and (b). The corners of the table surface have
been measured manually and are used as the landmarks. The 2D corner features

obtained from the images are adequate for camera pose determination.

Different from the model synthesis of simple 3D objects placed on the testing
base. in this experiment. due to the noise in the background and the complexity of

the object’s shape, limited supervision is required to pick up the salient 2D features



CHAPTER 4. AHR APPLICATIONS IN AUGMENTED REALITY 131

-

(b)

Figure 4.15: The images of the laboratory table captured by a CCD camera: (a)
the right hand side image of the table; (b) the left hand side image of the table.

for vertex triangulation.

Figure 4.17 illustrates a partial table model constructed from the corner/line
features back-projected to the left hand side image. It should be noted that some
important points and lines in the model are occluded in the stereo views. They can
be recovered if more perspective views are provided. However, in this experiment,
they are picked up under simple user supervision. The model is not complete but is
sufficient to build an AR or to be used as the landmark in other 3D reconstruction

experiments for scenes containing this table.

Another experiment on indoor scene analysis involves the PAMI laboratory
room. The left and right hand side images are shown in Figures 4.18 (a) and (b)
respectively. Figure 4.19 gives the feature extraction results. The table appearing
in both images serves as the landmark to determine the camera poses. Key features
that are crucial to rebuild the room, such as the corners and lines formed by the
intersections of the floor, the wall and the ceiling, are selected from the raw features

to construct the partial CAD model of the room by the user. On the other hand,
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(b)

Figure 4.16: The feature extraction results: (a) the right hand side image of the
table; (b) the left hand side image of the table.

Figure 4.17: The CAD model of the laboratory table back-projected onto the left
hand side image.
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Figure 4.18: The images of the laboratory scene captured by a CCD camera: (a)
the left hand side image; (b) the right hand side image.

detailed structures of the furniture in the corners and objects inside the door are

ignored.

Figure 4.20 back-projects the constructed partial CAD model to the left hand
side image. Since the model of the table in the scenes is known and has been used
as the landmark to determine the relative camera poses, the partial table model

can be replaced by its known full model as shown in the next section.

4.6.2 AHR and Augmented Reality
Laboratory Table

Figures 4.21 (a) though (f) demonstrate the experimental results on AR with the
table modeled in the previous section. Figure 4.21 (a) depicts the result of auto-
matic triangular mesh generation from the face model given in Figure 4.17. The
corresponding AHR constructed from the mesh is illustrated in Figure 4.21 (b). In
the figure of the AHR, the rectangles signify the triangles, whose colors represent
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(b)

Figure 4.19: The feature extraction results on: (a) the left hand side image of the
scene; (b) the right hand side image of the scene.

Figure 4.20: The rough CAD model of the laboratory scene back-projected to the
left hand side image.
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the orientations of the triangles. The links among the nodes denote the hyperedges:

e the nodes that are connected by links consist of a hyperedge. which is a

meaningful part of the object;
¢ the nodes that are connected by the green links consist of a surface patch;

e ared link between two nodes means that the nodes are connected but not on

the same surface patch.

Figure 4.21 (c) shows the reconstructed object from the AHR. The colors and
textures of the table are also presented. A simple augmentation of the scene is to
add some virtual object in the scene. As shown in Figure 4.21 (d). an arm chair,
a table lamp and a piece of textured floor are integrated in the scene. Another
important augmentation is the shape change of the objects. Figure 4.21 (e) gives
the view with the table top enlarged. Finally, in Figure 4.21 (f), the texture of the
table top has been changed to marble and the illumination effect of the table lamp

on all objects is simulated.

3D Indoor Scene of the PAMI Laboratory

As with the table, the same experiment scheme is also applied to the 3D recon-
struction result of the laboratory scene. Figure 4.22 (a) shows the triangular mesh
generated from the face model given in Figure 4.20. The corresponding AHR con-
structed from the mesh is illustrated in Figure 4.22 (b). It is noticed that in the
AHR. the green nodes connected each other with the green links to to form the floor
plane. It is considered as the “navigable” area in the scene which would be used
for path planning (refer to Section 5.5.2). Figure 4.22 (c) shows the reconstructed

scene with textures and colors inverted from the original stereo images.
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Figure 4.21: Experiments on the augmented reality of a laboratory table: (a) the
triangular mesh model of the table; (b) the AHR of the table constructed from the
triangular mesh; (c) the reconstructed geometry with colors and textures of the
table; (d) the augmented scene with textured floor, a table lamp and an arm chair;
(e) enlarged table top; (f) the table with marble top and virtual lighting effects.
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Figures 4.22 (d) through (f) demonstrate three augmented views of the labora-
tory scene. The augmentations in the first scene include: (1) the incomplete table
is replaced by the full table model that is used for camera pose determination; (2)
the floor plane has been expanded outside of the door; and (3) the floor texture is
changed. In the second picture, in addition to the texture change of the floor, a
tetrahedron, a robot and a door are placed in the scene. The last augmented scene
is built from the AHR in Figure 4.22 (b) but with only the geometrical properties
preserved. The surface colors of all hypergraph nodes are arbitrarily assigned. and
two virtual lighting sources are posed. Different from the previous view, the door

is placed in its open position.

4.6.3 Error Analysis

There are a number of potential sources of error in the augmented reality construc-
tion. some of which are more significant than others. This section identifies the key

contributors of the errors and discusses possible solutions for each of them.

Camera Distortion

It has been stated in Section 4.3.2 and Section 4.4 that a pin-hole camera model
1s assumed for pose calculation and model synthesis. For the thin camera lens,
this may be applicable in the central area of the images. Nevertheless. a normal
CCD camera with focal length of 6mm-8mm can have distortions up to 10 pixels
around the perimeter. An example of such effect may be seen in Figure 4.23 which
is the distorted image of a square grid. As can be seen, the lines in the center
of the image are straight, whereas those at the edges are curved, especially when

compared against the border. Due to such distortions, feature corners detected in
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Figure 4.22: Experiments on the augmented reality of a laboratory scene: (a) the
triangular mesh model of the laboratory scene; (b) the AHR of the scene constructed
from the triangular mesh; (c) the reconstructed scene with colors and textures from
the original images; (d) the augmented scene with a full table model and a new
floor texture; (e) the scene with marble floor, a robot, a door and a tetrahedron;
(f) simulated virtual texture and lighting effects.
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Figure 4.23: An image of a square grid taken by a camera with lens distortion.

the image may be located a few pixels away from their theoretical locations.

For pose determination, a simple solution is to put the calibration pattern
around the central area of the image. This is probably the easiest solution, al-
though not necessarily the desirable one since some accuracy will be still lost due
the limited size of the pattern. Moreover, in 3D scene reconstruction, objects to
be modeled may not be in the central locations. Alternatively, some forms of lens
distortion calibration algorithm can be implemented. For example, Tsai’s algo-
rithm [91] evaluates the radial distortion by a parameter x. If the origin of the
image plane is located at the intersection with the optical axis, the correction can

be expressed mathematically as:
zy = zp(l + k%), yu = yp(l + kr?) (4.25)

where r = (/z} +y}, (zp,yp) is the observed (i.e., distorted) point coordinate
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and (zy,yu) is the corrected coordinate. Note that the magnitude of the distortion

depends upon the distance of the point from the center of the image.

Feature Extraction Error

The feature extraction procedure is a potential source of many errors, and even
more, it can be the cause of errors found in other stages of AR construction. For
example, if the edges are not properly extracted from the image data, the edge
and corner features will be incorrect. Thus, the pose calculation and the vertex
triangulation will be affected. The edge detection method adopted from [41] can
effectively extract edge traces from digital images and achieve pixel level accuracy.
However, most image digitizers are sized at 640 x 480 or 512 x 480 where even one

pixel shift will result in significant error in the final result.

In a typical experiment of stereo triangulation, the object to be modeled is
placed 2.5m away from a pair of CCD cameras (both with 16mm focal length) that
are separated from each other by 600mm. The digitizer’s size is 512 x 480. The
experiment shows that one pixel of shift of a 2D feature point will result in up to
dmm error in the range data obtained. In many applications, such a error level is

considered fatal.

A number of sub-pixel image processing techniques are available in the literature
to tackle the problem. By studying the behaviors of the lens and the digitizers
which blur the edges in the images, many approaches are proposed. In [22], the
edge detector utilizes operator impulse response to find the optimal zero crossing,
which can reach sub-pixel accuracy. Another approach is to use a moment based
edge operator [63]. where the precision is achieved by correcting many deterministic

errors (normally caused by non-ideal edge profiles) using a preset look-up-table.
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Experiments have shown that edges can be located in digitized images to a twentieth
of a pixel. The local energy approach is also very popular [67]. The philosophy of
such approach is that edge or corner features always occur at points of maximum
phase congruency. By the image itself and its Hilbert transform, a local energ

function can be defined and the local maximum of the energy function occurs at

points of maximum phase congruency.

Pose Calculation Error

The precision of the cameras’ physical locations and orientations is also very impor-
tant to ensure accurate model reconstruction. The approach discussed in Section
4.3.2 adopts the Fischler and Bolles algorithm [37] with a pose averaging mechanism
and back-projection verification. It is robust and precise in most cases. However,
it has been shown in [72] that the pose accuracy will decrease in the following
situations: (1) when the distance between the calibration pattern and the camera
increases; (2) when the tilt angle with respect to the camera increase; (3) when the

incoming data set is perturbed.

An easy solution is to avoid the above situations when taking the pictures. This
may be effective for experiments in laboratory environments but not quite practical
in real applications. Alternatively, by increasing the number of reference points
on the calibration pattern (i.e., increasing the correct candidates for least square

optimization), we can effectively reduce the error, however. at higher computational
cost.
The sensitivity of the algorithm stems from the fact that the accurate root of a

quartic function is arbitrarily required. In fact, this quartic equation is a perturbed

form of (z — 1)* = 0. It is well known that this equation is very sensitive to
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perturbation and there is no stable closed form algorithm available until now. In
[59]. a Newton iteration method is proposed to solve a set of non-linear equations
instead of finding the roots of the quartic polynomial. The method is proved to
be stable in the sense that the final computational error is bounded by the initial

€1TOoY.

Calculation Error in Vertex Triangulation

The range information of the features is obtained by vertex triangulation. As
shown in Equation 4.14. the range point P, = (X,. Y., Z,)7 is calculated from the
homogeneous matrices of the two cameras and the two perspective projections of

P,,. Here Equation 4.14 is rewritten in the form of

Hpp - P, = Dyp (4.26)
where
Ug A2 — Aoo ’lLaAzl - Ao1 UgAsa — Aoz
’l'aAzo - AIO 'UaAzl - An Ve Azs — Ays
Hyp =
upBag — Bog up By — Bm up By — By
3By — Bio vpBay — By vpBay — By
Az — uaAzs
Az — v Aas
Dy =
Boz — upBag
Bz — vp B2

It can be seen from Equation 4.26 that if Hap is close to singular. it would be

very difficult to accurately calculate P,. Unfortunately, this sometimes happens
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in reality. For example, in a typical mobile robot application, two CCD cameras
for stereo vision are mounted on the robot separated by less than 500mm. For
easy calibration and recognition. the two cameras are normally identical. Thus,
the intrinsic camera parameters are the same. The scene to be sensed is usually
3 to 5 meters away from the robot. In the pair of stereo images, the same 3D
point is viewed at similar orientations with similar distances away. With identical
cameras, this means that the two homogeneous matrices H, and Hp are very close.
Moreover, the two projections (ua.v,) and (up,vs) are also very close. Therefore,

we will have a nearly singular H,5.

To avoid the problem, one can use a single camera mounted on a mobile robot
and capture the stereo images at significantly different orientations by rotating and

moving the robot.

Augmentation Error

Augmentation error occurs when integrating the virtual objects with the ones con-
structed from the real world. In most current AR systems, this error has been
identified as one of the most significant problems that limit AR’s applications. The
objects in the augmented world must be properly aligned with respect to each other,
or the illusion that the real and virtual worlds coexist will be compromised. More

seriously, most applications demand accurate augmentation.

There are two types of augmentation error. The first is due to the incomplete
information from the computer vision stage. Objects and/or textures that are
partially or fully occluded in the given scenes have to be extrapolated. They may
not correspond to the true information. In the constructed AR, typically when the

combined world is viewed from an orientation that is much different from those of
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the available views, the errors may become significant.

The other type of the augmentation error is a propagation of the errors intro-
duced in other stages. Theoretically, if the incoming virtual and real worlds are
errorless. it would be rather straightforward to integrate them accurately. However,
small errors from feature extraction, camera calibration or range calculation. which
are even not observable in those phases, may be propagated in the augmentation
stage. The errors produced in those processing stages can only be detected and
compensated with the available data set. Nevertheless, some errors may not be
noticeable in any of the available views. In an AR world, the viewer looks where
he/she wants, and the system must respond with limited time delay. Therefore,

errors beyond the estimation of the system may occur.

So far, augmentation errors are difficult to adequately control because of the
critical requirements and numerous error sources. A practical work-around is to
construct AR with many 2D viewé, which may reduce the possibility of error by

using redundant information.



Chapter 5

AHR Applications in Computer

Animation

-As stated in Chapter 1, one of the objectives of the thesis research is to develop an
efficient 3D object modeling algorithm that can automatically generate and control
an animation. Given a target object represented as an attributed hypergraph,
various forms of manipulations, such as morphing, animation construction and path
planning. are expected to be performed by operations on the AHR's in a symbolic
way. At the representation level, the equivalent task of finding the continuous shape
change between two shapes becomes a search for the best matching between the
two corresponding AH’s, and then to extract the motion parameters that animate
the source AH to the target one. In AHR. these motion parameters are interpreted
in the form of a series of AH operators. which can be analyzed and re-applied

to the AHR. In computer animation applications, with the above approach, vast

j oY)
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labors associated with the human assisted generation of animation frames could be

replaced by computer computation. The proposed system is given by Figure 5.1.
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As illustrated in the figure, the AHR based animation system compares the
source and the target AH’s by an optimal subgraph isomorphism algorithm. Then
based on the subgraph isomorphism result, the motions that would transform the
first AH to the second one are partitioned into a global rigid part and a local non-
rigid part. The two parts of the motions are interpreted into separate sets of AH
operators, which are applied on the source AH to syuthesize a continuous motion.

The following sections describe the implemented system.

5.1 Optimal Subgraph Isomorphism for AHR

Given two AH's representing two states of an object under motion, before extracting
the motion parameters, the correspondences between the entities of the two AH’s
(i.e.. a matching between the two AH’s) must be first established. Hence, we need
to measure a certain distance, or discrepancy associated with the matching, such

that a metric of AH’s can be defined.

In the graph representation of vision applications, given two graphs (or hy-
pergraphs), the “distance” between them is normally calculated by the following

steps:
1. search the “best match” between them;
2. sum up the differences between each matched pair of graph entities;
3. measure (or assign) a penalty distance for unmatched nodes;
4. combine the results from 2. and 3. to obtain the total distance.

However, finding the “best match™ between two graphs is well known to be an

NP-hard problem in general. Adopted from [100]. an optimal common subgraph



CHAPTER 5. AHR APPLICATIONS IN COMPUTER ANIMATION 148

isomorphism algorithm is used to reduce the average search space to a polynomial

one. In the following, we begin with the essential notations used in graph matching.

5.1.1 Notations and Definitions

The definition of isomorphism for objects in category theory has been given in
Definition 3.2. It is certainly applicable to graphs or hypergraphs which are objects
in the AH category. Here a simplified definition of isomorphism for graphs and
hypergraphs is provided.

Definition 5.1 The isomorphism problem for graphs (or hypergraphs) is to obtain
a one-to-one mapping u = (p,q) between two graphs (or two hypergraphs) G; =
(X:.Y:) and G2 = (X3,Y2), where X; and X, are the vertex sets, Y¥; and Y; are
the edge sets (or hyperedge sets), such that X, 2+ X, (written as X2 = p(X;))
and V1 <5 Y> (Y2 = q(Y1)) are both one-to-one mappings. With u, G; is said to
be isomorphic to Ga, dencted as G; ~ Gs.

Isomorphism preserves incidence, which means that if G; ~ G,, for two vertices
v€ X;andv € X;,ifv € H and v' € H where H is an edge (or hyperedge) of
G, then p(v) € q(H) and p(v') € q(H).

Definition 5.2 Given two graphs (or two hypergraphs) G; and G», the subgraph
isomorphism problem is to obtain a subgraph (or sub-hypergraph) g, from G;
(91 € G:) and a subgraph (or sub-hypergraph) g. from G, (g» € G,) such that
g1 ~ g2. g1 or gs is called the common subgraph (or common sub-hypergraph) of

G1 and Gg .
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Suppose that the common sub-hypergraph of hypergraphs G; and Gs, denoted
as gc (9c € G1 and g. C G>) is defined by the mapping u = (p, q), then p (or q)
will map a vertex (or a hyperedge) in G; to either a vertex (or a hyperedge) in G,
or to a null vertex (or a null hyperedge). Those vertices and hyperedges mapped
to null can be expressed by one or more hypergraph operators which could delete
or generate vertices (e.g., merge and dichotomy) and hyperedges (e.g., join and
subdivision).

Apparently, given G; and G,, there may exist more than one pair of sub-

hypergraphs which satisfy Definition 5.2. In most applications, we are interested

in the “optimal” one among all pairs.

Definition 5.3 The optimal subgraph isomorphism problem for two graphs (or two
hypergraphs) is to determine a common subgraph (or a common sub-hypergraph)
gc from G, and G, which achieves the minimum mapping cost associated with the
common graph (or common sub-hypergraph). The mapping cost is subject to the

criteria given in the task domain.

With normal hypergraphs. the common sub-hypergraph of G; and G5 with the
largest number of vertices is the optimal solution. For example, in Figure 5.2, the
optimal sub-hypergraph of G; and G; is hypergraph g.. However, for attributed
graphs or attributed hypergraphs, the cost of mapping is subject to the definition

of the attributes and the definition of the discrepancy among attributes.

As described in Section 3.3.1, attribute hypergraphs are implemented in a net-

like data structure and are called DAH’s (refer to Figure 3.3), which has the fol-

lowing properties:

e the data structure is layered;
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Figure 5.2: An example of the optimal subgraph of two hypergraphs.

e all the nodes on the same layer with the links among them consist of an

attributed graph;

e in a DAH, the attributed graphs on different layers represent the same object

at different resolution levels;

e in two DAH’s of the same 3D object under motion, the attributes for the
nodes from the same layer have the same type of geometrical, kinematic.

physical or behavioral meanings.

Therefore, the layers in a DAH are separable, and in two DAH’s representing
the same 3D pattern, nodes on the same layer number are “comparable”. Thus.
the procedure to search for the optimal subgraph isomorphism for DAH's can be
accomplished by subdividing the problem of matching two AH’s into matching pairs

of attributed graphs on different layers.

5.1.2 Cost of DAH Morphisms

Given two DAH’s G; and G» with a morphism « to map G; to G,. we shall define

the mapping cost between them in this section based on the assumptions that:
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e G, and G, are constructed using the triangular mesh method;
e (; and G, have the same number of layers;

e the attributes associated with the nodes on the same layer in either G; or G,

have the same type(s).

Suppose that the number of layers in Gy and G, is L. At layer I (1 <! < L),
the nodes in G, form an attributed graph denoted as Gy, and the nodes in G, form
an attributed graph denoted as G5;. G1; and G»; correspond to the representative
attributed graphs of the two triangular meshes respectively. Let the orders of Gy,
and Gy be m and n respectively. Without loss of generality, we assume that m > n.

The cost of the mapping from Gy; to Gy, denoted as ¢, can be written as:

a =) ¢l u(Ts,)) (5.1)

m

where ['g,, is a DAH node in Gy;, u() denotes a mapping and u(l'g,,) is the mapping

result of I'g,,.

For each pair of nodes I'g,, and «(I'g,,). if ©(I'g,,) € Ga, (which means that

under the mapping «(), I'g,, of Gy; and w(Tg,,) of G2 are a matched pair), we have:
C(I‘Gu’u(rcu)) =“ A(FGu)v A(U(FGU)) ” (52)

where A(T') denotes the attribute value of node I, || A, B || denotes the normalized
difference in values of A and B. For geometrical, kinematic and physical repre-
sentations. typically, A and B are in the form of (z4,y4,24,0a1,,82,,...a,,) and
(zB,YB.2B. G154, 0825, ---Gny), Where (z,y, z) are the 3D coordinates. and a; to a,

are other attributes such as curvature, orientation, mass density, damping factor,
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elastic coefficient, etc., then:

| A. B ||= J wp(za —28)% + Wo(ya — YB)? + wp(za — 28)2 + 3 wila:, — a;,)?
1=1
(5.3)

where w,, w; are the preset weights for the attributes.

If the topology of adjacency (for vertices) or incidence (for hyperedges) of e,
and u(T'g, ) do not match, we consider that matching fails (i.e., it maps to a null

node). In such a case, a penalty cost is assigned to the mapping:
C(PGu’u(FGu)) =N (5.4)

where J; is the penalty value. Theorem 5.1 in the next section gives the criteria on

choosing A;.

The cost of a morphism u between two DAH’s G, and G, is then defined as the

sum of the costs of mapping the attributed graphs on all layers:

cu(G1,G2) =Y w Y c(Tg,.u(Ta,)) (5.5)
l m

where w; is the weighting factor for nodes on layer number .

5.1.3 DAH Distance and Optimal Subgraph Isomorphism
for DAH

Definition 5.4 The optimal subgraph isomorphism for attributed hypergraphs G,
and Gs is a mapping u from G to G,, such that: (1) the number of the matched

nodes is maximized; (2) if (1) is satisfied, the cost ¢,(G, G:) is minimized.
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Definition 5.5 Associated with the optimal subgraph isomorphism T, the cost of
morphism c7(Gy, G») from G, to G is the distance between the G; and Go:

d(G1.Gs) = min{eu(G1. Ga)} = er(Gi, Gs) (5.6

For layered DAH’s, hyperedges on different layers can not be matched. A match-
ing v between DAH’s G; and G, with L layers can be obtained in the following

way:
1. set 1 =1;
2. match Gy and Gy, the result mapping being denoted as wu;;
3. l=1+1,ifl > L go to step 4, otherwise go to step 2;
4. output v = {w;|1 < I < L}

Therefore, the distance between G; and G- can be defined as:

Definition 5.6 For DAH's G; and G» with L layers,

L
d(G1,G,) = Zwl{mé'n ci(Gu, uw(Gu))} (5.7)

=1

where ¢;{(Gy. T(Gy)) is the cost to map Gy; to Gy under morphism u.

The distance can be also written in the following form:
L
d(Gl- Gz) = Z ‘lL’Idl(Gu, T(Gu)) (5-8)
=1

where d)(Gy. T(Gy;)) stands for the distance between Gy; and T(Gu). The search

for an optimal subgraph isomorphism between two DAH’s then becomes the search
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for optimal subgraph isomorphisms between L pairs of attributed graphs on differ-
ent layers of the two DAH’s.

Theorem 5.1 In Equation 5.4, for Gy; and Gy, if

M=ké =k max clc,.Ta,) (5.9)

G’ Ga

where k' > L and L is the number of nodes in Gy, then a morphism u« from Gy
to G associated with the least mapping cost must have the maximum number of

matched nodes.

[Proof]

Proof is made by contradiction. Suppose that for G;; and Gg;, morphism u has the
least mapping cost C, with M matched nodes, morphism v has mapping cost C,
(Cy > C,) with N matched nodes. For proving by contradiction, we assume that

M < N. Since C, < C,:

= >_culloy.u(Te,)) + B(L — M)¢ <3 e(Ta, v(Tay)) + (L — N)E (5.10)
M N

= ch'(FGurv(PGu)) - Zcu(FGu’u(FGu)) > I"f(N - M) (511)
N M

N > M and £ is the maximum mapping cost between each pair of nodes, thus:

= Z CU(PGuv v(FGu)) - ZCU(FGU’U(FGU)) < &N (5.12)
N M

= KE(N — M) < éN (5.13)

=>L‘:<N_MSNSL (5.14)

which is contradicted to the assumption of & > L. Therefore, we must have N < M.

O
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Theorem 5.2 For DAH’s G; and G, with L layers, if u is the optimal subgraph
isomorphism and g is the optimal common subgraph represented in DAH, then ¢
is the optimal common subgraph of Gy; and G, where g;. Gy and G ave the

attributed graphs on layer [ of g, G; and G, respectively (1 <! < L).

[Proof]
Suppose that u = {u;|1 <! < L} where v; maps Gy; to Gy. By definition (refer to
Definition 5.5) we have:

L
d(G1,G») = zwz{mgn c{Gu, m(Gu))}

=1

thus, the cost of mapping on each layer must be minimized. Therefore, as associated
with the distance, u; has to be the optimal subgraph isomorphism between Gy; and
Goy.

a

5.1.4 Optimal Subgraph Isomorphism Algorithm for At-
tributed Graphs

Theorem 5.2 suggests that the optimal subgraph isomorphism of two DAH's can
be obtained by calculating the optimal subgraph isomorphisms between pairs of

attributed graphs on each layer of the DAH’s.

The search for an optimal common subgraph isomorphism between two at-
tributed graphs can be determined by a search strategy that employs a heuristic
evaluation function [100]. It estimates the cost of each candidate sclution for sub-

graph isomorphisms in the solution tree and finds the optimal one among of them.
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Let N stand for the cuirent node in the search tree (“node” here, which is
broadly used in search tree related topics in artificial intelligence, is a different
term from the “node” used in DAH). The heuristic function is made up of two

components:

F(N) = g(N) + h(N) (5.15)

where g(IN) measures the actual cost from the root node in the search tree to the
cwrrent node NV, and h(N) is a heuristic estimation of the cost from N to a leaf

node which is the descendant of the current node.

A solution is optimal if it has the least cost among all possible solutions. A
search algorithm is admissible if, for any input graph, it always terminates in the
optimal solution path whenever a path from the root to the goal exists. Suppose

that there exists a heuristic function:
f7(N)=g"(N)+h™(N) (5.16)

where g=(iV) is the real cost along the shortest path from the root to the node N
and h™(N) always gives the exact cost along the shortest path from N to the goal,
fT(N) is apparently admissible.

Unfortunately, such f~(N) does not exist explicitly for most real problems. We
would like to find an f which is close enough to f*(N). In the attributed graph
matching problem, it is easy to find a g(N) equal to g~(IN) while h*(N) is often
impossible to compute. However, it is practical to determine whether or not h(N) is
bounded by the actual cost of h*(N), such that VN, A(N) < h*(N). With this kind
of f(N) and g(N). we have an A~ algorithm which is well known to be admissible.

Let G1; and Go be the attributed graphs on layer I of two DAH’s G, and Ga.
also let gy = {vi|1 < k <1} and g» = {p(v1x)|1 < k < i} be the vertex sets of the
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matched subgraphs of Gj; and Gy respectively. We can form a solution tree such
that the matched vertex pairs at ** searching level can be represented by a node
N = {(vir.p(vir)). 1 < k < i} where p is a one-to-one mapping between g; and g-.
In NV, each element is a tuple (v1;,v2;) where vertex vy; in Gy; is matched to vertex

v; In Ga. Then g(N) can be written as:

g(N) =a- 3 dlow,plow)]+8- Y. d(E[vwk.vij]. Elp(vie), p(vi;)]) (5.17)

vk Egr Vg1 EGE RFET

where E[vix,v1;] denotes the edge between vertex vy to vy;. If for v € gy, p(v) = 6.

then:

1. d[v,p(v)] = Ar, and

2. d(E[v,v'],E’[p(v),p(v')]) = A

and if for Efvy, vij] € g1, E@(vlk),p(vlj)].: é. then d(E[v.v'], E[p(v),p(v")]) = A

h(N) of Equation 5.15 is adopted from [100] which consists of two parts:

h(N) = a(N) + b(N) (5.18)
where
G(N) = z von]élill {d(vlzn v‘lq) + Z d(E[vlp7 vlk]v E[vL’QtP('vlk)])} (5'19)
vipEM IR vk €L
b(N) = > min d(Efvis.v1i]. Elvag. var]) (5.20)

V1  EM] 8<t Vaq. V2 EMa gFT

in which:

M, is the set of unmatched vertices of Gy;. 1.e.. My = Xy\g: if Gy; = (Xy, Yu)-
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Ms is the set of unmatched vertices of Gy, i.e., My = Xof\gs if Goy = (Xo1, Yar).

Vip: Uik, Vis, Vit. V2q. Va2, Tepresent vertices and Efv;,v»] denotes the edee
p? ? q ? (=)

between v; and vs.

In Equation 5.18, a(N) favors a mapping with the minimal cost between the
unmatched vertices of Gy; and the unmatched vertices of Gg; b(N) favors the

optimal mapping between the unmatched edges of G); and the unmatched edges of

Goy.

5.2 Attributed Hypergraph Based 3D Motion Anal-
ysis

AHR provides a practical solution for the motion analysis of a moving object.
We assume the input data are the 3D shapes or range information of an object
represented by attributed hypergraphs. Given two attributed hypergraphs which
represent two states of an object, the common parts or the parts with attribute
changes can be found using the optimal subgraph isomorphism algorithm described
in the last section. In the common subgraph, node-to-node correspondences from
the source hypergraph to the target hypergraph with attribute changes can be
obtained. On the other hand, those unmatched nodes can be characterized by
qualitative AH operators. With the functors defined in Section 3.3.4, the qualitative
and the quantitative differences correspond to sequences of AH operators. By
representing the motions with operators, process abstractions and other symbolic

operations on AHR are possible.

In this section, free form motions are decomposed into two parts: the rigid part
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(kinematic transformations with 6 degree of freedoms) and the non-rigid part (de-
formations). We assume that non-rigid deformations are confined in local areas and
are non-significant compared with rigid transformations. Therefore, the algorithm
first estimates the global rotation matrix and translation vector that are applied to
all or part of the vertices and the hyperedges, and then extracts the AH operators

corresponding to the local deformations.

5.2.1 Kinematic Transformation Determination

With the result of optimal subgraph isomorphism, the correspondences of nodes
between the two DAH’s are known. Then the task of rigid motion determination
becomes a traditional one. Supposing that (p;,ps, ..., p.) be the observed 3D points
relative to the world coordinate system, and (py,ps,...,p,) be the corresponding
3D points observed in the same coordinate system with the object moved, we wish
to compute a rotation matrix R and a translation vector T associated with this

motion.

This problem has been well studied in both solid geometry and computer vision
[3, 53, 61, 82]. Suppose that the coordinate of a 3D point in the first scene is
Pi = (24, ¥i,2:), and in the second scene is p; = (z},y;, z;), then the desired R and
T should give p; = Rp; + T. Though R is a2 3 x 3 matrix with 9 elements, it can
be represented by three rotation angles since R has to be orthogonal. In [3], an
algorithm that would compute the R and T which minimize 3%, ||p; — (Rp; +T)|| is
given. When the non-rigid motions are insignificant compared with the rigid ones,
this algorithm is quite robust. In case the algorithm fails, an alternative method is

applied to obtain R by computing the three angles.

Following the convention in robotics, the rotation matrix R is represented by
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three angles. denoted as O, A and T':

R = sinOsinT +cosOsin AcosT sinOQcosT —cosOsin AsinT —cosOcos A

cosOsinT —sinOsin AcosT cosOcosT +sinOsinAsinT  sinQOcos A
—cos AcosT cos AsinT —sin A

(5.21)

Theoretically. there are only 6 unknowns to be solved in R and T. If we can

obtain at least four pairs of correspondencies, a linear approach can be applied to

solve the equations with the least square method and to compute R and T directly.

The more matched pairs we can find, the more accurate the approximation of the

rigid part of the motion by the computed R and T'.

The functions to solve R and T' can be expressed as:

T; = TiZi+ T2y + T3z + de
y: = 7r91T; + T22Y: + rozz; + dy (522)
z; = TaT;+Taayi + T332 + d:

where p; = (z:.y:i.2:) and p; = (z;.y;,2;) are the attribute values of a pair of

matched nodes. n is the total number of matched pairs, 1 <z < n.

Due to the presence of non-rigid motions and noises/errors, the resulting R
calculated by the linear least square method is unlikely orthogonal. A simple al-
gorithm is applied to calculating the closest O, A and T from the raw R as shown
below. followed by a reconstruction of an orthogonal R from the estimated O, A,

T by Equation 5.21. The C++ source code to estimate O, A and T 1s:

void R_to_OAT(Matrix R(3, 3), double &0, double &A, double &T)

{ double x, y, cA;
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A=

asin( (double) (-R(3,3)) );

cA = cos((double) 4);

A *= DEG;

if (
{

}
else

{

fabs{(cA) < TINY )

// in case that A ~=

// A (radian)

+/- 90 deg, there are infinite

// numbers of solutions then assume T = O

x = R(1,2);
y = R(2,2);
if (fabs(x) > TINY)

0 = atan2(y,x)*DEG;
else

Q= ((y>0) 790
T = 0;

-R(2,3)/cA;
y = R(1,3)/cA;
if (fabs(x) > TINY)

X

|

0 = atan2(y,x)*DEG;
else

0= ((y>0) 7?90

y = R(3,2)/cA;
x = -R(3,1)/cA;
if (fabs(x) > TINY)

: -90);

: =90);

161
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T = atan2(y,x)*DEG;
else
T=((y >0) ? 90 : -90);
}

return;

5.2.2 Non-rigid Motion Interpretation

Non-rigid motion interpretation is perfermed based on the determined transforma-
tion for rigid motions (R and T'). Each set of parameters computed for non-rigid
motions is valid locally and confined to a node and its neighbors only. Non-rigid

motions are classified into quantitative deformations and qualitative deformations.

Quantitative Deformation

Quantitative deformations correspond to the differences of attribute values between
pairs of matched nodes in DAH. “Quantitative” means that each pair of nodes have
the same connectivity property; the only differences are the attribute values. In

other words. quantitative deformations result in no change in the AHR topology.

For each pair of matched nodes. from the R and T of rigid motions, an attribute
displacement can be obtained. Suppose that in two DAH’s, p = (z,y.z) and
p = (z',y".z") are the geometrical attributes of a pair of matched nodes (denoted
as n and n'), R and T are the determined rigid motion parameters. we can have

P~ = (2".y".z") where p” = R -p + T. The quantitative deformation associated
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with node n is defined as an attribute transition operator f, (). where:
far(P) =p+(z —zy —y 2 —2)T (5.23)

Qualitative Deformation

The qualitative deformations occur when there are unmatched nodes between two
DAH’s. These nodes either merge with others or emerge as new ones. They are

qualitative in that they change the hypergraph’s topological structure.

The merge and dichotomy of vertices, and the subdivision and join of hyperedges,
(refer to Section 3.3.3), are applied to manipulate the disappearing and emerging
nodes in DAH. Given two DAH’s G and G', our task is to extract the operator
set Op which transforms G to G'. Op consists of one or a sequence of the primary

operators.

For simplicity, the extraction of the operators is rule-based in a syntactic man-
ner. A set of primary deformations on elementary nodes and elementary edges are
defined corresponding to the four primary operators. Other qualitative deforma-

tions can be defined as their combinations.

o The subdivision on the edges of a triangle can be categorized into three types:
one-edge. two-edge and three-edge subdivisions that subdivide one, two or

three edges of the triangle respectively (refer to Figure 5.3 (a)).

e The join of two edges implies the deleton of the common vertex of the two
edges. Any other edges connected to the vertex should be removed as well
(see Figure 5.3 (b)). In a triangular mesh, two connected edges can relate to
up to four triangles. The join of these two edges causes the re-arrangement

of these triangles into two.
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Figure 5.3: (a) three cases of edge subdivision on a triangle: (i) one-edge; (ii) two-
edge; (iii) three-edge; (b) edge join on a triangular mesh; (c) vertex dichotomy and
merge on a triangular mesh.

e The dichotomy operator brings two extra triangles in the mesh (refer to Figure

5.3 (c)).

e The merge of two vertices implies the deletion of the edge connecting two
vertices. Up to two triangles that are incident to the edge will be deleted. An

example is shown in Figure 5.3 (c).

Suppose that the two input DAH’s are G; and G, and their common sub-

hypergraph is g. The operator extraction is performed incrementally with the

following steps:

1. traverse all the nodes in g and search for unmatched nodes that are adjacent
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to at least one node in g;
2. if an unmatched node n, is adjacent to node n, In g while n,, is in G, then:

(a) apply an operator opy which is either a sub or a dech to n, in G to yield

two new nodes n; and n,;

(b) apply attribute transition operators op; and op., to n; and n, in G,
respectively. such that A(opi(n1)) = A(n,) and A(op2(nz)) = A(n.),

where A(n) denotes the attribute value of node n;

(c) add n, tc g and enlist opg, op; and op, to the solution queue;
3. if an unmatched node n, is adjacent to node n, g and n,, is in Gy, then:

(a) apply an operator opg which is either a join or a merge to ng and n, in
G to yield one new node n,;

(b) apply an attribute transition operator op; to n, in G; such that A(opi(np)) =
A(ng);

(c) enlist opg. op; to the solution queue;

4. go back to step 1 with updated G,, G» and ¢ until there is no unmatched

node left:

5. optimize the solution list by eliminating operators that cancel each other;

6. output the solution List.

5.2.3 A Simple Example of AHR Based Motion Analysis

Figure 5.4 gives a simple case where non-rigid motion is involved in the AHR of

a piece of simulated terrain shown in Figure 3.13. Figure 5.4 (a) is the triangular
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Table 5.1: The matching result and the corresponding AH operators extracted in
motion analysis for two simulated terrains.

Feature in scene #1 | DAH #1 | Feature in scene #2 | DAH #2 | AH operator
peak Vg peak 1 Vg fa
hill corner 1 vp hill corner 1 vp fa
hill corner 2 Ve hill corner 2 Ve fa
hill corner 3 Vg hill corner 3 vg fa
plain corner 1 Ve hill corner 4 Ve fa
plain corner 2 vy hill corner 5 vy Ja
N/A ) peak 2 vy N Elva.vs|& f,
hill side 1 H hill side 1 H, fa
hill side 2 H, hill side 2 H, fa
hill side 8 Hs hill side 3 H; fa
plain H, mound #2 H, fa

mesh approximation of a scene. Suppose that after an earthquake, the same area
deforms into the shape as shown in Figure 5.4 (b). Figures 5.4 (c) and (d) show the
AHR’s and Figures 5.4 (e) and (f) are the DAH’s of the two scenes respectively.

With optimal subgraph isomorphism performed on the two DAH’s, 6 pairs of
matching nodes on the bottom layer are found (refer to Table 5.1). For these 6
pairs of nodes, there are only quantitative changes. The rigid motion parameters
R and T are easily computed. For the emerging vertex vg, from its connectivity
with other elementary nodes, it can be inferred by the pre-set rules that Vg comes
from the subdivision of edge E[v4.vy] in the source DAH. On the hyperedge layer.
1t is interesting that all nodes are matched successfully. This indicates that the
qualitative deformation identified for the elementary graph is insignificant since it

does not propagate to the hyperedge layer.
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Figure 5.4: An example of motion analysis on the triangular meshes of a natural

terrain:

(a) scene #1: a hill and a plain;

(b) scene #2: a hill and a small

mound: (c) the AHR of scene #1; (d) the AHR of scene #2: (e) DAH #1: the
representation of scene #1; (f) DAH #2: the representation of scene #2.
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5.3 3D Morphing

One of the most important applications of AHR. based motion analysis is automatic
3D morphing generation. Morphing means the metamorphosis from one state of an

object (the source) to another state (the target) via continuous deformations.

AHR provides an ideal tool to construct 3D morphing sequence. As in the
motion analysis, given two DAH's, a set of operators can be extracted. Moreover,
for morphing, we also need to reconstruct a sequence of 3D objects from their
DAH’s with continuous motion. The AHR helps us to design an intelligent tool

that only requires us to tell it “what” to do rather than “how™ to do it.

5.3.1 Morphing Control

If two states of the same object are represented by attributed hypergraphs in the
form of DAH’s, the morphing corresponds to a sequence of transformations on the
source DAH such that it finally changes itself into a DAH which is isomorphic to
the target DAH. The problems in AHR based morphing to be investigated are:

1. how to determine a morphing path between two objects: and

2. how to justify the qualitative and the quantitative changes in the morphing.

Feature Preserving Morphing

To produce the metamorphosis of an object from one state to another one, there may
exist many paths. There are usually certain constraints controlling the morphing.
The volume preserving and the surface preserving constraints are the popular ones

in applications. These methods usually use Minkowski sums or a merged topology
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to control the time-varying object. A DAH based morphing is different in that it
uses feature preserving constraints. It is more flexible than volume preserving and
the surface preserving methods in that the features to be preserved can be different

in different applicaiton domains.

In AHR based morphing, given the initial DAH G; and the final DAH G,,
an optimal subgraph isomorphism algorithm first finds the optimal common sub-
hypergraph of the two DAH’s. Since the DAH distance measure applied in the
optimal subgraph isomorphism algorithm is confined by the type of selected fea-
tures. the morphing path generated follows the path with the minimal cost subject
to the feature type. In other words, the algorithm attempts to find the path that
minimizes the cost of matching associated with the selected feature type. Thus, it

is feature preserving morphing.

The operator sequence that performs the transformations between the two
DAH’s can be determined just as we have illustrated in motion analysis. The
operator extraction begins with the global motion parameters R and 7T from all the
matched nodes. The least square method in the R and T estimations minimizes the
total local displacement for the matched nodes. Since there are only quantitative
changes for those matched ones, the qualitative information associated with them
1s well preserved. Meanwhile, the optimal subgraph isomorphism algorithm mini-
mizes the number of unmatched nodes since they will introduce penalties that have
the highest cost in matching. Hence, during the process of deforming G, into G, by
applying the operator sequence, the qualitative features in the DAH are maximally

preserved.
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Frame Generation

The automatic morphing generation is based on the definition of distance between
DAH’s given in Section 5.1.3. If d(G}, G,) is the distance between two DAH's G,
and G, as defined in Equation 5.6, we can use linear interpolation to generate
continuous morphing frames between G; and G,. Suppose that in the morphing,
the total time from pattern G, to G, is T. Given any time ¢ such that 0 < ¢ < T,
the corresponding morphed DAH at £, denoted as G(t) can be expressed as:

G(t) = Gi + [+ (G2 — Gu)] (5.24)

where G» — G, signifies the difference between G; and G, measured by the AH
operator set, and e means using its left-hand-side as the arithmetic operator to

quantify its right-hand-side AH operator set.

The connotation of Equation 5.24 is that G(t) can be built by applying a proper
set of AH operators that varies with . Suppose that the set of operators to trans-
form G, to G, is Op = {op;,0p;....,0p,}, where op; (1 < i < n) can be any one
of the primary AH operators defined in Section 3.3.3, and the set of operators that
transform G, to G(t) is expressed as Op(t) = {opi(t),0p2(t), ..., 0pa(t)}. Referring
to Equation 5.24, op;(t) is derived from op; by:

o if op; is an attribute transition operator, op;(t) is also an attribute transition

operator:

op:(t) = (1 — %)opi (5.25)
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e if op; is intersection. dichotomy or subdivision, then:

op; f0<t<T
opi(t) = (5.26)

I,, otherwise

where I,, denotes the identity operator that does not change the input AH;

if op; is accompanied by an attribute transition operator f,_.p;, then:
t
famopi(t) = (1 = ) fa—on: (5.27)

o if op; is union, merge or join, then:

() I, f0<t<T (5.28)
op; = .
op; otherwise

where I,, denotes the identity operator that does not change anything: if op;

is accompanied by an attribute transition operator f,_op;, we have:
t
famepi(t) = (1 = ) fa-on: (5.29)

Examples of qualitative transition operator op;(t) are shown in Figure 5.5 (a) and

(b).

Theorem 5.3 If G(0) =G, and G(T) =Gz, for 0 <t < T,

d(G1.G(t)) + d(G(¢), G2) = d(G1, G2) (5.30)

Proof:
A. When t = 0:



t=0
t=0
Hl 2
=0
v3
H 2 t=T/2
D 3
H @ 2
t=T72  (vp & .
. HI . H2 . [=T-
t=T
(=T
(HI, H2) = sub(FO0j HO = jon(HI, H2)

(a) )
Figure 5.5: Examples of continuous morphing with qualitative transition operators
on simple graphs: (a) subdivision and (b) join.
We have d(G1,G(t)) = 0 and d(G(t),G:) = d(G1,G>), therefore d(G;.G(t)) +
d(G(t). G2) = d(G:1. Gz).
B. When0<t<T:
Suppose that the optimal common sub-hypergraph of G(¢) (0 < t < T') and G, is
g. their number of layers is L, the number of nodes on layer [ of g is N; (1 <! < L),

between G(t) and G, the total distance induced by unmatched nodes is A, between
G(t) and G, the total distance induced by unmatched nodes is A». we shall have:

L N;

d(G1,G(t)) = A + D _w Y d(Ti, Ti(t)) (5.31)
=1 t=1
L Ny

d(G(t).G2) = A2 + > wi > d(Ti(t), Tiz) (5.32)

=1 =1
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L Ny
d(G]_,Gg) = /\1 —+ {Z 'lL’de(Fﬂ.Fig)} +/\2 (5.33)

=1 =1
where [';1, T';(t) and [i» are the /** matched nodes in Gy, G(t) and G, respectively.
From Equation 5.3, it is obvious that if G;, G(¢) and G, are the representations as

prescribed in Chapter 3. we have:
d(Ti, Ti(t)) + d(T3(2), Ti2) = d(T'i1, Tiz) (5.34)

From Equation 5.31, 5.32. 5.33 and 5.34, we can have Equation 5.30.

C. Whent=1T"

Since d(G1.G(t)) = d(G1.G>) and d(G(t), G2) = 0, thus d(G1, G(£))+d(G(t). G,) =
d(G,.G2).

O

5.4 Intelligent Animation

The computer graphics techniques allow the construction of 3D graphical objects
from 3D models. In a 3D space. scenes are viewed/projected using virtual cameras
and they may be lightened by virtual light sources. Based on the objects generated
by computer graphics, computer animation techniques deal with the problems of
how to express time dependence in the above scenes and how to make them evolve
over time. In this section. animation based on AHR is addressed to show that ma-
chine intelligence algorithms can be integrated into the AHR framework to enhance

computer animation.
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5.4.1 Procedural Animation

In general, computer animation has the following three types of methodologies:

e In naive animation, the key features of animation in each of the frames are
given to the computer. This means that the computer is used as a high level

painting tool for drawing.

e The second and most used method in the literature is called keyframe anima-
tion. It consists mainly of a certain number of frames, called the keyframes,
given to the computer by the animator. Then the computer derives the other

frames using shape interpolation procedures.

e The third approach is an extension of the keyframe animation, called pro-
cedural animation. In this method. motion is described as a certain type of
script language, mainly stating the starting status and the goal together with
the constraints. The animator only provides limited amount of supervision,
while the details of the motion are computed according to known procedural

knowledge and the given constraints by the computer.

In the third type of animation, motion is derived from the task descriptions
and the constraints. Typical constraints are the laws of physics. For example, to
generate the animation corresponding to the motion of a falling particle with initial

height h. the motion is governed by the equation y = h — 1gt*.

The procedural methodology requires the least user interaction but until now
has few research results due to the difficulties in data representation at knowledge
level. AHR provides a unified representation for both object shapes and knowledge.

Therefore. it is ideal for procedural animation:
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the object to be animated is represented by attributed hypergraph:

the constraints and laws of the motion are integrated in the atiributed hy-

pergraph as attributes and operators;

the initial state and the final state of the animarion are given in the form of

two attributed hypergraphs;

the animation procedure are calculated by matching the two given attributed
hypergraphs with optimal subgraph isomorphism, and are represented by a
sequence of AH operators applied to the initial AH.

The AHR framework is versatile because different types of animations can be

adopted according to different application contexts. If geometrical and kinematic

features are applied as the constraints to the AHR. and several key animation frames

are given, keyframe animation can be accomplished by simple interpolations. In

such cases, the details of the animation are fully controlled by the animator via

keyframe editing. However, if such keyframes are not provided for reducing the

animator’s workload, or for generating animations that are purely controlled by

natural laws, AHR can be re-organized to achieve procedural animation:

Lo

the attributes are chosen as sets of parameters that represent the object’s

physical states;

the constraints in animation are given in the form of a set of partial differential

equations;
the initial state and the targeting state are known;

the physical states at any time can be computed numerically:
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5. the motion frames are reconstructed based on the computed physical states.

The advantage of using algorithmic laws as the constraint of animation is that
it will give the exact animation provided that the constraints follow the natural
laws (e.g., the kinematics and/or dynamics laws). Theoretically, by interpreting
algorithmic description, the animation frames are computed continuously, i.e., there
1s no need to use interpolation required by keyframe animation. Alternatively, in
cases where the real time animation is required, interpolation can still take effects

to reduce the computation cost.

The laws applied to animation are not rigid. The applicable laws can be de-
pendent on the global state variables which are accessed by the defined procedure
during the animation process. For most animation tasks this feature is very impor-

tant for complex animation.

Unfortunately, there are several drawbacks to procedural animation:

e it could be very difficult to find the equations for an arbitrarily given motion

that correspond to the complex natural laws;

e when several motions are joined, such as a linear accelerated motion followed
by a circular motion, animation generated may be jerky at the transition

points;

e exact computation of physically based motions is often impossible and some

approximation methods such as the finite element approach are required;

¢ real-time computing is difficult due to the huge amount of computer resource

required.
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5.4.2 Knowledge from Automatic Process Abstraction

With a generic representation of the object/scene model, the advantage of AHR in
processing on the knowledge level is obvious. Process learning can be integrated as
an intelligent tool for procedural animation. The learning of an animation process
1s performed by abstracting primary AH operators into compound, high-level ones.
"This is equivalent to the process of extracting the qualitative information associated
with a set of AH operators. For example, from a sequence of attributed hypergraphs
which represent a walking kitten, the knowledge of how a kitten walks can be
“learned” in the form of a set of AH operators and then applied to the AHR of a
tiger.

The primary operators listed in Section 3.3.3 are derived from the sequence of
attributed hypergraphs provided. Though the representation is on a symbolic level,
the operator sequence is not the kind of “knowledge” that is ready for reuse (recall)
since much of the high-level information is implicit or scattered among the low-level
ones. Therefore, the extracted operator set is further abstracted by preserving only
the operators applied on high level nodes and composing primary operators into

compound ones. The general composition rules are:

e operators applied on the same hyperedge are integrated into a compound one;

e from the operator set Op, the qualitative operators are preserved as pieces of

“knowledge”;

e the quantitative changes are quantified into relative set membership such as

{large, mediumlarge, medium, mediumsmall, small}.

For example, in the kitten-tiger example, a kitten's head, tail and limbs are repre-

sented by different hyperedges. During the kitten’s walking, the relative movements
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of its head, tail and legs are analyzed. The motion pattern, in the form of a set of
compound operators, can be easily applied to the AHR of another similar animal

having the same number of head. tail and limbs.

5.4.3 AHR Based Path Planning

The unified representation of an object and its environments also makes it easy
to integrate collision detection. path planning and navigation algorithms with the
animation. With the AH description of the scene obtained from triangular meshes,
obstacles and the peaks, ridges. etc., of the scene can be registered. In more sophisti-
cated cases, the obstacles are not stationary. Their motion features are represented

by attributes in AHR, acting as extra constraints to the search of a trajectory.

In AHR, a scene is represented by attributed hypergraph with a layered data
structure (DAH). The nodes on the same layer of the DAH consist of an attributed
graph. Different layers of the DAH represent the same scene at different resolution
levels. Therefore, at a preferred resolution level, if the starting location and the
target are known, path planning is equivalent to a typical problem in graph theory:
to find the shortest path between two vertices in an attributed graph where the
attribute values are the lengths. Apparently, an advantage of AHR based path
planning is that it can be performed on various resolution levels.

Suppose that the attributed graph is G = (V, E). the starting vertex is uo
and the ending vertex is vo. the length between two connected vertices v and v is
denoted as w(uv), and the minimum length between u and v is called the distance
(denoted as d(u,v)). For each vertex v € V, let I(v) be an upper bound of the

distance d(uo,v), the Dijkstra’s algorithm [31] has the following steps:

1. set [{uo) =0, [(v) = oo for all v # ug: set ug as the root of search tree T'; let
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the vertex set Sp = {uo} and i = 0;

8o

for each v € S;, replace I(v) by min{l(v), l(u;) + w(u;v)};
3. for each v € S; that connect to ;. let v be a son of node u; in T;

4. compute min,cs5 {I/(v)} and let u;.; denote a vertex for which this minimum

is attained, then set S;y; = S; U{wis1 };

5. if ;41 = vo, then stop; output I(u;.;) as the distance from ug to vg, and in T°

track the predecessors of u;,; as the shortest path;

6. if 2 = n — 1 where n is the total number of vertices then stop; otherwise

1 =141 go to step 2.

As pointed out in [15], the computation complexity of this algorithm is approxi-

mately $n?.

5.5 Experimental Results

The technologies presented in the previous sections can be integrated into a com-
prehensive intelligent computer animation system. Given the CAD models of 3D
objects, they can be transferred into attributed hypergraphs, on which automatic
morphing and intelligent animation can be performed. In the animation, very lim-
ited user interactions are required. such as the number of frames per second, the

displaying speed, the source and the target object or object status.

As in Section 4.6, a research prototype has been implemented with OpenGL

and Motif on an SGI Indy Workstarion (RISC4000 CPU) using IRIX 5.3.
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5.5.1 3D Morphing

To show the efficacy of the proposed methodology, simulated and real world 23
or 3D data from various sources are tested. The experiments on 3D morphing are
performed on (1) the real world range data of two human faces provided by National
Research Council of Canada (NRC); (2) simulated 3D data of a cube and a pear:
and (3) the 3D models of a number of crafts, also provided by NRC.

Morphing the Range Data of Human Faces

The data involved here are two range images, each of which is about 190 x 230 in

size. The two original data sets are shown in Figure 5.6 (a) and (b) respectively.

The range images are first approximated by triangular meshes. The meshes of
the source range data are sampled regularly so the result is a regular triangular
mesh set. It has 625 vertices and 1152 trianglés. However, the target range data
are coarsened after the regular sampling. The coarsening is constrained by local
geometrical features and the result is an irregular triangular mesh set, which consists
of 379 vertices and 685 triangles. The top views of the two mesh sets are shown in

Figure 5.6 (c) and (d).

Figure 5.7 (a) to (f) illustrate six frames of the morphing between the two faces.
which give us a rough view of the gradual shape changes. The intensity images
of the same two faces are also mapped to the 2%D meshes as textures. It can be
seen that during the morphing, the AHR based algorithm interpolates not only the

shape, but also the surface colors/textures of the objects.
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(c) (d)

Figure 5.6: (a) the original range data of the source face; (b) the original range
data of the target face; (c) the regular triangular meshes of the source range data;
(d) the irregular triangular meshes of the target range data.
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(a)
(c)
)

(e

(f)

Figure 5.7: Six of the morphing frames between the range data of two human faces.
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Morphing of Simple 3D Objects

This experiment is conducted on simulated data of simple 3D objects. It demon-
strates the morphing from a simple cube to a pear, and then from the pear to an
apple. The 3D data of the pear and the apple are downloaded from the Internet,
originally in VRML format. They are converted into AHR’s. Furthermore, mesh
coarsening is performed on the data of the apple. The cube has 8 vertices and 12
triangles, the pear has 891 vertices and 1704 triangles, and the coarsened apple has

362 vertices and 691 triangles.

Figure 5.8 (a) through (i) demonstrate the morphing of the meshes, from a cube
to a pear, and then from the pear to an apple. Figure 5.9 (a) through Figure 5.9 (i)
illustrate the actual morphing frames displayed on the screen. It should be noted
that the colors associated with the 3D objects are rendered with artificial lighting

sources, which makes the presentation more realistic.

Morphing of Complex 3D Objects

Experiments on complex 3D data sensed from real world objects are conducted
to test the system’s efficacy in real world applications. With courtesy of National
Research Council of Canada (NRC) by providing the 3D data set, the morphing is
tested on the models of several crafts, including a vase, a totem pole from Aboriginal
Canadian origins, a wooden toup and a toy duck. All original data from NRC are in
VRML format and are then converted into AHR's. The data are considered complex
since the meshes of each object consist of approximate ten thousand triangles and

are fully mapped with color textures.

Figure 5.10 displays the result of the morphing between the meshes of the vase

and the totem pole. Figure 5.11 show the result with texture morphing. Another
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Figure 5.8: The morphing of the meshes, from (a) a cube to (e) a pear, and then
from the pear to (i) an apple.
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(g) (h) (i)

Figure 5.9: The morphing of simple 3D object, from (a) a cube to (e) a pear, and
then from the pear to (i) an apple.
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experiment was run on the data of the duck and the toup. The mesh morphing is
shown in Figure 5.12 and the morphing with texture is illustrated in Figure 5.13.
Figure 5.14 shows the same morphing with a virtual light source while the object

rotates.

Discussion: Complexity of Optimal Subgraph Isomorphism

It has been stated in [100] that the complexity of the adopted optimal subgraph
isomorphism algorithm for attributed graph is in the order of O(k®), where k =
n +m and n. m are the numbers of the vertices of the two graphs respectively. In
the following experiments, pairs of DAH’s (denoted as G, and G,) with different
number of nodes are matched. The matching cost measured in time (on the same
SGI Indy workstation used in the morphing test) are tabulated as shown in Table
5.2. The numbers are also sketched in Figure 5.15 to show how the matching time

grows versus k.

Theoretically, the matching cost is mainly decided by k. Thus as long as k =
m + n is the same, the matching costs with different combinations of m and =
should not change significantly. However, experiments show that with the same £,
the closer  and n are, the more time is used for matching. Moreover. the time used
for the cases with m = n can be twice as much as those of ™ = 0. The reason for
such difference is that in the implementation, the heuristic search is initiated from
the graph with less vertices. while the form of the heuristic function is dependent
on the number of vertices in the graph. Recalling Equation 5.11, Equation 5.13
and Equation 5.14, we can see that g(n) and h(n) all have 3°’s to explore the whole
or partial vertex set in the graph. Therefore, the complexity of the heuristic does
depend on the order of the graph: the less vertices the graph has, the simpler the

heuristic function would be.



CHAPTER 5. AHR APPLICATIONS IN COMPUTER ANIMATION 18

Ny

(2) (b) (i)

Figure 5.10: Nine of the morphing frames between the meshes of a vase and an
Aboriginal Canadian’s totem pole.
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Figure 5.11: The morphing frames of textured 3D data: a vase and an Aboriginal
Canadian’s totem pole.
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Figure 5.12: Nine of the morphing frames between the meshes of a duck and a toup.
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Figure 5.13: The morphing frames of textured 3D data: a toy duck and a toy toup.
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(g) (L) (i)

Figure 5.14: The morphing frames between a duck and a toup with rotation.
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Table 5.2: The matching cost measured in the time used for attributed hypergraphs
with different number of vertices.

mof Gy | n of G, k matching cost (sec)
100 100 200 0.05
119 120 239 0.11
169 169 338 0.13
260 260 520 0.35
260 379 639 0.60
400 400 800 0.69
529 529 1058 1.22
676 676 1352 1.96
841 841 1682 3.05
900 900 1800 3.54
1024 1024 2048 4.52
1156 1156 2312 5.90
1444 1444 2888 9.22
1600 1600 3200 11.32

Matching Cost vs. Number of Vertices
L) T T L}

12

[s1]
T

matching time (sec)
]
T

L 1 i L N L
00 500 10Q0 1500 2000 2500 3000 3500
number of vertives: k=m +n

Figure 5.15: The matching cost (measured in time used by the second) versus k.
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Table 5.3: The matching cost for attributed hypergraphs with different ratios of
the vertex numbers.

r = m/n | matching cost (sec) | r = m/n | matching cost (sec)
0.9667 3.56 1.035 3.57
0.6602 3.51 1.515 3.50
0.4576 3.12 2.185 3.15
0.3100 2.93 3.225 2.98
0.2367 2.66 4.225 2.67
0.1786 2.35 5.600 2.38
0.1111 1.82 9.000 1.84
0.0625 1.41 16.00 1.40

The combinations of a set of specially designed DAH’s are tested against the
optimal subgraph isomorphism algorithm. All pairs of DAH’s to be matched have
the same I = m +n = 1700, but their ratios r = 2 varies from 1 to 16. The results

are shown in Table 5.3 and are plotted in Figure 5.16.

5.5.2 Intelligent Animation

The experiments of intelligent animation are carried on augmented 3D scene con-

structed in Section 4.6, which was shown in Figure 4.22 (e). In the AHR of the

scene, four movable objects are defined:

1. the tetrahedron added in the scene, which consists of 4 triangles, is used as
a simple virtual object in the augmented scene to test the path planning and

animation methodology;

o

the robot model with more than 2000 triangles is an example of complex

mobile object in the scene:
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Matching Cost vs. Ratio k

4 : RS : Toonoronilt : IR

malching time {sec)

1072 107" 10° 10’ 10°
ratio: r = m/n

Figure 5.16: The matching cost (measured in time used by the second) versus
different ratios between m and n while k is 1700 (the abscissa is the logarithm with
base 10 of the ratio).

3. the red recycle bin acts as a movable object modeled from the real scene.

4. the door model is to test the specially constrained motion by animating it

between its open and close positions;

The constraints on the trajectories of the first 3 objects are straightforward: the
objects should always sit on the floor plane no matter where they go. With AHR,
this can be implemented by simply limiting the search space within the hyperedge
which represents the floor plane. For a procedural animation, the user is only
required to specify: (1) the target’s place on the floor plane, (2) the total time of
the animation and (3) the number of frames per second (fps) desired. The optimal

trajectory is generated automatically subject to the following intrinsic constraints:

e the layout of the floor plane;
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e the object’s movable direction;

e other objects presented in the scene (which may become the obstacles) for

collision detection.

On the other hand, the animation of opening the door is quite different. It is
somewhat pre-programmed as a knowledge-based animation: the fixed axle of the
door is given by the user, and the motions of the door are governed by a procedural
function. Suppose that the fixed axle of the door is chosen as the local z axle,
the door (which is perpendicular to the z — y plane) is at the local = — z plane,
the total time to open the door is assigned as T. the angle of door at opening
position is © < 180°, then if on the door, a point P’s original location at ¢ = 0 is

P(0) = {zo. 20.0}, its location at 0 <t < T is P(¢) = {zo cos(£0). o sin(%0), zo}.

Figure 5.17 gives the trajectory planning results for the objects in the scene
illustrated at the representation level. The mobile robot is to walk outside through
the door: the recycle box is to move to the back of the table; and the tetrahedron
1s to move to the front of the table. In the figure. the black links in the AHR
represent the paths of the objects in animation. Figure 5.18 captures a frame of

the animation.
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Figure 5.17: The trajectory planning results for the objects in the scene on the

AHR.

Figure 5.18: A frame captured during the animation in accordance with the planned
paths.



Chapter 6

Conclusions And Future Work

6.1 Conclusions

This thesis presents a 3D object modeling system based on a unified attributed hy-
pergraph representation (AHR). First, the mathematical aspect of the AHR based
modeling methodology was investigated with the theoretical support from the cat-
egory theory. Then the efficacy of the methodology was illustrated by preliminary

experiments on 3D computer vision and animation applications.

The principal contributions of this work include:

e A mathematical modeling framework based on the category theory. It pro-
vides a theoretical support for the proposed AHR. In Chapter 3, the role of
category theory in 3D object modeling was investigated from a mathematical

perspective.

¢ A net-like structure called dynamic attributed hypergraph that supports fast

operations on the entities of hypergraphs. The structure is layered, consisting

197
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of generic primitives, each of which is called a node.

¢ An algorithm of incremental model synthesis for 3D objects using CCD cam-
eras. The synthesis procedure builds 3D object models based on the 2D
features extracted from the images. The range data obtained by vertex trian-
gulation are first organized into a face model and then to a triangular mesh.

Finally, it is converted into an AHR.

e An AHR based algorithm to build an augmented reality by integrating virtual
models and the models synthesized from real scenes. With the unified AHR
framework, object’s properties, such as surface colors and textures, are rep-
resented as attributes in a hypergraph, which makes it easy for us to perform

the integrating and supplementing tasks.

e A distance measure for attributed hypergraphs. An optimal subgraph iso-
morphism algorithm based on the defined distance measure is applied to ex-
tract the descriptive parameters for non-rigid 3D motions. Substantial im-
provements to the efficiency of finding the optimal matching have been made

through a heuristic function that prunes the search tree.

e An algorithm of 3D morphing based on AHR. It automatically generates
the metamorphosis from a 3D shape to another one with continuous and

controllable deformations and color/texture changes.

6.2 Future Work

The research listed above can be extended or enforced in several areas. It should be

mentioned that the theories and the applications presented in this thesis are only
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implemented as research prototypes to demonstrate the efficacy of the methodology.

A number of improvements in the implementations are no doubt possible. These

may include:

e Currently, the vision based 3D modeling is not fully automatic due to the
complexity and the noises presented in 2D image processing. Operator su-
pervisions may be required to correct the errors. However, if equipped with a
structural lighting based multiple-view vision system [48], the modeling pro-

cess could be fully automated.

e The implementation of the functors that map various features to entities
and/or operators in AHR can be further formalized. Many concepts and
proofs in the category theory are believed to have physical meanings in AHR.

They remain as open interests.

e The focus of the research was defined as machine vision baséd object modeling.
Therefore, not much effort has been made on 3D rendering in morphing and
animation. For developing deliverable packages as commercial products, pro-
fessional rendering tools with state-of-art technologies have to be integrated

with the modeling and manipulation engines.

e The implemented path planning algorithm is immature since the purpose is
to show the possibility of AHR based intelligent animation. It may not handle
tasks in complicate environments with sophisticated constraints. There are
a handfuls of path/trajectory planning algorithms that can be ported to the

proposed system.

e Many aspects of behavioral modeling and high level processes, such as the

learning of motion rules and process abstraction, have not been implemented.
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They are very important for many applications, such as emotion synthesis,

human body animation and artificial life.

The proposed intelligent modeling methodology provides a very general repre-
sentation scheme. Thus, its application is not limited to 3D object modeling. It

may provide solutions for the following research projects with similar approaches:

e intelligent engineering visualization;

physical process simulation;

tele-conference and tele-operation;

knowledge based automatic authoring/indexing in computer animation:

procedural synthesis of phenomena;

knowledge based artificial life.

All the above issues constitute the future challenges along the direction given by

the research in this thesis.



Appendix A

Feature Based Mesh Coarsening

In this appendix, the feature based triangular mesh coarsening algorithm adopted

from [35] is briefly described.

A Pascal-like pseudo-code of the algorithm'’s highest level decomposition is given
in Figure A.1. The coarsening level index  is such that the triangulation 7, is

coarser than 7;. We use T'(7) to represent the data structure for 7.

PROCEDURE Coarsen(T(3), 6, e, VAR T(i +1));

BEGIN {Coarsen}
Eztract_Significant_Edges(T' (), VAR E(3));
Group_Significant_Connected_Components(E(z), §, VAR E.(3));
Select_Significant_Vertices(E.(i), 8§, VAR V§(i), VAR E;(3));
Grow_Selected_Vertices_Set(Vy(i), 8, €, VAR V (3));
Data_Dependent_Constrained_Triangulation(V (i), E¢(i), VAR T(i +1));

END {Coarsen};

Figure A.1: Pseudo-code for the coarsening algorithm.

The argument lists in the procedure calls are in the form: (<input parameters>,

VAR <output parameters>). In the procedure calls in Figure A.1, they are defined

201
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as follows:

e J is a parameter on feature distance measure defining the distance threshold,

thus controlling the maximum size of the triangles;

e ¢ 1s an interpolation tolerance parameter controlling the accuracy of the re-

sulting mesh in approximating the underlying surface;
e E is the set of all the edges in T which belong to significant edges;
o E. is the reduction of E to those edges forming connected components;
® V}; is the set of prominent and/or important feature vertices in E.:
e Ey is the set of edges connecting the vertices in V; and approximating E.;

V is the augmented set of vertices ensuring a total coverage of the domain.

The procedure Exztract_Significant_Edges() in Figure A.1 takes the set of all
the edges in the initial triangulation 7 as input and produces the set of significant
edges E as its output. The filtering decision about each edge in T is based on
the analysis of the interface between the triangles sharing the edge. The proce-
dure Group_Significant_Connected_Components() takes the set E as input and
retains only those adjacent edges forming connected components with the variance
of the feature values larger than the preset threshold d. Its output is the reduced
set of connected significant edges E.. The set E. is then fed as input to the pro-
cedure Select_Significant_Vertices() which identifies the vertices to preserve in
the coarser triangulation. A vertex is preserved if it satisfies any of the following

criteria:

e it is one of the end vertices of a connected component;
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e it corresponds to “high” feature change rate on the connected component;

e it is an intermediate vertex well-spaced from its neighboring significant vertices

according to the feature distance threshold 4.

The output of Select_Significant_Vertices() is the set of those selected significant
vertices V, together with a set of edges Ey, approximating the connected com-
ponents. Ef need not be a proper subset of E. Nonetheless, edges in Ef can be

considered as a coarse approximation of the features defined by edges in E.

In Figure A.1, procedure Grow_Selected_Vertices_Set() is the key to the effi-
ciency of our approach. Figure A.2 shows its algorithmic description. The variables

used in this procedure are defined as follows:

o A, is the set of vertices still to be processed; we refer to it as the “open list”;
o A. is the set of vertices already processed; we refer to it as the “closed list”;

e 7 is a cycle of connected edges in the original mesh whose edges enclose, but

are not incident to vi, the vertex of interest; and

o \is the ordered list of vertices in the enclosing cycle .

Ultimately, when all edges in 7 are expanded maximally, the maximal A is used
to determine the vertices to include in the coarser mesh. First, the vertices in A
which belong also to A, U A, are identified. The criterion used for the selection of
the remaining vertices is similar to the one used with the selected features. It is
based on restricting the maximum feature distance between vertices to the value
of §. The set of these newly selected vertices ' is added to the open list A, for

later consideration. Finally, v is moved from A, to A., and the process repeated
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PROCEDURE Grow.Selected_Vertices Set(Vy, 3, £, VARV );

TYPE  verter_set Ao, A, T';
verter Ui, Uig1, Uipn, Vg, T . W
edge_list s
vertex_list As
counter ny
eTToT_Mmedasure Error(verter;, verteza);
BEGIN {Grow_Selected_Vertices_Set}
Ay — Vy;

Ac — ¢; {d = empty set}
WHILE (A, # ¢)
Let vi. € Ay,
T < minimal enclosing cycle of vi;
A ¢ the ordered list of the n vertices in w:
Mark all vertices v € [(A, UA) N A], to be final in ;
WHILE [(u;ui+1 € %) and (u; or uiyy not marked final in )]
Let w + opposite vertez in the triangle containing UiUipy
(which is outside n);
IF (w ¢ \)
IF [(Jlurw]| < 8) and (Error(v, w) < €)]
Insert w between u; and u;yq in X;
né<—n-+1l;
Replace v;u;y1 by viw and wu;.; in w;
IF [w € (AU Ac)]
Mark w as final in X:
ENDIF;
ELSE
Mark u; and u;y1 as final in A:
ENDIF;
ELSE
IF [(w = uiy2) and (ui+1 not marked)]
Replace uiu;ip1 and uipiuiy2 by uiv;po = ujw in =;
Delete uiyy from A;
ne—n-—1;
ENDIF;
ENDIF;
ENDWHILE:
Find the set T' of vertices in X to include in A,:
A, A, \ {'vk}:
A, « A, UT;
Ac — A U {wr};
ENDWHILE;
V «— A.;
END {Grow_Selected_Vertices_Set}:

Figure A.2: The algorithm for generating the support vertices of the coarser mesh.
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until A, is eventually emptied. At that stage, A. would have all the vertices to be

included in the coarser mesh; it is returned as the output of the procedure.
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