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Abstract

With the rapid growth of energy demand and consequently growth in supply, increasing
energy costs, and environmental concerns, there is a critical need to find new ways to make
better use of existing energy systems and resources and decelerate the demand growth
towards a sustainable energy system. All of these facts are leading to the proposal of
novel approaches to optimize the utilization of energy in different sectors to reduce the
customer’s total energy costs, demand and greenhouse gas (GHG) emissions while taking
into account the end-user preferences.

Utilities have implemented Demand Side Management (DSM) and Demand Response
(DR) programs to better manage their network, offer better services to their customers,
handle the increase in electricity demand, and at the same time increase system relia-
bility and reduce environmental impacts. Smart Grid developments such as information
technology, communication infrastructure and smart meters improve the effectiveness and
capability of Energy Management Systems (EMSs) and facilitate the development of auto-
mated operational decision-making structures for energy systems, thus assisting DSM and
DR programs to reach their full potential. The literature review indicates that whereas
significant work has been done in DSM and DR in utilities, these works have mostly fo-
cused on direct load control of particular loads, and there is a lack of a general framework
to consider all types of energy hubs in an integrated Energy Hub Management System
(EHMS). In this context, mathematical modeling of energy systems for EMSs, which is the
main concern of the present work, plays a critical role.

This research proposes mathematical optimization models of energy hubs which can
be readily incorporated into EHMS in the context of Smart Grids. The energy hub could
be a single or multi-carrier energy system in residential, commercial, agricultural and/or
industrial sectors. Therefore, mathematical models for energy hubs in residential, com-
mercial, and agricultural sectors have been developed and are presented and discussed in
this thesis.

In the residential sector, this research presents mathematical optimization models of
residential energy hubs which can be readily incorporated into automated decision making
technologies in Smart Grids, and can be solved efficiently in a real-time frame to optimally
control all major residential energy loads, storage and production components while prop-
erly considering the customer preferences and comfort levels. Mathematical models for
major household demand, i.e., fridge, freezer, dishwasher, washer and dryer, stove, water
heater, hot tub, and pool pumps, are formulated. Also, mathematical models of other
components of a residential energy system including lighting, heating, and air-conditioning
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are developed, and generic models for solar PV panels and energy storage/generation de-
vices are proposed. The developed mathematical models result in a Mixed Integer Linear
Programming (MILP) optimization problem, whose objective is to minimize demand, to-
tal costs of electricity and gas, emissions and peak load over the scheduling horizon while
considering end-user preferences. The application of this model to a real household are
shown to result in savings of up to 20% on energy costs and 50% on peak demand, while
maintaining the household owner?s desired comfort levels.

In the commercial sector, mathematical optimization models of produce storage facili-
ties to optimize the operation of their energy systems are proposed. In the storage facilities,
climate control of the storage rooms consumes considerable energy; thus, a mathematical
model of storage facilities appropriate for their optimal operation is developed, so that
it can be implemented as a supervisory control in existing climate controllers. The pro-
posed model incorporates weather forecasts, electricity price information, and the end-user
preferences to optimally operate existing climate control systems in storage facilities. The
objective is to minimize total energy costs and demand charges while considering impor-
tant parameters of storage facilities; in particular, inside temperature and humidity should
be kept within acceptable ranges. Effects of uncertainty in electricity price and weather
forecast on optimal operation of the storage facilities are studied via Monte-Carlo simu-
lations. The presented simulation results show the effectiveness of the proposed model to
reduce total energy costs while maintaining required operational constraints.

In the agricultural sector, this work presents mathematical optimization models of
greenhouses to optimize the operation of their energy systems. In greenhouses, artificial
lighting, CO2 production, and climate control consume considerable energy; thus, a mathe-
matical model of greenhouses appropriate for their optimal operation is developed, so that
it can be implemented as a supervisory control in existing greenhouse controllers. The pro-
posed model incorporates weather forecasts, electricity price information, and the end-user
preferences to optimally operate existing control systems in greenhouses. The objective is
to minimize total energy costs and demand charges while considering important param-
eters of greenhouses; in particular, inside temperature and humidity, CO2 concentration,
and lighting levels should be kept within acceptable ranges. Effects of uncertainty in elec-
tricity price and weather forecast on optimal operation of the storage facilities are studied
via Monte-Carlo simulations and robust optimization approach. The presented simulation
results show the effectiveness of the proposed model to reduce total energy costs while
maintaining required operational constraints.
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Chapter 1

Introduction

1.1 Motivation

Energy, and in particular electricity, is one of the most important factors which affect the
economic growth of any country. Traditionally, adequate and secure energy provision re-
quires expansion of the transmission and generation capacity of the power system to supply
the required demand. For example, Ontario’s power system capacity needs to double by
2030, which includes replacing about 80% of the current generating facilities as they retire
over time, and expanding the system to meet the demand growth. Building new facilities
for expansion of the generation and transmission capacity of the network is not only very
expensive, but there are also a variety of environmental issues to be considered.Currently,
power plants are responsible for nearly 40% of the U.S. carbon footprint [1], and there is
a need for new generation capacity to meet the rapid demand growth. In this context,
finding new ways to make better use of electricity resources and slow the demand growth
is vital.

Smart Grids are envisioned to support large penetrations of distributed demand-side
resources coupled with system-wide Demand Response (DR) driven by economic and re-
liability signals, and utilities are looking at Demand Side Management (DSM) and DR
services to better manage their networks [2, 3]. DR programs induce customers with pay-
ment incentives to reduce loads during periods of critical grid conditions or periods of high
energy costs; in other words, DSM and DR programs reward both utilities and customers
for a smarter energy use. Significant work has been done in the past to manage the energy
consumption. Thus, Load Management (LM), Conservation and Demand Management
(CDM), DSM, and DR programs have been implemented and promoted by utilities and
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governments to reduce the demand or modulate the load shape in order to achieve a better
match between the customers’ demand and the utilities’ current and planned resources in
generation, transmission and distribution (e.g., [4, 5, 6]).

To date, large industrial and commercial customers have been the most active partici-
pants in DSM and DR programs because of their potential to achieve large peak load and
energy consumption reductions upon direct request of the utility operator. Residential and
small commercial and agricultural customers have traditionally participated less in DSM
and DR activities mainly because of their individually smaller contributions to the system
peak load and energy consumptions. On the other hand, the energy consumption contribu-
tion from residential and commercial customers in developed countries has been between
20% to 40% of total energy consumption in recent years [7]. Figure 1.1 depicts total energy
consumption of the USA by sector in 2009, showing that the share of residential and com-
mercial sectors in total energy consumption is more than 40%. The important role of these
two sectors in the future energy demand can be further highlighted using the observed
and projected growth rate of electricity consumptions in various sectors, as illustrated in
Figure 1.2, showing higher growth rates in these sectors compared to the industrial sector.
All these facts suggest that residential and commercial sectors are important resources for
DR and DSM programs, and thus exploring new opportunities to better manage energy
requirements in these sectors to reduce their demand and carbon footprint is relevant and
timely.

To have an effective participation and considerable load reduction potential of small
residential and commercial customers in DSM and DR programs, a large number of these
customers need to be involved in such programs. Therefore, since the required hardware
and communications infrastructure for these large number of geographically distributed
small customers have been one of the main barriers in integration of these customers in
the past, the role of DSM and DR programs in the residential and commercial sectors will
be significant and these programs should reach their full potential with the development of
Smart Grids. Hence, the main focus of the current work is on developing appropriate meth-
ods to enable residential, commercial and agricultural customers to better manage their
energy utilization and reduce energy consumption and Greenhouse Gas (GHG) emissions,
and thus facilitating the integration of these customers into Smart Grids.

Recently, deregulation of the power sector, increased competition, growing demand for
energy, environmental concerns, and new technologies has rendered Energy Management
Systems (EMSs) more attractive, and even an essential feature for both small and large
loads. Information technology and a new generation of energy meters, typically referred
to as “Smart Meters”, which not only provide energy consumption readings but can also
provide additional information on usage and have two-way communication capabilities, are
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two key developments that improve the effectiveness and capability of EMSs. With these
developments, both utilities and customers can have access to two-way communication
infrastructures, control devices, and visual interfaces that allow them to send, retrieve,
visualize, process and/or control their energy needs. All these technologies are referred to
as Advanced Metering Infrastructure (AMI) [9]. Availability of AMI in “Smart Grids” make
automated operational decision making structures feasible in energy systems, presenting a
significant potential to improve performance and effectiveness of DSM and DR programs in
order to get more customers involved in these programs to reduce energy consumption and
carbon footprint. In this context, mathematical modeling for these customers to generate
optimal operation decisions, which is the main concern of the present work, plays a critical
role.

1.2 Literature Review

In this section the relevant research papers and developments pertaining to the topics of
DSM and DR applications by sector, optimization modeling, and the Smart Grid are briefly
discussed.

1.2.1 Residential Sector

Most of the existing DSM and DR programs in the residential sector focus on energy
efficiency, dynamic pricing, and load control activities. Reported researches in the liter-
ature on the effects of dynamic pricing on residential customers indicates that there is
no straightforward relationship between behaviour of the customer and implemented pro-
grams [10, 11, 12, 13, 14]. The authors in [10] states that dynamic pricing can provide
substantial net benefits to residential customers as their price elasticities are significantly
higher than other sectors. Effect of dynamic pricing on residential electricity bills is stud-
ied in [11], reporting significant reduction in the average monthly costs and reducing the
on-peak load by half using Time-of-Use (TOU) pricing. Results of a field experiment to
study the effect of Real-Time Pricing (RTP) on households are reported in [12], stating
that residential customers are significantly price elastic and that customers responded by
conserving energy during peak hours, but remarkably did not increase average consump-
tion during off-peak times; thus, it is suggested to look at residential RTP as a peak energy
conservation program, instead of a mechanism to shift consumption from peak to off-peak.

In [13], the authors analyze the demand response from residential electricity customers
to a demand charge tariff in a Norwegian grid company. In addition to energy consumptions
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cost, the tariff charges the maximum hourly peak consumption in each of the winter months,
and the customers did not receive any information on their continuous consumption or any
reminders when the tariff is in effect. The results indicate average demand reductions of
up to 5%, with a maximum reduction of 12%. It is suggested that the reductions could
have been even higher if customers had received more information on their continuous
consumption levels, and in which periods they were charged if their consumption became
too high. The authors in [14] present experiences from a pilot study focusing on daily DR
from households, utilizing smart metering, remote load control, electricity pricing based
on the hourly spot price combined with a time of day network tariff, and a token provided
to the customers when reducing consumption during peak hours. The pilot study aimed
to achieve daily load shifting from electrical boilers fir space heating and standard electric
water heaters, and to explore customer acceptance and study the impact on load curves of
hourly tariffs and automatic load control schemes.

Dynamic pricing by itself is not a sufficient measure to encourage residential customers
to achieve DSM and DR objectives. This is mainly because of the fact that in these pro-
grams customers themselves need to analyze external information, re-schedule and control
the appliances. Therefore, automating these processes might increase the success of DSM
and DR programs in the residential sector. Thus, various works are reported in the lit-
erature on Direct Load Control (DLC) of residential loads, e.g., Air Conditioning (AC)
[14, 15, 16, 17, 18, 19, 20, 21], space heating and water heater [14, 20, 21, 22, 23, 24], and
pool pumps [20]. Most of these DLCs are implemented to achieve peak demand reduction.

A DLC technique for AC loads that incorporates an estimate of the comfort level is
proposed in [15]. Some of the objectives of the controller are to reduce conflicts between
operation of AC units and the DLC program, arrange the DLC schedule for all AC units,
and minimize the “payback load effect”, which is the amount of energy not consumed
because of DLC action but will be consumed as the DLC time elapses. In [16], an approach
based on multi-pass dynamic programming is proposed for the dispatch of AC DLC. The
proposed method is applied to determine the required amount of load to be controlled at
each time stage in order to maximize cost savings and peak load reduction. In [17, 18],
the authors present physically based electrical load models of AC loads to be implemented
in DLC programs, and in [19] a DLC program for AC units using a duty-cycle approach
implementation is proposed to reduce peak load.

A linear programming model to optimize the amount of system peak load reduction
through scheduling of control periods in commercial, residential, or industrial LM programs
is presented in [20]. The optimization model determines the optimal schedule of load
control to minimize system peak demand. The input variables include energy payback
information, forecasted uncontrolled load pattern for a critical day, and limits on available
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load which can be controlled for each program. The residential program comprises four
components: pool pump, AC shed, AC cycle, and water heater control. In a research
project conducted by ETH Zurich and other partners [21], only appliances with a storage
capacity for thermal energy (cooling and heating household appliances) are considered
to unify active management of appliances and major household loads in a single system.
The proposed control strategy is based on a one-time-step prediction of the overall power
consumption of a large cluster of appliances (several hundred appliances) using stochastic
properties of the cluster.

In [22], an analytical model of water heaters is developed using linear and dynamic
optimization models to generate the schedules of water heating loads in LM programs.
The authors in [23] propose a multi-objective optimization model for remote load control
strategies of a group of electric water heaters. The model attempts to minimize peak
demand, maximize profits resulting from energy sales and maximize quality of service. In
[24], a multi-criteria approach to the problem of space heating under a time varying price
of electricity is proposed. In the developed dynamic goal programming model, the goals
are minimizing deviation from the ideal temperature, costs and energy consumption.

In DLC programs, usually the hardware is installed by a utility and a one-way commu-
nication link is used to send load control signals to the customer. Existing DLC programs
are two types: the utility operator has the permission and access to turn appliances On
and Off, or the utility operator send a signal to the customer to request the execution of a
control action. The advantage of the fist type of DLC programs is that the utility operator
has direct access to the loads and can reduce peak demand as needed. Although it seems
that loads can be easily controlled in this type of DLC programs, customer’s preferences
and comfort levels might not always be considered. Also, it should be noted that discon-
nected loads have “payback load effect” which might lead to another peak in the system
if the program is not managed properly. In the second type of DLC programs, the utility
operator can’t assess the status of the control action, and there is always a possibility that
the customers do not execute the control action for some reason (e.g., preferring a higher
comfort level).

A few works are reported in the literature on application of optimization methods and
artificial intelligence to schedule energy consumption in residential sector [25, 26, 27, 28,
29, 30, 31]. A fuzzy logic based approach to DLC of AC loads to reduce peak load is
presented in [25], where customers comfort levels are modeled by fuzzy sets. A real-time
dynamic min-max optimization technique over a finite-time horizon is presented in [26]
and applied to building Heating, Ventilation and Air Conditioning (HVAC) control that
involves minimization of fixed horizon electric utility costs. A detailed dynamic model of
the building HVAC system is presented, and the proposed model is applied to the peak
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demand control problem where electricity consumption and peak power usage in a building
has to be controlled in response to real-time pricing. A particle swarm optimization based
method is proposed in [27] for coordinated scheduling of available residential Distributed
Energy Resources (DER) to maximize net benefits from smart home electrical energy
services, and a method based on game theory is proposed in [28] for incentive-based energy
consumption scheduling in the context of Smart Grids. In [29], an optimal and automatic
residential load scheduling framework is presented, which attempts to achieve a trade-off
between minimizing the electricity payment and minimizing waiting time for the operation
of each appliance in households considering real-time pricing combined with block rates.

The authors in [30] present a Mixed Integer Linear Programming (MILP) optimization
approach to analyze the influence of price signals on household power demand. It is
assumed that all major appliances are switched On/Off manually, and that an automatic
load management system for refrigerators and freezers is available. Mathematical models
are developed for cooling devices by simply assuming a total cooling demand for a 24 hours
time period. Finally, minimization of energy costs and maximization of comfort form the
objective function of the optimization model. Individual preference curves are constructed
out of the aggregated load curves of the individual appliances and the revealed preference
of the household. The simulation results show a high potential to shave off peak load in
a household and that price signals can be adequate instruments to control the temporal
distribution of power demand in households.

The ongoing Demand Response Electrical Appliance Manager (DREAM) research project
discussed in [31] proposes to use a controller, wireless technology, and a system of learning
(both by machine and occupant) for automatically responding to electricity price signals
to optimize the cost and thermal comfort. This controller also advises the user via a small
traffic light on the appliance when to switch it On or Off in response to price signals from
the utility, and suggests that other appliances in the house, such as electric water heaters
and pool pumps can be stopped during high price time and activated again later to respond
to price signals from the utility.

Note that in the above review, most of the existent works in the residential sector
do not properly take into account end-users’ preferences and comfort level; are designed
for one particular objective (e.g., peak demand reduction or energy consumption mini-
mization); only consider particular appliances/devices (e.g., HVAC and water heaters);
and/or are not appropriate for real-time applications. With the advent of Smart Grid
developments, improved computational techniques and tools, availability of AMI, EMS,
and two-way communication infrastructure in Smart Grids, it is feasible to combine the
advantages of the above mentioned methods to achieve advanced DSM and DR programs
for residential customers. Thus, this thesis proposes mathematical optimization models of
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residential energy hubs which can be readily incorporated into automated decision making
technologies, such as Home Automation Systems (HAS) and EMSs, in the context of Smart
Grids. These models can be solved efficiently in a real-time frame to optimally control all
major residential energy loads, storage and production components while properly consid-
ering the customer preferences and comfort level, and hence can facilitate the integration
of residential customers into Smart Grids.

1.2.2 Commercial Sector

Energy systems of commercial facilities usually comprise multi-carrier energy systems such
as electricity, natural gas, gasoline, and thermal energy. Lighting, heating, cooling, and
refrigeration are some examples of energy consuming activities within commercial facilities.
Some of these activities are required to be carried out at a specific time regardless of other
factors such as energy price. However, energy consumption can be optimized to reduce
peak load and total energy costs while taking into account the operational constraints of
associated devices and processes. An LM program implemented by Florida Power & Light
directed to commercial and industrial loads is discussed in [20]. The participated loads
in this program agree to have their peak load controlled for various periods of time in
return for lower electric rates; the control period can run from 30 min. to up to 4 hrs. In
[32], the authors present a DSM strategy and system for small to medium size electricity
customers such as commercial buildings and institutions. The system is implemented on
a university campus, where the loads, particularly air conditioners, are controlled using
relays that periodically switch off during high demand periods. Each load is connected to
a device that “talks” to them using a PLC protocol, and are controlled automatically from
an EMS.

In in [33], load curves of some institutional and industrial are investigated to identify
possible DSM solutions to reduce peak load, and remote switching systems are suggested
for major loads. In [34], an agent based system for energy management in commercial
buildings using different computational intelligence techniques (including fuzzy systems,
Neural Networks (NN), and Genetic Algorithm (GA)) is proposed to minimize energy
demand.

HVAC and refrigeration systems of commercial buildings consume considerable energy.
One of the most common facilities that can be found in various sub-sectors of commercial
and agricultural sectors is storage facilities. Many works are reported in the literature for
optimization of HVAC systems in commercial sector (e.g., [35, 36, 37]). Comprehensive
overviews of advanced control strategies and the existing methods for supervisory and op-
timal control of building HVAC and refrigeration systems are presented in [38] and [39].
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A daily energy management formulation and the corresponding solution methodology for
HVAC systems to minimize the energy and demand costs through control of HVAC units is
presented in [40]. The methodology is an optimization based approach that combines La-
grangian Relaxation (LR), NN, stochastic dynamic programming, and heuristics to predict
system dynamics and loads to optimize the set points.

It is observed that most of the existing works have focused on optimizing operation of
HVAC systems as an individual system, but not as a part of the energy system of a com-
mercial energy hub. Thus, this work concentrates on optimal operation of HVAC systems
as an integral part of commercial energy hubs in Smart Grids. Also, since significant re-
search is reported in the literature on HVAC control systems, the current research focuses
on climate control of produce storage facilities as an example of a large number of similar
storage rooms in commercial energy hubs. This is mainly because of duplicability of the
research for similar facilities, and the unique potential of storage facilities for incorporation
into DSM and DR programs.

Various methods are reported in the literature for the purpose of direct climate con-
trol in storage facilities. Prediction of climate conditions in produce storage facilities are
studied and reported in the literature, for example in [41], [42], and [43]. Detailed physical
models of storage facilities are also presented in [41, 42, 44, 45]. The potential of Receding
Horizon Optimal Control (RHOC) for climate control in storage facilities for produces is
demonstrated in [44] and [46]. A method based on Model Predictive Control (MPC) is
proposed in [47] for temperature and humidity control of storage rooms. In [48], a fuzzy
controller for fruit storage using NN and GA is developed, and in [49] the application of
fuzzy logic in automated control of climate for potato stores is studied and implemented.

Large computation burden of optimal controls is mentioned as a barrier in [46] for di-
rect real-time implementation of optimal control methods in climate control applications.
MPC-type controllers are based on a mathematical model and can then be applied to a
variety of simple to complex models; however, solving a complex model model is com-
putationally expensive and may not be appropriate for real-time applications. Finally,
the implementation of fuzzy logic based controllers implies tuning of many parameters for
each case, which normally is a heuristic and time taking task; hence, this is not practically
feasible.

In the current literature, there is a lack of a general framework that can be used to
optimize intelligently and automatically a commercial energy system based on comprehen-
sive internal and external information such as forecasted weather conditions, energy price
forecast, and other associated variables. Therefore, this thesis proposes a mathematical
model of storage facilities appropriate for optimal operation purposes based on approxi-
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mate physical models of produce storage facilities and climate conditions predictions, so
that it can be implemented as a supervisory real-time control in existing climate control
systems. The proposed supervisory control in conjunction with current existing climate
controllers would allow coordinated optimal operation of multiple produce storage facil-
ities in a single site, while considering the user-defined preferences, thus facilitating the
integration of commercial customers into Smart Grids.

1.2.3 Agricultural Sector

Energy systems of agricultural sector customers are usually multi-carrier energy systems
consisting of electricity, natural gas, hot water, wood, and bio-fuels [50, 51, 52]. In the
USA, poultry farms, dairy farms and greenhouses are some of the major energy consuming
customers in the agricultural sector, where electricity consumption is about 16% of the
total energy consumptions [52]. The potential for DR participation in greenhouses is much
higher than farms because of the nature of activities that take place in these places. Most
of the DSM programs in farms are focused on energy efficiency programs to reduce total
energy consumption by installing more energy efficient technologies and the reduction of
energy losses [53, 54, 55]. Thus, this thesis focuses on the optimal operation of energy
systems of greenhouses in the agricultural sector in the context of Smart Grids.

All growing phases of crops can be modified by the control of temperature, humidity,
light, and CO2 in a greenhouse [56]. Thus, climate control is one of the most impor-
tant factors in growing high quality horticultural produce. Increasing energy costs and
environmental concerns have lead to more efficient and responsible energy consumption
in greenhouses. The following approaches presented in the literature for climate control
in greenhouses and are discussed next: Feedback controllers [57, 58, 59]; optimal con-
trol [56, 60, 61]; robust control [62, 63]; NN [62, 64, 65]; Fuzzy Logic Controller (FLC)
[66, 67, 68, 69]; MPC [70, 71, 72, 73, 74, 75] and hierarchical control [60, 76, 77].

In [57], a nonlinear feedback technique is presented for climate control of greenhouses.
The work considers the fact that temperature and humidity are highly coupled through
nonlinear thermodynamic laws, and propose a feedback-feedforward approach to system de-
coupling for climate control of greenhouses. The authors in [58] use Proportional–Integral
(PI) based controllers for temperature and humidity control of greenhouses, as most com-
mercial solutions include this kind of gain controllers. A PI–puls control design for CO2

enrichment systems is discussed in [59] to be used instead of existing control algorithms
based on classically derived two- or three-term control laws with manually tuned parame-
ters.
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Optimal control of greenhouse climate using genetic algorithms in presented in [61]. A
robust adaptive control method using NN for greenhouse climate control is proposed in
[62], and [63] presents a robust adaptive control for greenhouse climate control. Black box
models based on NN are applied in [64] to predict temperature and relative humidity in
a greenhouse. In [65], an optimal CO2 control in a greenhouse is modeled using NNs by
predicting separately the temperature and CO2 concentration.

In [66], an intelligent indoor environment control and EMS for greenhouses based on
FLC is proposed and simulated in a Matlab Simulink environment. A fuzzy greenhouse
climate control system implemented on a Field Programmable Gate Array (FPGA) is
presented in [67], where inside temperature and relative humidity are controlled based on
fuzzy rules. Two basic and optimized FLCs with a significant number of inputs and outputs
are presented in [68] to minimize the production costs in greenhouses. The authors in [69]
present a hierarchical collaborative structure to split fuzzy modeling of inside greenhouse
air temperature and humidity into fuzzy sub-models to organize the information of the
fuzzy system.

A real-time implementation of MPC-based optimal control of greenhouse air tempera-
ture control is reported in [70], where energy savings and better performance is achieved
compared to an adaptive Proportional-Integral-Derivative (PID) controller. MPCs using
particle swarm optimization for greenhouse climate control is presented in [71], and the
authors in [72] present an MPC based on particle swarm optimization for minimization of
energy costs. Another MPC based method for diurnal temperature control of greenhouses
is presented in [73], and an MPC of greenhouse to reduce energy and water consumption
is proposed in [74]. A web-based application of dynamic modeling and simulation of a
greenhouse environment is presented in [75] to be used as an educational tool.

A hierarchical scheme based on time-scale decomposition for greenhouse climate con-
trol is presented in [60]. The slow subproblem (related to crop growth) is solved off-line
and its solution is fed to an online fast subproblem (greenhouse dynamics including crop
evapotranspiration and photosynthesis). A very detailed model of both subproblems is pre-
sented, and two pathways is foreseen to achieve a practical online controller: first, use the
output trajectories as set points to low level controllers; and second, repeatedly solving an
RHOC problem on the basis of the same goal function as used in the slow subproblem but
over a shorter horizon. A PID based hierarchical control for greenhouses is proposed in [76],
and an adaptive hierarchical control of greenhouse crop production based on generalized
predictive control is proposed in [77] with the objective of maximizing profits.

Some works are reported in the literature on greenhouse climate control with energy
cost minimization, mostly focusing on minimization of CO2 and heating costs (e.g.,[61],
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[66], [72], [74], and [78]). In [78], the authors address the issue of optimal light integral
and CO2 concentration combinations for lettuce in ventilated greenhouses, showing that
savings can be achieved by coordinated operation of these systems.

Existing methods for energy management in greenhouses only focus on climate control
of greenhouses, and thus fail to fully optimize total energy utilization in such multi-carrier
agricultural facility. This is mainly due to a lack of a general optimization framework
based on comprehensive internal and external information such as weather and energy
price forecast, and other associated variables. Thus, this thesis proposes a mathemati-
cal model of greenhouses appropriate for optimal operation purposes of this multi-carrier
energy hub, so that it can be implemented as at supervisory real-time control in exist-
ing greenhouse controllers. The objective is to minimize total energy costs and demand
charges while important parameters of greenhouses, i.e., inside temperature and humidity,
CO2 concentration, and lighting levels are kept within acceptable ranges. The proposed
supervisory control in conjunction with current existing climate controllers would allow co-
ordinated optimal operation of greenhouse while considering the user-defined preferences,
thus facilitating the integration of these agricultural customers into Smart Grids.

1.2.4 Smart Grids

Traditional power systems are vertically integrated structures in which power plants at
the top of the hierarchy ensure power delivery to customers’ loads at the bottom of the
hierarchy. In these systems intelligence is only applied locally by protection systems and
by central controls through Supervisory Control and Data Acquisition (SCADA) systems.
New developments in practical methods, tools, and technologies based on advances in the
fields of computation, control, and communications are allowing power grids to operate in
more intelligent, secure, distributed, and fast ways [79].

Power circuit topology, communication infrastructure (e.g., Wide-Area Network (WAN)
and Home-Area Network (HAN) ), and Information Technology (IT) (e.g., enterprise ser-
vices, geographic information systems, and data management) are the foundation of Smart
Grids. In this context, applications and devices such as substation automation, smart
meters, meter data management, distribution automation, and energy management sys-
tems are being deployed by utilities [80]. These will allow the integration of Distributed
Generation (DG), energy storage, micro grids, and DR into Smart Grids.

The U.S. Department of Energy states: “Think of the Smart Grid as the internet
brought to our electric system. Devices such as wind turbines, plug-in hybrid electric

12



1.2 Literature Review

vehicles and solar arrays are not part of the Smart Grid. Rather, the Smart Grid encom-
passes the technology that enables us to integrate, interface with and intelligently control
these innovations and others” [81]. KEMA defines the Smart Grid as: “The Smart Grid
is the networked application of digital technology to the energy delivery and consumption
segments of the utility industry. More specifically, it incorporates advanced applications
and the use of DER, communications, information management, and automated control
technologies to modernize, optimize, and transform the electric power infrastructure. The
Smart Grid vision seeks to bring together these technologies to make the grid self-healing,
more reliable, safer, and more efficient, as well as to use intelligent meters and devices
to empower customers to use electricity more efficiently. It also seeks to contribute to a
sustainable future with improvements to national security, economic growth, and climate
change” [82].

Based on the above definitions, it is envisioned that the Smart Grid of the future will
support large penetration of distributed demand-side resources coupled with system-wide
DR driven by economic and reliability signals. Currently, many DR programs being offered
by utilities in North America to residential, commercial and industrial customers, and ini-
tiatives such as NIST/Gridwise Architecture Council efforts to define Home-to-Grid (H2G),
Building-to-Grid (B2G), and Industry-to-Grid (I2G) interoperability requirements, as well
as standards for HANs, will enable more integration of DR and demand-side resources into
Smart Grids [83]. Availability of smart meters, two-way communication infrastructure, IT,
and computational tools are the basic requirements to enable the research presented in this
thesis to optimally operate energy hubs in Smart Grids.

1.2.5 Energy Hub Management Systems

The energy hub is a novel concept recently developed in the context of integrated energy
systems with multiple energy carriers. Hub is defined as a center of activity; hence energy
hub is any location where energy system activities, namely, energy production, conversion,
storage, and consumption of different energy carriers take place [84, 85, 86, 87]. Thus,
the authors in [84] and [85] propose the energy hub as a generalization or extension of a
network node in an electric power system which exchanges power with the surrounding
systems, primary energy sources, loads, and other components via multi-energy input and
output ports.

The energy hub is not limited in size and can range from a single household energy
system to an entire city energy system. Since the focus of the research is on the demand
side, energy hubs are categorized in this thesis into four major sectors based on their “type”
of energy consumption [88]:
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• Residential (e.g., single detached houses).

• Commercial and institutional (e.g., produce storage facilities, retail stores, shopping
malls, schools, hospitals).

• Agricultural (e.g., greenhouses).

• Industrial (e.g., paper mills).

In any electric energy system, the customers’ objective is to minimize their energy
cost, whereas utilities are not only concerned about the cost, but also other issues such
as load shape, peak load, quality of service, etc. In the context of energy hubs, a two-
tier hierarchical scheme is used in this thesis in order to distinguish between the different
objectives of the customers and the utility. Therefore, at the lower level, i.e., micro hub
level, the objective is to optimize the energy consumption from the customer’s point of
view, whereas at the macro hub level, i.e., a group of micro hubs controlled and scheduled
together (e.g., a group of detached house micro hubs), the objective is to optimize the
energy consumption from the utility point of view. Figure 1.3 shows the overall picture of
the macro hub and micro hub interaction in an overall Energy Hub Management System
(EHMS), and the associated data and information exchanges between them.

As seen in Figure 1.3, a typical residential macro hub comprises several micro hubs
which communicate with the macro hub with regard to their energy usage and control
decisions. The micro hubs are at the residential household level and the macro hub can
be thought of as a group of residential micro hubs. This figure also shows the three
other categories of the macro hubs, namely, commercial and institutional, agricultural,
and industrial. In these macro hubs, there may or may not exist multiple micro hubs, but
all would have similar arrangements for data and information exchange.

In view of the above discussions, the main objective of this research is to develop
mathematical models of micro hubs which can be readily incorporated into EHMS. These
mathematical optimization models of individual energy hubs will empower them to effec-
tively manage their energy demand, production and storage in real-time. Three major
energy consumption sectors, namely, residential, commercial and agricultural, are consid-
ered in this thesis. Mathematical modeling of the macro hubs and industrial micro hubs
are beyond the scope of this thesis.
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Figure 1.3: Overall picture of the EHMS.
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1.3 Research Objectives

Based on the previous literature review and discussions, the followings are the main goals
of the research presented in this thesis:

• Develop and apply mathematical models of residential energy hubs which can readily
be integrated into automated decision making technologies, such as HASs and EMSs,
in the context of Smart Grids. The proposed models are used to generate the optimal
operational schedules for all major residential energy loads, storage and production
components using a variety of information from the external environment to reduce
total energy costs, energy demand, and emissions while considering the householder
comfort and preferences. The proposed multi-period scheduling optimization models
can be solved efficiently in real-time, and different objective functions such as mini-
mization of demand, total cost of electricity and gas, emissions and peak load over
the scheduling horizon are considered.

• Propose and apply a mathematical optimization model of produce storage facilities in
the commercial sector to optimize the operation of their energy systems in the context
of Smart Grids. The proposed model can be implemented as a real-time supervisory
control in existing climate controllers, while incorporating weather forecasts, electric-
ity price information, and end-user preferences to optimally operate existing climate
control systems in storage facilities. The objective is to minimize total energy costs
and demand charges while considering important parameters of storage facilities, i.e.,
inside temperature and humidity should be kept within acceptable ranges.

• Develop and apply mathematical models for optimal operation of greenhouses in the
agricultural sector to optimize their operation to reduce total energy costs and CO2

emissions. These models consider humidity, temperature, and CO2 concentration
characteristics of the climate control systems of greenhouses, as well as lighting sys-
tems which consume large amounts of electricity in greenhouses. Also, study the
effects of uncertainty in electricity price and weather forecasts on optimal operation
of greenhouses, and develop a robust optimization model to consider electricity price
forecast errors in generating optimal operation of greenhouses.

1.4 Thesis Outline

The reminder of the thesis is organized as follows:
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• Chapter 2 presents a review of the main background topics, concepts, and tools rel-
evant to this research. First, a background review on DSM and DR programs is
provided, and DSM objectives, strategies, approaches and its role in Smart Grids is
explained. Then, the state-of-the-art in EMSs in residential, commercial, and agricul-
tural sectors is presented and discussed. An overview of mathematical programming
including (LP) and MILP problems, robust optimization, and some relevant solution
methods are also discussed. Finally, relevant information on energy pricing and an
estimation model of CO2 emissions are presented.

• Chapter 3 presents the proposed residential energy hub optimization model. First the
modeling approach is explained, followed by the formulation of mathematical models
of typical residential energy hub components. Finally, some results of applying the
proposed models to an actual household are presented and discussed.

• Chapter 4 presents the proposed optimization model for optimal operation of produce
storage facilities in commercial energy hubs. In this chapter, first the proposed su-
pervisory operation strategy is explained. Then, the proposed mathematical models
of the storage facilities are provided, and some simulation results, including Monte-
Carlo simulations, are presented and discussed for a realistic storage facility. Finally,
a solution procedure for real-time implementation of the proposed model for optimal
operation of storage facilities and relevant simulation results are presented.

• Chapter 5 presents the proposed greenhouse energy hub optimization mode for the
agricultural sector. The proposed supervisory operation strategy for optimal opera-
tion of greenhouses is explained, and the proposed mathematical model is presented.
Then, numerical results of the proposed models are presented and discussed for a
realistic greenhouse, including Monte-Carlo simulations to study uncertainty in elec-
tricity price and weather forecasts. Finally, a robust optimization model for optimal
operation of greenhouses considering uncertainties in electricity price is proposed and
simulation results are presented.

• Chapter 6 presents the main conclusions and contributions of the research presented
in this thesis, and identifies directions for future research.
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Chapter 2

Background Review

2.1 Introduction

This chapter presents a background review of the main concepts and tools relevant to
the research presented in this thesis. First, DSM and DR programs and their objectives,
strategies, approaches and their role in Smart Grids are discussed in Section 2.2. This
is followed in Section 2.3 by a review of the state-of-the-art in EMSs in residential, com-
mercial, and agricultural sectors. A brief review of mathematical programming and their
solution methods and tools, which are particularly relevant to this research, are presented
in Section 2.4. Finally, relevant information on energy pricing and an estimation model of
CO2 emissions are discussed in Section 2.5.

2.2 Demand Side Management and Demand Response

DSM is a broad term that includes strategic load growth, energy conservation, energy ef-
ficiency, and DR programs. Strategic load growth refers to programs designed to increase
load levels through electrification in a strategic fashion; energy conservation refers to any
actions that result in less energy consumption, usually by making behavioral choices or
changes; and energy efficiency refers to programs that are aimed at reducing the energy
used by specific end-use devices and systems, typically without affecting the services pro-
vided [89]. These programs reduce overall electricity consumption by substituting with
more energy efficient technologies in existing systems to produce the same level of end-
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use services (e.g., high-efficiency appliances, efficient lighting programs, efficient building
design, and advanced electric motor drives).

DR is related to energy price, with the U.S. Department of Energy defining it as:
“changes in electricity usage by end-use customers from their normal consumption patterns
in response to changes in the price of electricity over time, or to incentive payments designed
to induce lower electricity use at times of high wholesale market prices or when system
reliability is jeopardized” [90]. DR programs lead to less electricity consumption when
prices are high, which change the customers’ consumption pattern and thus modifies the
load shapes of the utilities. DR costs and benefits for various stockholders have been
investigated in the literature, as for example in [91], [92], [93], [94], and [95]. Benefits for
participating customers would be incentive payments and bill savings, while increased grid
reliability, better market performance, and deferred infrastructure costs are the expected
system wide benefits of DR programs. DR programs can be classified as Incentive Based
(IB) and Price Based (PB) programs [96]. IB programs include LM programs and market
based programs such as demand side biding and capacity market. PB programs are based
on dynamic pricing schemes such as TOU, RTP, and Critical Peak Pricing (CPP).

LM includes DLC and Interruptible Load Control (ILC). DLC usually involves res-
idential customers and refers to program activities that can interrupt a customer load
(individual appliances or equipment) via direct control by the utility system operator. ILC
usually involves commercial and industrial customers and refers to program activities that
can interrupt customer load at times of peak load by direct control of the utility operator
or by action of the customer at the request of the system operator in accordance with
contractual provisions [8]. The objective of all these activities is to modify the load shape
of the system.

There are three load shape modification objectives in DR programs [97, 98, 99]: peak
clipping, valley filling, and load shifting. These objectives, when combined with strategic
conservation, strategic load growth and flexible load shaping, comprise the set of techniques
for DSM programs. Figure 2.1 shows the DSM strategies and objectives. In “restruc-
tured” power systems, energy efficiency and dynamic energy management terminologies
are commonly being used to refer to strategic conservation and flexible load shape, re-
spectively. These programs emphasize improving the efficient and effective use of energy.
Consequently, implementations in the restructured systems tend to target DR and energy
efficiency objectives rather than strategic load growth [98].

The following describes energy efficiency and load shape modification objectives in DR
programs [99, 100, 101]:

• Peak Clipping: To lower energy usage during periods of peak demand (e.g., with a
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Figure 2.1: DSM strategies and objectives [97].

water heater DLC program).

• Valley Filling: To encourage customers to use off-peak energy technologies. This
strategy is important for the utility to improve its overall load factor.

• Load Shifting: To convince customers to shift their demand (such as space heating
and water heating storage systems) to hours when the price is low in a peak-pricing
scheme, and to reward them for shifting demand to off-peak hours or penalize them
for usage during peak hours. Notice that the main goal of load shifting is not to
reduce energy consumption in the long-term, but to reduce peak load in the short
term without affecting the comfort of the users.

• Strategic Conservation (Energy Efficiency): To lower customers’ electricity costs by
using energy efficient technologies (e.g., with high-efficiency appliances and Compact
Fluorescent Lamp (CFL) lighting replacement program).

• Flexible Load Shape (Dynamic Energy Management): To easily redistribute to and
alter customer power requirements at different times.
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The earliest reported LM programs were implemented by U.S. utilities in the 1960’s,
and were directed to control residential customer’s appliances. Utilities had understood
the benefit of successful DLC and LM programs by the mid 1970’s; however, there were
also concerns about the customers not tolerating the expected inconveniences. A collection
of early technical articles are organized in [102]. Since then, and over the past decades,
DSM activities in the U.S. (and to a large extent in Canada) have been characterized by
five waves of programs [103]:

1. The first wave took place from the mid to late 1970s, with the focus of the asso-
ciated DSM activities on designing and implementing energy conservation and load
management programs.

2. The second wave took place during the 1980s. During the first part of this decade,
there was a focus on achieving a comprehensive set of load shape objectives, including
energy conservation, load management and strategic electrification, where the latter
means expanding the uses of electricity to achieve other objectives such as economic
development. A series of cost-effectiveness tests were developed to ensure that pro-
grams would reflect the often-conflicting perspectives of the utility, its customers and
society. Some experiments were carried out with RT pricing.

3. The third wave came in the early 1990s. It was brought on by new regulatory
mechanisms for implementing DSM programs, with a new focus on measuring the
environmental benefits of DSM programs.

4. The fourth wave came in the late 1990s. Regulators were concerned that DSM
expenditures were on the decline; thus, they instituted a “public goods charge” to
cover DSM expenditures.

5. The fifth wave began in the year 2000, and was triggered by price spikes in wholesale
power markets. In this phase, there was widespread interest in implementing pricing
reforms rather than relying on traditional DSM programs. In particular, there was
interest in dynamic pricing.

DSM has become more relevant following the Kyoto accord, which have led many
countries to review their DSM activities after the “liberalization” of the electricity sector
[104]. DSM has become important because of it’s capability to reduce energy consumption
and peak demand, thus lessening required primary resources and decreasing produced GHG
emissions in most cases. With the advent of Smart Grids technologies such as AMI and an
improved communications infrastructure in the power grids, Smart Grids are envisioned to
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support system-wide DR driven by economic and reliability signals. Consequently, a new
wave of DSM has begun with more emphasis on environmental issues, GHG emissions,
power system reliability, energy efficiency and reduction of energy consumption and costs.
The new wave can be considered a sixth wave of DSM, or advanced DSM as part of
Smart Grids. Many of the previously published concepts are applicable in the new wave of
advanced DSM. In particular, modern DSM approaches are similar to the traditional ones,
but with different technologies.[98]

2.2.1 Approaches

A relatively comprehensive description of each of the following alternatives for DSM pro-
grams is presented in [99, 105]:

• End-use equipment control:

– AC of residential and commercial customers: remote control cycling, local con-
troller, thermostat control, remote on-off control.

– AC of commercial and industrial chillers: water column temperature control,
remote control cycling, capacity reduction.

– Water heaters of residential and commercial customers: remote On/Off control,
timers.

– Pumps: timers, remote On/Off control.

– Heating: alternate source heating, remote On/Off control, remote cycling, smart
thermostat.

– Multiple loads: equipment interlock, demand limiter, energy management sys-
tem, demand controller, peak alert, timers.

– Processing Loads: interlocks, alternate source, pre-arranged sequence of remote
control.

• Utility equipment control: voltage reduction, feeder control, power factor control.

• Energy storage: cold storage, heat storage, storage water heater, waste heat utiliza-
tion.

• Incentive rates: time differentiated, interruptible, load control contracts, spot pricing,
rebates and incentives, special programs.
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• Dispersed Generation: wind, solar thermal, solar photovoltaic, fuel cells, standby
generators, cogeneration, small hydro.

• Performance improvement of equipment and systems: high energy efficiency ratio
equipment, heat pumps, buildings, process, economizer, utility system improvements.

• Demand side bidding: direct participation of customers offering load reductions.

The research presented in this thesis concentrates on the end-use equipment control ap-
proach based on recent developments in Smart Grid technologies (such as AMI, two-way
communication infrastructure, and EMSs), to achieve DSM and DR objectives as well as
customers energy cost and GHG emission reductions.

2.3 Energy Management Systems

2.3.1 Residential Sector

Figure 2.2 presents an overview of the residential energy hub which includes various appli-
ances, energy storage systems (e.g., batteries, Electric Vehicles (EVs)), and energy produc-
tion systems (e.g., solar photovoltaic, wind power). HAS and Home Energy Management
(HEM) systems are used in residential buildings to integrate and automate a number of
activities in households [106, 107, 108, 109, 110, 111, 112]. Turning lights on and off, setting
thermostat up and down, covering windows, controlling audio/video equipment and acti-
vating security systems are some examples of the tasks usually performed by HASs. Most
of these tasks are executed automatically to increase the comfort of the household owner.
These systems can usually be configured and controlled by computers, smartphones and
through the internet, so that the end-user programs the HAS to automatically adjust the
room temperature based on the seasons, time of day and outside temperature. Dimmers,
timers, motion sensors, and occupancy sensors are used to turn lights off automatically
when rooms are unoccupied. Plug-in modules for On/Off control of lighting, and appli-
ances with two-way communication capability are being controlled by a central controller.
Z-Wave, X10, Wi-Fi, and ZigBee are common communication protocols for HAS [113, 114].

In general, there is a lack of intelligent decision making core to optimally operate house-
hold energy requirements. The current research proposes an intelligent decision making
core based on the mathematical model of the residential energy systems to be integrated
in HAS, HEM, and EMSs.
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Figure 2.2: Residential energy hub.
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2.3.2 Commercial Sector

There are EMSs and climate control systems in large commercial facilities to maintain good
control of temperature, humidity, comfort and overall operation of energy system efficiently.
Two main requirements of any climate control systems are to provide satisfactory indoor
climate condition and minimize the overall energy consumption [39]. Building Automation
Systems (BASs) enable monitoring and control of commercial building systems, and Energy
Information Systems (EISs) are also commonly used in commercial facilities to integrate
a large variety of data from sensor networks, meters, and databases to calculate some key
figures of energy utilization. This information can be compared across similar facilities to
provide an insight on energy efficiency of the facility. BACnet, and ZigBee are common
communication standards for BASs and EIS [115, 116].

The objective in the indoor climate control of commercial storage facilities, in which this
thesis focuses, is to keep the internal parameters (e.g., inside temperature and humidity)
within pre-defined ranges. These parameters are affected by external parameters such as
the stored produce and outdoor weather conditions. Most storage facilities take advantage
of natural and forced air flows, in addition to mechanical heating and cooling systems,
to control the inside climate. Air ventilations do not consume much energy, and in some
weather conditions it might be necessary to utilize more energy consuming heating or
cooling systems to maintain the internal parameters within the desired ranges. Figure 2.3
depicts the layout of climate control system of a storage facility; mixture of outdoor and
inside air is circulated through the fans, the air flow is controlled by the fans capacity and
the position of hatches in the air mixer, and humidifiers and dehumidifiers are used to
control the humidity of the storage space.

Figure 2.4 presents a schematic diagram of typical climate control systems in storage
facilities. Feedback based controllers dedicated to monitor and control inside temper-
ature and relative humidity using direct measurements are common in existing climate
control systems of storage facilities [117]. The main features of such feedback controllers
are boolean logics to determine the use of ventilation and mechanical heating and cooling
systems, and PID controllers to control the hatch positions. In these systems the objective
is to decrease/increase the inside temperature to its set point value and avoid dropping
below a lower limit or exceeding an upper limit by activating either cooling or heating de-
vices in response to temperature variations. Usually, the feedback controllers use constant
temperature set points for different times. These set points depend on the type of crop
and are usually in the range of 4–8 ◦C, but in practice the actual inside temperature varies
over a wider range.

In general, there is a lack of a general framework that can be used to optimize op-
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Figure 2.3: Typical layout of a storage facility.

eration of climate control systems of storage facilities based on comprehensive internal
and external information such as forecasted weather conditions, energy price forecast, and
other associated variables. In this thesis, a supervisory real-time control appropriate for
optimal operation of storage facilities is proposed based on a mathematical model of stor-
age facilities and predictions of climate conditions. The proposed supervisory control in
conjunction with current existing climate controllers would allow coordinated optimal op-
eration of multiple produce storage facilities in a single site, thus facilitating the integration
of these commercial customers into Smart Grids.

2.3.3 Agricultural Sector

Figure 2.5 shows an overview of a greenhouse energy system. Climate control of greenhouses
is a multi-variable problem, since the optimum coordination between heating, ventilation,
fogging, supplementary lighting, and CO2 demand in greenhouse needs to be addressed.
Operational constraints of physical devices such as maximum window opening, flow rate of
fans, rate of fogging system, and temperature of hot water tubes are the limiting features
which need to be considered in these control systems. Also, pre-defined ranges for controlled
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Figure 2.4: Schematic diagram of a typical climate control system in storage facilities and
greenhouses.
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variables should be chosen properly considering the physical limits of devices and related
physical and thermodynamic laws (e.g., saturation bounds enforced by saturation law [57]).

In greenhouses, CO2 enrichment is usually used to decrease the amount of supplemental
lighting, as it is a much less expensive process. However, it is economically prohibitive
to maintain elevated CO2 concentrations inside the greenhouse during periods of high
ventilation rates [78]. Transpiration of a crop can be controlled by manipulating the
temperature and ventilation rate of the greenhouse [118], and photosynthesis is a function
of irradiance, temperature and CO2 concentration [119]. It should be noted that the
greenhouse layout and available equipment, as well as the crop type grown in the greenhouse
affects the climate control strategy and model.

Automated Control Systems (ACSs) in most greenhouses consist of central computers,
sensors and a data acquisition system connected through communication protocols such
as RS-232 and ModBus [120, 121]. These ACSs coordinate and integrate the control of
greenhouse equipment and systems such as heaters, coolers, motors for windows opening
and closing, pumps and irrigation systems in real time. Some ACSs deal with variables
such as temperature, humidity, and CO2 separately, whereas others consider associated
interactions.

A typical climate control system in a greenhouses is depicted in Figure 2.4. Currently,
major control algorithms in ACS work on logical On-Off and PID based controllers. These
algorithms use climate control settings which usually include daily or multi-day schedules
in which temperature and humidity targets can be defined for a number of periods in a
day. The goal is to keep a given variable (e.g. temperature, relative humidity and CO2

concentration) within a predefined range or to follow pre-defined set points. Greenhouses
usually have weather stations that provide information on temperature, relative humidity,
radiation, and wind speed to be used for their real-time climate control.

Existing methods for greenhouse management only focus on climate control, and thus
fail to fully optimize total energy utilization in such multi-carrier agricultural facilities.
Thus, this thesis proposes a supervisory control framework based on a mathematical model
of greenhouses and using internal and external information such as weather and energy
price forecasts for optimal operation of greenhouses. The proposed supervisory control in
conjunction with current existing climate controllers would minimize total energy costs
and demand charges while important parameters of greenhouses, i.e., inside temperature
and humidity, CO2 concentration, and lighting levels, are kept within acceptable ranges.
The proposed technology would facilitate the integration of these agricultural multi-carrier
energy hubs into Smart Grids.
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2.4 Mathematical Programming

Mathematical optimization problems refer to finding the minimum or maximum of an
objective function subject to a set of constraints. Without any loss of generality, an
optimization problem can be defined as a minimization problem since the maximum of a
function can be found by seeking the minimum of the negative of the same function. The
set of values of the variables which result in the minimum objective function value is called
the optimal solution. For any specific objective function there may be local and global
optimal solutions. There are different methods to find optimal values of different type of
optimization problems which are also known as mathematical programming techniques.

Mathematical optimization can be applied to many kinds of engineering problems in-
cluding optimal control, optimal scheduling, optimal planning, and optimal decision mak-
ing. Solving a real world problem using mathematical programming requires, first, problem
identification; second, modeling of the problem; and, third, finding or developing an ap-
propriate algorithm to solve the mathematical problem.

Mathematical optimization problems are usually stated by the objective function, de-
cision variables, and constraints as follows:

min f(x)

s.t. gk(x) = 0, ∀k = 1, · · · , p
hj(x) ≥ 0, ∀j = 1, · · · ,m (2.1)

where x is an n-dimensional vector of decision variables, f(x) is the objective function, and
hj(x) and gk(x) are inequality and equality constraints, respectively. Depending on the
nature of formulation, different classes of mathematical programming techniques have been
defined. For example, if the objective function and constraints, i.e., f(x), hj(x), and gk(x),
are all linear, and the decision variables xi are continuous real-valued, the mathematical
problem is referred to as an LP problem. If at least one of the f(x), hj(x), and gk(x) is
non-linear and xi are continuous real-valued, the problem is referred to as a Non-Linear
Programming (NLP) problem. An MILP problem is an LP problem in which some of xis
are integer or binary-valued.

There are different types of optimization problems and there is no single method uni-
versally accepted for solving all optimization problems efficiently. Depending on the type
of the problem, various methods have been developed to solve different types of optimiza-
tion problems. Solution methods for LP, NLP, and MILP problems are different, and a
specific method that works well for NLP problems may not be the best choice for LP
problems. Among the several techniques available for solving LP problems, the simplex
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and interior-point algorithms are the most commonly used solution methods. Also, for
solving Integer Programming (IP) and MILP problems, the cutting plane algorithm and
the Branch-and-Bound (B&B) algorithm are popular [122].

Most of the energy hubs and related systems studied in this thesis are non-linear in na-
ture, and expectedly, the mathematical models of these systems are either NLP or MINLP
problems. Hence, developing models that capture the main characteristics of these systems
for energy management applications in real time is challenging. Novel mathematical tech-
niques are employed in this thesis to accurately simplify the mathematical models of the
considered energy systems, so that the developed models can be solved efficiently in real
time. Nonlinear terms and constraints in the developed problems are substituted by either
exact linear equivalents or linear relaxations to convert the NLP and MINLP problems to
LP and MILP problems, respectively.

2.4.1 Linear Programming

LP problems with continuous variables can be mathematically stated in the following
general form:

min cTx

s.t. Ax ≤ b

l ≤ x ≤ u (2.2)

where x is an n-dimensional decision vector, l and u are lower and upper bounds of x, A
is an m × n matrix, c and b are n and m-dimensional known parameter column vectors,
respectively.

The simplex and interior-point algorithms are the most common methods to solve LP
problems. An interior-point algorithm solves LP problems by generating a sequence of
interior points from an initial interior point, whereas the simplex method changes the LP
constraints (inequalities) to equations and then solves the problem by matrix manipulation.
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2.4.2 Mixed Integer Linear Programming

The general form of MILP is as follows:

min f(x,y) = cTx + dT

s.t. Ax + By = b

x ≥ 0, x ∈ Z
y ≥ 0 (2.3)

where x is an n-dimensional decision vector restricted to be nonnegative and integer, y is
a s-dimensional vector of nonnegative continuous variables, c is an n-dimensional vector,
d is a s-dimensional vector, b is an m-dimensional vector, A is an m × n matrix, and B
is an m× s matrix.

MILP problems are much harder to solve than LP problems and the B&B method is
the most commonly used algorithm to solve this type of problems. In IP problems, when
the number of integer variables is small it might be possible to calculate all of the possible
combinations of variable values to select the solution whose objective function has the
smallest value. When the number of variables increase, however, the number of required
calculations increase exponentially; hence, an exhaustive enumeration this method is not
practical for problems with large number of variables. Nevertheless, this idea can be used
in an “intelligent” way in which not all of the possible combinations need to be calculated
as is the case of the B&B method. This method works based on different techniques for
reducing the number of required calculations (e.g., progressive separation and evaluation,
strategic partitioning and search tree) [122].

2.4.3 Reformulation-Linearization Technique

Reformulation-Linearization Techniques (RLT) are relaxation techniques that can be used
to produce tight polyhedral outer approximations or LP relaxations for an underlying non-
linear, non-convex Polynomial Programming (PP) problem. The relaxation provides a
tight lower bound on a minimization problem [123], [124]. In the RLT procedure, nonlinear
implied constraints are generated by taking the products of bounding terms of the decision
variables up to a suitable order, and also possibly products of other defining constraints of
the problem. The resulting problem is subsequently linearized by variable substitutions,
one for each nonlinear term appearing in the problem, including both the objective function
and the constraints. This automatically creates outer linearizations that approximate the
closure of the convex hull of the feasible region Ω.
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Assume s and x are continuous variables bounded by s ≤ s ≤ s and x ≤ x ≤ x,
respectively. An LP relaxation for the nonlinear model can be formed by substituting
second-order terms such as s ·x with a new variable µs,x and a set of constraints, which are
known as RLT bound-factor product constraints. Since s and x are bounded, the following
relational constraints are valid:

(s− s) (x− x) ≥ 0 (2.4a)

(s− s) (x− x) ≥ 0 (2.4b)

(s− s) (x− x) ≥ 0 (2.4c)

(s− s) (x− x) ≥ 0 (2.4d)

By substituting µs,x(t) = s · x in (2.4a)-(2.4d), the following RLT bound-factor product
constraints for µs,x can be found:

s · x+ x · s− µs,x ≤ s · x (2.5a)

s · x+ x · s− µs,x ≥ s · x (2.5b)

s · x+ x · s− µs,x ≥ s · x (2.5c)

s · x+ x · s− µs,x ≤ s · x (2.5d)

By substituting the second-order term s · x with µs,x in the objective function and other
constraints of the model, the order of the PP problem is reduced, in this case from second-
order to a linear model. Similarly, the same approach can be applied to reduce third-order
PP problems to second-order problems with the corresponding RLT constraints to finally
obtain an LP relaxation problem of the model. The optimal solution to this LP relaxation
provides a lower bound for the original problem.

2.4.4 Robust Optimization

Stochastic programming and robust optimization are the two methods that have been
proposed in the literature to deal with data uncertainty in optimization problems [125, 126].
To address data uncertainty in stochastic programming, several scenarios for the data
occurring with different probabilities are assumed which results in significantly increase in
size of the resulted optimization model as a function of the number of scenarios. Also,
exact distribution of the uncertain data is needed to run a large number of simulations to
capture the characteristics of these distributions, which is rarely satisfied in practice. On
the other hand, robust optimization approach, in which the problem is solved against the
worst instances that might arise by a min-max objective, has attracted much attentions
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in the literature [126]. The degree of conservatism of the solution can be controlled via a
parameter usually called the “budget of uncertainty”, and the generated optimal solutions
are robust within the upper and lower bounds of the confidence intervals. This method
is appropriate for real-time applications, has less computational burden as compared to
stochastic programming methods, and provides effective results for the purpose of optimal
operation compared to Monte-Carlo simulations.

Consider the following general MILP model:

min cTx

s.t. Ax ≤ b

l ≤ x ≤ u

xi ∈ Zk, i = 1, · · · , k (2.6)

where uncertainty is assumed to affect only the objective function coefficients. This means
each entry cj, j ∈ N takes values in [cj, cj + dj], where dj represents the deviations from
the nominal cost coefficient cj. Let J0 = {j|dj > 0}. By introducing Γ0, the “budget of
uncertainty”, that takes values in the interval [0, |J0|], the robust counterpart of problem
(2.6) is as follows:

min cTx + max
{S0|S0⊆J0,|S0|≤Γ0}

{∑
j∈S0

dj|xj|

}
s.t. Ax ≤ b

l ≤ x ≤ u

xi ∈ Zk, i = 1, · · · , k (2.7)

The parameter Γ0 controls the level of robustness in the objective. If Γ0 = 0, the model
completely ignores the influence of the price uncertainty, while if Γ0 = J0, all possible price
deviations are considered, which results in the most conservative solution.
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It is proved in [126] that (2.7) has an equivalent RMILP formulation as follows:

min cTx + z0Γ0 +
∑
j∈J0

pj

s.t. Ax ≤ b

l ≤ x ≤ u

xi ∈ Zk, i = 1, · · · , k
z0 + pj ≥ dj yj ∀j ∈ J0

z0 ≥ 0

pj ≥ 0

yj ≥ 0 ∀j ∈ J0

−yj ≤ xj ≤ yj ∀j (2.8)

This formulation is obtained using duality properties and exact linear equivalent of the
cost coefficient deviations constraints, where z0 and p0 are dual variables of the original
problem used to take into account the bounds of cost coefficients and yj is used to obtain
linear expressions, as completely explained in [126].

2.4.5 Mathematical Programming Tools

In this research a variety of optimization problems are developed which need to be solved
and studied, and therefore, an adequate mathematical programming language is needed.
There are many solvers available which can deal with various types of optimization prob-
lems. In this research AMPL [127], a modeling language for mathematical programming,
is used to implement the developed mathematical models of the energy hubs, and ILOG
CPLEX [128], one of the most popular solvers for LP and MILP problems, is used to solve
the developed MILP problems. CPLEX uses both the simplex and interior-point algo-
rithms to solve LP problems, and the B&B algorithm to solve MILP problems. IPOPT
[129], a popular solver based on interior point methods, is used to to solve the proposed
NLP models.
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Table 2.1: Summary of FRP tariffs in Ontario for 2009 [130].

Customers Season Electricity use Price (cents/kWh)

Residential
Summer

Up to 600 kWh 5.7
More than 600 kWh 6.6

Winter
Up to 1000 kWh 5.7
More than 1000 kWh 6.6

Non-residential All seasons
Up to 750 kWh 5.7
More than 750 kWh 6.6

2.5 Energy Pricing and Emissions

2.5.1 Electricity Pricing

Various dynamic pricing methods may be available to electricity customers in the residential
sector. Fixed Rate Price (FRP), TOU, and RTP are three types of dynamic pricing
currently in use in various utilities that are used in the current research. Additional charges
to account for delivery, taxes, etc., are also considered in this thesis in the calculation of
energy costs.

Fixed Rate Price

In the FRP there is a threshold that defines higher and lower electricity prices for customers.
If the total electrical energy consumption per month is less than the threshold, then the
customers pay the lower price as a flat rate; if it exceeds the threshold, they pay the higher
price for each kilowatt hour. For example, in Ontario the threshold is currently set at
600 kWh per month in the summer and 1000 kWh per month in the winter for residential
customers, and 750 kWh per month for non-residential customers. The difference in the
threshold values recognizes that in the winter, Ontario’s customers use more energy for
lighting and indoor activities and that some houses use electric heating. Table 2.1 presents
a summary of the FRP tariffs in Ontario [130]. These FRP tariffs, with some additional
charges are used in this thesis to calculate electricity costs.
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Table 2.2: Summary of the TOU pricing in Ontario for 2009 [130].

Day of the Week Time Time-of-Use Price (cents/kWh)

Weekends & holidays 12:00 a.m. to 12:00 p.m. Off-peak 4.2

Summer Weekdays

7:00 a.m. to 11:00 a.m. Mid-peak 7.6
11:00 a.m. to 5:00 p.m. On-peak 9.1
5:00 p.m. to 10:00 p.m. Mid-peak 7.6
10:00 p.m. to 7:00 a.m. Off-peak 4.2

Winter Weekdays

7:00 a.m. to 11:00 a.m. On-peak 9.3
11:00 a.m. to 5:00 p.m. Mid-peak 8
5:00 p.m. to 8:00 p.m. On-peak 9.3
8:00 p.m. to 10:00 p.m. Mid-peak 8
10:00 p.m. to 7:00 a.m. Off-peak 4.4

Time-of-Use

TOU pricing is the simplest form of dynamic pricing. The main objective of dynamic
pricing programs is to encourage the reduction of energy consumption during peak-load
hours. In TOU pricing, the electricity price per kWh varies for different times of the day.
In Ontario, TOU pricing is currently based on three periods of energy use:

• On-peak, when demand for electricity is the highest.

• Mid-peak, when demand for electricity is moderate.

• Off-peak, when demand for electricity is the lowest.

The classification of On-peak, Mid-peak, and Off-peak periods vary by season and day of
the week. Table 2.2 presents the TOU pricing for different periods in Ontario for 2009
[130]. TOU price is offered to customers equipped with smart meters.

Real Time Pricing

In this method of electricity pricing, the price varies continuously, directly reflecting the
wholesale electricity market price and are posted hourly and/or day-ahead for pre-planning.
This provides a direct link between the wholesale and retail energy markets and reflects
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the changing supply/demand balance of the system to try to introduce customers price
elasticity in the market. In Ontario the Hourly Ontario Electricity Price (HOEP) is the real-
time price that applies only to large customers who participate in the wholesale electricity
market [131]. The HOEP is used in this work for residential customers to study the effect
of RTP pricing on the operation of residential energy hubs.

Peak Demand Charges

In addition to energy consumption costs, large electricity customers pay peak demand
charges based on the maximum amount of power withdrawn during the billing period,
usually averaged over 15-minute time periods and measured in kilowatts (kW). The demand
charges during winter and summer in Ontario for 2009, respectively, $7/month-kW and
$8/month-kW, are used in this thesis [132].

2.5.2 Natural Gas Pricing

Although there are highly competitive natural gas markets in North America, where market
prices are determined by spot pricing and future contracts reflecting current and expected
supply and demand conditions, natural gas rates for residential and commercial customers
are usually FRP [133], [134]. These rates include transportation, storage and delivery
charges beside the commodity charges. Since the focus of the current research is on the
residential, commercial and agricultural sectors, FRPs including some additional charges
are used in this thesis, with an equivalent price of 2.9 cents/kWh.

2.5.3 CO2 Emissions

CO2 emissions of the power system at each hour need to be forecasted in order to minimize
carbon footprint of the customer. Coal and gas-fired generating units, which are the main
sources of CO2 emissions in the power sector, produce different amounts of CO2. Therefore,
power generation from coal and gas-fired generating units needs to be known in order to
estimate the CO2 emissions from the system.

Day-ahead Power Generation Forecast

The system operators do not typically provide power generation forecasts for power plants.
Therefore, the power generation from coal and gas-fired generating units needs to be fore-
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casted. Econometric time-series models are proposed in [135] to develop forecasts for power
generation from coal and gas-fired generation units in Ontario. External inputs required
by the forecasting model are as follows:

• A 24-hour ahead total system demand profile obtained from pre-dispatch data.

• Hourly total system demand for the past 14 days.

• Hourly cumulative generation from coal- and gas-fired units respectively, for the past
14 days.

Based on these, the following time-series forecasting model is used here to forecast the
power generation from coal- and gas-fired power plants, separately:

Ŷt,p = Ȳt,p +Bt

(
X̂t − X̄t

)
(2.9a)

X̄t =
1

n

n∑
j=1

Xj,t (2.9b)

Ȳt,p =
1

n

n∑
j=1

Yj,t,p (2.9c)

Bt =

∑n
j=1 Yj,t (Xj,t −Xmean)∑n
j=1 (Xj,t −Xmean)2 (2.9d)

where

t Index for hour of the day, t ∈ {1, · · · , 24},
j Index for days, j ∈ {1, · · · , 14},
n Number of observations corresponding to each hour i,
p Index for coal or gas fired units,
Xj,t Historical value of Ontario market demand at tth hour of jth day (MW),

X̂t Day-ahead value of Ontario’s market demand at tth hour (MW),
X̄t Mean of n demand observations corresponding to hour t (MW),

Ŷt,p Forecasted value of generation from power plants (coal or gas) at tth hour (MW),
Yj,t,p Historical value of power output from power plants (coal or gas) at tth hour of
jth day (MW),
Ȳt,p Mean of n generation output from coal/gas units at hour t (MW).
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Day-ahead Emissions Profile

Separate rates of emissions for gas and coal fired units are used, and accordingly, the
day-ahead emissions profile is calculated as follows:

em(t) = Rc × Pc(t) +Rg × Pg(t) ∀t ∈ {1, · · · , 24} (2.10)

where
em(t) Forecasted CO2 emissions at tth hour in tonne/hr,
Pc(t) Forecasted generation of coal-fired plants at tth hour in MW,
Pg(t) Forecasted generation of gas-fired plants at tth hour in MW,
Rc Rate of CO2 emissions from coal-fired plants = 1.0201 tonne /MWh [136],
Rg Rate of CO2 emissions from gas-fired plants = 0.5148 tonne/MWh [136], [137].

The marginal cost of CO2 emissions is calculated using the social cost of CO2 emissions or
marginal damage cost of climate change, as follows:

Cem(t) =
em(t)× scc

X̂(t)
∀t ∈ {1, · · · , 24} (2.11)

where
Cem(t) Marginal cost of CO2 at hour t (cents/kWh),
scc Social cost of carbon dioxide emissions ($100/tonne) [138],

X̂(t) Day-ahead forecast of electricity demand at hour t in kW.

This thesis adopts the above forecast model results [135] obtained for the Ontario
system and the resulting emissions profile of Ontario as exogenous inputs to the research
problems discussed and presented.

2.6 Summary

In this chapter, first a background review on DSM and DR programs, and their objectives,
strategies, and approaches were presented. Then, the state-of-the-art in EMSs in residen-
tial, commercial, and agricultural sectors were discussed. A brief review of mathematical
programming, including LP and MILP problems and their solution methods and tools,
which are particularly relevant to this research, were presented next. Finally, information
on energy pricing and calculation of CO2 emission values were presented. The background
material reviewed in this chapter form the basis for the development of appropriate models
for optimal operation of energy hubs in the context of Smart Grids.
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Chapter 3

Optimal Operation of Residential
Energy Hubs

3.1 Introduction

This chapter presents and discusses the developed mathematical optimization model of
residential energy hubs which can be readily incorporated into automated decision mak-
ing technologies in Smart Grids. Mathematical models for major household demand, i.e.,
fridge, freezer, dishwasher, washer and dryer, stove, water heater, hot tub, and pool pumps,
are formulated. Also, mathematical models of other components of a residential energy
system including AC, heating, and lighting, are developed, and generic models for so-
lar Photo-Voltaic (PV) panels and energy storage/generation devices are proposed. The
developed mathematical models of these devices and components result in an MILP op-
timization model for the optimal operation scheduling of the residential energy hub. The
optimization model objective is to minimize demand, total cost of electricity and gas, GHG
emissions, and peak load over the scheduling horizon using information from the external
environment (e.g., energy prices, weather forecasts), while properly taking into account
end-user preferences and comfort levels. The proposed mathematical model can be solved
efficiently in real time to optimally control major household demands and energy storage
and production components. This mathematical model, in conjunction with a communica-
tion infrastructure and smart meters, as part of a Smart Grid, will allow optimal operation
of residential energy hubs.

In Section 3.2 the modeling approach of the residential energy hubs is discussed. This
is followed in Section 3.3 by the mathematical model of residential energy hubs, including
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description and definition of the model identifiers, objective functions, and operational
constraints associated with the components of the hub. Several case studies were conducted
to examine the performance of the developed mathematical model for a realistic residential
energy hub, of which the most relevant ones are presented in Section 3.4.

3.2 Modeling Approach

The first step in the mathematical modeling of a residential energy hub is to identify the
components of the system, and define relations between these components in the hub. In
a typical residential energy hub, three categories of components can be identified: energy
consumption, energy storage, and energy production. Each of these components has its
own specific behaviour, operational constraints, and parameter settings required for ade-
quate operation. Recognizing the components (appliances) behaviour is very important in
order to identify and define the decision variables and formulate the mathematical model
constraints. In other words, the EHMS must know what kind of loads (appliances) are
available in the energy hub in order to properly represent it in the model.

Major household appliances consume a large portion of a house total energy demand,
and some of those can be scheduled without a major effect on customer comfort while
reducing energy costs and emissions. Since residential customers have been used to flat
rate prices, most household owners operate their devices without considering their effect on
the external systems or CO2 emissions. By taking advantage of smart meter developments
under Smart Grid initiatives, introduction of TOU electricity pricing, raising environmental
concerns, and other of Smart Grid technologies, it should be possible to positively affect
the patterns of energy consumption in residential sector.

Currently, smart appliance controllers are available that allow the customer to enter
daily, weekly, as well as seasonal schedules for various device operations. Also, the operation
of appliances can be controlled in a house using home networking systems developed to
enable remote appliance control [106, 108, 109, 110]. These systems usually comprise
several dedicated controllers which communicate with a central appliance controller when
plugged into any electric socket in the house, and allow On/Off control of appliances. The
user can thus program different schedules and events and implement rule-based decision
making within the central appliance controller. In this context, an intelligent decision-
making core that would be an integral part of EMSs is proposed in this thesis to optimally
operate residential sector energy hubs based on their mathematical model.

Figure 3.1 presents an overview of the proposed residential energy hub which includes
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Figure 3.1: Configuration of the proposed residential energy hub.

various appliances, energy storage systems (e.g., batteries, EVs), energy production sys-
tems (e.g., solar photovoltaic, wind power), a smart meter and two-way communication
links between these components. The proposed mathematical model and associated opti-
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mization solver resides in the central hub controller.

A functional over-view of the central hub controller is presented in Figure 3.2. This
controller uses the mathematical model of each component in the hub, parameter set-
tings and external information as well as user preferences to generate the optimal oper-
ating decisions for all components in the energy hub over the scheduling horizon. The
device database includes all the technical characteristics of the components (e.g., rated
power, storage/production level). External information includes energy price information,
weather forecast, solar radiation, and CO2 emissions forecasts. Using this information, the
optimization engine generates the optimal operating decisions for all components in the
residential energy hub over the scheduling horizon.

Energy price

Control 

decisions

Devices database

Optimization

engine

User preferences

Power 

generation

data

Weather

forecast

Macro-hub

Figure 3.2: Functional overview of the central hub controller.
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3.2.1 Customer Preferences

The operational models of the residential energy hub must give priority to customer’s
preferences, and be simple enough for successful implementation and easy interpretation
of the results. The models should include normal behavior of the customer such as the
desired room temperatures and the hours of operation of each device. Also, the maximum
deviations from the nominal operation conditions that the customer is willing to accept
for each device, such as maximum temperature deviations and the latest acceptable time
to complete a task, should be incorporated.

3.2.2 Activity Level

In the residential sector, the occupancy of the house has a major effect on energy consump-
tion patterns. Furthermore, energy consumption patterns differ in each house depending
on the season, and the day such as weekdays and weekends. To consider the effect of
household occupancy on energy consumption patterns, a new index termed as the Activity
Level is proposed in this thesis for electrical appliances. This represents the hourly activity
level of a house over the scheduling horizon.

To determine a reasonable value of the Activity Level of a residential energy hub,
historical data of energy consumption provided by installed smart meters in each house
can be used. Smart meters can provide a wealth of data, including energy consumed each
hour or even in each fifteen minute interval. Therefore, the measured data of the previous
weeks, months, and years can be used to predict the energy consumption on a particular
day, and thus generate residential load profiles. For example, the authors in [139] propose
the use of statistical methods to construct household load profiles on an hourly basis.
Similarly, load models are developed using a linear regression and load patterns approach in
[140], where the load profile is represented as the sum of daily-weekly components, outdoor
temperature, and random variations. These load profiles can be modified to obtain the
proposed Activity Level of a house on an hourly basis.

For example, Figure 3.3 shows an example of the Activity Level over a day for a single
detached house; this is obtained from average hourly variations of energy consumption of
the household on a summer day. In this figure, the Activity Level (y axis) is normalized
with respect to the total energy consumption of the day, which is assumed to be 100%.

It should be noted that the Activity Level index has a different effect on each of the
electrical appliances in the house. For example, the effect of the activity level on the fridge
temperature is not the same as its effect on the room temperature. Thus, the effect of
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Figure 3.3: The activity level of a residential energy hub.

household activity on the fridge’s energy consumption is modeled using an ALfr index.
Since, the minimal value of total energy consumption on a day usually occurs during time
periods of inactivity inside the house, any load that is less than this base load will not
contribute to the fridge activity. In the present work, it is assumed that the base load
is 50% of the average hourly household energy consumption, resulting in the ALfr index
shown in Figure 3.4. It should be noted that the hot water demand on the water heater is
modeled using a different activity index, as explained in Section 3.3.2.

3.2.3 Scheduling horizon

The scheduling horizon in the optimization models can vary from a few hours to days,
depending on the type of energy hub and activities which take place in the hub. For
example, in a residential energy hub the scheduling horizon could be set to 24 hours, with
time intervals ranging from a few minutes to 1 hour. Without any loss of generality, in the
present thesis, a 24 hour scheduling horizon with time intervals of 15 minutes is used, with
the exception of the fridge for which a 7.5-minute interval used due to its thermodynamic
characteristics.
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Figure 3.4: The activity level of the fridge obtained from Figure 3.3.

3.2.4 Other External Inputs

Outdoor weather conditions have major a impact on energy consumption of heating and
cooling systems of a household. Heat transfer through walls and solar radiations are
examples of the ways that outdoor conditions can affect indoor temperature. Nowadays,
accurate weather forecasts are available every few hours for various time horizons. These
forecasts are employed here to generate the optimal schedules.

3.3 Mathematical Model of Residential Energy Hubs

In this section, all the sets, variables, and parameters of the residential energy hub model
are described first. Then, the objective function of the model and operational constraints
associated with the components of the hub are explained in detail.

Table 3.1 summarizes the common indices, sets, variables, and parameters of the math-
ematical model. The first column in Table 3.1 indicates the corresponding notation, and
the second column provides a brief description.
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Table 3.1: Description and definition of the residential energy hub model identifiers.

Sets Description
A Set of devices; A = {ac, esd, dry, dw, fr, ht, il, pv, pmp, stv, twh,wh,wr}
T Set of indices in scheduling horizon; T = {1 . . . 96}
Ti Ti ⊆ T is the set of periods in which device i may operate;

Ti = {t ∈ T : eti ≤ t ≤ lti}
Indices Description
i Index of devices (Appliances)
t Index of time interval
z Index of zones
Subscripts Description
ac Air conditioner
chd Charger
dch Discharge
esd Energy storage device
dry Dryer
dw Dishwasher
fr Fridge
in Inside house
ht Heating
li Lighting
pv Solar PV panel
pmp Pool pump
stv Stove

Continued on next page
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Table 3.1 – continued from previous page
Subscripts Description
twh Tub Water Heater
wh Water Heater
wr Washer
Variables Description
Dmd Non-negative variable representing peak demand of the energy hub
Di(t) Binary variable denoting shut down of device i at time t:

Di(t) =

{
1 shutdown of device i at time t

0 otherwise

ESLi(t) Energy storage level of device i at t
Lz(t) Integer variable denoting illumination level produced by the lighting sys-

tem of a given zone z in the house at time t
Si(t) State of device i at time t, binary; On/Off
θin(t) Inside temperature of the house at time t
θfr(t) Inside temperature of the fridge at time t
θwh(t) Water temperature at time t
Ui(t) Binary variable denoting start up of device i at time t:

Ui(t) =

{
1 startup of device i at time t

0 otherwise

Parameters Description
AL(t) Activity Level at time t
ALfr(t) Activity Level of fridge at time t
αi Cooling/Warming effect of an On state of device i on corresponding vari-

able ( ◦C/interval)
βi Cooling/Warming effect of an Off state of device i on corresponding

variable ( ◦C /interval)
cdc Peak demand charges
ced(t) Price of electricity demand at time t

Continued on next page
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Table 3.1 – continued from previous page
Parameters Description
ces(t) Price of electricity supply at time t
cgd(t) Price of gas demand at time t
Cem(t) Marginal cost of CO2 at hour t (cents/kWh)
chdi(t) Charged energy into device i at time interval t
dchi Discharged energy from device i during one time interval
∆wr,dry Maximum allowed time gap between operation of washer and dryer
em(t) Forecasted CO2 emissions at tth hour in tonne/hr
eti Earliest operation time of device i
ηesd Self-discharge rate of the esd and battery.
γi Cooling/Warming effect of activity level on corresponding variable of

device i ( ◦C/unit of activity level)
HWU(t) Average hourly Hot Water Usage at time t
ilminz (t) Minimum required zonal illumination at time t
iloutz (t) Outdoor illumination level of a given zone in the house at time t
J Objective function
lti Latest operation time of device i
M Large positive number
mui Minimum Up time of device i)
mdi Minimum Down time of device i
msoi Maximum Successive Operation time of device i
n Number of observations corresponding to each hour i
Pmax(t) Allowed peak load of the energy hub at time t
Pi Rated power of device i
Pc(t) Forecasted generation of coal-fired plants at tth hour in MW
Pg(t) Forecasted generation of gas-fired plants at tth hour in MW
Qi Heat rate of of device i
ρi Effect of inside and outside temperature difference on the inside temper-

ature corresponding to device i
Continued on next page
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Table 3.1 – continued from previous page
Parameters Description
Rc, Rg Rate of CO2 emissions from coal/gas-fired plants, respectively;

1.0201/0.5148 tonne/MWh [136]
roti Required Operation Time of device i
scc Social cost of carbon dioxide emissions $100/tonne [138]
τ Time interval duration
θout(t) Forecasted outdoor temperature at time interval t

The proposed general form of the optimization model for the residential energy hub is
as follows:

min J = Objective function (3.1a)

s.t.
∑
i∈A

Pi Si(t) ≤ Pmax(t) ∀t ∈ T (3.1b)

Device i operational constraints ∀i ∈ A (3.1c)

This model comprises three main parts: objective function, constraints on peak demand at
each time interval, and operational constraints of the hub components. Constraint (3.1b)
sets a cap on peak demand of the energy hub at each time interval, ensuring that maximum
power consumption at a given time do not exceed a specified value. This peak power limit
can be set (for example, as an external input from Macro-hub controller) in such a way that
the utility can take advantage of peak-load reduction from each energy hub during peak-
load hours. During the off-peak and mid-peak hours of the power system, this constraint
could be relaxed. The objective function and devices operational constraints are explained
in the next sub-sections.

3.3.1 Objective Functions

Depending on end-user choice, different objective functions can be adopted to solve the op-
timization problem. Thus, minimization of the customer’s total energy costs, total energy
consumption, peak load, emissions, and/or any combination of these over the scheduling
horizon are considered in this chapter as possible objective functions for the optimization
model.
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Energy Costs

The customer’s total energy costs over the scheduling horizon is given by:

J1 =
∑
t∈T

 ∑
i∈A

i/∈{li,esd,pv}

ced(t)Pi Si(t) +
∑
z∈li

ced(t)Pliz Lz(t)−
∑

i∈{esd,pv}

ces(t)Pi Si(t)

+
∑

i∈{ht,wh}

cgd(t)Qi Si(t)

 (3.2)

The first two terms in this equation represent the cost of electricity consumption, the third
term represents the revenue from selling stored/produced electricity to the power grid, and
the last term represents the cost of gas consumption.

Energy Consumption

The total energy consumption of the hub over the scheduling horizon is given by:

J2 =
∑
t∈T

 ∑
i∈A

i/∈{li,esd,pv}

Pi Si(t) +
∑
z∈li

Pliz Lz(t)−
∑

i∈{esd,pv}

Pi Si(t) +
∑

i∈{ht,wh}

Qi Si(t)

 (3.3)

In this equation, the energy consumption of electrical devices are represented by the first
two terms, and the electrical energy injected to the grid from stored/produced electricity
is given by the third term; the last term represents the gas consumption. This objective
allows to minimize operational hours of all devices and to maximize the operation of energy
production/storage devices.

CO2 Emissions Cost

The objective function is formulated using the hourly marginal cost of CO2 as follows:
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J3 =
∑
t∈T

 ∑
i∈A

i/∈{li,esd,pv}

Cem(t)Pi Si(t) +
∑
z∈li

Cem(t)Pliz Lz(t) +
∑

i∈{ht,wh}

sccRgQiSi(t)

−
∑

i∈{esd,pv}

Cem(t)Pi Si(t)

 (3.4)

The first two terms in this equation represent the carbon footprint of the customer from the
grid electricity usage, the third term depicts CO2 emissions from gas consumption within
the house, and the last term corresponds to the CO2 reduction from injecting emission free
electricity (from PV arrays) to the grid.

Peak Load

An objective function for minimization of peak demand charges can be adopted to reduce
the peak load of the energy hub as follows:

J4 = Dmd · cdc (3.5)

where Dmd is a non-negative auxiliary variable used along with the following constraint
to represent the peak demand of the energy hub:

Dmd ≥
∑
i∈A

i/∈{li,esd,pv}

PiSi(t) +
∑
z∈li

PlizLz(t) ∀t ∈ T (3.6)

Since the assumed peak demand charge cdc is a constant value, peak load of the energy
hub is also minimized by minimization of J4. which represents the peak demand charges.

Multi-Objective Optimization

In addition to the aforementioned individual objective functions, any combinations of these
can also be used as an objective. In this work, the individual objective functions J1, J2, J3,
and J4 are assigned weights to build an following objective function that simultaneously
minimizes all of them:

J = ω1J1 + ω2J2 + ω3J3 + ω4J4 (3.7)

where ω1, ω2, ω3, and ω4 are the weights attached to the customers’ total energy cost, total
energy consumption, total emissions cost, and peak demand charges, respectively.
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3.3.2 Devices’ Operational Constraints

Mathematical models of major household appliances, i.e., air-conditioning, heating sys-
tem, water heater, pool pumps, fridge, dishwasher, washer and dryer, stove, energy stor-
age/generation device, and PV solar array are presented next. These models represent the
operational constraints of the residential energy hub devices and components.

Fridge

In order to model the operational aspects of a fridge for scheduling purposes, both the
variable under control and operational constraints of the fridge should be considered. Thus,
the model seeks to maintain the fridge temperature within a specified range, while taking
into account technical aspects of the fridge operation as well as the customer preferences.
The operational constraints of the fridge are as follows (i = fr):

Si(t) =

{
0 or 1 if t ∈ Ti
0 if t /∈ Ti

(3.8a)

Si(t = 1) =

{
1 if θfr(t = 0) > θmaxfr

0 if θfr(t = 0) < θminfr

(3.8b)

θminfr ≤ θfr(t) ≤ θmaxfr ∀t ∈ Ti (3.8c)

θfr(t) = θfr(t− 1) + τ [βfr ALfr(t)− αfr Si(t) + γfr] ∀t ∈ T (3.8d)

The time period over which the fridge can be in operation is specified by (3.8a), where the
customer defines the et and the lt of the fridge. Equation (3.8b) ensures that if the fridge
temperature at t = 0 is more than the upper limit, as specified by the customer, the fridge
state is On in the first time interval. Constraint (3.8c) ensures that the fridge temperature
is within the customer’s preferred range.

Equation (3.8d) relates the temperature of the fridge at time t to the temperature of
the fridge at time t− 1, the activity level of the fridge at time t, On/Off state of the fridge
at time t, and its heat losses. The effect of the activity level on the fridge temperature
is modeled using βfr, so that when the household activity level increases there is more
cooling demand on the fridge; this index is a measure of how many times the fridge door
is opened and closed during a time interval, which affects the inside temperature in the
fridge. The effect of the On state on fridge temperature reduction is represented by αfr,
and the warming effect of the Off state of the fridge is modeled by γfr. The latter represents
the thermal leakage because of the temperature difference between inside the fridge and

56



3.3 Mathematical Model of Residential Energy Hubs

the room. The parameters αfr, βfr, and γfr can be measured or estimated from simple
performance tests as discussed in [141].

The above model, with different coefficients and parameter settings, can also be used
to model a freezer in a household.

Air Conditioning and Heating

In addition to residential thermal loss, activity level of household, ambient temperature,
and the maximum temperature deviation that the customer is willing to tolerate are in-
cluded in modeling of AC and heating systems of a house. Operational constraints devel-
oped for modeling the heating system in a house are similar to the operational constraints
of the AC. Therefore, the AC and heating system constraints are presented using a common
set of equations, as follows (i = {ac, ht}):

Si(t) =

{
0 or 1 if t ∈ Ti, i ∈ {ac, ht}
0 if t /∈ Ti, i ∈ {ac, ht}

(3.9a)

Si(t = 1) =

{
1 if θin(t = 0) > θmaxin , i = ac
0 if θin(t = 0) < θminin , i = ac

(3.9b)

Si(t = 1) =

{
1 if θin(t = 0) < θminin , i = ht
0 if θin(t = 0) > θmaxin , i = ht

(3.9c)

θminin (t) ≤ θin(t) ≤ θmaxin (t) ∀t ∈ Ti, i ∈ {ac, ht} (3.9d)

Sac(t) + Sht(t) ≤ 1 ∀t ∈ Ti (3.9e)

θin(t) = θin(t− 1) + τ [βac AL(t)− αacSi(t)
+ρac(θout(t)− θin(t))] ∀t ∈ T, i = ac (3.9f)

θin(t) = θin(t− 1) + τ [βht AL(t) + αhtSi(t)

−ρht(θin(t)− θout(t))] ∀t ∈ T, i = ht (3.9g)

Ui(t)−Di(t) = Si(t)− Si(t− 1) ∀t ∈ Ti, i ∈ {ac, ht} (3.9h)

Ui(t) +Di(t) ≤ 1 ∀t ∈ Ti, i ∈ ac, ht (3.9i)
t+mui∑
k=t

Si(k) ≥ mui −M(1− Ui(t)) ∀t ∈ Ti, i ∈ {ac, ht} (3.9j)

t+mdi−1∑
k=t

Si(k) ≤M(1−Di(t)) ∀t ∈ Ti, i ∈ {ac, ht} (3.9k)
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In this operational model, the time period over which the AC or the heating system can be
in operation is specified by (3.9a), which is specified by the customer’s eti and lti settings.
Equation (3.9b) ensures that if the indoor temperature at t = 0 is more than the upper
limit, as specified by the customer, the AC state is On in the first time interval, and (3.9c)
ensures that if the indoor temperature at t = 0 is less than the customer defined lower
limit, the heating system state is On in the first time interval.

Constraint (3.9d) is included to maintain the indoor temperature within the customer
preferred range, and (3.9e) ensures that the heating and AC do not operate simultaneously.
Equations (3.9f) and (3.9g) represent the dynamics of indoor temperature for the AC and
the heating system, respectively. These equations state that the indoor temperature at
time t is a function of the indoor temperature at time t − 1, household activity level at
time t, On/Off state of the AC (heating system) at time t, and the outdoor and indoor
temperature difference. The cooling (warming) effect of an On state of the AC (heating
system) on indoor temperature is represented by αac (αht). The effect of the activity level
on indoor temperature increase is modeled by βac (βht), and ρac (ρht) represents the effect
of outdoor and indoor temperature differences on indoor temperature. Minimum up-time
and minimum down-time requirements of the AC and the heating system operation are
expressed by the linear set of constraints (3.9h)-(3.9k). This model captures the normal
temperature and the maximum temperature deviation that the customer is willing to ac-
cept. From a technical point of view, residential thermal losses are modeled, and minimum
up-time and minimum down-time specifications of the AC are considered to prevent fre-
quent On/Off switching.

Water Heater

An average hourly hot water usage pattern can be considered for each individual house.
In [142] a detailed model of residential hot water usage pattern in individual households
is presented. The Building Energy Efficiency Standards of PG&E recommend an hourly
schedule for average daily hot water usage of residential customers [143], where it is ob-
served that there are significant variations in hot water consumption patterns between
weekdays and weekends, recommending that these be respected in the schedules. Thus,
this issue is considered in the present work in the development of models for water heaters.
The procedure to calculate the hot water usage is explained in detail in [143]. Fig. 3.5
shows the average daily hot water usage patterns during weekdays and weekends as re-
ported in [143]. There is a larger and earlier spike on weekdays’ consumption patterns,
whereas the spike occurs later and is significantly flatter on weekends.
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Figure 3.5: Average hourly hot water usage of an individual household [143].

The operational constraints of the water heater are represented by (i = wh):

Si(t) =

{
0 or 1 if t ∈ Ti, i = wh

0 if t /∈ Ti, i = wh
(3.10a)

Si(t = 1) =

{
1 if θwh(t = 0) < θminwh

0 if θwh(t = 0) > θmaxwh

(3.10b)

θminwh ≤ θwh(t) ≤ θmaxwh ∀t ∈ Ti (3.10c)

θwh(t) = θwh(t− 1) + τ [αwhSi(t)

−βwhHWU(t)− γwh] ∀t ∈ T (3.10d)

Constraints (3.10a) to (3.10c) are similar to those of the fridge and AC model. Constraint
(3.10d) states that water heater temperature at a time interval t is a function of the water
temperature at the previous time interval, the average hot water usage, and the On/Off
state of the water heater at time interval t. This model can be used for both electric and
gas water heaters by slightly modifying the objective functions of the model.
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Hot Tub Water Heater

The operational constraints of the water heater can also be used for a hot tub water heater.
The only difference between these models is in their parameter settings such as average
hot water usage, temperature settings, operational time, and associated coefficients that
may have different values.

Dishwasher

Dishwasher, cloth washer, and dryer have a large peak load and consume considerable
energy in a short time, therefore, the model proposed here are mainly based on shifting
the operation of these appliances considering their operational constraints. The proposed
operational model for the dishwasher is as follows (i = dw):

Si(t) =

{
0 or 1 if t ∈ Ti
0 if t /∈ Ti

(3.11a)

Ui(t)−Di(t) = Si(t)− Si(t− 1) ∀t ∈ Ti (3.11b)

Ui(t) +Di(t) ≤ 1 ∀t ∈ Ti (3.11c)∑
t∈Ti

Si(k) = roti ∀t ∈ Ti (3.11d)

t+msoi∑
k=t

Si(k) ≤ msoi +M(1− Ui(t)) ∀t ∈ Ti (3.11e)

t∑
k=t−mu+1

Ui(t) ≤ Si(t) ∀t ∈ [eti +mui + 1, lti] (3.11f)

t∑
k=t−md+1

Di(t) ≤ 1− Si(t) ∀t ∈ [eti +mdi + 1, lti] (3.11g)

In this model, in addition to the time period over which the dishwasher can be in operation,
which is specified by the customer’s et and lt settings, additional constraints on the required
operation time, maximum successive operation time, minimum up time, and minimum
down time of the dishwasher are specified by the end-user, and modeled by (3.11d) to
(3.11g), respectively.
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Washer and Dryer

As mentioned, the operational models for washer and dryer are similar to the model of the
dishwasher, and can be represented as follows (i = {wr, dry}):

Si(t) =

{
0 or 1 if t ∈ Ti
0 if t /∈ Ti

(3.12a)

Ui(t)−Di(t) = Si(t)− Si(t− 1) ∀t ∈ Ti, i ∈ {wr, dry} (3.12b)

Ui(t) +Di(t) ≤ 1 ∀t ∈ Ti, i ∈ {wr, dry} (3.12c)∑
t∈Ti

Si(k) = roti ∀t ∈ Ti, i ∈ {wr, dry} (3.12d)

t+msoi∑
k=t

Si(k) ≤ msoi +M(1− Ui(t)) ∀t ∈ [eti, lti −msoi] , i ∈ {wr, dry} (3.12e)

t∑
k=t−mu+1

Ui(t) ≤ Si(t) ∀t ∈ [eti +mui + 1, lti] , i ∈ {wr, dry} (3.12f)

t∑
k=t−md+1

Di(t) ≤ 1− Si(t) ∀t ∈ [eti +mdi + 1, lti] , i ∈ {wr, dry} (3.12g)

Constraints (3.11b) to (3.11g) are used to introduce the required operation time, maximum
successive operation time, minimum up time, and minimum down time of the washer and
dryer, as specified by the end-user.

The dryer operates usually after the washer completes its operation, but a large time
gap between the operation of the two appliances is not typically acceptable. For example,
customers most probably would not accept an operation schedule that runs the washer in
the morning and the dryer in the afternoon, 12 hours later. Therefore, if the customer wants
to coordinate the operation of the washer and the dryer, the following set of constraints
needs to be considered:

Udry(t) ≤
t−mutwr∑

k=t−∆wr,dry

Uwr(t− k) ∀t ∈ [eti + ∆wr,dry, ltwr −mutwr] (3.13a)

Sdry(t) + Swr(t) ≤ 1 ∀t ∈ T (3.13b)∑
t∈Tdry

Udry(t) =
∑
t∈Twr

Uwr(t) (3.13c)

Constraints (3.13a) to (3.13c) ensure that the dryer is scheduled after the washer without
exceeding the maximum allowed time gap ∆wrdry, within the scheduling horizon.
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Stove

The operation of the stove depends on the household habits and hence direct control of the
stove in not reasonable. Therefore, it is proposed to advise the customer on the “preferred”
operation times of the stove. The proposed operational model of the stove is as follows
(i = stv):

Si(t) =

{
0 or 1 if t ∈ Ti
0 if t /∈ Ti

(3.14a)

Ui(t) ≥ Si(t)− Si(t− 1) ∀t ∈ Ti (3.14b)∑
t∈Ti

Si(k) = roti ∀t ∈ Ti (3.14c)

t∑
k=t−mu+1

Ui(t) ≤ Si(t) ∀t ∈ [eti +mui + 1, lti] (3.14d)

t+msoi∑
k=t

Si(k) ≤ msoi +M(1− Ui(t)) ∀t ∈ Ti (3.14e)

Here, the required operation time, minimum up time, and maximum successive operation
time of the stove are parameter settings specified by the end-user, and are modeled by
(3.14c), (3.14d) and (3.14e), respectively. For devices such as stove, dishwasher, washer,
and dryer, if the end-user defines several operation windows, the operation of each device in
each window can be modeled using a virtual device in the optimization model. For example,
one might have to consider three virtual stoves in the optimization model to properly
represent the customer defined operational windows, let’s say for morning, afternoon, and
overnight time periods. The optimal schedules of these virtual devices are then combined
and reported to the end-user as operational schedule of a single device.

Pool pump

Pool pumps are used to maintain the quality of water in swimming pools by circulating the
water through the filtering and chemical treatment systems. Therefore, by operating the
pool pump for particular hours a day, the pumping system keeps the water relatively clean,
and free of bacteria. The operational model of the pool pump is as follows (i = pmp):

Si(t) =

{
0 or 1 if t ∈ Ti
0 if t /∈ Ti

(3.15a)
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∑
t∈Ti

Si(k) = roti ∀t ∈ Ti (3.15b)

Ui(t) ≥ Si(t)− Si(t− 1) ∀t ∈ Ti (3.15c)
t∑

k=t−mu+1

Ui(t) ≤ Si(t) ∀t ∈ [eti +mui + 1, lti] (3.15d)

t∑
k=t−md+1

Ui(t) ≤ 1− Si(t−mdi) ∀t ∈ [eti +mdi + 1, lti] (3.15e)

t+msoi∑
k=t

Si(k) ≤ msoi +M(1− Ui(t)) ∀t ∈ Ti (3.15f)

Constraint (3.15b) ensures that the pool pump operates for the required time over the
scheduling horizon; (3.15d) and (3.15e) model the minimum up-time and down-time re-
quirements of the pool pump. To have an effective water circulation, it is important to
distribute the water circulation periods within the scheduling horizon; therefore, (3.15f)
ensures that the maximum number of successive operation time intervals of the pool pump
is not more than a pre-set value.

Energy Storage Device

A modern household is expected to be equipped with some form of Energy Storage/production
Device (ESD), such as batteries and EVs. To develop the model of the ESD for a resi-
dential hub, it is assumed that the amount of energy charged into the ESD at each time
interval is known. The generic model of the ESD is given by (i = esd):

ESLesd(t) = (1− ηesd)ESLesd(t− 1)

+ τ [chdesd(t)− Si(t) dchesd] ∀t ∈ T (3.16a)

ESLminesd ≤ ESLesd(t) ≤ ESLmaxesd ∀t ∈ Ti (3.16b)

Ui(t) ≥ Si(t)− Si(t− 1) ∀t ∈ Ti (3.16c)
t∑

k=t−mu+1

Ui(t) ≤ Si(t) ∀t ∈ [eti +mui + 1, lti] (3.16d)

t∑
k=t−md+1

Di(t) ≤ 1− Si(t−mdi) ∀t ∈ [eti +mdi + 1, lti] (3.16e)
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where ηesd represents self-discharge rate of the ESD in percentage. Constraint (3.16a) re-
lates the energy storage level of the ESD at time interval t to that at time t−1, self-discharge
rate of the ESD, and the energy charge and discharge at time interval t. Constraint (3.16b)
ensures that the energy storage level is never less than a specified minimum value. The
minimum up-time and down-time requirements of the ESD are modeled by (3.16c)-(3.16e).

PV array

The solar PV array model presented and iscussed here is based on the model proposed in
[141]. Figure 3.6 shows one possible way to connect a domestic PV electric power system to
the grid. The DC/DC converter can be in two operational modes: the converter mode to
charge the battery with a limited power as recommended by the battery manufacturer, and
the inverter mode to discharge the stored energy back to the system. The discharge power
rating is determined by the DC/DC converter power rating. The AC power generated by
the DC/AC inverter can be consumed by the house appliances or injected to the utility
grid in case of low electricity demand in the house.

The mathematical model of a PV system is modeled as follows (i = pv):

Si(t) =

{
0 or 1 if t ∈ Ti
0 if t /∈ Ti

(3.17a)

chdpv(t) =

{
Pchd if Ppv(t) ≥ Pchd
Ppv if Ppv ≤ Pchd

(3.17b)

ESLpv(t) = (1− ηpv)ESLpv(t− 1)

+ τ [Spv,chd(t)chdpv(t)− Spv,dch(t)dchpv] ∀t ∈ T (3.17c)

ESLminpv ≤ ESLpv(t) ≤ ESLmaxpv ∀t ∈ Ti (3.17d)

Spv,dch(t) + Spv,chd(t) ≤ 1 ∀t ∈ T (3.17e)

Constraint (3.17b) simulates the constant current battery charger operation which is nor-
mally used to charge the PV system batteries. For simplicity, it is assumed that the battery
voltage is constant during the discharging/charging operations; thus, a constant current
battery charging is assumed to be a constant power charging process. Constraint (3.17c)
shows the effect of the charge/discharge decisions on the battery storage level. Constraint
(3.17d) is used to protect the battery against deep discharging and over charging, and
(3.17e) reflects the fact that the converter does not operate in charge and discharge mode
simultaneously. The conversion efficiency is assumed to be 100%.
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Figure 3.6: A typical domestic PV electric power system connection diagram [141].

Lighting

The lighting load of a house depends on the activity level and/or the house occupancy,
and it is modeled using a illumination level index. It is assumed that the lighting load of
the house can be divided into several zones and the minimum required illumination can be
provided through the lighting system and outdoor illumination (sunshine). The following
constraints represent the lighting load of a zone z in the house (i = li):

Lz(t) + Loutz (t) ≥ (1 +Kt)L
min
z (t) ∀t ∈ Ti (3.18)

Constraint (3.18) ensures that the total zonal illumination (from the lighting system and
outdoor sunshine) is more than a minimum required level. The effect of the house occu-
pancy on the lighting load is considered in the minimum required illumination level for
each zone, and it is assumed that residential customers tend to reduce illumination during
peak-price hours. Thus, this “price elasticity” of the lighting load is modeled by a linear
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function Kt, 0 ≤ Kt ≤ 1, such that during peak hours Kt is equal to 0, which corresponds to
the householder using the minimum required illumination; and during off-peak hours Kt is
equal to 1, which means the household consumes more lighting than the minimum required
illumination. The required illumination and the illumination from outdoor at time interval
t are assumed to be exogenous inputs to the model. The effect of the house occupancy on
the lighting load is considered in the minimum required illumination parameter.

3.4 Residential Energy Hub Simulations

This section is devoted to the presentation and discussion of some relevant simulation
results of the developed mathematical models for residential energy hubs. Extensive studies
were conducted in [135] and [141] to validate the developed mathematical model and to
examine its performance for a residential energy hub. A few further case studies are carried
out and presented in this thesis for a real residential customer in Ontario, Canada, with
parameters and device ratings of the household properly chosen, and using realistic data
inputs for outside temperatures, illumination levels, and solar PV panel generation. Table
3.2 presents a summary of the case studies presented and discussed in this chapter to
further illustrate the capabilities and performance of the developed model.

3.4.1 Input Data and Parameter Settings

In order to carry out the model simulations for the residential energy hub, it is important
to select appropriate model parameters which are close to those in the real world. For
practical systems, most of these parameters need to be determined by proper estimation,
appliance performance tests and customer preferences. The external inputs and data, and
assumed parameter settings of the devices for the purpose of this study can be found in
[135], and are provided in Appendix A for the sake of completeness.

3.4.2 Results and Discussion

In this section, the results obtained from the case studies are presented, and the perfor-
mance of the developed model in each case is discussed.
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Table 3.2: Summary of residential energy hub case studies.

Case Objective function Description
0 Maximization of

comfort.
Maximize customer comfort such that the temperature
deviation from the set points is minimized while all other
user defined constraints on operation of the devices are
met.

1 Minimization of
total costs and
peak demand.

Minimize total energy costs and peak demand of the
household by assuming a peak demand charge for resi-
dential customers.

2 Minimization of
total costs, energy
consumption, and
emissions.

The individual objective functions of minimizing total
energy costs, energy consumption, and emissions are as-
signed weights to build a new objective function that
simultaneously minimizes all of them. These weights
are calculated by running the model with the individual
objective functions, i.e., using J1, J2, and J3 as individ-
ual objective function, which result in objective func-
tion values of $X, Y kWh, and $Z, respectively. Thus,
in these simulations the weights are defined as follows:
ω1 = 1, ω2 = X/Y , ω3 = X/Z, ω4 = 0.
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Examples of Optimal Operational Schedules of Devices

The operational schedules of various devices generated in Case 0, Case 1, and Case 2 for
a typical summer day are presented and discussed next for TOU pricing. In the results
presented in this section, the upper and lower limits of each variable are shown by doted
and dashed lines, respectively.

Case 0: Simulation results obtained from the model in Case 0 are depicted in Figure 3.7
and Figure 3.8. In this Case, stove, dishwasher, washer, and dryer are scheduled according
to the user defined operation time windows, and lighting is operated to provide minimum
required illumination levels at each hour according to the household preferences. Observe
in Figure 3.8 that the inside house, water heater, and fridge temperatures track the user
defined set points to maximize customers comfort, resulting in a 6 kW peak demand for
the household at 9:45 pm.

Case 1: Figure 3.9 and Figure 3.10 present the simulation results obtained from the
model in Case 1.The model generates optimal operational schedules to minimize peak
demand of the energy hub in this case, as shown in Figure 3.9. Stove, dishwasher, washer,
and dryer are optimally scheduled during the day, considering the user defined operation
time windows, to reduce energy consumption and peak demand of the household. From
the results presented in Figure 3.10, notice that the inside house, water heater, and fridge
temperatures vary within the user defined upper and lower limits. Observe that the user
defined inside temperature variation ranges are wider during working hours, when probably
no one is present in the house, and narrower at other times. In this case, the peak demand
of the household is 3.8 kW at 2:00 pm. which represents a 36% reduction with respect to
Case 0.

Case 2: The optimal operational schedules generated by the model in Case 2 are depicted
in Figure 3.11, and some of the resulting outputs are shown in Figure 3.12. In this case,
the operation of AC, water heater, tub water heater, and fridge are optimally scheduled to
maintain their inside temperatures within the user defined ranges, while reducing electricity
costs, consumption, and CO2 emissions. In this case, observe that the ESD is discharged
mostly during TOU-summer on-peak hours (11:00 am to 5:00 pm), when the solar PV
panel generation has the most impact on the reduction of CO2 emissions. Notice that
the operations of dishwasher, washer, and dryer are optimally scheduled during off-peak
hours (after 10:00 pm), when both electricity price and CO2 emissions of the grid are
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Figure 3.7: Optimal operational decisions of AC, heating, water heater, tub water heater,
fridge, stove, pool pump, ESD, dishwasher, washer, dryer, and lighting, respectively, ob-
tained from the model in Case 0 for a summer day.
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Figure 3.8: Inside house, water heater, and fridge temperatures settings and values, and
energy storage level of the ESD and peak demand values, respectively, obtained from the
model in Case 0 for a summer day.
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Figure 3.9: Optimal operational decisions of AC, heating, water heater, tub water heater,
fridge, stove, pool pump, ESD, dishwasher, washer, dryer, and lighting, respectively, ob-
tained from the model in Case 1 for a summer day.
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Figure 3.10: Inside house, water heater, and fridge temperatures settings and values, and
energy storage level of the ESD and peak demand values, respectively, obtained from the
model in Case 1 for a summer day.
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low, considering that the operations of these devices are scheduled within the user defined
earliest and latest operation time. Inside temperatures of house, water heater, hot-tub
water heater, and fridge as well as the storage level of the ESD vary within the upper and
lower limits. The electricity demand of the household, depicted in Figure 3.12, shows a
peak demand of 8 kW at 10:30 pm, which represents a 33% increase with respect to Case 0.

Results Comparison

Table 3.3 presents a comparison of energy consumptions and energy costs of each individual
device in all cases. Observe that both energy consumption and energy costs are lower for
the AC in both Case 1 and Case 2, as compared to Case 0. The stove, dishwasher, washer,
and dryer show no reduction in energy consumption, but, the energy costs for most of the
devices are reduced in Case 2 due to the resulting differences in their operational schedules
and TOU prices.

Table 3.4 presents a summary of the results, comparing energy costs and consumption,
emissions, and peak demand of the household for all cases. In Case 1, the peak demand of
the household is reduced significantly (more than 35%) compared to Case 0, while energy
costs, energy consumption, and emissions are also less than in Case 0. In Case 2, the
results show reductions of 13%, 6%, and 15% for total energy costs, energy consumption,
and emissions, respectively, as compared to Case 0; and the peak demand of the household
is 33% higher than in Case 0. Natural gas consumption and costs are slightly reduced in
Case 1 and Case 2 compared to Case 0.

3.5 Implementation and Pilots

The developed mathematical models have been implemented and tested on a single board
computer, showing that they can be solved efficiently for real-time applications. These
models are being implemented in various pilot locations in Ontario to carry out field tests,
monitor the performance of the provided system, and study the effectiveness of the models.
Moreover, some experimental tests were performed to examine the validity and the accuracy
of the developed model for the fridge [141].
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Figure 3.11: Optimal operational decisions of AC, heating, water heater, tub water heater,
fridge, stove, pool pump, ESD, dishwasher, washer, dryer, and lighting, respectively, ob-
tained from the model in Case 2 for a summer day.
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Figure 3.12: Inside house, water heater, and fridge temperatures settings and values, and
energy storage level of the ESD and peak demand values, respectively, obtained from the
model in Case 2 for a summer day.
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Table 3.3: Results of all cases for individual devices using TOU for a summer day.

Device 

Case 0 Case 1 Case 2 

Energy 
consumption 

(kWh) 

Energy 
cost 
($) 

Energy 
consumption 

(kWh) 

Energy 
cost ($) 

Energy 
consumption 

(kWh) 

Energy 
cost ($) 

Air Conditioner 20.90 0.15 19.25 0.14 18.15 0.12 

Water 
heater 

Electricity 2.38 0.25 2.23 0.23 2.23 0.22 

Gas 4.75 1.39 4.45 1.31 4.45 1.31 

Fridge 4.65 0.48 4.65 0.48 4.50 0.46 

Lighting 8.44 0.88 8.43 0.88 8.44 0.88 

Stove 4.50 0.46 4.50 0.46 4.50 0.46 

Dishwasher 2.80 0.33 2.80 0.34 2.80 0.27 

Washer 0.90 0.10 0.90 0.10 0.90 0.10 

Dryer 2.20 0.18 2.20 0.28 2.20 0.17 

Tub Water heater 1.88 0.21 1.13 0.09 1.13 0.09 

Pool pump 7.50 0.90 7.50 0.80 7.50 0.77 

 

Table 3.4: Summary comparison of results in all cases using TOU for a summer day.

Item 
Energy 

cost 
($) 

Energy  
consumption 

(kWh) 

Gas 
cost 
($) 

Gas 
consumption 

(m3) 

ESD 
revenue 

($) 

ESD 
energy 
supply 
(kWh) 

Emissions 
cost ($) 

Emissions 
(kg) 

Peak  
demand 

(W) 

Case 0 6.08 56.14 1.39 4.75 19.85 24.75 0.48 4.81 5993 

Case 1 5.72 53.59 1.31 4.45 15.04 18.75 0.45 4.50 3844 

Case 2 5.28 52.34 1.31 4.45 19.85 24.75 0.40 4.08 8043 
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3.6 Summary

This chapter presented and discussed a novel mathematical model of residential energy
hubs which can be readily integrated into HAS, HEM, and EMSs to increase their func-
tionality and improve their effectiveness. The proposed optimization model ensures total
energy costs and emissions reduction for customers while considering their preferences and
comfort levels. Mathematical models of major household demands, i.e., fridge, freezer,
dishwasher, washer and dryer, stove, water heater, hot tub, pool pumps, lighting, heating
and air conditioning, and generic models for solar PV panels and energy generation/storage
devices in a typical house were formulated. Based on these models, an MILP optimization
problem for the optimal operation scheduling of residential energy hubs to minimize de-
mand, total cost of electricity and gas, emissions and peak load of the hubs was developed.
The developed model incorporates electricity and gas energy carriers, gives the priority to
customers’ preferences, and takes into account human comfort factors and CO2 emissions,
thus facilitating the integration of residential customers into Smart Grids.

The applications of the proposed models to a real household in Ontario, Canada, con-
sidering a number of simulation case studies, showed that savings of up to 20% on energy
costs and 50% on peak demand can be achieved, while maintaining the household owner’s
desired comfort levels. The results of the various realistic simulations demonstrated that by
choosing appropriate objective functions, the proposed mathematical model has the capa-
bility of generating optimal operational schedules of devices to minimize total energy costs,
energy consumption and emissions, while taking into account the end-user preferences and
comfort. The developed mathematical models have been implemented and tested on a sin-
gle board computer, demonstrating that these models can be solved efficiently in real-time
applications, and are being deployed in various pilot locations in Ontario to carryout field
tests and study the performance of the provided technology.
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Chapter 4

Optimal Operation of Commercial
Energy Hubs: Produce Storage
Facilities

4.1 Introduction

In this Chapter, a mathematical model for optimal operation of produce storage facili-
ties is proposed that can be implemented as a supervisory real-time control in existing
climate control systems. The developed model is based on approximate physical models
of produce storage facilities and climate conditions predictions, and incorporates weather
forecasts, electricity price information, and end-user preferences to optimally operate ex-
isting climate controllers. The objective is to minimize total energy costs and demand
charges while considering operational constraints of devices and important parameters of
storage facilities, i.e., inside temperature and humidity should be kept within acceptable
ranges. The proposed supervisory control in conjunction with existing climate controllers
would allow coordinated optimal operation of multiple produce storage facilities in a single
site, thus facilitating the integration of these commercial customers into Smart Grids.

The reminder of the chapter is organized as follows: In Section 4.2 the proposed su-
pervisory control strategy is described, and in Section 4.3, the developed mathematical
model for the supervisory controller, discussing the objective functions and constraints,
is presented. In Section 4.4 the most relevant results of various case studies including
Monte-Carlo simulations are presented and discussed. Finally, in Section 4.5, a solution
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procedure is proposed for real-time implementation of the developed mathematical model
and numerical results are presented.

4.2 Proposed Supervisory Operation Strategy

The objective in indoor climate control of commercial storage facilities is to keep the in-
ternal parameters (e.g., inside temperature and humidity) within pre-defined ranges, while
these are affected by external weather conditions and other parameters such as respira-
tion and evaporation of stored produces. In order to achieve this, natural and forced air
ventilation, mechanical heating and cooling systems, and humidifiers and dehumidifiers
are employed in climate control systems of storage facilities. Nowadays, electricity price
forecasts for RTP, and accurate weather forecasts for next few days, updated every few
hours, are available. These forecasts are employed here to minimize energy consumption
costs and demand charges associated with the operation of various devices controlled in
storage facilities. Hence, a hierarchical operation strategy based on mathematical model-
ing of commercial produce storage facilities, that incorporates electricity price and weather
forecasts, is proposed in this chapter for optimal operation of climate control systems of
these storage facilities.

4.2.1 Hierarchical Operation Scheme

The architecture of the proposed scheme for optimal operation of the aforementioned cli-
mate control systems is presented in Figure 4.1. The feedback control system is shown
in the lower part of the figure, and the proposed supervisory control, which generates set
point inputs for the controller, is depicted above the existing controllers. The supervisory
control uses the mathematical model of each component in the system, parameter settings,
external information and user preferences to optimize the operation of the climate control
system; outputs of the proposed optimization model are the required set points. The pro-
posed supervisory control updates the set points every hour, while the feedback controller
continuously monitors the parameters under control and tracks the target set points in real
time. The supervisory control also monitors the system and re-runs the model in case of
large discrepancies between the calculated and measured parameters.
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Weather
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price
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database

Optimization engine

Existing feedback controller

Operational Decisions
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Supervisory 

control

Existing system

User preferences

External inputs

Figure 4.1: The proposed supervisory control and existing feedback control architecture of
climate controllers in storage facilities.

4.2.2 Scheduling Horizon

The scheduling horizon in the optimization model can vary from a few hours to days, with
the selection depending on the type of the activities which take place within, size of the
storage facility, and the accuracy of weather and electricity price information. Without
any loss of generality, a weekly scheduling horizon with time intervals of one hour are used
in this work.
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4.3 Mathematical Model

In this section, all the indices, sets, variables, and parameters of the proposed model for
optimal operation of produce storage facilities are depicted in Table 4.1. The objective
function of the model and the operational constraints associated with the components of
the hub are explained next.

Table 4.1: Description and definition of the storage facilities model identifiers.

Sets Description
A Set of devices; A = {dh, fn, hu, ht,mx, pr, rf}
T Set of indices in scheduling horizon; T = {1 . . . 168}
Indices Description
i Index of devices
t Index of time interval
z Index of zone
Subscripts Description
a Air
b Bulk
dh Dehumidifier
fn Fan
hu Humidifier
ht Heating system
mx Mixer
pr Produce
rf Refrigeration system
w Water
Variables Description
Dmd Peak demand variable (kW)

Continued on next page
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Table 4.1 – continued from previous page
Variables Description
φz(t) Relative humidity of zone z at time t (%)
θz(t) Temperature of zone z at time t ( ◦C)
Si,z(t) Operation state of device i of zone z at time t; 0 ≤ Si,z(t) ≤ 1
wz(t) Water content of air in zone z at time t (kgw/kga)
ŵz(t) Saturated vapour concentration in zone z at time t (kgw/kga)
Parameters Description
Asp Specific surface area of produce (m2

pr/m
3
b)

αz Thermal leakage of zone z (kJ/(h ◦C))
βz Cooling effect of fan operation (kJ/(h ◦C))
Ca Specific heat of air, 1.006 (kJ/(kg ◦C))
Cz Total heat capacity of zone z (kJ/ ◦C)
cdc Demand charge ($/kW)
ced(t) Electricity price at time t ($/kWh)
ε Porosity (m3

a/m
3
b)

ηrf Performance coefficient of the refrigeration system
γz Cooling rate the refrigeration systems (kJ/h)
hev Evaporation heat of water, 2270 (kJ/kgw)
hre Respiration heat rate (kJ/(kgprh))
J Objective function of the optimization model
κz Heat rate of the heating system (kJ/h)
kev Evaporation coefficient (kga/(m

2
pr h))

Mpr Total weight of produce (kg)
mw Molar mass of water, 18.0153× 10−3 (kg/mol)
µz Effect of humidifier operation on water content of air in zone z

(kgw/(kga h))
νz Effect of dehumidifier operation on water content of air in zone z

(kgw/(kga h))
Continued on next page
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Table 4.1 – continued from previous page
Parameters Description
NT Total number of intervals in scheduling horizon T
p1 Constant, 100 (no dim.)
p2 Constant, 1.7001 (Pa)
p3 Constant, 7.7835 (Pa)
p4 Constant, 1/17.0789 (K−1)
p5 Constant, 0.6228 (kgw/kga)
Pa Actual water vapour pressure (Pa)
Patm Atmospheric air pressure (Pa)
Psat Saturated water vapour pressure (Pa)
Pi Rated power of device i (W )
Ppar Partial vapour pressure (Pa)
Ptot(t) Total demand of the storage facility at time t (kW)
qm,z(t) Miscellaneous heat loads like lights, and fans in zone z (kJ/h)
qev,z(t) Evaporation heat at zone z (kJ/h)
qre,z(t) Respiration heat at zone z (kJ/h)
qfn,z(t) Thermal effect of circulated air flow through fans at zone z (kJ/h)
Qleak
z Air leakage from zone z (m3/h)

Qmax
z Maximum volumetric air flow rate of fans in zone z (m3/h)

R Ideal gas constant constant, 8.314472 (J/(molK))
ρa Density of air (kg/m3)
ρb Density of bulk (kg/m3)
θ0 Absolute temperature at 0 ◦C, 273.15 (K)
θminout Minimum acceptable outdoor temperature ( ◦C)
θsetz Inside temperature set point ( ◦C)
θminz Minimum inside temperature in zone z ( ◦C)
θmaxz Maximum inside temperature in zone z ( ◦C)
θl0z Lower limit of average temperature in zone z ( ◦C)

Continued on next page
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Table 4.1 – continued from previous page
Parameters Description
θu0z Upper limit of average temperature in zone z ( ◦C)
τ Length of time interval (h)
UAz Area integrated thermal resistance for heat transfer between ambient and

inside air (kJ/(h ◦C))
Vz Volume of zone z (m3)
Va Air volume per volume zone z (no dim.)
Vp Produce volume per volume zone z (no dim.)
wmaxhu Maximum water rate of humidifier (kgw/h)
wmaxdh Maximum rate of dehumidifier (kgw/h)
ξz Effect of operation of fans on water content of air in zone z (h−1)
ζz Effect of air leakage on water content of air in zone z (h−1)

4.3.1 Objective Function

Depending on the end-user’s choice, different objective functions can be adopted to solve
the optimization problem. Thus, minimization of temperature deviations from their set
points, energy costs, peak demand charges, and total costs including energy costs and
demand charges over the scheduling horizon are considered in this work as possible objective
functions for the optimization model.

Minimization of temperature deviations

To track the temperature settings closely, minimizing the sum of squares of the temperature
variations from a given set point is considered as an objective function, as follows:

J1 =
∑
t∈T

(
θz(t)− θsetz

)2
(4.1)

This objective could be utilized for produces that require a fixed storage temperature, since
some temperature “drift” is allowed in existing climate control systems.
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Minimization of energy costs

This objective function represents the minimization of the customer’s energy costs over the
scheduling horizon:

J2 =
∑
t∈T

∑
i∈A

τced(t)Pi Si(t) (4.2)

Minimization of peak demand charges

This objective seeks to reduce the demand charges as follows:

J3 = cdc ·Dmd (4.3)

where Dmd is a non-negative variable used along with the following constraint to represent
the peak demand of the storage facility over the scheduling horizon:

Dmd ≥
∑
i∈A

Pi Si(t) ∀t ∈ T (4.4)

Minimization of total costs

In addition to the aforementioned individual objective functions, any combinations of these
can also be used as an objective. For example, the objective function for minimization of
total costs including energy costs and peak demand charges over the scheduling horizon
can be represented as follows:

J4 = J2 + J3 (4.5)

Minimization of CO2 emissions

The carbon footprint of the customer from the grid electricity usage is formulated using
the hourly marginal cost of CO2 as follows:

J5 =
∑
t∈T

[∑
i∈A

Cem(t)Pi Si(t)

]
(4.6)
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4.3.2 Model Constraints

Mathematical models are developed in this section for inside temperature and humidity of
produce storage facilities, which consider the technical and operational aspects of climate
control systems. Inside humidity and temperature are affected by external parameters; for
example, heat transfer through walls, operation of heating and cooling systems, and air
ventilation can affect indoor climate. The products also produce heat due to respiration,
with the product temperature determining the reaction rates, which affect the quality and
weight loss of the product. Furthermore, inside humidity drives evaporation or conden-
sation [47]. Thus, appropriate mathematical models are developed next to represent the
storage facility temperature and humidity, and maintain these within a specified range.

Inside humidity

Various types of produces stored in storage facilities require to be kept within specific ranges
of relative humidity to control their evaporation and condensation. Relative humidity of
the storage facility is defined as:

φ =
Ppar
Psat

100% (4.7)

where, the saturated vapor pressure (Psat) and the partial pressure (Ppar) can be approxi-
mated by [144]:

Psat = p1

(
−p2 + p3e

p4θ
)

(4.8)

Ppar =
wPatm
p5

(4.9)

To model the humidity inside the storage facilities, the water content of air inside the
storage facility needs to be modeled; this can be represented by the following constraint
based on the moisture balance equation:

wz(t) =wz(t− 1) + τ [µzSfn,z(t)Shu,z(t)

+ζz(wout(t)− wz(t))
−νzSdh,z(t) + wev,z(t)

+ξzSfn,z(t)Smx,z(t) (wout(t)− wz(t))] ∀t ∈ T (4.10)
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where the parameters µz, ζz, νz, and ξz can be calculated from name plate information,
measurements or estimations from simple performance tests using the following formulas:

ζz = Qleak
z /(VaVz) (4.11a)

ξz = Qmax
z /(VaVz) (4.11b)

µz = wmaxh /(ρaVaVz) (4.11c)

νz = wmaxdh /(ρaVaVz). (4.11d)

Constraint (4.10) represents the water content in air inside the storage facility at time t as a
function of its water content at time t−1; water produced because of evaporation; moisture
loss through air leakage; and operation of fans, air mixers, humidifiers and dehumidifiers.
The effect of evaporation on the water content of air is calculated using [41]:

wev,z(t) =
kevAsp
ερa

(ŵz(t)− wz(t)) (4.12)

where ŵz(t) is the saturated vapour concentration that can be calculated from approximate
conversion of the ideal gas law:

Pa =
nv
V
R (θ + θ0)

=
wρa
mw

R (θ + θ0) (4.13)

Thus, ŵz(t) is obtained from (4.13) as follows:

ŵz(t) =
Psat(t)

Rρa
mw

(θz(t) + θ0)

=
p1

(
−p2 + p3e

p4θz(t)
)

Rρa
mw

(θz(t) + θ0)
(4.14)

Substituting (4.8) and (4.9) in (4.7), the following constraints ensures that relative
humidity of inside air is within the range defined by a minimum and a maximum relative
humidity:

wz(t) ≤ φmaxz

p1p5

Patm

(
−p2 + p3e

p4θz(t)
)

∀t ∈ T (4.15a)

wz(t) ≥ φminz

p1p5

Patm

(
−p2 + p3e

p4θzt
)

∀t ∈ T (4.15b)
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Inside temperature

Quasi steady-state thermal dynamics of the storage facility can be modeled using the
following constraint based on the thermal balance equations:

θz(t) =θz(t− 1) +
τ

Cz
[κzSht,z(t) + qm,z(t)

−γzSrf,z(t) + αz (θout(t)− θz(t))
+qfn,z(t) + qre,z(t)− qev,z(t)] ∀t ∈ T (4.16)

This constraint states that the temperature of the storage space at time t is a function of
its temperature at time t− 1; miscellaneous heat of mechanical devices within the storage
facility; heat loss through walls and air leakage; respiration and evaporation heats of the
produce; and operation of fans, mixers, refrigeration and heating systems.

In (4.16), αz accounts for the thermal leakage due to the difference between indoor
and outdoor temperatures, and γz and κz represent the cooling and warming effect of an
On state of the refrigeration and heating systems, respectively. These parameters can be
calculated based on measurements or estimations from simple performance tests using the
following formulas:

αz = UAz + ρacaQ
leak
z (4.17a)

γz = Pmax
rf ηr × 3600/1000 (4.17b)

κz = Pmax
ht ηht × 3600/1000 (4.17c)

The thermal effect of circulated air through fans is calculated as follows: Exhaust
hatches on the rear end of the storage facilities operate according to the opening position
of the mixer hatches and the fans operation to keep the inside air pressure constant. This
can be expressed as exhausting the same volume of air circulated into the storage facility
through fans and mixer hatches via exhaust hatches. Therefore, the thermal effect of
circulated air flow through fans can be written as follows:

qfn,z(t) =βzSfn,z(t) (Smx,z(t)θout(t)− (1− Smx,z(t))θz(t))
− βzSfn,t(t) (Smx,z(t)θz(t)) (4.18)

The first and second terms in (4.18) represent the effects of intake and exhaust air of the
storage facility, respectively, and can be re-written as follows:

qfn,z(t) = βzSfn,z(t)Smx,z(t) (θout(t)− θz(t)) (4.19)
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where βz corresponds to the cooling effect of fan operation in conjunction with the opening
status of the air mixer and the difference between inside and outdoor temperature, and
can be estimated based on the following formula:

βz = ρacaQ
max
z (4.20)

Respiration and evaporation heats can be approximated at certain air temperature and
pressure for different types of produces. For example, the followings are used in this thesis
to represent the evaporation and respiration heats of potatoes, peaches, apples, and other
similar produces [41]:

qev,z(t) =
kevAspMprhev

ρb
(ŵz(t)− wz(t)) (4.21)

qre,z(t) =hreMpr,z (4.22)

The inside temperature of the storage facility, calculated by (4.16), must be kept within
a range specified by a minimum and a maximum temperature, and the average inside
temperature over the scheduling horizon must be within a tighter pre-defined temperature
range. Thus, the following constraints are considered in the model to represent these
requirements:

θminz ≤ θz(t) ≤ θmaxz ∀t ∈ T (4.23)

θl0z ≤
∑
t∈T

θz(t)/NT ≤ θu0z (4.24)

Operational constraints of Devices

In a typical climate control system of storage facilities, the following categories of compo-
nents can be identified: heating and refrigeration systems, humidifiers and dehumidifiers,
and fans and air mixers. The logical relations and constraints for the operation of these
devices need to be taken into account in the operation of climate control systems; thus,
these operational constraints are modeled in the proposed optimization model as explained
next.
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Mechanical refrigeration and heating systems do not operate simultaneously, which is
represented in the model by the following complementarity constraint:

0 ≤ Srf,z(t) ⊥ Sht,z(t) ≥ 0 ∀t ∈ T (4.25)

Similarly, humidifiers and dehumidifiers do not operate simultaneously:

0 ≤ Shu,z(t) ⊥ Sdh,z(t) ≥ 0 ∀t ∈ T (4.26)

When the air mixer hatches are closed, the fans do not operate, which is represented here
by the following constraint:

Sfn,z(t) ≤ Smx,z(t) ∀t ∈ T (4.27)

When the outdoor temperature is less than a pre-specified value θminout , the fans do not
operate and circulate very cold air into the storage room, which can be modeled as follows:(

θout(t)− θminout

)
Sfn,z(t) ≥ 0 ∀t ∈ T (4.28)

4.4 Numerical Results for Storage Facilities Model

Several case studies, of which the most relevant ones are presented in this section, are
conducted to examine the performance of the developed mathematical model for optimal
operation of climate control systems of storage facilities with single and multiple storage
spaces. In these case studies, the mathematical model is run for a typical storage facil-
ity, where parameters and device ratings are suitably chosen and realistic data inputs for
outside temperatures and humidity, electricity prices and demand charges are used. FRP,
TOU and RTP tariffs for electricity and demand charges in Ontario–Canada are used to
calculate total electricity costs. AMPL [127] is used to implement the developed mathe-
matical models of the storage facility, and IPOPT [129], a popular solver based on interior
point methods, is used to solve the developed NLP model.

4.4.1 Storage Facility Test Case

Information pertaining to an actual storage facility is taken from [145] and modified to
carry out the simulations. The storage facility has a total capacity of 5000 metric tonnes,
comprising six large storage bins, which can operate independently in pairs, thus resulting
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in three separate climate control zones. The total volume of the storage facility and of each
bin are 15510 m3 and 1255 m3, respectively. The rest of the storage facility’s space comprise
the loading areas and ventilation canals. Temperature and humidity of each pair of bins are
controlled simultaneously through a distribution canal providing air ventilation for both
bins. Three 3.7 kW fans provide 87,000 m3/h air ventilation, and there is a humidifier
system with a total capacity of 9.5 l/h. Mixing chambers are equipped with air intake
hatches to adjust the ratio of fresh incoming and circulated air. Three 20 kW electrical
heaters are installed to supplement heat or for drying incoming air when dehumidification
is required. The cooling capacity of the refrigeration system is assumed to be 209 kW. All
the input data used in these simulations can be found in Appendix B.

4.4.2 Simulation Scenarios

The following five case studies that illustrate the capabilities and performance of the devel-
oped model to optimally operate climate control systems of storage facilities are presented
in this section:

• Case 0: A feasible solution is obtained for the model that meets all devices oper-
ating constraints and required inside temperature and humidity ranges. This case
is considered here as a realistic “base case” to establish a reference for comparison
purposes.

• Case 1: The optimization model minimizes inside temperature deviations from their
set points for each zone while meeting the same required model constraints as in Case
0.

• Case 2: The optimization model minimizes total cost of energy consumption of all
devices while meeting the same required model constraints as in Case 0.

• Case 3: The model minimizes peak demand charges of the storage facilities while
meeting the same required model constraints as in Case 0.

• Case 4: The model minimizes total electricity costs of the storage facilities includ-
ing electricity consumption costs and peak demand charges while meeting the same
required model constraints as in Case 0.
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4.4.3 Results and Discussions

The simulation results for Zone 2 in multi-zone operation (all Zones are optimized simul-
taneously) of the storage facility on a summer week using RTP are presented in Figure
4.2 to Figure 4.6. Figure 4.2 depicts the optimal operation decisions for all devices and
the resulting inside temperatures and relative humidities obtained in Case 0. Observe that
the model maintains the inside temperature and humidity within the pre-defined ranges
by operating various devices.

Figure 4.3 presents the optimal solution obtained from minimizing temperature devia-
tions from its set point (Case 1). In this case the model maintains the inside temperature
very close to the set points and the inside humidity within the defined ranges by utilizing
various devices. The optimal solution obtained from Case 2, minimizing energy costs, is
presented in Figure 4.4; in this case, while the inside temperature and relative humid-
ity vary within the pre-defined ranges, the cost reduction is achieved by operating the
refrigeration system, dehumidifier, and fans during lower energy price periods.

Figure 4.5 depicts the optimal solution obtained in Case 3, where the model minimizes
peak demand charges of the storage facility by coordinating the operation of various devices.
The optimal solution obtained in Case 4 presented in Figure 4.6, shows that while the inside
temperature and relative humidity vary within the pre-defined ranges, the model reduces
total costs by operating the devices during lower energy price periods and by lowering the
peak demand of the facility.

Figure 4.7 to Figure 4.11 present the demand of Zone 1, Zone 2, and Zone 3 and
corresponding inside temperatures obtained from Case 0 to Case 4, respectively. Observe
in Figure 4.7 for the base case (Case 0) that all the three zones’ peak powers occur at
the same time, resulting in high peak demand for the facility. In the minimization of
temperature deviations (Case 1), depicted in Figure 4.8, the model operates the devices
in each zone to minimize the inside temperatures deviations, resulting in a very high peak
demand (294.3 kW) for the storage facility as compared to the base case. In Figure 4.9,
representing the results of minimization of energy costs (Case 2), notice that the model
operates the devices in each zone during low energy prices and keeps the inside temperatures
and humidities within the predefined ranges. Although the model operates the devices of
each zone during low energy price periods, peak demand of the storage facilities is higher
in this case as compared to the base case.

In Case 3, depicted in Figure 4.10, the model changes the operation of the devices to
minimize total peak demand of the storage facility while keeping the inside temperatures
and humidities within the pre-defined ranges; thus, peak demand of the storage facility is
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Figure 4.2: Zone 2 values of the decision variables for heating, refrigeration, fans, mixer,
humidifier and dehumidifier, and resulting inside temperature and relative humidity, re-
spectively, obtained from the storage facility model in multi-zone operation for the base
case (Case 0) using RTP for a summer week.

94



4.4 Numerical Results for Storage Facilities Model

50

100

0 24 48 72 96 120 144 168

φz
 (%

)

Time interval (h)

0
0.5

1

S h
t

0
0.5

1

S r
f

0
0.5

1

S f
n

0
0.5

1

S m
x

0
0.5

1

S h
u

0
0.5

1

S d
h

5.5

6

6.5

θz
 (℃

)

Figure 4.3: Optimal Zone 2 values of the decision variables for heating, refrigeration, fans,
mixer, humidifier and dehumidifier, and resulting inside temperature and relative humidity,
respectively, obtained from the storage facility model in multi-zone operation for Case 1
using RTP for a summer week.
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Figure 4.4: Optimal Zone 2 values of the decision variables for heating, refrigeration, fans,
mixer, humidifier and dehumidifier, and resulting inside temperature and relative humidity,
respectively, obtained from the storage facility model in multi-zone operation for Case 2
using RTP for a summer week.
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Figure 4.5: Optimal Zone 2 values of the decision variables for heating, refrigeration, fans,
mixer, humidifier and dehumidifier, and resulting inside temperature and relative humidity,
respectively, obtained from the storage facility model in multi-zone operation for Case 3
using RTP for a summer week.
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Figure 4.6: Optimal Zone 2 values of the decision variables for heating, refrigeration, fans,
mixer, humidifier and dehumidifier, and resulting inside temperature and relative humidity,
respectively, obtained from the storage facility model in multi-zone operation for Case 4
using RTP for a summer week.
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Figure 4.7: Power demand of each zone and corresponding inside temperatures and humidi-
ties obtained from the base case (Case 0) for multi-zone operation of the storage facility
using RTP for a summer week.
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Figure 4.8: Power demand of each zone and corresponding inside temperatures and hu-
midities obtained from Case 1 for multi-zone operation of the storage facility using RTP
for a summer week.
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Figure 4.9: Power demand of each zone and corresponding inside temperatures and hu-
midities obtained from Case 2 for multi-zone operation of the storage facility using RTP
for a summer week.
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reduced from 195.6 kW in Case 0 to 100 kW, yielding significant total cost reductions. By
minimizing total costs (Case 4), the model allows temperature and relative humidity vari-
ations within the pre-defined limits, presented in Figure 4.11, while changing the operation
of devices for each zones to reduce both energy costs and peak demand charges; thus, peak
demand of the storage facility is reduced from 195.6 kW in Case 0 to 102.6 kW, yielding
significant total cost reductions.

In Table 4.2, a comparison of energy costs, demand charges, and total costs is presented
for multi-zone operation of the storage facility on a summer week for different pricing
schemes. Observe that energy costs using FRP are higher than those obtained with TOU
and RTP for all cases. In Case 2, the energy costs are significantly reduced for all three
pricing schemes, whereas the demand charges increase as compared to the base case. In
Case 3, the peak demand charges are the least among all cases, and energy costs are reduced
compared to Case 0, although, total costs are higher than in Case 4. Energy costs and
peak demand charges are reduced for all pricing schemes in Case 4, showing more than
40% reductions as compared to the base case.

4.4.4 Monte-Carlo Simulations

Expected Cost Savings

Monte-Carlo simulations are carried out to calculate the expected savings from the optimal
operation of climate control systems of storage facilities. Outdoor weather conditions and
the RTP are the uncertain parameters considered in these simulations. The expected
average savings are calculated by performing multiple simulations over randomly generated
data for a typical week in summer and winter. Actual data of outdoor temperature,
humidity, and HOEP are used to perform these studies. Random values of RTP for each
hour are generated using a uniform distribution with associated lower and upper limits for
each hour obtained from actual HOEP data over each season. For outdoor temperature
and humidity, random values are generated using normal distributions with mean values
and standard deviations obtained from actual weather data for each hour over each season.
Minimum, maximum and mean values of outdoor temperature, humidity and RTP used in
these simulations are given in Appendix B.

Figure 4.12 and Figure 4.13, correspond to Case 0 and Case 4,respectively, show energy
costs and demand chargers at each iteration and their mean values obtained from Monte-
Carlo simulations in summer; notice that the Monte-Carlo simulations converge in about
100 iterations. Expected average energy costs and demand charges for Case 0 are $3017.3
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Figure 4.10: Power demand of each zone and corresponding inside temperatures and hu-
midities obtained from Case 3 for multi-zone operation of the storage facility using RTP
for a summer week.
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Figure 4.11: Power demand of each zone and corresponding inside temperatures and hu-
midities obtained from Case 4 for multi-zone operation of the storage facility using RTP
for a summer week.
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Table 4.2: Case-wise comparison of energy costs and demand charges in multi-zone oper-
ation of the storage facility with different pricing schemes for a summer week.

Case Pricing 
scheme 

Energy 
(MWh) 

Energy 
charges ($) 

Peak 
demand 

(kW) 

Demand 
charges ($) 

Energy cost 
savings w.r.t 
Case 0 (%) 

Demand 
charge savings 
w.r.t. Case 0 

(%) 

0 

FRP 24.1387 1810.40 195.62 1564.97 - - 

TOU 24.1387 1532.73 195.62 1564.97 - - 

RTP 24.1387 847.532 195.62 1564.97 - - 

1 

FRP 22.8464 1713.48 294.35 2354.76 5.4 -50.5 

TOU 22.8464 1551.04 294.35 2354.76 -1.2 -50.5 

RTP 22.8464 1676.13 294.34 2354.76 -97.8 -50.5 

2 

FRP 11.6778 875.84 256.23 2049.85 51.6 -31.0 

TOU 12.6935 702.90 256.23 2049.85 54.1 -31.0 

RTP 12.4151 379.01 268.16 2145.27 55.3 -37.1 

3 

FRP 16.8012 1260.09 100.01 800.06 30.4 48.9 

TOU 16.8012 1043.28 100.01 800.06 31.9 48.9 

RTP 16.8012 584.88 100.01 800.06 31.0 48.9 

4 

FRP 13.7318 1029.88 107.81 862.47 43.1 44.9 

TOU 14.2331 913.95 106.32 850.54 40.4 45.7 

RTP 14.7518 502.86 102.64 821.13 40.7 47.5 

 

105



4. Optimal Operation of Commercial Energy Hubs: Produce Storage Facilities

2800

2900

3000

3100

3200

E
ne

rg
y 

co
st

s (
$)

1400

1450

1500

1550

1600

1 51 101 151 201 251 301

Pe
ak

 d
em

ad
 c

ha
rg

es
 ($

)

Iteration

Figure 4.12: Energy costs and demand charges at each Monte-Carlo iteration, and corre-
sponding expected mean values for Case 0 in a summer week for uncertainty in RTP and
weather conditions.

and $1494.8, respectively; while these values for Case 4 are $2038.3 and $1248.2, respec-
tively. Therefore, expected total costs over a summer month (4 weeks) for Case 0 and Case
4 are $13564 and $9401, respectively, showing that even when considering large uncertain-
ties in weather conditions and electricity prices (the largest actual observed values), the
model yields significant costs savings (30% expected total cost savings).

Energy costs for summer months best fit a Burr probability density function (pdf) with
k =9.513, shape = 55.942 and scale = 3170.5 parameters, and a Log-Logistic (3P) with
shape = 46.136, scale = 1150.2 and location = 882.8 parameters in Case 0 and Case 4,
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Figure 4.13: Energy costs and demand charges at each Monte-Carlo iteration and corre-
sponding expected mean values for Case 4 in a summer week for uncertainty in RTP and
weather conditions.

respectively. A Log-Logistic (3P) with shape = 8.514, scale = 72.03 and location = 1415.9
parameters, and a Cauchy with a scale = 12.376 and location = 1242.9 parameters, are
the best fitting pdfs for summer months peak demand charges in Case 0 and Case 4, re-
spectively. These pdfs are fairly narrow around the mean values indicating that significant
savings can be expected most of the time, in spite of wide variations in electricity price
and weather conditions.
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Effects of Forecasts Errors

Monte-Carlo simulations are carried out to study the effect of electricity price and weather
forecasts errors on optimal operation of climate control systems of storage facilities. Actual
data of a week in summer 2010 in Ontario is used to carryout the simulations, where
electricity price and weather condition forecast errors are modeled using an Error pdf with
mean = HOEP at each hour and standard deviation = 16.2 $/MWh, and mean = actual
temperature and humidity at each hour and standard deviation= 20% of the actual data,
respectively. Thus, random values of electricity price, outdoor temperature and humidity
are generated using these pdfs to carry out the simulations.

The results obtained from these Monte-Carlo simulations, which converge in 150 it-
erations, show expected average energy costs of $799 and $318.3 for Case 0 and Case 4,
respectively,representing a 60% expected energy cost reduction. The expected average peak
demand charges are $1357 and $918 for Case 0 and Case 4, respectively, showing a 32%
peak demand charge reduction. These represent a 51% expected total costs reductions
even in the presence of uncertainty in electricity price and weather forecasts. Observe that
the actual energy costs and peak demand reductions, obtained using the observed prices
and weather conditions for this summer week, are 40.7% and 47.5%, respectively, as shown
in Table 4.2.

4.5 Real-Time Implementation

The proposed model for optimal operation of climate control systems of storage facilities is
non-linear, and hence there is no guarantee that the optimal solution of this NLP problem
can be obtained in a real-time application.Moreover, the hardware and software used for the
purpose of pilot implementation in the EHMS project are single-board computers equipped
with the freeware GLPK solver, which can only solve LP and MILP problems. Therefore,
in this section a linearization method is proposed to convert the developed NLP problem
into LP-relaxation subproblems that can be solved efficiently and are suitable for real-time
implementation. The proposed method is based on an iterative B&B algorithm including
RLT to generate the LP-relaxation subproblems.

4.5.1 LP–relaxation Subproblems

The RLT-relaxation discussed in Section 2.4.3 in Chapter 2, and the linearization of a
exponential function using its Taylor series expansion around the point of interest is used
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to generate the LP-relaxation subproblems. Thus, the saturated vapor pressure nonlinear
equation used in the calculation of relative humidity is given in (??); this equation then can
be linearized using Taylor series expansion around the mid-point of each zone’s temperature
range as follows:

Psat = p1

(
−p2 + p3e

p4
(θmaxz +θminz )

2

(
1 + p4

(
θz(t)−

(θmaxz + θminz )

2

)))
(4.29)

Since the variation ranges of inside temperatures are narrow, this linearization provides
enough accuracy for the purpose of the study performed in this thesis. By substituting
(4.29) in the model equations, the developed NLP problem is transformed into a PP prob-
lem. Thus, the RLT discussed in Chapter 2 can be used to reduce the order of the PP
problem to obtain LP-relaxation subproblems.

4.5.2 Iterative Algorithm

The iterative algorithm proposed to solve the developed model is presented in Figure 4.14,
in which the original problem is first relaxed using RLT to obtain easier-to-solve, lower-
bounding LP-relaxation subproblems. The subproblems solved at each iteration satisfy
the same constraints as the LP-relaxation of the original problem with additionally tighter
bounds on the relaxed variables. In each iteration, two sub-problems are formed using
the best current solution to tighten the bounds of the relaxed variables, and the feasible
subspace is divided into smaller subspaces. The strategy for selecting the subspace to be
used at each iteration is based on the maximum relaxation error of the relaxed variables.

4.5.3 Numerical Results

Simulations are carried out to examine the effectiveness of the proposed solution procedure
for real-time applications. Figure 4.15 to Figure 4.19 present the results obtained from
solving the original NLP model using the IPOPT solver and the proposed LP-relaxation
algorithm, solved with the CPLEX LP solver.

The optimal operational schedule of the devices obtained from the NLP model, and
the proposed LP-relaxation model at the first and last iterations after converging to the
optimal solution are depicted in Figure 4.15, Figure 4.16 and Figure 4.17, respectively.
The proposed algorithm converged at the 474th iteration to a solution with a maximum
relaxation error less than 0.04. It was observed that 472 LP-relaxation subproblems were
solved approximately in 100 seconds. Observe that the operational decisions obtained from
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1. Initialize:

(a) Load initial values of the upper and lower limits of the variables, x0 and x0.
(b) Solve the LP-relaxation for the original problem with Ω0 = [x0,x0].
(c) Denote the obtained relaxation solution and the objective value as {x̂0, LB0}.

2. Iteration:

(a) Find the maximum relaxation error among all the RLT variables, such as |µ̂s,x −
ŝ · x̂|.

(b) If the maximum relaxation error is less than a specified value ε, stop and obtain
{x̂k−1, LBk−1}.

(c) In case the maximum relaxation error is |µ̂s,x − ŝ · x̂|:
i. If min {ŝ− s, s− ŝ} · (s− s) ≥ min {x̂− x, x− x̂} · (x− x), then use Ωk−1

to form two new regions Ωk1 and Ωk2 by replacing [s, s] with [s, ŝ] and [ŝ, s],
respectively.

ii. Else, use Ωk−1 to form two new regions Ωk1 and Ωk2 by replacing [x, x] with
[x, x̂] and [x̂, x], respectively.

iii. Solve the LP-relaxation subproblem for Ωk1 and Ωk2 , and obtain {x̂k1 , LBk1}
and {x̂k2 , LBk2}.

(d) If LBk1 ≤ LBk2 , then let Ωk = Ωk1, x̂k = x̂k1 , and LBk = LBk1 .
(e) Else if LBk2 < LBk1 , then let Ωk = Ωk2, x̂k = x̂k2 , and LBk = LBk2 .
(f ) Solve the LP-relaxation subproblem with Ωk

Figure 4.14: The proposed iterative LP-relaxation algorithm.
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the NLP model and the LP-relaxation at the last iteration are similar; also, the temperature
and relative humidity results shown in Figure 4.19 and Figure 4.19 are practically the same.
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Figure 4.15: Optimal operational schedule of devices obtained from the NLP model.
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Figure 4.16: Optimal operational schedule of devices obtained from the LP relaxation
model at first iteration.
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Figure 4.17: Optimal operational schedule of devices obtained from the LP relaxation
model at the last iteration.
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Figure 4.18: Comparison of inside temperatures obtained from the NLP model and the
proposed iterative LP-relaxation algorithm.
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Figure 4.19: Comparison of relative humidities obtained from the NLP model and the
proposed iterative LP-relaxation algorithm.
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4.6 Summary

Mathematical models for optimal operation of climate control systems of storage facilities in
the context of Smart Grid were proposed in this chapter. The developed models incorporate
weather forecasts, electricity price information, and the end-user preferences to optimally
operate existing climate control systems of produce storage facilities. These models are
based on physical principles and previously published models for individual components
of storage facilities, and consider important characteristics of these facilities such as inside
temperature and humidity, which are kept within user-defined ranges, to schedule the
operation of various devices to minimize total energy costs and demand charges. The
presented simulation results for a realistic case study show the effectiveness of the proposed
model to reduce total energy costs while maintaining required operational constraints.

Expected total cost savings in the presence of uncertainty in electricity price and
weather inputs were calculated via Monte-Carlo simulations, showing that significant cost
savings can be achieved using the proposed model even in the presence of large uncertain-
ties in these inputs. The effects of forecast errors in electricity price and weather conditions
on optimal operation of climate control systems were also studied via Monte-Carlo simu-
lations, showing considerable total costs reductions in the presence of expected electricity
price and weather forecast errors.

The developed model for optimal operation of climate control systems of storage facili-
ties is non-linear, and hence it may not be appropriate for real-time applications. Therefore,
a solution algorithm based on LP-relaxation of the original problem was proposed for real-
time implementation purposes. The presented numerical results show that the developed
model can be solved efficiently in real-time and is suitable for real-time applications.
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Chapter 5

Optimal Operation of Agricultural
Energy Hubs: Greenhouses

5.1 Introduction

This chapter presents mathematical optimization models of greenhouses to optimize the
operation of their energy systems in the context of Smart Grids. In greenhouses, sup-
plementary lighting, CO2 production, and climate control systems consume considerable
energy. Thus, a mathematical model of these systems appropriate for their optimal opera-
tion is developed that can be implemented as a supervisory control in existing greenhouse
energy management systems, incorporating weather forecasts, electricity price information,
and end-user preferences.

The objective of the proposed optimization model is to minimize total energy costs
and demand charges while considering important parameters of greenhouses, i.e., inside
temperature and humidity, CO2 concentration, and lighting levels, which need to be kept
within certain required ranges. Several case studies are conducted to examine the perfor-
mance of the developed mathematical model for a realistic greenhouse, where parameters
and device ratings are suitably chosen, and using realistic data inputs for outside tem-
peratures, humidities, and solar irradiations. Monte-Carlo simulations are carried out to
calculate the expected total cost savings for a summer month and a winter month using
actual data, and to study the effects of uncertainty in electricity price and weather forecasts
on optimal operation of the greenhouse. Finally, a robust optimization model is proposed
to obtain operating schedules that account for errors in electricity price forecasts errors for
the optimal operation of greenhouses.
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The rest of this chapter is organized as follows: In Section 5.2 the proposed supervisory
control strategy is described. This is followed in Section 5.3 by a description of the de-
veloped mathematical model of greenhouses, including definition of the model identifiers,
objective functions, and constraints. The most relevant simulation case studies which
demonstrate the effectiveness of the proposed mathematical model for optimal operation
of greenhouses, including Monte-Carlo simulations, are presented and discussed in Section
5.4. In Section 5.5, a robust optimization model for optimal operation of greenhouses ac-
counting for electricity price uncertainty is proposed, and some corresponding numerical
results are presented. Finally, Section 5.6 summarizes the contents of this chapter.

5.2 Proposed Supervisory Operation Strategy

Energy systems of greenhouses are usually multi-carrier energy systems consisting of elec-
tricity, natural gas, and bio-fuels. As discussed in Section 2.3.3, most greenhouses manage
their operation through ACSs which consist of central computers, sensors and data ac-
quisition systems linked through communication channels. These ACSs coordinate and
integrate the real-time control of greenhouse equipment and systems such as heaters, cool-
ers, motors for window opening and closing, pumps and irrigation systems.

The goal in ACSs is to maintain the greenhouse climate within proper conditions to
achieve the best plant growth. In this context, important parameters such as greenhouse
temperature, relative humidity, lighting levels, and CO2 concentrations are controlled by
greenhouse climate control systems. Currently, common existing control algorithms in
these systems work on logical On-Off and PID based controllers, and do not optimize
the energy utilization in such multi-carrier agricultural facility. Therefore, a hierarchical
supervisory framework is proposed and discussed next based on a mathematical model of
greenhouses that uses internal and external information such as weather and energy price
forecasts for optimal operation of greenhouses.

5.2.1 Hierarchical Operation Scheme

Nowadays, day-ahead electricity price forecasts and accurate weather forecasts for the
next few days, updated every few hours, are available. In this thesis, these forecasts are
used to design a hierarchical operation strategy to improve the operation of greenhouse
climate control systems to reduce total energy costs and demand. The architecture of
the proposed hierarchical scheme for the optimal operation of greenhouses is presented in
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5.2 Proposed Supervisory Operation Strategy

Figure 5.1. The existing feedback control systems remain at the lower hierarchical level,
while at the higher level the proposed supervisory operation control generates set points
for the feedback controllers, considering appropriate setting ranges and user preferences to
optimize the operation of the climate control system.

Greenhouse

Grower

Set points 

Measurements

Observations of environment and 

crop status 

Existing control 

system

Control 

decisions

Desired 

appropriate 

ranges Supervisory 

optimization engine

Outdoor 

Climate

Weather, price, and 

GHG information 

Figure 5.1: Greenhouse supervisory and existing controller architecture.

The proposed optimization model is at the supervisory level and its outputs are used as
set points for the existing feedback control system, which perform the actual control actions
such as turning on and off the devices. The supervisory control updates the outputs every
hour, while the feedback controller continuously monitors the parameters under control
and tracks the target set points in real time. The supervisory control also monitors the
system, and in case of large discrepancies between the calculated and measured parameters,
re-runs the model and updates the set points.

5.2.2 External Information

External information used in the proposed supervisory operation control (Figure 5.1) is
weather forecasts such as average hourly outdoor temperature, humidity, wind speed, and
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solar irradiations. Day-ahead forecasts of the wholesale electricity market prices and peak
demand charges are also used to calculate the expected energy costs of greenhouses. This
external information is assumed to be exogenous inputs to the proposed optimization
model.

5.2.3 Scheduling Horizon

The scheduling horizon in the optimization model can vary from a few hours to days, with
the selection depending on the type of the activities which take place within the greenhouse
and the accuracy of weather and energy price forecasts. Without any loss of generality,
daily scheduling horizon with time intervals of one hour are used in this thesis for optimal
operation of greenhouses.

5.3 Mathematical Modeling of Greenhouses

In a typical greenhouse, the following categories of energy consuming components can be
identified: supplementary lighting; climate controls of temperature, humidity, and CO2

levels through heating and cooling systems; and natural and forced air ventilation and cir-
culation. Each of these components has its own specific behaviour, operational constraints,
and settings required to operate appropriately. The mathematical models that represent
the components of the system considering their operational constraints are described next.

The model common sets, indices, parameters, and variables used in the mathematical
optimization model of greenhouses are presented in Table 5.1.

Table 5.1: Description and definition of the greenhouse model indices, parameters, and
variables.

Sets Description
A Set of devices; A = {cf, chl, chlv, co2, dh, fv, fog, hu, ht, htv, li, nv}
T Set of indices in scheduling horizon; T = {1 . . . 24}

Continued on next page
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Table 5.1 – continued from previous page
Indices Description
i Index of devices
l Index of lighting system
t Index of time interval
z Index of zone
Subscripts Description
a Air
cf Circulation fans
chl Chiller
chlp Chilling pipe
chlv Valve of chilling pipe
co2 CO2 generator
dh Dehumidifier
ev Evaporation
fv Forced ventilation
fog Fogging system
gh Greenhouse
ht Heating system (boiler)
htp Hearing pipe
htv Heating system valve
li Lighting
nv Natural ventilation
out Outdoor
p Plants
phot Photosynthesis
sl Soil
sr Solar radiation
w Water

Continued on next page
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Table 5.1 – continued from previous page
Subscripts Description
wl Wall
Variables Description
Di(t) Binary variable denoting shut down of device i at time t:

Di(t) =

{
1 shutdown of device i at time t

0 otherwise

Dmd Peak demand variable (kW)
φz(t) Relative humidity of zone z at time t (%)
θz(t) Temperature of zone z at time t ( ◦C)
Si,z(t) Operation state of device i of zone z at time t; 0 ≤ Si,z(t) ≤ 1
wz(t) Water content of air in zone z at time t (gw/kga)
ŵz(t) Saturated vapour concentration in zone z at time t (gw/kga)
C(t) CO2 concentration in zone z at time t (gCO2/kga)
Ψz(t) Lighting in zone z at time t (W/m2)
Ui(t) Binary variable denoting start up of device i at time t:

Ui(t) =

{
1 startup of device i at time t

0 otherwise

µs,x Axillary variable to represent s · x
ζ(t) ≥ 0 Axillary variable used in the robust optimization model
y(t) ≥ 0 Axillary variable used in the robust optimization model
β ≥ 0 Axillary variable used in the robust optimization model
Parameters Description
Agh,z Area of greenhouse in zone z (m2)
Awl,z Area of greenhouse walls in zone z (m2)
Anv,z Area of greenhouse ventilation window in zone z (m2)
Ahtp,z Area of heating pipe in zone z (m2)
Achlp,z Area of cooling pipe in zone z (m2)
Ca Specific heat of air, 1.006 (kJ/(kg K))

Continued on next page
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Table 5.1 – continued from previous page
Parameters Description
Cem(t) Marginal cost of CO2 at hour t (cents/kWh)
Cw Specific heat of water, 4.1855 (kJ/(kg K))
Cz Total heat capacity of zone z (kJ/K)
cre Respiration coefficient of crops in z (g/(m2 hK))
cphot Photosynthesis coefficient of crops in z (g/J)
Cmaxinj Maximum carbon injected by CO2 generator in zone z (g/m2

gh)
Cmaxz Maximum CO2 concentration in zone z (g/m2

gh)
Cminz Minimum CO2 concentration in zone z (g/m2

gh)
Cp Specific heat of the plants (woods and leaves) (kJ/(kg K))
cdc Demand charge ($/kW)
ced(t) Electricity price at time t ($/kWh)
ε Volumetric ratio of air to crops in the greenhouse (m3

a/m
3
gh)

ηchl Performance coefficient of the chilling system
ηfog Fog to vapour conversion factor of the fogging system (no dim.)
ηli Percentage of the lighting system power that is converted to heat (%)
ηsr Light transmission factor of greenhouse cover (%)
eti Earliest operation time of device i (h)
Γ Robustness degree used in robust optimization model
Hgh Average hight of the greenhouse (m)
hev Evaporation heat of water, 2270 (kJ/kgw)
J Objective function of the optimization model
λ Percentage of wind speed which enters into the greenhouse (no dim.)
lti Latest operation time of device i (h)
mdu Minimum duration time for cloudy weather (h)
mdi Minimum down time of device i (h)
mui Minimum up time of device i (h)
msoti Maximum successive operation time of device i (h)

Continued on next page
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Table 5.1 – continued from previous page
Parameters Description
mw Molar mass of water, 18.0153× 10−3 (kg/mol)
NT Total number of intervals in scheduling horizon T
p1 Constant, 100 (no dim.)
p2 Constant, 1.7001 (Pa)
p3 Constant, 7.7835 (Pa)
p4 Constant, 1/17.0789 (K−1)
p5 Constant, 0.6228 (kgw/kga)
p6 Conversion factor from (1/s) to (1/h)
p7 Coefficients associated with the respiration rate of the crop
p8 Coefficients associated with the respiration rate of the crop
Pa Actual water vapour pressure (Pa)
Patm Atmospheric air pressure (Pa)
Psat Saturated water vapour pressure (Pa)
Pi Rated power of device i (W )
Ppar Partial vapour pressure (Pa)
qiz(t) Thermal effect of i on temperature in zone z (kJ/h)
Qz Volumetric air flow rate of ventilation fans in zone z (m3

a/(hm
2
gh))

Rwl Heat transfer coefficient of greenhouse walls (kJ/(hK m2))
Rsl Heat transfer coefficient of greenhouse soil (kJ/(hK m2))
Rpipe Heat transfer coefficient of pipes (kJ/(hK m2))
Rsr Heat transfer coefficient of greenhouse cover (kJ/(hK m2))
Rpipe,sl Heat transfer coefficient between pipes and soil (kJ/(hK m2))
ρa Density of air, 1.27 (kg/m3)
ρw Density of water, 1000 (kg/m3)
ρp Density of plants (kg/m3)
Rg Rate of CO2 emissions from natural gas consumption (tonne/MWh)
roti Required operation time of device i (h)

Continued on next page
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Table 5.1 – continued from previous page
Parameters Description
Ψmdu
z Aggregated lighting over the minimum prove time in zone z (W/m2)

Ψminmdu
z Minimum outdoor illumination to allow supplementary lighting to turn

on in zone z (W/m2)
Ψ
maxaggr
z Maximum aggregated illumination in zone z (W/m2)

Ψ
minaggr
z Minimum aggregated illumination in zone z (W/m2)

Ψmax
z,l Maximum lighting provided by lighting system l in zone z (W/m2)

SR(t) Solar radiation at time t (W/m2)
scc Social cost of carbon dioxide emissions ($/tonne)
θsl Soil temperature ( ◦C)
θminout Minimum acceptable outdoor weather temperature to allow outdoor air

ventilation ( ◦C)
θsetz Inside temperature set point in zone z ( ◦C)
θminz Minimum inside temperature in zone z ( ◦C)
θmaxz Maximum inside temperature in zone z ( ◦C)
θl0z Lower limit of average temperature in zone z ( ◦C)
θu0z Upper limit of average temperature in zone z ( ◦C)
θminhtp

Minimum hot water temperature ( ◦C)

θmaxhtp
Maximum hot temperature ( ◦C)

θminchlp
Minimum chilled water temperature ( ◦C)

θmaxchlp
Maximum chilled water temperature ( ◦C)

τ Length of time interval (h)
vwd Wind speed at time t (m/s)
Vgh,z Volume of greenhouse zone z (m3)
Vhtp,z Volume of water in heating pipes and tank in zone z (m3)
Vchlp,z Volume of water in chilling pipes and tank in zone z (m3)
Wevp(z) Crop evaporation at each hour in zone z [146] (gw/(hm

2
gh))

Wmax
fog Maximum water rate of fogging systems (gw/(m

2
ghh))

Continued on next page
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Table 5.1 – continued from previous page
Parameters Description
Wmax
dh Maximum rate of dehumidifier (gw/(m

2
gh h)

wout(t) Absolute water content of outdoor air at time t (gw/kga)

5.3.1 Objective Function

Minimization of the customer’s energy costs, peak demand charges, total energy costs, and
CO2 emissions over the scheduling horizon are considered as possible objective functions
for the proposed optimization model of greenhouses.

Minimization of temperature deviations

To track the temperature settings closely, one can either minimize the sum of squares of
the temperature variations from given set points:

J1 =
∑
t∈T

(
θz(t)− θsetz (t)

)2
(5.1)

or minimize the sum of absolute values of the temperature deviations from given set points:

J1 =
∑
t∈T

|θz(t)− θsetz (t)| (5.2)

The latter can be easily linearized either using piece-wise linearization or defining auxiliary
variables and constraints. This objective could be utilized for plants that require a fixed
temperature setting, since some temperature “drift” is allowed in existing climate control
systems.

Minimization of energy costs

The following objective function corresponds to the minimization of the customer’s energy
costs over the scheduling horizon:

J2 =
∑
t∈T

∑
i∈A

τ CD(t)Pi Si(t) (5.3)
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Minimization of peak demand charges

The following objective seeks to minimize the customers’ demand charges, as follows:

J3 = cdc ∗Dmd (5.4)

where Dmd is a non-negative variable used along with the following constraint to represent
the peak demand during the scheduling horizon:

Dmd ≥
∑
i∈A

i/∈{co2,dh,ht}

Pi Si(t) ∀t ∈ T (5.5)

Minimization of total energy costs

The objective function for minimization of total energy costs over the scheduling horizon
can be represented as follows:

J4 = J2 + J3 (5.6)

Minimization of CO2 emissions

The objective function is formulated using the hourly marginal cost of CO2 as follows:

J5 =
∑
t∈T

 ∑
i∈A

i/∈{co2,dh,ht}

Cem(t)Pi Si(t) +
∑

i∈{ht,dh}

sccRgPiSi(t)

 (5.7)

The first term in this equation represents the carbon footprint of the greenhouse from
the grid electricity usage, and the second term depicts CO2 emissions from natural gas
consumption within the greenhouse for heating and dehumidification. It is assumed that
the CO2 produced by the CO2 generator is consumed within the greenhouse by the plants
and is not released to outdoor air; therefore, the effect of CO2 generator on emissions is
not considered here.
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5.3.2 Model Constraints

Heat transfer through walls and soil, solar radiation, and air ventilation are some examples
of the ways that outdoor weather conditions can affect indoor climate. Also, the biological
system within a greenhouse affects the indoor climate through evapotranspiration. Fur-
thermore, inside humidity drives evaporation or condensation, and CO2 concentration and
lighting level affects plants photosynthesis and growth. Thus, the model need to represent
the greenhouse temperature, humidity, CO2 concentration, and lighting levels and main-
tain these variables within pre-defined ranges, while taking into account technical aspects
of the associated systems’ operation. Constraints representing these requirements within
the proposed model are presented next.

Inside Humidity

Humidity inside a greenhouse needs to be controlled to provide a suitable environment
for plant growth and to prevent fungal diseases. In the case of high humidity, which
usually happens in winter nights, the plants stop transpiration, and condensation from
the roof and plant leaves may cause fungal diseases. In the case of low humidity, which
usually happens in hot dry weather conditions, the plants stop absorbing CO2 and the
photosynthesis process, resulting in slow plant growth. Therefore, controlling relative
humidity in greenhouses should be modeled properly in the mathematical model.

Relative humidity of greenhouses is defined as [144]:

φ =
Ppar
Psat

100% (5.8)

where the saturated vapor pressure and the partial pressure can be approximated by:

Psat = p1

(
−p2 + p3e

p4θ
)

(5.9)

Ppar =
wPatm
p5

(5.10)

The saturated vapor pressure equation is linearized as follows, based on a Taylor series
expansion:

Psat = p1

(
−p2 + p3e

p4
(θl+θu)

2 (1 + p4(θ − (θl + θu)

2
)

)
(5.11)
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To model the humidity inside the greenhouses, the water content of air inside the
greenhouse needs to be modeled; this can be represented by the following constraint based
on the mass balance principle:

wz(t) =wz(t− 1) +
τ

ρaVz
[Wevp,zAz

+QzρaAzSfv,z(t) (wout(t)− wz(t))
+vw(t)λzρaAzSnv,z(t)(wout(t)− wz(t))
+Sfog,z(t)W

max
fog,zAz

−Sdh,z(t)Wmax
dh,z Az

]
∀t ∈ T (5.12)

This equation states that the water content of the greenhouse air at time t is a function of
its water content at time t−1; moisture ventilated by the forced and natural air ventilation
system; and the operation of the fogging and dehumidification systems.

Using (5.8) and substituting associated terms from (5.10) and (5.11), the following
constraints guaranties that the relative humidity of inside air is kept within the desired
limits:

wz(t) ≤ φmaxz

Pparp5

Patm
∀t ∈ T (5.13a)

wz(t) ≥ φminz

Pparp5

Patm
∀t ∈ T (5.13b)

Inside Temperature

Thermal dynamics of the greenhouse are modeled using the following equations:

θz(t) =θz(t− 1) +
τ

Cz

[
qsrz (t) + qhtpz (t)− qchlpz (t)− qwlz (t)− qnvz (t)

−qfvz (t)− qslz (t) + qliz (t) + qco2z (t) + qdhz (t)− qevz (t)
]

(5.14)

This constraint states that the temperature of the greenhouse space at time t is a function
of its temperature at time t−1; absorbed heat from sunshine; heat transfer through heating
and chilling pipes; heat loss through walls, soil, air leakage and ventilation; heat produced
by the lighting, CO2 generation and dehumidification systems; and evaporation heats of
the fogging system.

The thermal effect of each component in this equation can be calculated from the
following equations:
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• The solar radiation heat that enters into the greenhouse through the cover considering
its heat transmission factor:

qsrz (t) = 3.6×RsrSR(t)Agh,z (5.15)

• The heat injected to the greenhouse through hot water pipes as a function of its
thermal conductance, temperature difference between the pipe and greenhouse, and
operation of hot water valve:

qhtpz (t) = RpipeAhtp,zShtv ,z(t)
(
θhtp(t)− θz(t)

)
(5.16)

• The injected cold into the greenhouse through chilled water pipes as a function of its
thermal conductance, temperature difference between the pipe and greenhouse, and
operation of chilled water valve:

qchlpz (t) = RpipeAchlp,zSchlv ,z(t)
(
θchlp(t)− θz(t)

)
(5.17)

• The heat loss through greenhouse walls:

qwlz (t) = RwlAwl,z (θout(t)− θz(t)) (5.18)

• The thermal effect of natural air ventilation as a function of wind speed, area of nat-
ural ventilation window, opening degree of the window, and temperature difference
between outdoor and indoor air:

qnvz (t) = 3600× ρacavwλzAnv,zSnv,z(t) (θout(t)− θz(t)) (5.19)

• The thermal effect of forced air ventilation as a function of operation of fans, their
volumetric air flow rate, and temperature difference between outdoor and indoor air:

qfvz (t) = ρaQzcaSfv,z(t) (θout(t)− θz(t)) (5.20)

• The heat loss through greenhouse soil:

qslz (t) = RslAgh,z (θz(t)− θsl(t)) (5.21)

• The thermal effect of operation of the lighting systems within the greenhouse:

qliz (t) = 3.6
L∑
l=1

Pmax
li,l ηliSli,z,l (5.22)
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• The heat generated by operation of CO2 generator:

qco2z (t) = 3.6× Pmax
co2

ηco2Sco2,z (5.23)

• The heat generated by operation of dehumidifier:

qdhz (t) = 3.6× Pmax
dh ηdhSdh,z (5.24)

• The cooling effect of evaporation of water drops injected into the greenhouse by the
fogging system:

qevz (t) = hevpηfogSfog,z(t)W
max
fog,zAgh,z (5.25)

Temperatures of hot and chilled water inside pipes in (5.16) and (5.17) are calculated
as follows:

θhtp,z(t) =θhtp,z(t− 1)

+
τ

cwρwVhtp,z
[3.6× Pmax

ht Sht,z(t)

−RpipeAhtp,zShtp,z(t)
(
θhtp(t)− θz(t)

)
−RslAhtp,z

(
θhtp(t)− θsl(t)

)]
∀t ∈ T (5.26)

θchlp,z(t) =θchlp,z(t− 1)

+
τ

cwρwVchlp,z
[3.6× Pmax

chl Schl,z(t)

−RpipeAchlp,zSchlv ,z(t)
(
θchlp(t)− θz(t)

)
−RslAchlp,z

(
θchlp(t)− θsl(t)

)]
∀t ∈ T (5.27)

These constraints state that the average temperature inside the pipes at time t is a function
of: its temperature at time t− 1; absorbed heat (cold) from operation of heating (chilling)
system; heat transfer through pipes to the greenhouse space; and heat loss through soil.

The calculated inside temperature of the greenhouses must be kept within a range spec-
ified by minimum and maximum limits, and average inside temperature over the scheduling
horizon must be within a tighter pre-defined temperature range. These requirements are
represented in the model using the following constraints:

θlz ≤ θz(t) ≤ θuz ∀t ∈ T (5.28a)

θl0z ≤
∑
t∈T

θz(t)/NT ≤ θu0z (5.28b)
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Inside CO2 Level

Plants need sunlight and CO2 for photosynthesis. When there is sunlight, plants consume
CO2 inside the greenhouse and thus CO2 concentration drops. Thus, to keep a high level
of photosynthesis and plant growth, it is essential to supply CO2 into the greenhouse and
maintain CO2 concentration within a desired range. While outdoor CO2 concentration is
around 300 ppm, greenhouses typically provide 1000 ppm to 1300 ppm CO2 concentration
by operating CO2 generators. CO2 concentration within the greenhouse is modeled as
follows, based on the mass balance principle:

Cz(t) = Cz(t− 1) +
τ

ρaVgh,z

[
Cmaxinj,zSco2,z(t)Agh,z

+p6vwλzAnv,zSnv,z(t) (Cout(t)− Cz(t))
+ξzSfv,z(t) (Cout(t)− Cz(t))
+cres,zAgh,z (p7 + p8θz(t))

−p6cphot,zSR(t)ηsrAgh,z] ∀t ∈ T (5.29)

This constraint states that CO2 balance within the greenhouse is determined by the CO2

supply, the plants consumption of CO2 and the air exchange by ventilation.

Concentration of CO2 inside the greenhouses must be kept within a range specified
by minimum and maximum values, which is represented in the model by the following
constraint:

Cminz ≤ Cz(t) ≤ Cmaxz ∀t ∈ T (5.30)

Lighting

Supplemental lighting for greenhouses is required to increase photosynthesis and plats
growth especially in areas that receive few hours average daily sunshine. High Intensity
Discharge (HID) lamps such as metal halide and high pressure sodium lamps are commonly
used for the purpose of supplying artificial lighting in greenhouses. Operational require-
ments of these supplementary lighting systems in the proposed model are formulated and
explained next.

Total lighting at each time interval is calculated as a summation of sunshine lighting
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and supplementary lighting systems installed in each zone, thus:

Ψz(t) = τ

(
SR(t)ηsr +

L∑
l=1

Sli,z,l(t)Ψ
max
z,l

)
(5.31)

Since HID lamps are not designed for cyclical On/Off operation, minimum up time and
minimum down time requirements of these lighting systems are modeled here by the fol-
lowing constraints:

Uli,z,l(t) ≥ Sli,z,l(t)− Sli,z,l(t− 1) (5.32a)
t∑

k=t−muli+1

Uli,z,l(t) ≤ Sli,z,l(t) (5.32b)

t∑
k=t−mdli+1

Uli,z,l(t) ≤ 1− Sli,z,l(t) (5.32c)

Minimum and maximum aggregated lighting requirements of the plants in greenhouse are
formulated in the model as follows:

ltli∑
t=etli

L∑
l=1

Ψz,l(t)τ ≤ ΨmaxAggr
z (5.33a)

ltli∑
t=etli

L∑
l=1

Ψz,l(t)τ ≥ ΨminAggr
z (5.33b)

Plants use the provided lighting more efficiently if a lower amount of lighting is provided
over a longer time period than a high amount over a short period. Thus, it is common
practice in greenhouses to lower intensity of supplementary light and increase its duration
as long as it does not conflict with the photo-period requirements of the plant. Therefore,
the following constraint enforces a maximum successive On time of the lighting system to
represent this requirement in the proposed model:

t+msotli∑
k=t

Sli,z,l(t) ≤ msotli (5.33c)

It is more efficient to provide supplementary lighting before dawn or after dust; however,
it is common to turn on artificial lighting whenever sunlight levels drops below a set point

133



5. Optimal Operation of Agricultural Energy Hubs: Greenhouses

(cloudy weather condition) for more than a pre-defined period during the day. These
operational constraints of the lighting system are modeled in the proposed optimization
model using the minimum duration and the minimum lighting of cloudy weather as follows:

(1− Sli,z,l(t))

(
t∑

k=t−mdu

SR(t)τ − Φmdu
z

)
≥ 0 (5.34a)

Sli,z,l(t)
(
Ψminmdu
z − SR(t)

)
≥ 0 (5.34b)

Air Circulation

Air circulation is needed in greenhouses to maintain a uniform temperature and CO2

concentration throughout the greenhouse. Without operation of circulation fans, cool air
stays around the plants and warm air rises to the top of the greenhouse. Usually, a number
of fans are used to develop a circular air flow within the greenhouse. The circulation fans
should operate for at least a user-defined required operation time (rotcf ); this can be
modeled as follows:

NT∑
k=1

Scf,z(t) ≥ rotcf (5.35)

The circulation fans should also operate whenever the CO2 generation unit is On to dis-
tribute CO2 uniformly:

Scf,z(t) ≥ Sco2,z(t)− LPN (1− Sco2,z(t)) (5.36)

Other Devices’ Operational Constraints

Forced ventilation in a greenhouse uses fans and inlet louvers to replace inside greenhouse
air with outside air. Usually, these fans are sized such that can exchange the total volume
of the air in the greenhouse each minute. When inside humidity and temperature is high
and outdoor condition is appropriate, greenhouse controllers utilize these fans to decrease
inside temperature and humidity. As previously mentioned, the operation of the ventilation
fans are controlled in the proposed model based on their effects on greenhouse temperature,
humidity, and CO2 concentration. Additionally, when the outdoor temperature is less than
a pre-specified value θminout , forced ventilation and natural ventilation should not operate and
circulate very cold air into the greenhouse; these requirements are modeled here as follows:(

θout(t)− θminout

)
Sfv,z(t) ≥ 0 ∀t ∈ T (5.37)
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(
θout(t)− θminout

)
Snv,z(t) ≥ 0 ∀t ∈ T (5.38)

Fogging and dehumidification systems should not operate simultaneously. This is rep-
resented in the proposed model by the following complementarity constraint:

0 ≤ Sfog,z(t) ⊥ Sdh,z(t) ≥ 0 ∀t ∈ T (5.39)

Also, the following complementarity constraint enforces that valves of the heating and
chilling pipes do not open simultaneously to inject heat and clod into the greenhouse at
the same time:

0 ≤ Schlv ,z(t) ⊥ Shtv ,z(t) ≥ 0 ∀t ∈ T (5.40)

Notice that the heating system (boiler) and the cooling system (chiller) might operate
simultaneously to take advantage of storing heat and clod during low electricity prices.

5.3.3 Exact Linear Equivalent of Bi-linear Terms

The developed model for optimal operation of greenhouse is an MINLP problem because
of the bi-linear terms in the model. However, these terms can be linearized to obtain an
MILP problem which is more suitable for real-time applications. Thus, assume S is a
binary variable and x is a continuous variable bounded by x ≤ x ≤ x; hence a new variable
µS,x can be defined to obtain the exact equivalent of S · x such that µS,x = S · x using the
following constraints:

µS,x >= x− (1− S) · x (5.41a)

µS,x <= x (5.41b)

S · x <= µS,x (5.41c)

µS,x <= S · x (5.41d)

Therefore, all the bi-linear terms in the developed model are replaced with the associate
µS,x = S · x variables and constraints, resulting in an MILP mathematical optimization
model (or Mixed Integer Quadratic Programming (MIQP) problem if (5.1) is used) for
optimal operation of greenhouses.
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5.4 Numerical Results of Greenhouse Model

Several case studies have been conducted to examine the performance of the developed
mathematical model for optimal operation of greenhouses, of which the most relevant ones
are presented in this section. In these case studies, the mathematical model is run for a
typical greenhouse, where parameters and device ratings are suitably chosen and realistic
data inputs for outside temperatures, humidity, wind speed, solar irradiation, electricity
price and demand charges are used (All these data are provided in Appendix C). RTP and
demand charges for electricity costs, FRP for natural gas, and a typical kWh equivalent
of bio-fuels costs in Ontario-Canada are used to calculate total energy costs. AMPL [127],
a modeling language for mathematical programming, is used to implement the developed
mathematical models of the greenhouse, and CPLEX [128], a popular solver for LP, MILP
and MIQP problems, is used to solve these models.

5.4.1 Simulation Scenarios

The following four case studies are considered to examine the various operation paradigms
of greenhouses using the developed model here:

• Case 0: The optimization model is solved to minimize a constant value, finding a
feasible solution for the model, while all constraints on operation of the devices, inside
temperature, humidity, and CO2 concentration are met. The solution obtained in
this case is one of the many possible solutions that represent actual operation of a
greenhouse, and is considered here to be a realistic “base case” to establish a reference
for comparison purposes.

• Case 1: The objective is to minimize total costs of energy consumption while all the
constraints are the same as the base case.

• Case 2: The objective is to minimize electricity demand charges while all the con-
straints are the same as the base case.

• Case 3: The objective is to minimize total energy costs including energy consumption
and demand charges while all the constraints are the same as the base case.

Optimal operational decisions and resulting trajectories generated by the proposed
model for optimal operation of the greenhouse on a summer day are presented in Figure
5.2 to Figure 5.9. In these figures, decision variables for all devices and the resulting inside
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temperatures, relative humidities, and CO2 concentrations are presented. Observe that
the model operates the heater, dehumidifier, chiller, CO2 generator, natural ventilation,
and circulation fans to maintain greenhouse climate conditions within pre-defined ranges.
Figure 5.2 and Figure 5.3 depict the obtained solution for the base case, and Figure 5.4
and Figure 5.5 depict the optimal solution obtained from minimizing energy costs, where
the model reduces costs by operating the devices during lower energy price periods. The
optimal solution obtained from minimizing peak demand charges and total costs, i.e.,
energy and demand charges, are presented in Figure 5.6 to Figure 5.9, respectively. In
these cases, while the inside temperature, relative humidity, and CO2 concentrations vary
within the pre-defined ranges, the model reduces total costs by operating the devices during
lower energy price periods and by lowering the peak demand of the greenhouse. Similar
results were found for a winter day.

The resulting electric power demands of the greenhouse for each case are shown in
Figure 5.10. It is observed that peak demand of the greenhouse in Case 2 and Case 3 peak
demand is reduced to 106 kW, resulting in significant total costs reductions as compared
to Case 0 and Case 1, where the peak demand is 206 kW. For a winter day, the peak
demand can not be significantly reduced due to the need to operate the supplementary
lighting system, as shown in Figure 5.11. Notice as well that the heating system needs to
be operated in these case.

A comparison of energy costs and demand charges for optimal operation of the green-
house in all cases for the summer and winter days considered are presented in Table 5.2
and Table 5.3, respectively. In Case 1, the energy costs are reduced significantly as com-
pared to Case 0 and are the least among all cases, while the demand charges remain the
same as the base case for both summer and winter days. In Case 2, the demand charges
of the greenhouse is reduced significantly for the summer day, whereas this reduction is
not considerable for the winter day as the supplementary lighting system has to be oper-
ated on the winter day, which results in larger electricity demand for the greenhouse,. In
Case 3, energy costs and demand charges are reduced as compared to the base case for
both winter and summer days. In general, the proposed model for optimal operation of
greenhouses significantly reduces energy costs and demand charges for a summer day, and
achieves considerable energy costs reductions for a winter day.

5.4.2 Monte-Carlo Simulations

The expected total cost savings over a billing period (one month) for summer and winter are
calculated via Monte-Carlo simulations. Thus, randomly generated inputs from actual data
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Figure 5.2: Values of the decision variables for heating, fogging, dehumidification, chiller,
heating system valve, chilling system valve, lighting, CO2 generator, circulation fans, and
forced and natural ventilation fans, respectively, obtained from the greenhouse model for
the base case (Case 0) using RTP for a summer day.
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Figure 5.3: Inside temperature, CO2 level and relative humidity, respectively, obtained
from the greenhouse model for the base case (Case 0) using RTP for a summer day.
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Figure 5.4: Optimal values of the decision variables for heating, fogging, dehumidification,
chiller, heating system valve, chilling system valve, lighting, CO2 generator, circulation
fans, and forced and natural ventilation fans, respectively, obtained from the greenhouse
model for Case 1 using RTP for a summer day.
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Figure 5.5: Inside temperature, CO2 level and relative humidity, respectively, obtained
from the greenhouse model for Case 1 using RTP for a summer day.
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Figure 5.6: Optimal values of the decision variables for heating, fogging, dehumidification,
chiller, heating system valve, chilling system valve, lighting, CO2 generator, circulation
fans, and forced and natural ventilation fans, respectively, obtained from the greenhouse
model for Case 2 using RTP for a summer day.
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Figure 5.7: Inside temperature, CO2 level and relative humidity, respectively, obtained
from the greenhouse model for Case 2 using RTP for a summer day.
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Figure 5.8: Optimal values of the decision variables for heating, fogging, dehumidification,
chiller, heating system valve, chilling system valve, lighting, CO2 generator, circulation
fans, and forced and natural ventilation fans, respectively, obtained from the greenhouse
model for Case 3 using RTP for a summer day.
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Figure 5.9: Inside temperature, CO2 level and relative humidity, respectively, obtained
from the greenhouse model for Case 3 using RTP for a summer day.

145



5. Optimal Operation of Agricultural Energy Hubs: Greenhouses

0

100

200

300
P(

kW
)

Case 0

0

100

200

300

P(
kW

)

Case 1

0

100

200

300

P(
kW

)

Case 2

0

100

200

300

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

P(
kW

)

Time interval (h)

Case 3

Figure 5.10: Electric power demand of the greenhouse for all cases on a summer day.

146



5.4 Numerical Results of Greenhouse Model

0
0.5

1

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

S v
en

t-N

Time interval (h)

0
0.5

1
S h

t

0
0.5

1

S f
og

0
0.5

1

S d
hu

m

0
0.5

1

S c
hi

lle
r

0
0.5

1

S h
t-p

ip
e

0
0.5

1

S c
h-

pi
pe

0
0.5

1

S L
I-

1

0
0.5

1

S L
I-

2

0
0.5

1

S C
O

2

0
0.5

1

S F
-c

irc

0
0.5

1

S v
en

t-F

Figure 5.11: Optimal values of the decision variables for heating, fogging, dehumidification,
chiller, heating system valve, chilling system valve, lighting, CO2 generator, circulation
fans, and forced and natural ventilation fans, respectively, obtained from the greenhouse
model for Case 3 using RTP for a winter day.
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Table 5.2: Case-wise comparison of greenhouse energy charges (using RTP) and demand
charges for a summer day.

Item Energy
(kWh)

Peak 
demand

(kW)

Energy costs 
($)

Demand 
charges ($)

Energy costs 
savings w.r.t
Case 0 (%)

Demand charges 
savings w.r.t
Case 0 (%)

Case 0 6029.47 206.00 161.47 1648.00 0.00 0.0

Case 1 7535.11 206.00 108.34 1648.00 32.90 0.0

Case 2 5737.65 106.00 157.50 848.01 2.46 48.5

Case 3 4933.54 106.02 135.69 848.16 15.97 48.5

ZONES Energy EnergyCost PeakDemand DemandCharg TCOST_Zone
CTE 6029.474101 161.473393 206 1648 1809.473393
EC 7535.109297 108.3439853 206 1648 1756.343985
DC 5737.645242 157.5023277 106.0017507 848.0140053 1005.516333
TC 4933.537553 135.6914758 106.0194256 848.1554049 983.8468806Table 5.3: Case-wise comparison of greenhouse energy charges (using RTP) and demand
charges for a winter day.

Item Energy
(kWh)

Peak 
demand

(kW)

Energy 
charges ($)

Demand 
charges ($)

Energy costs 
savings w.r.t
Case 0 (%)

Demand charges 
savings w.r.t
Case 0 (%)

Case 0 54169.50 4031.00 1167.39 28217.00 0.00 0.0

Case 1 55638.43 4031.00 948.21 28217.00 18.77 0.0

Case 2 54959.19 4000.00 1135.06 28000.00 2.77 0.8

Case 3 55133.69 4000.50 949.39 28003.50 18.67 0.8

ZONES Energy EnergyCost PeakDemand DemandCharg TCOST_Zone
CTE 54169.49772 1167.386009 4031 28217 29384.38601
EC 55638.432 948.2132 4031 28217 29165.2132
DC 54959.19158 1135.058206 4000 28000 29135.05821
TC 55133.69094 949.38585 4000.5 28003.5 28952.88585
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of outdoor temperature, humidity, wind speed, and HOEP variations are used to perform
multiple simulations. Random values of RTP, temperature and humidity for each hour are
generated using a normal distribution with associated mean and standard deviations for
each hour of a day obtained from actual data for each season. For wind speed, random
values are generated using a Weibull distribution with the scale and shape parameters
obtained from actual hourly data for each each season. Random solar irradiation inputs
are generated using uniform distribution with reasonable minimum and maximum values
for each hour a day for each season. The input data used in these Monte-Carlo simulations
are given in Appendix C.

Energy costs and peak demand charges at each iteration and their expected mean
values obtained from the Monte-Carlo simulations for a summer day in Case 0 and Case
3 are shown in Figure 5.12 and Figure 5.13, respectively. Observe that the Monte-Carlo
simulations converge in 150 iterations. Expected average energy costs and peak demand
charges in Case 0 are $269.8 and $8721.3, respectively, while these values for Case 3 are
$159.6 and $5258.4, respectively. Therefore, expected total costs, which are assumed to
be 30 times the expected daily energy costs plus the expected peak demand charges, are
$16816.8 and $10046.4 over a summer month for Case 0 and Case 3, respectively. Therefore,
even when considering large variations in weather and energy price data, the model yields
a significant total cost reduction of 40% for summer months.

Monte-Carlo simulation results for a winter day, depicted in Figure 5.14 and Figure
5.15, show that the model results in more than 19% and 2% reductions in expected energy
costs and demand charges, respectively. These reductions yield a 13% expected total cost
savings for winter months even when considering large variations (the largest observed
actual variations) in weather and energy price data.

5.5 Robust Optimization Model of Greenhouses

In this section, a Robust Mixed Integer Linear Programming (RMILP) problem is formu-
lated based on the developed model for optimal operation of greenhouses and the robust
optimization method discussed in Section 2.4.4. This RMILP model considers uncertainty
in electricity price forecasts in optimal operation of greenhouses, but instead of using price
variations as in the case of Monte-Carlo simulations, price confidence intervals are consid-
ered at each time interval to reflect the data uncertainty. The generated optimal decisions
are robust within the upper and lower bounds of the confidence intervals.

The developed model for optimal operation of greenhouse has the general MILP form
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Figure 5.12: Energy costs and peak demand charges at each iteration and their mean
results from Monte-Carlo simulations for Case 0 in a summer day.
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Figure 5.13: Energy costs and peak demand charges at each iteration and their mean
results from Monte-Carlo simulations for Case 3 in a summer day.
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Figure 5.14: Energy cost and peak demand charges at each iteration and their mean results
from Monte-Carlo simulations for Case 0 in a winter day.
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Figure 5.15: Energy costs and peak demand charges at each iteration and their mean
results from Monte-Carlo simulations for Case 3 in a winter day.
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shown in (2.6), which can be transformed into the RMILP model (2.8) by assuming uncer-
tainties in the electricity price. In this model, if Γ0 = 0, it completely ignores the influence
of the price uncertainty, while if Γ0 = 24, all possible price deviations for the next 24
intervals are considered, which results in the most conservative solution.

The proposed RMILP formulation is implemented using AMPL [127] and solved with
CPLEX [128] to carry out simulations. In these simulations, it is assumed that the elec-
tricity price forecasts may have up to 25% errors, (i.e., the maximum price at each hour
could be 25% more than its actual value), and the model is run for different robustness
degrees from Γ0 = 0 (i.e., ignoring all price uncertainties and assuming that the forecasted
prices are the same as the observed ones) to Γ0 = 24 (i.e., considering all possible price
deviations for the next 24 hours which results in the most conservative solution).

The summary comparisons of the RMILP simulation results are presented in Table
5.4 and Table 5.5 for summer and winter days, respectively. The results of the base case
(Case 0) obtained from the MILP model are presented in the first row in these tables,
and the robust results for minimization of total costs with different robustness degrees
are compared with respect to Case 0. Notice that the energy costs savings are reduced
by increasing the “budget of robustness”. Observe also that energy costs reductions with
respect to Case 0 for the summer day in the most optimistic and the worst cases are 25.36%
and 16.07%, respectively. Similarly, for the winter day, energy costs reductions with respect
to Case 0 are between 18.67% for the most optimistic case (Γ0 = 0) and 7.63% for the
worst case (Γ0 = 24).

Notice that robust optimization simulation results agree with the Monte-Carlo simula-
tion results. Monte-Carlo simulation results show savings of 40% and 19% in the expected
energy costs for summer and winter days, respectively, showing that considerable cost
reductions can be achieved using the proposed model even in the presence of large uncer-
tainties in the electricity price.

5.6 Summary

Novel mathematical models for optimal operation of greenhouses in the context of Smart
Grids were presented. Thus, mathematical models of supplementary lighting, CO2 gen-
eration, air circulation and ventilation, and heating and cooling systems were formulated
to optimally operate existing control systems in greenhouses. The developed models are
based on physical principles and previously published models for individual components
of these systems, and incorporate weather forecasts, electricity price information, and the
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5.6 Summary

Table 5.4: Comparison of energy charges for various robustness degrees using RMILP
model for a summer day.

Case
Energy 

consumption 
(kWh)

Energy costs
($)

Energy costs reduction w.r.t 
Case 0 in MILP model  (%)

min. CTE  (Case 0) 6029.47 181.80 0.00

min. Total costs (=0) 4933.54 135.69 25.36

min. Total costs (=5) 4933.54 143.18 21.24

min. Total costs (=10) 4934.04 147.57 18.83

min. Total costs (=15) 4934.04 150.94 16.98

min. Total costs (=20) 4934.39 152.58 16.07

min. Total costs (=24) 4934.39 152.58 16.07

Case Energy EnergyCost PeakDemand DemandCha

CTE 6029.474101 181.8008753 206 1648

TC 4930.654014 135.6914758 106.0194256 848.1554

TC‐L0 4933.54 135.69 106.02 848.16

TC‐L5 4933.54 143.18 106.02 848.16

TC‐L10 4934.04 147.57 106.02 848.16

TC‐L15 4934.04 150.94 106.02 848.16

TC‐L20 4934.39 152.58 106.02 848.16

TC‐L24 4934.39 152.58 106.02 848.16

Table 5.5: Comparison of energy charges for various robustness degrees using RMILP
model for a winter day.

Case
Energy 

consumption 
(kWh)

Energy costs
($)

Energy costs reduction w.r.t 
Case 0 in MILP model  (%)

min. CTE  (Case 0) 54169.50 1167.40 0.00

min. Total costs (=0) 55133.70 949.40 18.67

min. Total costs (=5) 54725.80 1038.20 11.07

min. Total costs (=10) 55050.10 1076.30 7.80

min. Total costs (=15) 52227.00 1077.60 7.69

min. Total costs (=20) 54797.70 1078.30 7.63

min. Total costs (=24) 53687.80 1078.30 7.63

Case Energy EnergyCost PeakDemand DemandCha

CTE 54169.5 1167.4 4031 28217

TC

TC‐L0 55133.7 949.4 4000.5 28003.5

TC‐L5 54725.8 1038.2 4000.5 28003.5

TC‐L10 55050.1 1076.3 4000.5 28003.5

TC‐L15 52227 1077.6 4000.5 28003.5

TC‐L20 54797.7 1078.3 4000.5 28003.5

TC‐L24 53687.8 1078.3 4000.5 28003.5
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5. Optimal Operation of Agricultural Energy Hubs: Greenhouses

end-user preferences to minimize total energy costs and peak demand charges while con-
sidering important parameters of greenhouses climate control. The presented simulation
results show the effectiveness of the proposed model to reduce total energy costs while
maintaining required operational constraints of a greenhouse. Expected total cost savings
were calculated via Monte-Carlo simulations using actual data variation ranges, showing
40% and 13% expected total cost reductions for summer and winter months, respectively.
Finally, a robust optimization model was developed to consider the effect of uncertainty in
electricity price forecasts on optimal operation of greenhouses, with the simulations results
showing that significant cost savings can be achieved using the proposed model even in the
presence of large forecast errors.
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Chapter 6

Conclusions

6.1 Summary

The research conducted in this thesis concentrates on the optimal operation of energy hubs
in the context of Smart Grids. The motivation of the research was presented in Chapter 1,
followed by identifying the main research objectives based on a literature review on the
relevant research areas. In the next chapters, mathematical optimization models of energy
hubs that can readily be integrated into automated decision making technologies such
as HAS and EMSs were proposed. The proposed mathematical models can be solved
efficiently in real time, and thus facilitates the integration of various energy hubs into
Smart Grids.

The main contents and conclusions of this thesis can be summarized as follows:

• In Chapter 2, the background topics relevant to the research on optimal operation
of energy hubs in the context of Smart Grids were reviewed. Thus, DSM and DR
programs, and their objectives, strategies, and approaches were presented, followed
by a discussion on the state-of-the-art in EMSs in residential, commercial, and agri-
cultural sectors. A brief review of the relevant mathematical programming methods
and tools for development of mathematical optimization models were also presented.
Finally, information on energy pricing and estimation of CO2 emission values are
discussed.

• Chapter 3 presented and discussed a novel mathematical model of residential en-
ergy hubs which can be readily integrated into HAS, HEM, and EMSs to increase
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6. Conclusions

their functionality and improve their effectiveness, thus facilitating the integration
of residential customers into Smart Grids. Mathematical models were formulated for
major household devices in a typical house, i.e., fridge, freezer, dishwasher, washer
and dryer, stove, water heater, hot tub, pool pumps, lighting, heating and air condi-
tioning, solar PV panels, and energy generation/storage.The developed mathematical
models result in an MILP optimization problem for the optimal operation schedul-
ing of residential energy hubs, whose objective is to minimize demand, total costs
of energy, emissions and peak demand over the scheduling horizon while considering
end-user preferences and comfort levels. The developed model incorporates electric-
ity and gas energy carriers, prioritize customers’ preferences, and takes into account
human comfort factors and CO2 emissions.

The applications of the proposed models to a real household in Ontario, Canada,
considering a number of simulation case studies were presented, showing that sav-
ings of up to 20% on energy costs and 50% on peak demand can be achieved, while
maintaining the household owner’s desired comfort levels. The results of the various
realistic simulations demonstrated that by choosing appropriate objective functions,
the proposed mathematical model has the capability of generating optimal opera-
tional schedules of devices to minimize total energy costs, energy consumption and
emissions, while taking into account the end-user preferences and comfort. The de-
veloped mathematical models have been implemented and tested on a single board
computer, demonstrating that these models can be solved efficiently in real-time
applications to optimally control all major residential energy loads, storage and pro-
duction components, while ensuring total energy costs and emissions reductions for
customers taking into account their preferences and comfort levels.

• Chapter 4 presented and discussed a novel mathematical model of produce storage
facilities to optimize the operation of their energy systems in the context of Smart
Grids. The developed mathematical model, appropriate for optimal operation of the
climate control systems of storage facilities, could be implemented as a supervisory
control in existing climate controllers. The proposed model is based on approximate
physical models of produce storage facilities and climate condition predictions, and
incorporates weather forecasts, electricity price information, and end-user preferences
to optimally operate existing climate controllers. The objective is to minimize total
energy costs and demand charges while considering important parameters of stor-
age facilities, i.e., inside temperature and humidity should be kept within acceptable
ranges. The presented simulation results for a realistic case study showed the ef-
fectiveness of the proposed model to reduce total energy costs while maintaining
required operational constraints.
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6.1 Summary

Effects of uncertainty in electricity price and weather inputs on optimal operation
of the storage facilities were studied via Monte-Carlo simulations. Thus, expected
average total cost savings for a summer month was calculated using actual electricity
price and weather data variations, showing that significant cost savings could be
achieved using the proposed model even in the presence of large variations in these
inputs. Effects of forecast errors in electricity price and weather conditions on optimal
operation of climate control systems were also studied via Monte-Carlo simulations,
showing that the proposed model could yield considerable total costs reductions even
in the presence of electricity price and weather forecast errors.

Finally, a solution algorithm was proposed for real-time implementation purposes of
the developed NLP model, based on an iterative B&B approach, relaxed sub-problems
obtained from Taylor series expansion of the nonlinear terms, and RLT.

• Chapter 5 presented and discussed a novel mathematical optimization model of green-
houses to optimize the operation of their energy systems in the context of Smart
Grids. The proposed supervisory operation strategy and the mathematical model
could be implemented as a supervisory control in existing greenhouse management
systems. Mathematical models of heating, cooling, natural and forced air ventila-
tions, supplementary lighting, CO2 generation, and humidity control systems were
developed. Based on these models, an MILP optimization problem was formulated
to minimize total energy costs and demand charges of greenhouses while considering
important parameters and acceptable ranges for inside temperature and humidity,
CO2 concentration, and lighting levels. The proposed model incorporates electric-
ity, gas and bio-fuel energy carriers, considers weather and electricity price forecasts,
and takes into account the end-user preferences to optimally operate existing control
systems in greenhouses.

Several realistic case studies were simulated to examine the performance of the model
for a greenhouse energy hub, suitably choosing parameters, device ratings, and re-
alistic data inputs for outside temperatures, humidities, and solar irradiations. The
presented simulation results showed the effectiveness of the proposed model to reduce
total energy costs, while maintaining required operational constraints. Monte-Carlo
simulations were carried out to calculate the expected total cost savings for a summer
and winter month using actual data, showing 40% and 13% expected average total
cost savings in summer and winter months, respectively.

Finally, based on the developed MILP model of greenhouse, a robust optimization
model considering uncertainties in electricity price forecasts was proposed and some
simulation results were presented. In this RMILP problem, instead of using accurate
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6. Conclusions

price predictions, price confidence intervals are considered at each hour to reflect
data uncertainty. The presented simulation results showed the effectiveness of the
proposed model to reduce total energy costs even in the presence of electricity price
forecast errors; for example, in the presence up to of 25% electricity price forecast
errors, the results showed more than 16% and 7.6% reductions in energy costs for a
summer and winter day, respectively.

6.2 Contributions

The main contributions of the research presented in this thesis are as follows:

1. Novel mathematical models for scheduling and optimal operation of the following
components of residential energy hubs are formulated: fridge, freezer, dishwasher,
washer and dryer, stove, water heater, hot tub, pool pumps, lighting, heating and
air-conditioning systems, solar PV panels, and energy storage/generation devices.

2. A multi-period, multi-carrier, MILP optimization model of residential energy hubs is
proposed so that it can be integrated into automated decision making technologies
such as HASs and EMSs in the context of Smart Grids. The developed mathematical
model includes electricity and natural gas, and incorporates the mathematical models
of the energy system components, weather and energy price information, and CO2

emissions profiles of the grid to optimize customers’ total energy costs, demand,
CO2 emissions and comfort levels. The proposed optimization model can be solved
efficiently for real-time applications, and by considering different objective functions
such as minimization of demand, total cost of electricity and gas, emissions and peak
load over the scheduling horizon, the model facilitates the integration of residential
customers into Smart Grids.

3. A realistic and novel mathematical optimization model of produce storage facilities
in the commercial sector is formulated to optimize the operation of their energy
systems in the context of Smart Grids. The developed model can be implemented
as a supervisory control in existing climate controllers, while incorporating weather
forecasts, electricity price information, and end-user preferences to optimally operate
existing climate control systems of multiple produce storage facilities in a single site.
The proposed model minimizes customer’s total energy costs and demand charges
while considering important parameters of storage facilities.
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6.3 Future Work

4. A solution algorithm based on an iterative B&B approach, which relies on relaxed
linearized subproblems of the developed NLP model, is proposed for real-time imple-
mentation of the proposed model for optimal operation of storage facilities. Using the
proposed algorithm, the developed model for optimal operation of storage facilities
can be implemented in real-time applications, and thus facilitates the integration of
these commercial customers into Smart Grids.

5. A novel MILP model for optimal operation of greenhouses in the agricultural sector
which can be implemented as a supervisory control in existing greenhouse manage-
ment systems is proposed and developed. The proposed optimization model incor-
porates weather forecasts, electricity price information, operational constraints of
devices, and end-user preferences to reduce total energy costs and CO2 emissions,
considering humidity, temperature, lighting levels, and CO2 concentration character-
istics of the greenhouse, and keeping these important parameters within acceptable
ranges. The proposed mathematical model is appropriate for real-time applications,
and facilitates the integration of greenhouses into Smart Grids by optimally operating
these energy hubs.

6. A robust optimization approach is applied to formulate an RMILP model of the
proposed model for optimal operation of greenhouses to consider the uncertainty in
electricity price forecasts on optimal operation of these energy hubs.

The main contents and contributions of Chapter 3 have been published as a US Pro-
visional Patent application, and submitted as two IEEE journal papers for publication
[147, 148, 149]. The proposed models and corresponding results presented in this thesis
have been submitted as IP disclosures for patenting, licensing, and publication purposes
[150, 151, 152]. Energent Inc. has indicated their desire to exclusively license the IP of
this research and negotiations are currently under way.

6.3 Future Work

Based on the research presented in this thesis, the following some ideas and directions for
further research are suggested:

1. Based on the results of the upcoming implementation and monitoring phases of the
residential energy hubs, some adjustments of the mathematical models may be nec-
essary. However, based on the implementation work, validation tests and simulations
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so far, it is not expected to have any significant technical hurdles for the integration
of the proposed models in some existing and future EMSs.

2. The activity level index proposed in this thesis is based on a simple average energy
consumption in residential energy hubs. More sophisticated statistical approaches
can be investigated to achieve a better representation of the activity level index of
householders.

3. In addition to the various customers considered in this research, optimal operation of
other types of energy hubs in commercial, agricultural, and industrial sectors, such
as supermarkets, ice rinks, schools, and hospitals could be investigated.

4. The focus of the research presented in this these was on developing mathematical
models for optimal operation of micro hubs from the end-user prospective; however,
significant benefits may be achieved from both customers and the utility’s point of
view if the operation of a number of these “micro hubs” can be coordinated together.
Therefore, development of mathematical models for optimal operation of “macro
hubs”, which would incorporate the micro hubs and system level information, need
to be studied. This would result in a “multi-level” optimization problem to optimize
the operation of the energy hubs from both the customers’ and the utility’s point of
view.

5. The proposed mathematical models for optimal operation of storage facilities and
greenhouses are based on physical principles and previously published models for in-
dividual components of these systems, and have been developed to be implemented
in pilot locations to investigate the accuracy of these models, monitor their perfor-
mance, and apply necessary adjustments in real-world applications.
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Appendix A

Input Data for Residential Sector
Case Studies

The external inputs and data and assumed parameter settings of the devices used in the
residential energy hub simulation case studies, presented in Chapter 3, are given in this
appendix.

A.1 Price Data

TOU, RTP and FRP tariffs for electricity, and FRP scheme for natural gas are used to
calculate the total energy costs. Figure A.1 presents the energy pricing data used in the
simulations. In Ontario the Hourly Ontario Electricity Price (HOEP) is the RTP that
applies to large customers [4]; hence, this is the price used in this chapter for the study of
residential customers.

A.2 Emissions Profile

Ontario’s CO2 emissions profile is considered for a summer weekday using the forecast-
ing method described in Chapter 2. Using the actual demand profile of July 14, 2009,
the Ontario’s forecasted power generation from coal- and gas-fired power plants and cor-
responding emissions profile, correspondingly depicted in Figure A.2 and Figure A.3, are
obtained and used in the case studies presented in this thesis [135].
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Figure A.1: TOU, RTP and FRP tariffs inputs for the residential energy hub simulations.
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Figure A.2: Forecasted power generation from coal- and gas-fired power plants in Ontario
for a summer day.
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Figure A.3: Ontario’s emissions profile for a summer day.

A.3 Ambient Air Temperature

The outside ambient air temperatures for a specific summer (July) and a winter (January)
day considered for the case studies in this chapter are shown in Figure A.4.

A.3.1 Illumination Level

The data of incoming short wave radiations in W/m2 used here is taken from the University
of Waterloo Weather Station [6]. It is assumed that each illumination level inside a zone is
equal to 200 lx, with a 150 W demand. The outside illumination level information required
by the model for residential lighting is assumed to be in per unit as discussed in section
3.3.2; therefore, normalized data is used as shown in Figure A.5.

A.4 Solar PV Panel

A 3 kW solar PV roof top panel with battery storage system is assumed for the ESD
model, with minimum and maximum storage levels of the battery being 6 kWh and 30
kWh, respectively. Energy is exported to the grid at 80.2 cents/kWh, which is the contract
price set by the Ontario Power Authority (OPA) for residential participants in the Micro-
FIT program. Typical power generation levels from a solar PV panel for summer and
winter days are shown in Figure A.6.
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Figure A.4: Ambient air temperatures for summer and winter simulations.
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Figure A.5: Outside and minimum required illumination level.
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Figure A.6: Typical power generation levels from a solar PV panel for summer and winter
days.

A.5 Activity Level

Figure A.7 shows the Activity Level over a day for a single detached house used in this
chapter for simulations. This is similar to hourly variations of energy consumption of the
household on a summer day.

A.6 Hourly Hot Water Usage (HWU)

The methods proposed in [141] and [143] are used to predict the hourly hot water use in a
house to carryout case studies. The HWU(t) obtained for the household is shown in Figure
A.8.

A.7 Other Inputs

The model parameters and other data used in the simulation case studies of the residential
energy hub are presented in Table A.1.
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Figure A.7: Activity Level over a day for a single detached house.
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Figure A.8: Estimated average hourly hot water usage profile in a household.
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A.7 Other Inputs

Table A.1: Parameter settings in the residential energy hub simulations.

Device Parameter Sample Value Parameter Sample Value 

Fridge 

Pfr 600 W θfr
low 2 °C 

etfr 1 𝛾fr 0.14 
ltfr 96 αfr 2.75 
θFR

up 8 °C βfr 0.605 

AC/Heating 

PAC 2200 W ltac 96 
θin

up 23 oC 𝜌ac 0.0075 
θin

low 17 oC αac 0.33 
etac 1 βac 0.044 
Pht 1150 W γht 0.0075 

Water heater 

HRht 0.534 αht 0.67 
Pwh 600 W θwh

up 58 oC 
HRWH 0.297 θwh

low 48 oC 
etwh 1 αwh 4.44 
ltwh 96 θwh

up 58 oC 
γwh 0.05 tanksz 185 
Hr 38 therm 55 
βwh 0.068 wtmp 8 

  atmp -10 

Stove 
Pstv 1500 W rotstv 12 
etstv 65 mutstv 4 
ltstv 88 msotstv 12 

Pool Pump Ppmp 750 W ltpmp 96 
etpmp 29 rotpmp 40 

Energy Storage Device 
dchesd 3 chdesd -- 

ESLesd
min 6 kWh ESLesd

max 30 kWh 
etesd 1 ltesd 96 

PV solar array 
Ppv -- ESLpv

max 30 kWh 
chdpv 3 kW etpv 1 

ESLpv
min

 6 kWh ltpv 96 

Lighting Pilz 150 W etil 1 

  ltil 96 

Dishwasher 
Pdw 700 W mutdw 8 
etdw 65 mdtdw 4 
ltdw 92 msotdw 8 

Washer 
Pwr 450 W mutwr 8 
etwr 64 mdtwr 4 
ltwr 92 msotwr 8 

Dryer 
Pdry 1100 W mutdry 8 
etdry 64 mdtdry 4 
ltdry 92 ∆𝑤𝑟,𝑑𝑟𝑦 12 
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Appendix B

Input Data for Commercial Sector
Case Studies

The external inputs and data and assumed parameter settings of the devices used in the
commercial energy hub simulation case studies, presented in Chapter 4, are given in this
appendix. Figure B.1 to Figure B.6 show actual values of outdoor temperature, relative
humidity and electricity prices used for summer and winter simulations in Chapter 4.
Minimum, maximum and mean values of outdoor temperature, relative humidity and RTP
used in summer and winter Monte-Carlo simulations in Chapter 4 are depicted in Figure
B.7 to Figure B.12, respectively.
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Figure B.1: Actual outdoor temperature during 14th – 20th September 2010, used for
summer case studies.
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Figure B.2: Actual outdoor relative humidity during 14th – 20th September 2010, used for
summer case studies.
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Figure B.3: Actual HOEP (RTP) during 14th – 20th September 2010, used for summer
case studies.
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Figure B.4: Actual outdoor temperature during 1st to 7th March 2010, used for winter case
studies.
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Figure B.5: Actual outdoor relative humidity during 1st to 7th March 2010, used for winter
case studies.
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Figure B.6: Actual HOEP (RTP) during 1st to 7th March 2010, used for winter case studies.
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Figure B.7: Actual minimum, maximum, and mean values of outdoor temperature in
summer 2010, used in the Monte-Carlo simulations.
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Figure B.8: Actual minimum, maximum, and mean values of outdoor humidity in summer
2010, used in the Monte-Carlo simulations.
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Figure B.9: Actual minimum, maximum, and mean values of HOEP prices (RTP) in
summer 2010, used in the Monte-Carlo simulations.
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Figure B.10: Actual minimum, maximum, and mean values of outdoor temperature in
winter 2010, used in the Monte-Carlo simulations.
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Figure B.11: Actual minimum, maximum, and mean values of outdoor humidity in winter
2010, used in the Monte-Carlo simulations.
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Figure B.12: Actual minimum, maximum, and mean values of HOEP prices (RTP) in
winter 2010, used in the Monte-Carlo simulations.
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Table B.1: Parameter settings in the storage facilities model simulations.

Parameter Sample value Parameter Sample value
Asp 50 (m2

pr/m
3
b) p3 7.7835 (Pa)

cdc 8 ($) p4 0.058549 (K−1)
ca 1.006 (kJ/(kg ◦C)) p5 0.6228 (kgw/kga)
cp 3.6 (kJ/(kg ◦C)) Qleak 290 (m3/h)
φmin
1 70 (%) Qmax 29000 (m3/h)
φmin
2 70 (%) R 8.314472 (J/(molK))
φmin
3 70 (%) ρa 1.27 (kg/m3)
φmax
1 90 (%) ρb 670 (kg/m3)
φmax
2 90 (%) ρp 1020 (kg/m3)
φmax
3 90 (%) τ 1 (h)
hev 2270 (kJ/kgw) θmin

out -3 ( ◦C)
hre 19.5 ×10−3 (kJ/(kgprh)) θmax

1 5.5 ( ◦C)
kev 0.14 (kga/(m

2
pr h)) θmax

2 6.5 ( ◦C)
mw 18.0153e-3 (kg/mol) θmax

3 7.5 ( ◦C)
Mpr,1 1666000 (kg) θmin

1 4.5 ( ◦C)
Mpr,2 1666000 (kg) θmin

2 5.5 ( ◦C)
Mpr,3 1666000 (kg) θmax

3 6.5 ( ◦C)
NT 169 UA1 3836 (kJ/(h ◦C)
Pfan 3700 (W) UA2 3836 (kJ/(h ◦C)
Prf 70000 (W) UA3 3836 (kJ/(h ◦C)
Pht 20000 (W) V1 5184 (m3)
pmx 750 (W) V2 5184 (m3)
Phu 750 (W) V3 5184 (m3)
Pdh 27700 (W) Va 0.34 (no dim.)
Patm 0.965e5 (Pa) Vp 0.66 (no dim.)
p1 100 (no dim.) wmax

h 3.5 (kgw/h)
p2 1.7001 (Pa) wmax

dh 19.5 (kgw/h)
z 1 ,2 ,3
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Appendix C

Input Data for Agricultural Sector
Case Studies

The external inputs and data and assumed parameter settings of the devices used in the
agricultural energy hub simulation case studies, presented in Chapter 5, are given in this
appendix.

Input data for outdoor temperature, relative humidity and RTP, and their minimum,
maximum and mean values used in summer and winter case studies presented in Chapter
5 are obtained from the first 24 hours of corresponding data presented in Appendix B.
Additionally, Figure C.1 to Figure C.3 show solar irradiations and wind speeds used in
summer and winter case studies in Monte-Carlo simulations in Chapter 5.
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Figure C.1: Minimum and maximum solar irradiations used in summer Monte-Carlo sim-
ulations.
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Figure C.2: Minimum and maximum solar irradiations used in winter Monte-Carlo simu-
lations.
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Figure C.3: Maximum wind speed used in summer and winter Monte-Carlo simulations.
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C. Input Data for Agricultural Sector Case Studies

Table C.1: Parameter settings in the greenhouse model simulations.

Parameter Sample value Parameter Sample value
Agh,z 20000 (m2) Rwl 180 (kJ/(hKm2))
Awl,z 22400 (m2) Rsl 20.7 (kJ/(hKm2))
Anv,z 450 (m2) Rpipe 1200 (kJ/(hKm2))
Ahtp,z 1625 (m2) Rsr 0.7
Achlp,z 1625 (m2) Rpipe,sl 3.6 (kJ/(hKm2))
Ca 1.006 (kJ/(kg K)) Pfog 16 (kW )
Cw 4.1855 (kJ/(kgK)) Pht 2 (MW )
cre 1.224e-3 (g/(m2 hK)) Pli,1 2 (MW )
cphot 46.03e-8 (g/J) Pli,2 2 (MW )
Cmax
inj 0.8 (g/m2

gh) Pnv 500 (W )

Cmax
z 0.7 (g/m2

gh) Qz 18.3 (m3
a/(hm

2
gh))

Cmin
z 1.3 (g/m2

gh) ρa 1.27 (kg/m3)

Cp 3 (kJ/(kgK)) ρw 1000 (kg/m3)
cdc 8 ($/kW) ρp 1010.2 (kg/m3)
ε 0.85 (m3

a/m
3
gh) Rg 0.5148 (tonne/MWh)

ηchl 1 rotcf 12 (h)
ηfog 0.05 Ψmdu

z 200 (W/m2)
ηli 0.3 Ψminmdu

z 200 (W/m2)
ηsr 0.9 Ψ

maxaggr
z 10000 (W/m2)

Hgh 4 (m) Ψ
minaggr
z 4000(W/m2)

hev 2270 (kJ/kgw) Ψmax
z,1 100 (W/m2)

λ 0.0075 (no dim.) Ψmax
z,2 100 (W/m2)

mdu 1 (h) scc 100 ($/tonne)
mdli 2 (h) θsl 8 ( ◦C)
muli 2 (h) θmin

out -3 ( ◦C)
msotli 8 (h) θsetz 17 ( ◦C)
mw 18.0153× 10−3 (kg/mol) θmin

z 15( ◦C)
NT 24 θmax

z 19 ( ◦C)
p1 100 (no dim.) θl0z 16 ( ◦C)
p2 1.7001 (Pa) θu0

z 18 ( ◦C)
p3 7.7835 (Pa) θmin

htp
60 ( ◦C)

p4 1/17.0789 (K−1) θmax
htp

95 ( ◦C)

p5 0.6228 (kgw/kga) θmin
chlp

4 ( ◦C)

p6 3600 (no dim.) θmax
chlp

10 ( ◦C)

p7 -0.27 ( ◦C) τ 1 (h)
p8 0.05 (no dim.) Vgh,z 80000 (m3)
Patm 0.65e5 (Pa) Vhtp,z 100 (m3)
Pcf 30.5 (kW ) Vchlp,z 50 (m3)
Pchl 175 (kW ) Wevp(z) 125.8 (gw/(hm

2
gh))

Pco2 200 (kW ) Wmax
fog 9.6 (gw/(m

2
ghh))

Pdh 60 (kW ) Wmax
dh 145 (gw/(m

2
gh h)

Pfv 14 (kW ) ξz 366000 (h−1)
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