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Abstract

This thesis aims to improve sales forecasting in the context of passenger airlines. We study two important issues that could potentially improve forecasting accuracy: day-to-day price change rather than price itself, and linking flights that are likely to be considered as pairs for a round trip by passengers; we refer to the latter as the Round-Trip Model (RTM). We find that price change is a significant variable regardless of days remaining to flight in the last three weeks to flight departure, which opens the possibility of planning for revenue maximizing price change patterns. We also find that the RTM can improve the precision of the forecasting models, and provide an improved pricing strategy for planners.

In the study of the effect of price change on sales, analysis of variance is applied; finite regression mixture models were tested to identify linked traffic in the two directions and the linked flights on a route in reverse directions; adaptive neuro-fuzzy inference system (ANFIS) is applied to develop comparative models for studying sales effect between price and price change, and one-way versus round-trip models. The price change model demonstrated more robust results with comparable estimation errors, and the concept model for the round-trip with only one linked flight reduced estimation error by 5%. This empirical study is performed on a database with 22,900 flights which was obtained from a major North American passenger airline.
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1. Introduction

In many businesses situations, firms seek to maximize revenue by selling a limited amount of a perishable product. For example, in the passenger airplanes, the number of seats is fixed, and they can be sold only until the departure time. Given the fixed inventory of seats, airlines forecast demand in order to set prices accordingly. Forecasting demand in passenger airlines is a challenging task, because the knowledge about the customers’ preferences is limited, and the business environment rapidly changes.

There are different approaches to improve forecasting. One approach is focused on understanding the customers’ decision-making processes; another approach focuses on mathematical tools and models (i.e. while in the customer oriented approach, the effect of weekdays on sales is studied, in the other one, the neural network models are compared with the regression models). One of the customers’ behaviour oriented models for forecasting, which made a change in revenue management is customer segmentation based on their arrival time (i.e., how far in advance they purchase their tickets), and relating it to their willingness to pay. Using this basic concept regarding customers’ behaviour, in 1985 American airlines offered the Super Saving program that helped it to compete with PEOPLEExpress after the deregulation of the airline industry in the U.S.A.

We want to improve sales forecasting with a customer behaviour orientation. According to Webber (2004) most of travelers have round trips with an average staying period of less than four days in the local travels in Canada. We think that only a few roundtrips exist that travelers prefer to select and their preferences is not spread around all the options evenly. This creates new possibilities for improved pricing mechanisms, by managing price pairs instead of planning for prices of each flight separately.

Another idea for a better forecasting is more attention to the travelers’ reactions to price change. The customers look at the airline prices as a long term increasing trend with limited local fluctuations and they should decide for buying a ticket with a “good price” in the absence of more accurate information about future prices.
According to our observation in our data from a major airline, the average seat sales in price change situations is approximately 25% - 30% higher than days with no change in price in the last five weeks before flight (see Figure2), so one of the studies is identifying the effect of price change on the seat sales.

The scope of this research is revenue management in the passenger airlines and the results can be applied for similar modes of transportation. This research is price based Revenue Management (RM) rather than capacity based RM. We use analysis of variance to study price change effect on the seat sales, employ mixture models to identify customer segments when finding a relation between aggregate passenger traffic in both direction of a route. Finally we use fuzzy systems to develop forecasting models to make comparison between the selected factors which affect the seat sales.

The study starts with a literature review, continues with an explanation about available data in section 3, studying price change effect on sales in section 4, the introducing and study of round trip models in section 5, fuzzy forecasting models in section 6, and in section7, the conclusion and possibilities for future work is discussed.

2. Literature review

The focus of this research is on improvement of the sales forecasts which is an important component of revenue management in the light of rapid changes in the market demand. On-line sales channels, rapid changes in economical situations, as well as unpredictable events such as epidemic disease or terrorist attacks make the long term sales forecasting models less reliable for everyday operations, as a result, identifying core factors and constant behaviour in customers that affect their decisions for buying tickets become important.

The three main issues in this research is studying the significance of price change effect on sales, which is more close with dynamic pricing, mixture models and their general applications , as well as their
specific use in revenue management, and finally mathematical methods that have been used for deterministic sales forecasting with special focus on fuzzy systems.

2.1. Dynamic Pricing

One of the interesting findings in this research is increase in the average sales, as a result of price change (either upwards or downwards). This finding is related to similar literature on revenue management and dynamic pricing.

Dynamic pricing is price-based Revenue Management (RM), which is formerly employed in passenger airline industry after deregulation; it is the main RM policy in Low Cost Careers (LCCs) and where there is only one class in seats (Talluri and van Ryzin (2005)). Talluri and van Ryzin explain different sectors that make benefit of dynamic pricing such as retails, manufacturing, and e-business; mark-down pricing, discount airline pricing, and consumer-packaged goods promotions as some examples in dynamic pricing are discussed in their book and dynamic pricing optimization problem for deterministic and stochastic demand is formulated.

Gallego and van Ryzin (1997) argue that when there is an option to select between price-based and quantity-based RM, the price-based RM is preferred. The reason they mention is that quantity-based RM reduces sales by rationing but when there is price flexibility, the demand can be controlled smoothly by changing the price. This point of view demonstrates importance of this approach in revenue management and the efforts in this direction.

Some efforts to find revenue maximizing patterns by price changes can be found in Feng and Xiao (2000); they have considered a set of prices, assuming the demand to have a Poisson distribution, and demonstrated that concave subsets in the price set, maximize revenue. Similar research can be found in Bitran and Caldentey (2002), that have provided an overview on this kind of studies and they have also proposed a model. Having a pattern for maximizing revenue is a wonderful idea although frequency of
price change in these patterns or volatility in prices may have an important effect on sales, a subject which is rarely studied.

Gillen and Mantin (2009), have studied price volatility and introduced a measure for it. They have demonstrated that in two weeks prior to flight, volatility increases significantly and it does not have any relation with market structure although price volatility depends on type of carriers (LCC or legacy carrier). This finding was the leading idea that price change may have some effect on sales and our data analysis was inspired from this idea that not only the shape of a price set might affect the revenue but also frequency of these changes may affect sales as getting closer to flight departure.

After this short review of the literature in dynamic pricing, it seems that finding any revenue maximizing pattern in prices is difficult specially when considering the competition in the market, although the increase of price volatility is worthy to be studied further. As a common judgement, in dynamic pricing, a price increase is usually used to increase marginal revenue, while a demand reduction is expected, although we have found that it might be slightly different and people may even buy more when price increases within a certain range. The study of this aspect of travelers’ reaction may explain higher volatility in prices in the last days before flight departure and it might be a source for higher revenue generation.

2.2. Forecasting

In dynamic pricing, price based RM is a continuous process of forecasting and optimization, although recently some researchers are offering new adaptive approaches which does not need forecasting. This approach might be efficient although they may still need further research to become a perfect replacement for the existing model. Some of these studies are mentioned here to be considered by interested people. See Levina, et al. (2009) and Farias (2007), however in this research we intent to improve the forecasting in price-based RM.
Before reviewing research in forecasting, it is important to separate demand from sales. Censored data is a source of errors in demand forecasting, because the demand for seats is not recorded when seats are sold out; therefore, historical booking data reflect the sales and not the demand. The problem becomes more complicated when a flight has different seat classes, and scarcity or price of one class affects the demand of others. McGill (1995) studies this problem, i.e., analysis of multiclass demand subject to capacity constraint using censored data. Weatherford and Pölt (2002) provided another solution to identify the real demand level. In our study, we rarely experience data censorship due to stock-outs (i.e. when all seats on the plane were sold).

Overbooking and forecasting studies are somehow related and a complete overview of research can be found in McGill and van Ryzin (1999) although we will mention a few of them and add some additional research, which are among the outstanding efforts and are more related with the scope of this study.

Littlewood (2005) which is originally published in 1972 made one of the first contributions to the field and used exponential smoothing for forecasting. Sa (1987) compared regression results with ARIMA and historical averages and concluded that, regression models provide higher accuracy. His model did not have price or price-related factors, and sales history was the main factor for his forecast. He had historical averages of reservations, average booking in the last five flights for each day to flight, weekdays and week of the year in his regression model.

One of the most outstanding jobs on probabilistic demand models is carried out by Lee (1990) in his Ph.D. thesis. In addition to his comprehensive approach to formulate the probabilistic demand models, he has done a simulation which indicates that each 10% improvement in accuracy of forecasting sales increases revenue by 1-5%. This result was confirmed again in the study of Weatherford and Belobaba (2002) with a slight difference.

Taneja (1978) proposed quantitative, qualitative, and decision analysis approaches for forecasting; he has provided comprehensive explanations for the development and appraisal of regression models with
applications in forecasting and planning air transportation services. In his book, he has included researchers’ work in deterministic modeling for air passenger demand models.

Neural Network (NN) models have been used to forecast passenger traffic by Nam and Schaefer (1995), they concluded that NN models have better performance in forecasts, comparing with conventional methods in the airline industry such as regression or time series. Similar research is also done by Weatherford, Gentry, and Wilamowski (2003), comparing moving average, exponential smoothing, and regression models with the simplest NN models, which demonstrated a better performance of a NN model. They used the mean absolute percentage error (MAPE) for error measurement and took separate datasets for training, and testing to evaluate the models’ performances.

The trace of fuzzy systems’ application in airlines can be found in the decision support system for sales forecasting offered by Kuo and Xue (1998), evaluating the effectiveness of promotions. The authors used a fuzzy-Delphi\(^1\) method to collect their fuzzy input; Kuo, in European journal of operations research on 2001, offered the idea of using genetic algorithm to find initial weights for fuzzy neural network, and concluded the superior performance of fuzzy neural network model over simple neural network model.

Becher (2008) has implemented a revenue management system with a fuzzy approach. His work covers the concept and theory of fuzzy systems with complete explanation of its components. Becher has used the rule based setting of fuzzy systems effectively to cover management expectations from a decision support system for revenue management, providing a flexible framework to include any further assumption, policy or criteria; he also offers methods to customize the proposed fuzzy system, using adaptive methods. In this research, Becher starts with analysis and development of capacity and price models and proposes a mixed model at the end.

\(^1\) The Delphi method is a systematic, interactive forecasting method which relies on a panel of experts.
As a result of reviewing literature in forecasting section, fuzzy is selected as the suitable method to implement our forecasting models; this research aims to cover a gap in forecasting by proposing additional variables after segmenting travelers and identifying linked flights, using mixture models.

2.3. Mixture Models

A single rule may not be sufficient to explain consumers’ decisions; decisions of each person in a group might be taken under the effect of different goals and their personal criteria. In such situations, sometimes identifying segments within the group may result in more accurate models to explain peoples’ choices. So instead of proposing a single relation between independent and dependent variables, one relation for each segment can be proposed; such models are called mixture models. Mixture models have found applications in a wide range such as: biology, medicine, physics, economics and marketing; an example of mixture models in market segmentation, is Kamakura and Wedel (2001), replacing traditional cluster analysis and regression methods with it.

Finite mixture models have been extended in the 1990s by mixing standard and generalized linear models, DeSarbo and Wedel (1995); they develop a mixture model approach to simultaneously estimate the posterior membership probabilities of observations to a number of latent classes; they also use EM algorithm to estimate their model parameters. A comprehensive review about the existing application and theory of finite mixture models can be found in McLachlan and Peel (2000).

Leisch (2004) also mentions some applications of mixed modeling and proposes a general framework to fit discrete mixture of regression models; he investigates different Expectation Maximization (EM) algorithms for this purpose which are usually used for identifying optimum number of segments and avoids overfitting by proposing suitable number of variables in a model.

In passenger airline research, mixture models are also applied by Koenigsberg, Muller and Vilcassim (2008) to explain arrival of travelers in two segments using a Poison latent class model; their main
objective in this research is evaluating the benefit of last minute deals, trying to compare different situations by segmenting high valuation and low valuation customers, in base of their arrival time.

3. Data

In this section, we plan to explain the available data which is used for analysis and hypothesis testing throughout this research. In order to do that, source of data and some specific information about it, such as structure of data tables, and number of records in each table is mentioned. Some basic patterns in the data is demonstrated in two series of graphs. In the first group of graphs, average price and average number of sold seats in the last 30 days remaining to flight are simultaneously demonstrated, which may convey some information for professionals about the type of markets that the datasets are selected from. In the second set of graphs, the average sold seats when price is constant and when it is changing in the last five weeks to flight departure are demonstrated, which helps to understand the reason for proposed hypothesis in section 4.

3.1. Source and data specificities

The data for this research is obtained from a major North American airline, that we are not authorized to mention its name, because of the company’s policy. This data set contains the sold seats information on a daily basis for all flights from three non-stop routes in both directions. All together, the dataset contains over 500,000 sales records from 22,900 flights over 20 months.

3.2. Data structure

The firm has provided us with daily sales data for three routes in both directions. The information are organized in two tables. One of them has general information about a flight which is mentioned under “General flight information” and related sales during the sales period for each flight are reported in the other table, “Sales detail information”. The fields in each table are as follow:

- General flight information
3.3. Basic patterns in data

As it was mentioned in the beginning of this section, some graphs are provided to give information and create some questions for readers that will be answered in the next sections. As it is pointed out in subsection 3.1, our sales data are from three routes in their both directions. On these three routes we have six cities that are called A, B, C, D, E, and F. Each direction on a route is named with a pair of the city names, i.e., AB stands for the flight direction, from origin A into destination B. In Figure 1, average price and average number of sold seat are demonstrated during the last four weeks remaining to flight departure on each route. There are six graphs in three rows, each of the two graphs on a row demonstrate trends in two directions between two cities.

Difference in demand and average price in the two directions of each route can be observed. Also the trend of the average number of seat sold is increasing in the last ten days remaining to flight in all routes.
Figure 1: Average price (left vertical axis) and average sold seats (right vertical axis) in different days remaining to flight for two directions of the three routes.

In Figure 2, the goal is demonstrating the higher average of seat sold, when price changes comparing with the time that price remains constant. Each graph demonstrates the trend on a route in both
directions, because the goal is comparing the three routes rather than two direction of the same route, which indicates higher sales when price changes.

In the title of the graphs in Figure 2, the same notation for cities and flight directions is used. The data which is demonstrated with an empty bar stands for the average number of seat sold when price changes and the line shows the relative average of the price change on each day. The grey bars show the average number of seats sold, when price remains constant in a certain day. Certainly, no line in the graph is attached to these data, because the relative average of price change is always zero. The data are taken for the days in the last seven weeks remaining to flight departure.

In Figure 2, the average number of seat sold in price change situations is approximately 25% - 30% higher than seats sold, when price remains fixed. Realizing Gillen and Mantin (2009), that observed significant increase in price volatility in the last two weeks to flight departure, and considering the increase in the average number of seats sold brings the analysis later in subsection 4.2., which investigates the connection between price change and the average number of seat sold. Better understanding of this relation, may help to improve revenue generation not only in the last days remaining to flight but throughout the selling period. Another point in Figure 2 is the sporadic price change patterns and no specific shape or repeating set of prices.

As it was mentioned in the literature review, Feng and Xiao (2000) proposed concave subsets in the price set to maximize revenue, they made this inference by comparing a group of price change patterns. In our data, concave price changes can be observed although a visual assessment demonstrates that sales is more influenced by price change rather than a specific pattern in the data. Also it is unlikely that a predictable pricing policy (i.e. a concave pattern) can be applied as a successful pricing policy at the existence of market competition, and strategic customers.

---

2 For a better comparison, it requires further study and this interpretation is based on a visual assessment
3 Strategic customers are the customers that optimize their own purchase behaviour in response to the pricing strategies of the firms (see Talluri and Ryzin (2005), section 5, page 182).
Bitran and Caldentey (2002) overview dynamic pricing models; they conclude that demand learning and demand substitution effects are open subjects that can improve dynamic pricing; they have proposed more research to better learn the demand in each market.

As a conclusion, proposing a certain pattern as a revenue maximization solution might not be applicable and ad-hoc decisions should be made based on factors that affect demand such as the rival price positioning and previous responses of the market to price or price changes. The information to deal with the competition effect is not available, but it is still possible to study the link between demand and the price changes, however it is expected that this would affect the precision of this study. This enables passenger airlines to decide about the next price change direction and its size to achieve the expected sales.
Figure 2: Average sold seats as a result of price change and in its absence are compared; the average absolute value of price change trend in the last 5 weeks to flight departure is demonstrated.
3.4. Important independent variables

This section intends to identify the potentially important independent variables which will be further investigated in the next sections or will be used to propose a forecasting model. One of the approaches to identify such independent variables is analysis of the processes that somehow affect the target variable and observing simultaneous trends of dependent and independent variables.

As an example, a relation between the average number of seat sold and the time remaining to flight or weekdays can be observed in Figure 1, these variables are considered by the other researchers such as Sa (1987); he developed some ARIMA models to estimate the demand using the time remaining to flight departure, the sequence of the previous demands, and weekdays. Based on the observations from Figure 2, it is plausible to propose price change or price as important factors in forecasting the average number of seat sold.

In the process of purchasing a ticket, there are usually some options available in online shops, which enable customers to find the best fare, on the day before or after the selected date, so this difference can be considered as an important variable.

So some of the potential independent variables can be summarized in the following list:

- Days remaining to departure
- Sequence of ‘n’ previous sold seats – where ‘n’ is a positive integer
- Sequence of ‘n’ previous prices (starting from today) – where ‘n’ is a positive integer
- Sequence of ‘n’ previous price changes— where ‘n’ is a positive integer
- Price difference between the flight for which demand is predicted and related flights (on the same day, one day before or after)
- Seasonal factors for the time that a sales happens
- Seasonal factors for departure date (month, weekday)
In order to keep forecasting models small and efficient, it is essential to identify most important variables and identify a priority list, however some variables such as price or price change and time remaining to flight should be always a part of any forecasting model, because in optimization step of dynamic pricing, such relations are required (for more information about a deterministic dynamic pricing model, see section 7).

There are other important issues in the analysis of the ticket purchasing process, which require more efforts to include them as a variable in forecasting sales, i.e., it is a common behaviour to buy tickets to a destination and returning tickets to the origin in most of our travels, this means that if price or price related factors would be important for a traveler, then these variables should be minimum in a round trip flight and not just in one direction. This might be an important point to be considered, because it can define the price competition in form of a series of linked flights, an idea which is not mentioned in any literature to the author’s knowledge to date, although there are some problems to connect one flight with a finite set of returning flights. In contrast, it is not unexpected that the returning flights would be so numerous, that considering their effect wouldn’t be significant. Both mentioned ideas might be plausible speculations however the way to figure out the importance of returning flights and the way to identify them will be explained in section 5 and 6.

4. Price change effect on sales

In section 3, a visual assessment of Figure 2 demonstrated 25% - 30% higher seat sales on the days with a price change, than the days without a change in price. This pattern was demonstrated for the last five weeks before flight departure.

In this section we demonstrate that this difference is statistically significant. For this purpose, the frequency of price changes for different values is provided in a histogram to show the frequency and size of price change and comparing the no-price change situations with price change occurrences. Afterwards, in subsection 4.2, an analysis of variance (ANOVA) is carried out to show the difference
statistically. At the end, in the conclusion section, the results of the analysis are summarized, and building a model to compare sales forecast precision with price change and price; this comparison is done in section 6.

4.1. Price change characteristics

In this section, we aim to identify the relation between price change and sales and this requires having an idea about price change behavior in the dataset. Understanding more about size and direction of price change and its distribution may give us good information. This information can lead us to understand whether the price change is a rare event or it happens quite frequently. It is also good to know the reason for price change and ask questions about seemingly odd behavior in its size and distribution.

There were 3737 observations in this analysis, and the data were captured from the last three weeks to flight departure, for an evening flight. In Figure 3, the frequency and size of price change is demonstrated in a histogram. There are 30 different segments between -100 and 100, which is the considered range for price change; as a result of this number of segments, there might be a maximum price difference of $6.67 between the values of the grouped price changes in one segment. Additional data which are provided in Figure 3 indicates that the average of price change is 4.63 with an standard deviation of $33. These price change values are from a flight with an average price of around $175.
The long bar in the middle of Figure 3, is an indicator of a large number of values in the range of 0 to 6.67, although a large number of them are expected to indicate no price change; the number of constant price occurrences is higher than any other price change segment, although if this number is compared with the cumulative number of price change occurrences, regardless of their size or sign, the probability of having a price change or a fixed price are almost the same in the selected period.

When studying price changes, very large price decreases, especially in the last days before a flight are observed; the reason might be a large number of unsold seats or might be the result of competition in the market. Price increase also happens as the departure date gets closer, which is a well known phenomenon for passengers. To better understand the reasons of price changes, Mantin and Koo (2009) have done a research which relates the dynamic price dispersion with demand characteristics and provide a clear explanation about price change and factors that intensify it.

In addition to existence of large positive or negative price change, an almost even distribution of positive and negative price change can be observed in Figure 3; considering the low occupancy level, around 60% in flights, makes it hard to explain the existence of so many occurrences of price increases, which
sometimes are around 40% of the price. By simultaneous consideration of the symmetrical distribution of price change and by remembering the positive effect of price change on sales in Figure 2, it seems unclear that how exactly the effect of price change on sales can be explained. Are there higher sales when only price decreases, and price increases are for making the possibility of more decreasing prices to attract customers or the positive price change situations may also achieve higher sales?

As a summary of the above discussions, better understanding of the price change effect on sales may help to make benefit of these situations to manage revenue more efficiently; In subsection 4.2, this relation is investigated by carrying out an analysis of variance on the available data.

### 4.2. Analysis

To identify the effect of price change on sales, an analysis of variance (ANOVA) was carried out with *price change* and *days remaining to flight* as independent factors, and the number of seats sold as the dependant variable. For this purpose, a daily flight in the AB-BA route is selected; this particular flight had the largest dataset and the data is taken from 178 flights in their last three weeks across 18 month.

As Figure 3 demonstrates, price changes are spread around a wide range, and rarely repeating price changes could be found, so price change couldn’t be entered as a factor in ANOVA. To overcome this issue we define classes for the price change values and enter them into the ANOVA as nominal factors; seven classes were set, also these class ranges were identified as percentage of the average price, to make this analysis comparable in different route and different prices; low, medium and high classes, for price increase were: (0%, 5%], (5%, 15%], and (>15%); similarly, high, medium and low price decrease classes were: (<-15%), [-15%,-5%), and [-5% , 0%); in addition, one class for no price change was considered separately.

The reason for selecting seven categories of price change is an initial guess about the number of distinct categories in terms of their effect on sales (and actually an excessive number of categories) which will be analysed using a post-hoc test later and the homogeneous categories will be identified. I.e. the post-

---

4 For more information about ANOVA, see Anscombe (1948).
hoc tests confirmed existence of only three different groups which can be seen in Table 3, and homogenous categories are clustered together under each column. D2F stands for days remaining to flight and ChgClass is the price change class (integer between -3 to 3).

Table 1: ANOVA results to test significance of price change and days to flight as main factors on sales

<table>
<thead>
<tr>
<th>Source</th>
<th>Type III Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corrected Model</td>
<td>3483.642*</td>
<td>140</td>
<td>24.983</td>
<td>3.333</td>
<td>.000</td>
</tr>
<tr>
<td>Intercept</td>
<td>18985.967</td>
<td>1</td>
<td>18985.967</td>
<td>2543.115</td>
<td>.000</td>
</tr>
<tr>
<td>D2F</td>
<td>1338.382</td>
<td>20</td>
<td>66.919</td>
<td>8.964</td>
<td>.000</td>
</tr>
<tr>
<td>ChgClass</td>
<td>806.702</td>
<td>6</td>
<td>134.450</td>
<td>18.009</td>
<td>.000</td>
</tr>
<tr>
<td>D2F * ChgClass</td>
<td>1020.343</td>
<td>114</td>
<td>8.950</td>
<td>1.199</td>
<td>.077</td>
</tr>
<tr>
<td>Error</td>
<td>26846.420</td>
<td>3596</td>
<td>7.466</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>53554.000</td>
<td>3737</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corrected Total</td>
<td>30330.062</td>
<td>3736</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: ANOVA results to test significance of price change and days to flight as main factors on sales

Significance of days remaining to flight departure and price change classes on sold seats is interpreted from Table 1, and no interaction between them exists.

In order to classify intensity of effect within each independent factor on sold seats, subsets with homogenous effect were identified, using a post-hoc Duncan’s test\(^5\), which demonstrated ten homogenous subsets in days remaining to departure, and three homogenous subsets in price change classes. These subsets are increasingly ordered by their relevant average values of seat sales. Table 2 demonstrates homogenous classes in different days remaining to flight, for example in one, five and two days to flight departure the values of average sold seats are 3.76, 3.52, and 3.20 respectively and according to their variances, they don’t demonstrate a significant difference and are classified in the 9\(^{th}\) homogenous subset in Table 2.

\(^5\) This post hoc test (or multiple comparison tests) is used to determine the significant differences between group means in an analysis of variance setting, (see Duncan (1955) for more information).
Table 2: Homogenous subsets in days remaining to flight departure in terms of average values of sold seats in each subset

Similarly, the first subset in Table 3, with minimum average of sold seats, which is 1.75 belongs to the no-price-change class; the average sales subset includes: price decreases of more than 15%, and price increases of over 30%; high sales happens for price decrease less than 15% and more than 30% as well as price increases up to 30%.
The results demonstrate the effectiveness of price change regardless of its direction on sales, the significance of price change effect in Table 1, and the same class of seat sales for negative and positive price changes in Table 3 are evidence of this statement. Also Table 1 might show some interaction between price change and days remaining to departure, although it is not significant; days remaining to flight also demonstrate significant effect on sales.

### 4.3. Conclusion

A significant effect of time remaining to flight on the amount of sold seats was found, which is not a new finding (see, e.g. Koenigsberg et al. (2008) and Sa (1987)). Although the effect of price change was identified as an important factor for sales forecasting; these findings confirm that the price change is an important factor on customers’ decisions to buy a ticket.
Moreover, the lack of a significant interaction between price change and time, demonstrated the importance of price change, regardless of time. One of the approaches in Perishable Asset Revenue Management (PARM) studies in the airline industry is the difference in arrival time of high and low valuation customers; the last two statements imply that price change affects high valuation and low valuation customers equally.

5. Roundtrip models

Addition of a new variable into a model should follow a logical procedure. Basically there should be some relevance between target variable and independent variable. Such a relation can be revealed through studying the processes that affect the target variable. Furthermore, a statistical relationship between the independent and target variable should exist. In this section, we uncover a hidden relation between different flights, based on the idea of round trips.

Short staying periods at destination (less than three nights in average for local travels, see Webber et al. (2004), Table 2.2) is the motivation for proposing a new model to include factors such as price in both directions of a round trip. To the extent of the author’s knowledge, return flights have not yet been used to improve sales forecasts.

In the existing models, time remaining to a flight departure and price are considered important factors, but in the proposed model, the round-trip price of tickets should be taken into account, instead of a single direction’s price. If the passenger level information exists, the important returning flight(s) can be identified and the major round-trip prices are in hand, but in the absence of this data, the primary challenge becomes finding the returning flights for a certain flight, which will be called as linked flights with a certain flight.

The challenge of forecasting sales, using round-trip variables, can be translated into finding a relation between traffic in one direction and traffic in reverse direction, to which we refer as linked days, and
further identifying linked flights on these days. Finding linked days in a route can be counted as a confirmation for the existence of a balance in the number of travelers in two directions of the routes in this study. In subsection 5.1 and 5.2, the linked days and linked flights is studied.

One may think that travelers choose available return flights with an equal chance in/around their return day, although this study demonstrates more specific return flights can be considered for each flight in the other direction. This helps to achieve a better accuracy for seat sales in the round-trip forecasting models, comparing with one way sales models.

### 5.1. Linked days

If the traffic volume of a certain day in one direction between a pair of cities could be explained by the reverse traffic volume of one or more days, we refer to such days as linked days. Finding this relation helps to understand the percentage of the travelers that are planning to stay for certain number of days at each end of a route. This subsection starts with demonstration of the traffic volume in two directions of the three routes to provide a basic visual assessment; it is continued with finding linked days and proposing a model for it. Using the model’s coefficients, the percentage of passengers with different tendencies, in terms of trip duration is shown. In this subsection, the benefit of the mixture models is also explained which are employed for identifying the relation between the traffic in two directions of a route; mixture models will also be used in the next subsection to identify the linked flights.

Figure 4 demonstrates the traffic in the three routes in two directions for a randomly selected one month period. A bar for each day indicates traffic in one direction and the line graph demonstrate the traffic volume in reverse direction. Values on the vertical axis represent the total seats sold for all flights on a selected day.
Figure 4: Enplanements in two directions in a randomly selected month for the three routes
Visual assessment of figure 4 reveals no evident relation between enplanement in the two directions. The only clear comparison between the traffic volumes is that they are closed together and it can be concluded that whether the people that travel in one direction, use the same airline to return, or at least the total seats sold in the two directions are very close together in any one week period.

Sold seats’ data is not available at passenger level, so the relation between traffic in the two directions on each route should be found in another way. Our solution is constructing a model with daily enplanement in one direction as dependent variable, and the reverse enplanement in the neighbouring days as independent variables.

The possibility of having different segments of customers in terms of their trip duration is an important issue to be considered. Assume, e.g., there are two segments in travelers, a business group who return at the same day that are 30% of the total travelers, and the leisure travelers (the remaining 70%) that return after one week. If the leisure travelers would be reduced for example because of a bad weather and no separate model exists to estimate the enplanement of each group, then it can’t provide a correct estimate for the enplanement in the reverse direction for today or enplanement one week from now. As a result, identifying segments within travelers lead to a better insight about them and provides the opportunity to study each segment separately. The Mixture models can be employed to identify the percentage of the data in each segment and finding models to describe the relation between target variable and independent variables in separate segments.

To identify an optimal number of segments, Bayesian Information Criterion (BIC) is used as an approximation to Bayesian factors (see Millar, 2006). BIC is basically a selection criterion of a model among a number of models of different dimensions. BIC resolves the problem of overfitting, which happens as a result of adding more parameters into a model by identifying the most suitable dimension (number of variables) in a model. By adding more parameters, better precision might be achieved, but the model looses the generality. This might be the case when a mixture model is proposed; the rule to
select the best model or number of segments is selecting the model with the minimum BIC value among the proposed models\textsuperscript{6}.

Although it is not likely to find more than two or three segments within customers, the possibility for having between one and four segments is examined. The BIC for each of these segments is computed three times because the Expectation Maximization (EM\textsuperscript{7}) algorithm converges only to the next local maximum of the likelihood.

The dataset for the planned mixture model had enplanements for a certain day, and 17 days of enplanement in the other direction (the 17 days were selected from eight days before, eight days after, and the same day enplanements in the other direction). The reason for selecting 17 days with 8 days before and after the selected date is because the average duration of stay for travelers inside Canada is around 3 nights (see Webber et al. (2004), Table 2.2). May be it can be considered that they stay 3 nights and 4 days, so selecting 8 days on each direction covers the majority of travelers. Also the reason for selecting 8 days on each side is because of the probable difference in staying period at the each end of a route.

To identify number of segments, BIC value is computed for all the three routes and the results are illustrated in Figure 5, which indicates the existence of only one segment in customers for all the routes.

\textsuperscript{6} For more information about BIC, see Schwarz (1978).
\textsuperscript{7} For more information about EM algorithm and its applications, see Dampster, Laird and Rubin (1977).
Figure 5: BIC graphs for selecting number of segments in each route

Having only one segment in customers, demonstrates that a mixture model is not needed in this case and a simple regression model may explains the traffic relation between the two directions.
As it was discussed in the beginning of this section, the coefficients of the independent variables in the regression model provide possibility to compare the share of travelers from neighbouring days or possibility to compare travelers with different duration of staying in each of the ends of a route.

In the AB-BA route, the significant coefficients at 95% confidence level are identified to be the coefficients for day seven and day eight before, as well as day five and day seven after, and also the same day. The interesting point is the significance of day eight before, which has a negative value, and means that the more request on that day results in less demand in the other direction for the target day. One explanation is considering a constant number of aggregated volumes of travelers in day seven and eight together and assuming consistency for the duration of the travel between the two cities. In other words, the travelers seem to be flexible for choosing one day before, although their travel duration remains constant (1 week).

In CD-DC route, the days with a significant effect on total sales were days 4, 5, 7, and 8 before (with similar effect of day 7 and 8 in AB-BA route) and days 1, 3, 4, and 7 after.

On EF – FE route, the only significant effect in days after is day three, the pattern of this route indicates that average trip length for travels from F to E is 4 days and it is around three days in the reverse direction.

The model summary, ANOVA and coefficient tables for all of the above linear models can be found in appendix-II.

The main finding of the above models is the identification of the average days of travel and special days that have a significant effect on the enplanement in the reverse direction. This helps to identify days with connected flights, although for developing a disaggregate model to predict sales, these relations should be studied at flight level.
Figure 6: The traffic in 17 days on the reverse direction as independent variables are used to estimate a target day traffic; the coefficients of each in the resulting regression model are drawn; days with significant effect have filled bars.
5.2. Linked flights

All the flights that their demand significantly affects the demand of a flight in reverse direction are called linked flights. Linked flights help to construct models that consider aggregate costs of traveling in a round trip.

This section begins with a short explanation of the reason for selecting a limited set of flights and identifying linked flights only in AB-BA route; it continues with almost the same procedure in subsection 5.1 to identify linked flights, although with two segments in customers, a mixture model is developed which explains the percentage of people in each segment and their related preferences that is explained by their linear regression model.

The model in 5.1 relates traffic in one direction to the traffic in the reverse direction by employing 17 variables that each represents the aggregated sales on the same or on an adjacent day ([−8, +8]). This number of variables was sufficient to cover all the traffic in the eight adjacent days before, after, and in the same day in reverse direction.

Because of limitation in our dataset and some missing data on each route, a dataset with no missing data that covers all the flights in a model became very small, as a result, the model variables should be reduced in this study. In order to find segments in the customers for choosing a return flight in the past or next ‘n’ days, a model is required whose number of variables is the result of multiplying ‘n’ by the number of flights in one day (i.e. for ‘k’ flights per day, ‘nk’ flights or variables should be in the model); hence a route with a minimal number of flights allows to maximize the span of days in the model. By choosing the AB-BA route and a range of two days, the model includes 13 flights in the other direction.

In the absence of passenger level data, linked flights need to be identified with mathematical modeling. Usually in a selection process, when human decision making is involved, different segments might exist, so in identification of customers’ preferences for selecting a return flight, it is plausible to consider this point. To investigate existence of such segments within customers, mixture models are proposed and
BIC is used to identify the best number of segments. In subsection 5.1 the same method was used to identify linked days and in this subsection, it helps to identify linked flights.

The BIC values for one, two, and three segments are computed; with starting from one segment, one segment is added each time and BIC value is computed. The result is illustrated in Figure 7, which indicates a minimum value for BIC when there are two segments in customers.

![Figure 7: BIC values for one, two and three segments in the returning enplanements](image)

Visual evaluation of the segment structure can be done using histograms or rootograms of the posterior segment probabilities Tantrum, Murua, and Stuetzle (2003). The rootograms\(^8\) in Figure 8 demonstrate a clear separation between the two segments, because of a high concentration of posterior probabilities around the one and zero probabilities.

---

\(^8\) Rootograms are very similar to histograms, the only difference is that the height of the bars correspond to square roots of counts rather than the counts themselves, hence low counts are more visible and peaks less emphasized. A peak at probability 1 indicates that a mixture segment is well separated from the other segments, while no peak at 1 and/or significant mass in the middle of the unit interval indicates overlap with other components Leisch (2004).
To compute BIC values, the Expectation Maximization (EM\(^9\)) algorithm is used; as this algorithm converges only to the next local maximum of the likelihood, it should be run repeatedly using different starting values, the algorithm for this problem is run 15 times. Using the mixture modeling, the linear models’ coefficients of the two segments’ are identified in Table 4, and the data is divided into two segments with 28% and 72% respectively as demonstrated in Figure 9. (‘Comp’ or component in Table4 is a notation in Flexmix library\(^{10}\) for a segment).

To compute BIC values, the Expectation Maximization (EM\(^9\)) algorithm is used; as this algorithm converges only to the next local maximum of the likelihood, it should be run repeatedly using different starting values, the algorithm for this problem is run 15 times. Using the mixture modeling, the linear models’ coefficients of the two segments’ are identified in Table 4, and the data is divided into two segments with 28% and 72% respectively as demonstrated in Figure 9. (‘Comp’ or component in Table4 is a notation in Flexmix library\(^{10}\) for a segment).

<table>
<thead>
<tr>
<th>prior</th>
<th>size</th>
<th>pos</th>
<th>ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comp.1</td>
<td>0.28</td>
<td>42</td>
<td>67</td>
</tr>
<tr>
<td>Comp.2</td>
<td>0.72</td>
<td>88</td>
<td>130</td>
</tr>
</tbody>
</table>

\^[9\] EM is an iterative optimization method to estimate an unknown parameter, given a measurement data, however there is a “hidden” nuisance variable, which needs to be integrated out; See the technical report by Dellaert (2002) and also Dampster, Laird and Rubin (1977).

\^[10\] The ‘R’ is an open-source software for statistical analysis; R and its libraries (such as Flexmix) are free for research and the source code of its models and analysis tools are available. Of course the ‘R’ is not intended to be the primary reference for understanding the logic of the analysis in this research and additional sources are introduced respectively.
Table 5: Analysis for significance of coefficient of each variable in two customer segments

In the first segment which has 28% of data, most of the flights demonstrate a significant effect, while the second segment with the majority of the data (72%), demonstrates significance of only three flights, including: afternoon flight on the same day, the afternoon flight in one day before, and the next morning flight. As a result of this analysis, afternoon flight in the AB-BA route is one of the linked flights with the morning flight on the other direction. This flight is used to build the round-trip model in the next section; the reason for selecting only one flight in this modeling is data limitation.

Identifying few flights as specific returning flights demonstrated that it is plausible to think about Round Trip Models (RTM) for forecasting seats sold. It showed that in contrast with this thought that people may return with any flight, they tend to return with specific flights in a route and if this could be identified in a route, like our example, there is the opportunity for a better revenue management, using linked flights. This possibility depends on investigating the performance of RTM versus one way forecasting models which will be explored in the next section.
6. Fuzzy forecasting

Fuzzy systems are about evaluating the relative membership of an input or output in a series of sets and establishing a rules-based system which maps an input dataset into an output dataset; these rules can be defined when constructing a decision making model in base of desired rules or they can be identified, when trying to investigate the relation between an input and output dataset. Adaptive Neuro-Fuzzy Inference Systems (ANFIS) are the kind of fuzzy systems that identify the rules and relations between input and output datasets and will be used in this section to develop the required forecasting models. Fuzzy systems can be used in many situations, such as decision making, systems’ control or forecasting, (see Becher (2008), Kuo, Wu and Wang (2002), and Kuo and Xue (1998)).

This section starts with explaining general concept of fuzzy logic and fuzzy systems’ applications, as well as providing references for more information about the computations and models which are used in this section; References to fuzzy systems with application in revenue management, airline industry, decision making, and forecasting problems are also provided. It proceeds with development and comparing price and price change models, as well as comparing a one way and a round trip model for forecasting seats sales.

6.1. Advantages of using a fuzzy model

Fuzzy models are suitable when there is uncertainty in the data, imprecision in the input or output datasets, and complex interactions among variables. In such cases, fuzzy systems can be more suitable and can manage the complexities in the models, comparing with models that use a crisp logic\(^{11}\).

The “father of fuzzy”, Zadeh, believes that the fuzzy logic is a precise mathematics to explain imprecision. Also he says: “As complexity rises, precise statements lose meaning and meaningful statements lose precision.” (MathWorks 1995)

\(^{11}\) The True and False logic is sometimes called the crisp logic.
The grey logic\textsuperscript{12}, tries to relate a variable’s value into different sets, instead of previous logic of assigning a value only to one set; for example, a flight ticket can be classified with some degree of expensiveness and with some degree of being cheap, rather than either being identified as expensive or cheap.

The challenge in this kind of modeling is identifying the interaction between variables, defining the necessary classes within variables, establishing rules, and assigning suitable weight for each rule to map the input dataset into the output datasets. With recent advancement in the field, some of these steps can be done automatically using adaptive methods. In this approach all the possible rules between input and output variables’ classes are generated and a neural network identifies the weight of each rule and the shape of each class within a variable\textsuperscript{13}. This makes fuzzy systems much more convenient for modeling, comparing with modeling methodologies which require testing different arrangements of independent variables in a model to estimate a target variable.

For more on the field of fuzzy logic, see (Zadeh 1973), also detailed explanation about fuzzy systems and their application in revenue management are provided by Becher (2008), and the adaptive methods in fuzzy systems are covered in MathWorks (1995).

Previous research in different disciplines has confirmed the preference of fuzzy models over common models such as regression, which is reflected in research of Kuo and Xue (1998) or Kuo, Wu and Wang (2002) that have applied fuzzy method specifically for sales forecasting. There are other references that were discussed in literature review and we will not repeat them here again.

According to the ability of the adaptive fuzzy systems in identifying complex relations between variables, and regarding researchers’ preference in the field, it is used as our modeling approach.

\textsuperscript{12} Fuzzy logic, as a logic beyond crisp logic of true and false, or black and white, sometimes is called grey logic.  
\textsuperscript{13} Only the number of classes within each variable still should be identified by the user. I have proposed a procedure to identify the minimum possible classes within each variable in appendix III, although I believe it might be still simplified using BIC to find the optimum number of classes for each variable.
6.2. Comparing the effect of price and price change in sales forecasting

In the study of price-change effects on sales (section 4), effective role of price-change was identified. The inspiration of effectiveness of price change came from observing higher sales volumes under price change with constant price situations. Of course price change is a derivative of price and price sometimes has some information that can not be derived from price change. However, if price change demonstrates a better performance to estimate the sales, then it might be a good replacement for price in a sales forecasting model, although price should exist as an additional constraint; therefore, two fuzzy models were developed for a comparative study. The first model uses the days remaining to flight, weekday and price as its factors and the other model uses price-change instead of price. Several different numbers of classes within input variables were tested and the best number of Member functions (MFs)\textsuperscript{14} for the price model is derived from one MF for the days remaining to flight, two MFs for price itself, and three MFs for weekdays. In the price change model, the best number of MFs 2, 1, and 3 respectively. The comparative results of training, checking and testing for price and price-change model are demonstrated in Table 6.

<table>
<thead>
<tr>
<th></th>
<th>Price model</th>
<th>Price-Change(PC) model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training error</td>
<td>2.0569</td>
<td>2.0398</td>
</tr>
<tr>
<td>Checking error</td>
<td>1.9969</td>
<td>2.0127</td>
</tr>
<tr>
<td>Error difference between Training and Checking</td>
<td>0.06</td>
<td>0.027</td>
</tr>
<tr>
<td>Testing error</td>
<td>2.1471</td>
<td>2.2383</td>
</tr>
</tbody>
</table>

Table 6: Comparing errors (RMSE\textsuperscript{15}) for training and checking datasets in price and price-change model

To control for overfitting, a randomly selected checking-dataset is used. One may claim to have found a better model with a smaller RMSE using a training dataset, but if the distance of the training error and the checking dataset grows, it means that the model is not generalizable. As a result, a model with a smaller difference between the checking and training errors is expected to provide better forecasting.

\textsuperscript{14} To learn about selection criteria for the number of member functions, see appendix III.
\textsuperscript{15} RMSE stands for Root Mean Squared Error, which is the error measure used in this thesis; please see the appendix I – error measures, for more information about its definition and the reason for its selection.
results. The distance between the training dataset and the checking dataset may happen because of too much iteration, which adapts the model parameters using training data; this also might be because of the independent variables’ nature and their relation with the target variable.

The results demonstrate that the RMSE between the checking and training data in price-change model is half of the difference in the price model. This means that using the price-change model will more likely result in more accurate estimates; the randomly selected testing-dataset shows 4% less RMSE for the price model although it should not be judged the reason for superiority of price model over price-change model; however, it demonstrates that the results of both models are very close to each other.

Another idea in forecasting is to study the price change sequence. To do so, two consequent price-changes, which require three prices, are used to build another model. With two additional prices for the price model and one more price change for the price-change model, the following results were derived:

<table>
<thead>
<tr>
<th></th>
<th>Price model</th>
<th>Price-Change(PC) model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training error</td>
<td>2.1514</td>
<td>2.1924</td>
</tr>
<tr>
<td>Checking error</td>
<td>2.4015</td>
<td>2.3985</td>
</tr>
<tr>
<td>Error difference</td>
<td>-0.25</td>
<td>-0.201</td>
</tr>
<tr>
<td>between Training and</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Checking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Testing error</td>
<td>2.3112</td>
<td>2.354</td>
</tr>
</tbody>
</table>

Table 7: Comparing errors (RMSE) for training and checking datasets in price and price-change model for two consequent price change and three prices

The above results come from a different larger dataset than the dataset used in the previous model. The optimum number of member functions for the price model is derived from one MF for the days remaining to flight, one MF for each of the three prices, and two MFs for weekdays. These numbers for the price change model are one MF for days remaining to flight, one MF for each of the two price-changes and two MFs for weekdays of the transaction date.

In conclusion, price change models have slightly better results in terms of stability in predictions (less variance); they can also be used to reduce the number of variables when a group of consequent prices
are used in a model. The reasonable precision of price change models demonstrates that price change is as important as price in affecting the sales, a tool which might be used already by airlines; price volatility specially, in the last two weeks before flight departure might be an evidence of using this phenomenon.

6.3. Comparing the efficiency of one-way and round-trip models

So far, a relation between the passengers’ traffic in the two directions was identified, and the total seat sales for a flight were estimated by seats sold in linked flights. This subsection intends to introduce a round-trip model and compare them with one way models. Round-trip models for sales forecasting use the aggregate prices for a round-trip instead of having a single direction price data. Our hypothesis is that if there is a connection between enplanement of two or more flights, then such connection might exist at disaggregate level; to investigate the validity of this hypothesis, two models are studied:

- A one way model
- A model, with linked flights (the round trip model)

The hypothesis is supported if the round trip model demonstrates a relatively smaller prediction error. In order to select the independent variables for this model, price, price change and days remaining to flight were considered, as well as seasonal factors such as weekdays and months effects. Regarding the limitation in the available data, the models should be simplified enough to be able to train the fuzzy system with the available datasets. Some comparative experiments demonstrated less significance of month and price factors; to incorporate the price effect, price-change (which demonstrated a significant effect earlier in section 4) is used; weekdays also demonstrate a significant effect on seat sales and in several studies such as Sa (1987), Koenigsberg et al (2008) or Lee (1990) is used. Hence, the final selected independent variables for both models will be:

- Price change
- Days remaining to departure
• *Weekday* (of transaction)

In the second model, the *price change* for the selected linked flight is added as an additional independent variable. In the simple model that we built, only one linked flight is selected which is the flight in the afternoon of the same day and is paired with the morning flight. This flight demonstrated a large effect on estimating the sales in the other direction using the regression mixture model, as it is shown in Table 5.

The combination of variables and optimum number of member functions to build the two models are shown in Table 8.

<table>
<thead>
<tr>
<th>One-Way Model Variables</th>
<th>Round-Trip Model Variables</th>
<th>Number of member functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Days remaining to flight</td>
<td>Days remaining to flight</td>
<td>2</td>
</tr>
<tr>
<td>Price change in the morning flight</td>
<td>Price change in the morning flight</td>
<td>1</td>
</tr>
<tr>
<td>Weekday</td>
<td>Weekday</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 8: List of variables & the relative number of member functions in one-way and round-trip models

In Table 9 the errors for the one-way and the round-trip models are summarized. The errors are Root Mean Squared Error of estimations. We selected RMSE as the measure for errors in this study, because we found some preferences for RMSE, when comparing with MAPE; see the appendix I for more explanations.

<table>
<thead>
<tr>
<th></th>
<th>One-way model</th>
<th>Round trip model</th>
<th>% One-way vs. Round-trip (O-R)/O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training error</td>
<td>2.39</td>
<td>2.35</td>
<td>1.7%</td>
</tr>
<tr>
<td>Checking error</td>
<td>2.76</td>
<td>2.63</td>
<td>4.7%</td>
</tr>
<tr>
<td>Testing error</td>
<td>2.30</td>
<td>2.23</td>
<td>3.0%</td>
</tr>
<tr>
<td>Error difference between Training and Checking</td>
<td>0.37</td>
<td>0.28</td>
<td>24%</td>
</tr>
</tbody>
</table>

Table 9: Comparative table for the one-way and the round-trip models’ errors
6.4. Results

Two important points are associated with the results in Table 9. The first noticeable point is a 24% smaller difference between the training and the checking errors, which is an indication of a more reliable model; in other words, entering the additional variable has improved the model and has reduced randomness in estimation.

Moreover, the errors for training, checking and testing data reduced by 1.3%, 4.7%, and 3.0% respectively. It should be remembered that, in this concept model, the information of only one linked flight is used and it is expected that we would observe smaller error values by having more linked flights in the model.

Another way to improve the model’s reliability and performance is by more accurately identifying of the linked flights. What was done in subsection 5.2 was guessing the linked flights, which makes the model more prone to errors. This weakness can be eradicated by using detail information at the passenger level.

With a look at Table 6, there are at least two more linked flights in the second segment and around 13 linked flights in the first segment that could be used in a model to decrease the error. The testing error has reduced 3% by introducing only one variable, and it is reasonable to consider more improvement by incorporating additional linked flights information. Research by Weatherford and Belobaba (2002) demonstrated a 1-4% increase in revenue for each 10% reduction in the forecasting error. It is expected that this research will help the passenger airlines businesses to better forecast and to manage their resources more efficiently.
7. Conclusion and further research

This thesis covered some possibilities to improve sales forecasting models in passenger airlines. The analysis of enplanement in two directions of a route demonstrated the existence of a connection between them; this result lead to find a connection between the enplanement at the flight level (for flights in reverse directions). This finding again evoked possibility of using aggregated price of the flights with connected enplanement to improve sales forecasting model; this idea was supported by finding a higher precision for Round Trip Models (RTM) versus one-way forecasting models.

A potential benefit of studying round trip patterns is the vision it provides for a pricing policy on a route. There is a potential to maximize revenue in a route while being competitive with a few prices to capture a target market instead of being competitive in all flights’ prices on that route. Although this subject is not covered in this research, it remains as an opportunity for further research in RTMs.

Another finding in this thesis is the significant effect of price change and insignificance of its interaction with the days remaining before a flight, which provides an opportunity to plan for price variations in order to gain higher revenue, not only in the last remaining days before a flight, but also during other sales period. The precision of price models was a little bit lower than price-change models and price change models demonstrated less variance in their estimates, which guarantee more reliability in predicted values.

Adaptive Neuro-Fuzzy Inference Systems, (ANFIS) were used in developing forecasting models and its benefits were mentioned, however if BIC could be applied for finding optimum number of membership functions, adaptive fuzzy models might be improved. Also fuzzy mixture models could be used to increase the forecasting precision. For example in our study, fuzzy mixture model might improve forecasting by providing separate models for the two segments of travelers for returning flight choice.

ANFIS or other adaptive models are the kind of models that are often criticized because they need a lot of data for training, they are not suitable for ad-hoc decision making, and they are not responsive to
rapid changes. The author suggests developing models with different dataset sizes to try to study the variation of error range as input dataset size varies. Identifying the minimum number of records which are required for an acceptable level of precision provides a balance between precision and reliability in prediction results.

Another idea for future work is applying fractal models to forecasting, which has not yet been used in revenue management. These models have demonstrated better results in financial applications, when high degree of non-linear variability exists (see Richards (2010)), hence it may work for forecasting sales in revenue management and specifically in the passenger airline industry.

The relation between change of precision in forecasting and revenue change is studied by Lee (1990) and by Weatherford and Belobaba (2002). The author believes that in their research, they had similar sets of data in terms of percentage of sold seats, so it is suggested to repeat this study for situations with smaller sold seat percentages. In other words, a future study could explain revenue changes regarding improvement in forecasting precision in terms of percentage of sold seats, i.e. between two flights with 60% and 99% of sold seats, there might be some difference in the effect of higher precision in forecasting on revenue, because higher precision in the 60% sold seats situation may improve sales, however when 99% of seat sold, this will help to increase revenue with selling at higher prices for the same amount of sold seats, which is a percentage of the seat price.

Another important issue which needs attention of researchers in the field is forming a group to collect and share anonymous data. It is also suggested to collect specifically the price information from travel websites which creates better research possibilities. i.e. if in this research, the rivals prices were available, their effect on sales could be studied and forecasting models could be improved. It can help for future studies, if a group of researchers could make a small investment on any web-crawler software, and the required storage on a web server for collecting and sharing the price data.
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Appendix I - Error Measures

Defining error measures is crucial to any comparative research. In order to have comparable results with previous research, similar error measures should be selected. In literature review, two measures of forecast accuracy were identified: mean absolute percentage error (MAPE), and root mean square error (RMSE), as used by Lee (1990), and Weatherford, Gentry, and Wilamowski (2003).

The mean absolute percentage error is defined by

\[
MAPE = \frac{1}{n} \sum_{t=1}^{n} \left| \frac{A_t - F_t}{A_t} \right|
\]

where \(n\) is the number of cases, \(A_t\) is the actual value, and \(F_t\) is the forecasted value. This measure has some shortcomings. One of them is that when \(A_t\) is zero, it is not defined which happens in most of the cases in demand forecasting. To avoid error we should omit these cases. In the models, which try to minimize error from average, such as regression, omitting the zero cases will increase the models’ performances because a zero value is in one of the extents from the average when target value is positive (sold seats are non-negative). MAPE is the main error measure used in the comparative study of Weatherford, Gentry, and Wilamowski (2003) to compare regression models with neural networks in form of percentage error.

Another common error measure is RMSE which is defined below:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (A_t - F_t)^2}
\]

In sales forecasting research, this error measure is also used, see Lee (1990). In this study we use this measure because it doesn’t ignore zero values like MAPE and provides a better comparison between models developed using different methods. As an example, in an effort for forecasting sales, using a regression and a fuzzy model, the two models had almost the same RMSE for the training dataset and regression model was showing a much smaller (better) MAPE. The reason was smaller variance in
estimations of the regression model; the results which were obtained in regression model were close to the training dataset average while the fuzzy model demonstrated some larger variance in estimated values.
Appendix II - Linear models for connected days (subsection 5.1)

The model summary, ANOVA table and coefficients for AB- BA route

### Model Summary

<table>
<thead>
<tr>
<th>Model</th>
<th>R</th>
<th>R Square</th>
<th>Adjusted R Square</th>
<th>Std. Error of the Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.980&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.961</td>
<td>.960</td>
<td>40.013</td>
</tr>
</tbody>
</table>

<sup>a</sup> Predictors: DP8, DM8, DM4, DP4, SD, DM2, DP2, DP6, DM6, DM7, DP5, DP3, DM5, DM3, DP7, DM1, DP1

<sup>b</sup> For regression through the origin (the no-intercept model), R Square measures the proportion of the variability in the dependent variable about the origin explained by regression. This CANNOT be compared to R Square for models which include an intercept.

### ANOVA<sup>cd</sup>

<table>
<thead>
<tr>
<th>Model</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Regression</td>
<td>2.221E7</td>
<td>17</td>
<td>1306369.247</td>
<td>815.970</td>
</tr>
<tr>
<td>Residual</td>
<td>902964.798</td>
<td>564</td>
<td>1601.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>2.311E7</td>
<td>581</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Predictors: DP8, DM8, DM4, DP4, SD, DM2, DP2, DP6, DM6, DM7, DP5, DP3, DM5, DM3, DP7, DM1, DP1

<sup>b</sup> This total sum of squares is not corrected for the constant because the constant is zero for regression through the origin.

<sup>c</sup> Dependent Variable: Traffic from A to B

<sup>d</sup> Linear Regression through the Origin

### Coefficients<sup>ab</sup>

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficients</th>
<th>t</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>Std. Error</td>
<td>Beta</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>DM8</td>
<td>-.137</td>
<td>-.120</td>
<td>-2.480</td>
</tr>
<tr>
<td></td>
<td>DM7</td>
<td>.307</td>
<td>.268</td>
<td>5.343</td>
</tr>
<tr>
<td></td>
<td>DM6</td>
<td>-.051</td>
<td>-.044</td>
<td>-.884</td>
</tr>
<tr>
<td></td>
<td>DM5</td>
<td>-.005</td>
<td>-.004</td>
<td>-.085</td>
</tr>
<tr>
<td></td>
<td>DM4</td>
<td>-.053</td>
<td>-.047</td>
<td>-.953</td>
</tr>
<tr>
<td></td>
<td>DM3</td>
<td>.059</td>
<td>.052</td>
<td>1.066</td>
</tr>
<tr>
<td></td>
<td>DM2</td>
<td>-.025</td>
<td>-.022</td>
<td>-.454</td>
</tr>
<tr>
<td></td>
<td>DM1</td>
<td>-.052</td>
<td>-.046</td>
<td>-.867</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>.570</td>
<td>.500</td>
<td>9.351</td>
</tr>
<tr>
<td></td>
<td>DP1</td>
<td>.073</td>
<td>.064</td>
<td>1.207</td>
</tr>
<tr>
<td></td>
<td>DP2</td>
<td>-.030</td>
<td>-.026</td>
<td>-.535</td>
</tr>
<tr>
<td></td>
<td>DP3</td>
<td>-.044</td>
<td>-.038</td>
<td>-.783</td>
</tr>
<tr>
<td></td>
<td>DP4</td>
<td>.014</td>
<td>.012</td>
<td>.251</td>
</tr>
<tr>
<td></td>
<td>DP5</td>
<td>.187</td>
<td>.165</td>
<td>3.392</td>
</tr>
<tr>
<td></td>
<td>DP6</td>
<td>-.085</td>
<td>-.075</td>
<td>-1.481</td>
</tr>
<tr>
<td></td>
<td>DP7</td>
<td>.363</td>
<td>.320</td>
<td>6.368</td>
</tr>
<tr>
<td></td>
<td>DP8</td>
<td>.027</td>
<td>.024</td>
<td>.491</td>
</tr>
</tbody>
</table>

<sup>a</sup> Dependent Variable: Traffic from A to B

<sup>b</sup> Linear Regression through the Origin
The model summary, ANOVA table and coefficients for CD-DC route

### Model Summary

<table>
<thead>
<tr>
<th>Model</th>
<th>R</th>
<th>R Square(^a)</th>
<th>Adjusted R Square</th>
<th>Std. Error of the Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.992(^a)</td>
<td>.983</td>
<td>.983</td>
<td>111.858</td>
</tr>
</tbody>
</table>

a. Predictors: DP8, DM3, DM7, DP5, DM5, DM1, DP3, DP7, DM8, DP1, DM4, DM2, DP2, DP4, DM6, DP6, SD  

b. For regression through the origin (the no-intercept model), R Square measures the proportion of the variability in the dependent variable about the origin explained by regression. This CANNOT be compared to R Square for models which include an intercept.

### ANOVA\(^c,d\)

<table>
<thead>
<tr>
<th>Model</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Regression</td>
<td>4.137E8</td>
<td>17</td>
<td>2.433E7</td>
<td>1944.769</td>
</tr>
<tr>
<td></td>
<td>Residual</td>
<td>7056852.415</td>
<td>564</td>
<td>12512.150</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>4.207E8</td>
<td>581</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a. Predictors: DP8, DM3, DM7, DP5, DM5, DM1, DP3, DP7, DM8, DP1, DM4, DM2, DP2, DP4, DM6, DP6, SD  

b. This total sum of squares is not corrected for the constant because the constant is zero for regression through the origin.  
c. Dependent Variable: Traffic from C to D  
d. Linear Regression through the Origin

### Coefficients\(^a,b\)

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficients</th>
<th>T</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>Std. Error</td>
<td></td>
<td>Beta</td>
</tr>
<tr>
<td>1</td>
<td>DM8</td>
<td>-.139</td>
<td>.034</td>
<td>-.135</td>
</tr>
<tr>
<td></td>
<td>DM7</td>
<td>.140</td>
<td>.036</td>
<td>.136</td>
</tr>
<tr>
<td></td>
<td>DM6</td>
<td>.036</td>
<td>.036</td>
<td>.035</td>
</tr>
<tr>
<td></td>
<td>DM5</td>
<td>.159</td>
<td>.034</td>
<td>.154</td>
</tr>
<tr>
<td></td>
<td>DM4</td>
<td>.130</td>
<td>.034</td>
<td>.127</td>
</tr>
<tr>
<td></td>
<td>DM3</td>
<td>.052</td>
<td>.034</td>
<td>.051</td>
</tr>
<tr>
<td></td>
<td>DM2</td>
<td>-.041</td>
<td>.035</td>
<td>-.040</td>
</tr>
<tr>
<td></td>
<td>DM1</td>
<td>-.026</td>
<td>.038</td>
<td>-.025</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>.481</td>
<td>.039</td>
<td>.468</td>
</tr>
<tr>
<td></td>
<td>DP1</td>
<td>-.106</td>
<td>.038</td>
<td>-.103</td>
</tr>
<tr>
<td></td>
<td>DP2</td>
<td>.003</td>
<td>.035</td>
<td>.003</td>
</tr>
<tr>
<td></td>
<td>DP3</td>
<td>.171</td>
<td>.035</td>
<td>.167</td>
</tr>
<tr>
<td></td>
<td>DP4</td>
<td>.157</td>
<td>.034</td>
<td>.153</td>
</tr>
<tr>
<td></td>
<td>DP5</td>
<td>.008</td>
<td>.034</td>
<td>.007</td>
</tr>
<tr>
<td></td>
<td>DP6</td>
<td>-.027</td>
<td>.036</td>
<td>-.026</td>
</tr>
<tr>
<td></td>
<td>DP7</td>
<td>.079</td>
<td>.036</td>
<td>.077</td>
</tr>
<tr>
<td></td>
<td>DP8</td>
<td>-.044</td>
<td>.034</td>
<td>-.043</td>
</tr>
</tbody>
</table>

a. Dependent Variable: Traffic from C to D  
b. Linear Regression through the Origin
The model summary, ANOVA table and coefficients for EF-FE route

**Model Summary**

<table>
<thead>
<tr>
<th>Model</th>
<th>R</th>
<th>R Square</th>
<th>Adjusted R Square</th>
<th>Std. Error of the Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.988*</td>
<td>.976</td>
<td>.976</td>
<td>44.324</td>
</tr>
</tbody>
</table>

a. Predictors: DP8, DM7, DM1, DP2, DM4, DP5, DM3, DM6, DP7, DM8, DP3, DM2, DM5, DP4, DP6, DP1, SD
b. For regression through the origin (the no-intercept model), R Square measures the proportion of the variability in the dependent variable about the origin explained by regression. This CANNOT be compared to R Square for models which include an intercept.

c. Dependent Variable: Traffic from E to F

d. Linear Regression through the Origin

**ANOVA**

<table>
<thead>
<tr>
<th>Model</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>4.589E7</td>
<td>17</td>
<td>2699122.645</td>
<td>1373.850</td>
<td>.000*</td>
</tr>
<tr>
<td>Residual</td>
<td>1108058.042</td>
<td>564</td>
<td>1964.642</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>4.699E7</td>
<td>581</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a. Predictors: DP8, DM7, DM1, DP2, DM4, DP5, DM3, DM6, DP7, DM8, DP3, DM2, DM5, DP4, DP6, DP1, SD
b. This total sum of squares is not corrected for the constant because the constant is zero for regression through the origin.
c. Dependent Variable: Traffic from E to F
d. Linear Regression through the Origin

c. Dependent Variable: Traffic from E to F
b. Linear Regression through the Origin

**Coefficients**

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficients</th>
<th>t</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>Std. Error</td>
<td>Beta</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>DM8</td>
<td>-.072</td>
<td>.036</td>
<td>-.073</td>
</tr>
<tr>
<td></td>
<td>DM7</td>
<td>.215</td>
<td>.040</td>
<td>.218</td>
</tr>
<tr>
<td></td>
<td>DM6</td>
<td>-.033</td>
<td>.039</td>
<td>-.033</td>
</tr>
<tr>
<td></td>
<td>DM5</td>
<td>.062</td>
<td>.038</td>
<td>.063</td>
</tr>
<tr>
<td></td>
<td>DM4</td>
<td>.158</td>
<td>.039</td>
<td>.160</td>
</tr>
<tr>
<td></td>
<td>DM3</td>
<td>.118</td>
<td>.038</td>
<td>.120</td>
</tr>
<tr>
<td></td>
<td>DM2</td>
<td>-.067</td>
<td>.038</td>
<td>-.068</td>
</tr>
<tr>
<td></td>
<td>DM1</td>
<td>-.034</td>
<td>.042</td>
<td>-.035</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>.385</td>
<td>.043</td>
<td>.391</td>
</tr>
<tr>
<td></td>
<td>DP1</td>
<td>-.029</td>
<td>.042</td>
<td>-.030</td>
</tr>
<tr>
<td></td>
<td>DP2</td>
<td>.029</td>
<td>.039</td>
<td>.029</td>
</tr>
<tr>
<td></td>
<td>DP3</td>
<td>.106</td>
<td>.039</td>
<td>.107</td>
</tr>
<tr>
<td></td>
<td>DP4</td>
<td>.076</td>
<td>.039</td>
<td>.078</td>
</tr>
<tr>
<td></td>
<td>DP5</td>
<td>.046</td>
<td>.039</td>
<td>.047</td>
</tr>
<tr>
<td></td>
<td>DP6</td>
<td>-.026</td>
<td>.040</td>
<td>-.026</td>
</tr>
<tr>
<td></td>
<td>DP7</td>
<td>.051</td>
<td>.040</td>
<td>.051</td>
</tr>
<tr>
<td></td>
<td>DP8</td>
<td>.003</td>
<td>.037</td>
<td>.003</td>
</tr>
</tbody>
</table>

a. Dependent Variable: Traffic from E to F
b. Linear Regression through the Origin
Appendix III – Selection criteria for the number of member functions in a fuzzy system

The number of Member Functions (MFs) of a variable depends on its interaction with the other variables or its non-monotonic effect on target variable; in other words, the non-monotonic effect of a variable on the target variable(s) regardless of other independent variables’ values or under their effect must be explained with more than one member function; identifying the correct number of member functions is an important step in fuzzy models. To construct a stable and high precision fuzzy model, the difference between the training and the checking errors should be kept at the minimum value, and for this purpose, the type and the number of membership functions for each of the variables should be set properly. One approach for finding the proper number of the member functions is a gradual increase of the member functions for each variable while monitoring the changes in error differences between the training and the checking errors. If adding a member function reduces the error, another member function should be added, and if the difference between training and checking errors grows, the number of member functions should be reduced by one and stop the addition of a new member function to capture the interaction of the selected variable with other variables. Adding another member function also can be evaluated in terms of the processing time and a trade-off between precision required and processing time may affect number of member functions.