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Abstract

Cooperative communication is a promising technique for wireless communication systems where wireless nodes cooperate together in transmitting their information. Such communication transmission technique, which realizes the multiple antenna arrays in a distributed manner over multiple wireless nodes, succeeds in extending the network coverage, increasing throughput, improving both link reliability and spectral efficiency.

Available channel state information at the transmitting nodes can be used to design adaptive transmission schemes for improving the overall system performance. Throughout our work, we adaptively change loaded power and/or bit to the Orthogonal Frequency Division Multiplexing (OFDM) symbol in order to minimize bit error rate or maximize the throughput.

In the first part of this dissertation, we consider single-relay OFDM system with amplify-and-forward relaying. We propose three algorithms to minimize the bit error rate under total power constraint and fixed transmission rate. These algorithms are optimal power loading, optimal bit loading and optimal bit and power loading. Through Monte Carlo simulations we study the proposed system performance and discuss the effect of relay location and channel estimation. This study shows that the proposed algorithms result in exploiting the multi-path diversity and achieving extra coding gain.

In the second part, we extend the problem to a multi-relay OFDM network but with decode-and-forward relaying. We propose an adaptive power loading algorithm to minimize the bit error rate under total power constraint based on two relay selection strategies. The proposed system leads to achieve both multi-path and cooperative spatial diversity using maximal-ratio combiner for the detection.
In the last part, we consider also multi-relay network but with amplify and forward relaying. We optimize the bit loading coefficients to maximize the throughput under target bit error rate constraint. The proposed algorithm is considered more practical since it takes into consideration the channel estimation quality. The considered adaptive system has less complexity compared with other adaptive systems through reducing the feedback amount. Furthermore, the full network channel state information is needed only at the destination.
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Chapter 1

Literature Review

Wireless communication networks have grown widely and effectively since 1980 and become an important part of our day life. This growth developed from voice-dominated stage represented in analogue first generation and digital second generation mobile systems to data-dominated stage in the current third generation system. As reaching the end of this decade, we are currently on the border of dominating our mobile system by video traffic. This development is motivated by the diffusion of new mobile devices in the market such as iPhone, Android platforms, iPad and the continued growth of netbooks and laptops [1].

Next decade is expected to testify many exciting changes in the wireless communication networks, enabling wireless broadband internet services on a wide range of communication devices. These changes are part of the wireless network evolution to fourth-generation (4G) technologies and network. The evolution to 4G is expected to permit new services and usage models with higher efficiency network to be used in roaming and communicating the network anytime, anywhere and with any technology.

The 4G mobile communication systems are required to support wide applications which
requires higher and reliable data rate. Multicarrier system, such as applied in WiMAX (Worldwide Interoperability for Microwave Access), is one of the candidate 4G systems which targeted to provide transmission rate of 1Gb/s or more [1]. This challenging objective is achieved by utilizing wide bandwidth for parallel data transmission across multiple subcarriers. To meet such demand, wireless communication system designers need to optimize the network performance to meet some challenging parameters such as better link reliability, higher data rates, fewer dropped connections and longer battery life.

1.1 Cooperative Communication

Cooperative communication became the focus of enormous research attention during the current decade. The cooperative techniques are used to improve communication coverage, increase data rate and combat fading in wireless networks. Cooperative diversity exploits the broadcast nature of wireless transmission and creates a virtual (distributed) antenna array through cooperating nodes to extract spatial diversity. The source node and its nearby relaying nodes share their antennas and send the same message through independent fading paths. Cooperative transmission has succeeded in reaping many advantages of multiple-input multiple-output (MIMO) systems while overcoming some of its shortcomings as well. Particularly it provides a powerful alternative in various wireless applications where the deployment of multiple antennas might be problematic due to size and power limitations [2,3].

Based on the relaying mode, cooperative transmission can be categorized into two main groups [4,5]. In non-regenerative amplify-and-forward (AF) relaying, the relay receives an attenuated version of the transmitted signal and retransmits it after scaling the received
signal to meet the average transmit power constraint. In regenerative decode-and-forward (DF) relaying, the relay needs to detect the signal first and then re-encodes it (possibly using a different codebook) for transmission to the destination. DF relaying is favorable if the relay is equipped with an efficient and fast processor. AF mode is preferable in case of analogue systems and when the relay does not have sufficient processing ability.

Either AF or DF relaying can be combined with various cooperation protocols. In their pioneering work [5], Laneman et al. consider a multi-relay cooperation scenario where the source signal is transmitted to a destination terminal through a number of half-duplex terminals and demonstrate that the receiver achieves full spatial diversity. Their proposed user cooperation protocol is built upon a two-phase transmission scheme. In the first transmission phase (i.e., broadcasting phase), the source broadcasts to the destination and relay terminals. In the second transmission phase (i.e., relaying phase), the relays transmit processed version of their received signals to the destination using either orthogonal subchannels (repetition based cooperative diversity) or the same subchannel (space-time coded cooperative diversity).

In [6], Nabar et al. establish a unified framework for cooperation protocols in single-relay scenarios and consider so-called transmit diversity (TD) protocol, receive diversity (RD) protocol, and simplified transmit diversity (STD) protocol. RD protocol is essentially the same as orthogonal cooperation protocol proposed in [5] and realizes a single input multiple output (SIMO) system in a distributed manner. Multi-hop transmission can be considered as a special case of the RD protocol where the destination node only switches on relaying phase. In TD protocol, the first transmission phase is the same as in RD protocol where the source terminal broadcasts to the relay and destination terminals.

1These protocols are referred as Protocol I, Protocol II, and Protocol III in [6]. Here, we use the protocol names as proposed in [7].
However, in the second transmission phase, unlike RD protocol, both the relay and source terminals communicate with the destination terminal. Since TD protocol can potentially convey different signals to the relay and destination terminals, this makes possible the deployment of various conventional space-time codes (originally proposed for co-located antennas) in a distributed scenario. STD protocol is similar to TD protocol except that the destination terminal does not receive from the source during the first transmission phase for reasons which are possibly imposed from the upper-layer networking protocols. For example, the destination terminal may be engaged in data transmission to another terminal during the first phase.

After the pioneering works in [4,5,8,9], a large number of publications have appeared in the area of cooperative communications investigating variety of topics such as information theoretic bounds, cooperation protocols, distributed space-time code design, distributed source coding, optimum power allocation, cross-layer design etc. among others. Detailed surveys of various issues in cooperative communication systems can be found in recent books [10,11].

1.2 OFDM

There is an increasing demand on broadband wireless communication applications such as video and data streaming, i.e., real-time multimedia applications. A major design challenge in high-speed broadband communication is intersymbol interference (ISI) which is a result of the dispersive nature of underlying frequency-selective fading channels [12]. As a multi-carrier solution, orthogonal frequency division multiplexing (OFDM) converts the transmitted stream into substreams to be transmitted through different sub-channels.
A generic uncoded SISO (single input single output) OFDM system, as illustrated in Figure 1.1, consists of symbol mapping system which maps the input binary data to the corresponding symbols for a given modulation scheme [13]. The serial symbol stream is then converted to $N$ parallel substreams which are fed to $N$-IFFT (inverse fast Fourier transform). To prevent the interblock interference (IBI) between the successive blocks, cyclic prefix (CP) symbols are added to each data-symbols block. At the receiver, first the CP is removed, and then the received signals pass through serial-to-parallel converter which is fed to $N$-FFT (fast Fourier transform) system. After parallel-to-serial conversion, signals are detected by a maximum likelihood (ML) decoder.

Although uncoded OFDM is able to mitigate the degrading fading effects, it is not able to exploit the underlying rich multipath diversity of frequency-selective channels. Outer coding or precoding can be combined with OFDM to extract the multipath diversity. Bit interleaved coded modulation (BICM) OFDM system uses a convolutional coder at the transmitter and a Viterbi detector at the receiver to extract the multipath diversity [14,15].

Figure 1.1: Block diagram of uncoded OFDM system.
The binary data stream is first encoded using a convolutional coder. In addition to that, a random bit-based interleaving is done at the transmitter to mitigate the deep fading in frequency domain.

Another effective way to exploit the multipath diversity is precoding method introduced in [16]. Precoded OFDM transmitter structure is similar to the uncoded system except after the IFFT system, a linear constellation precoder is added. The precoder matrix coefficients are designed to achieve maximum diversity and coding gain. Each output substream of the precoded system is a subset of the parallel input signals. Therefore, the detection process cannot be carried on separated received subchannels but it should be done jointly between dependent subchannels using Viterbi decoder.

### 1.3 Adaptive Transmission

Adaptive transmission aims to use any channel information available at the transmitter side to improve the overall system performance. In these closed loop systems, feedback channel is used to provide the transmitter with the channel state information (CSI) in order to adapt its power, rate or both together in order to attain a better system performance [17].

Since the 1990s, several researchers have studied adaptive transmission for point-to-point links. For example, [18–22] consider adaptive SISO systems while [23–28] focus on adaptive MISO and MIMO systems over frequency-flat fading channels. Adaptive transmission has been also studied in the context of multi-carrier communication. Although the subchannels in an OFDM system are considered to exhibit frequency-flat fading, the problem is essentially different from a single-carrier system. In a multicarrier adaptive system, rate and power optimization problems need to be solved for each of the subcarriers.
Adaptive transmission is considered for SISO OFDM systems in [29–34], for MISO OFDM systems in [35,36] and for MIMO OFDM systems in [37–41].

Adaptive transmission has also been recently applied to cooperative networks which will be the focus of this thesis. We will provide an overview of the existing literature in the next sub-sections.

1.3.1 Adaptive Transmission for Frequency-Flat Fading Relay Channels

In [42], Ahmed et al. assume a single relay system with AF relaying over frequency-flat Rayleigh fading channels. They solve the power allocation problem aiming to minimize the outage probability for fixed rate transmission subject to power constraint. They further investigate the effect of limited feedback on the performance of their proposed scheme.

In [43], Ahmed and Aazhang propose rate and power control algorithms for DF relaying under power constraint assuming finite-rate feedback channels. A theoretical study for the achievable rates in adaptive DF and compress-and-forward relaying is further introduced in [19].

In [44], Lau and Cui consider also the multi-hop cooperative system but for DF relaying mode. Their scheme aims to minimize the power consumption under a fixed bit error rate (BER) constraint. In [45], Ibrahim et al. consider a multi-relay scheme using RD cooperation protocol and DF relaying and investigate relay selection assuming DF mode based on the instantaneous CSI values.
Unlike the previous techniques that work under time division multiplexing (TDM) assumption, Adeane et al. propose a hybrid adaptive cooperative system which combines TDM and FDM (frequency division multiplexing) in [46]. They compute the optimal power allocation factors (i.e., the ratio between the users power to the power used to relay another users data) to minimize the BER.

1.3.2 Adaptive Transmission for Frequency-Selective Fading Relay Channels

In [47], Hammerstrom and Wittneben consider an uncoded two-hop OFDM system over frequency-selective channels and propose optimum power allocation schemes to maximize the instantaneous rate assuming AF relaying. They investigate this optimization problem for either fixed relay power or fixed source power and further study joint power allocation. In [48], they extend the same problem for a MIMO OFDM system.

Unlike [47, 48] which is built on multi-hopping, Ma et al. [49] consider RD protocol and solve the bit and power loading problem for AF and selection DF relaying. Their proposed algorithm assumes the availability of the CSI at all nodes and computes the bit and power loading coefficients at each subcarrier to minimize the power cost under a target throughput and symbol error rate performance (SER). In [50], Ying et al. employ power loading and subcarriers-pairing to maximize the instantaneous capacity under total power constraint for DF relaying. In [51], Yi et al. discuss rate maximization problem for DF relaying under individual power and SER constraints.

In [52], Can et al. consider TD, RD and STD cooperation protocols, adopt subchannel instantaneous SINR (signal to interference plus noise ratio) as a constraint, and aim to
maximize end-to-end throughput.

In [53], Gui and Cimini also consider RD protocol and present bit and power loading algorithms for OFDM DF cooperative systems with sub-carrier selection to minimize the total transmission power under a fixed rate assumption. In another work which builds on RD protocol [51, 54], Yi et al. propose a sub-optimal bit and power loading algorithm for OFDM cooperative system to maximize the throughput under individual power constraints and a target link error rate assuming AF and selective DF relaying. In [49], the same authors study bit and power loading algorithms to minimize the transmit power consumption for AF and selective DF modes at a target throughput. In [55], Hajiaghayi et al. address power loading for an OFDM AF system with RD protocol. They formulate two problems; one aims to maximize the system capacity and the other aims to minimize BER.

1.4 Constrained Optimization

In most cases, the design of adaptive transmission schemes can be formulated as constrained optimization problems. Optimization is the process of finding the best way to use available resources defined through optimization parameters, in order to improve certain performance metric through objective function, while at the same time not violating any of the conditions that are imposed by a constraint function [56–59].

Optimization parameters affect the value of both objective and constraint functions. They can be either continuous or discrete. An objective function has at least one global optimum which give the best improvement of the objective function, and may have multiple local optima. For continuous problems, minimization problem gives optimal solution when the objective and constraint function are convex functions.
Constraint functions can be equality or inequality or even both. Optimization problems are classified to different types according to the objective and constraint functions kinds. Linear optimization (or programming) problem deals with continuous variables in linear objective and constraint functions. While the non-linear optimization (or programming) problem which has either the objective function or constraint function is nonlinear or even both. Integer optimization (or programming) problem deals only with integer variables. In addition to these types, mixed types are considered such as mixed integer linear and mixed integer nonlinear optimization. In this dissertation, different optimization problems are considered such as nonlinear continuous optimization, nonlinear integer optimization and mixed integer non-linear optimization [56,57].

In nonlinear optimization problem, the method of Lagrange multipliers provides a strategy for finding the maxima and minima of a function subject to one or multiple equality constraints. In this technique, the constrained problem is converted to unconstrained problems. Karush Kuhn Tucker conditions (also known as the Kuhn Tucker or KKT conditions) are a generalization of the Lagrange multiplier method where inequality constraint can be considered with equality constraint assuming more multipliers [56,58].

As for nonlinear integer optimization, the dynamic programming has been widely used in dealing with such problems. The possibility to separate both the objective function / and constraint functions makes the dynamic programming method an ideal technique to solve this kind of problems. This method breaks the original problem into simpler sub problems, which try all possible values that can be assumed for the optimization parameter(s) [57,59].

Mixed-integer nonlinear programming problem includes both integer variables and continuous variables and can be solved by Generalized Benders Decomposition (GBD) approach. GBD generally relies on the successive solutions of closely related nonlinear pro-
gramming and mixed integer programming problems. The approaches described above only guarantee global optimality under (generalized) convexity. Deterministic algorithms for global optimization of non-convex problems require the solution of sub problems obtained via convex relaxations of the original problem \cite{57,59}.

1.5 Thesis Motivation and Contribution

Although adaptive cooperative transmission has attracted some attention lately, there exist many open problems to be pursued particularly over frequency-selective channels. Most of the current work considers power, instantaneous capacity, rate or throughput as the performance metrics. Another performance metric of practical concern is the error rate which has not been much investigated so far in the context of adaptive cooperative networks. This encourages us to study adaptive power and bit loading problems considering BER as the performance metric. Another research direction pursued to design the adaptive OFDM system for cooperative networks taking into account the quality of imperfect channel estimation. To the best of our knowledge, existing literature on adaptive transmission in OFDM-based cooperative systems does not consider the CSI estimation quality in the design.

In this dissertation, we consider in chapter 2 the problem of three nodes OFDM AF cooperative network and propose three algorithms to minimize BER for uncoded OFDM \cite{60,61} These adaptive algorithms are based on power loading, bit loading and joint bit and power loading. Then we extend the problem in chapter 3 to multi-relay OFDM cooperative system and solve the problem of power loading for DF relaying. We assume relay selection scheme based on two strategies \cite{62}. In chapter 4, we design adaptive bit loading system
for OFDM cooperative network considering the channel estimation quality\cite{63,64}. We aim to maximize the throughput for multi-relay with AF relaying mode.
Chapter 2

Bit and Power Loading for AF Cooperative Network

In this chapter, we investigate bit and power allocation strategies for a single-relay cooperative network over frequency-selective fading channels. We assume a single-relay OFDM system with AF relaying and RD protocol. Aiming to optimize the BER under total power constraint and for a given average data rate, we propose three adaptive algorithms. The first algorithm computes the optimal source and relay power loading coefficients under total power constraint and fixed subcarriers’ rate. The second algorithm computes the optimal bit loading coefficients under fixed average transmission rate and equal power loading. The third algorithm computes the joint optimal power and bit loading coefficients under total power constraint and fixed average transmission rate. Through Monte-Carlo simulations, we demonstrate that our proposed schemes achieve full diversity and outperform conventional schemes with equal power loading as well as precoded systems. We further investigate the effect of practical considerations such as imperfect CSI and quantization on
the performance.

The rest of the chapter is organized as follows: The signal model for cooperative OFDM system under consideration is described in Section 2.1. Optimization problem to minimize BER is first formulated in Section 2.2 and then corresponding power and/or bit loading algorithms are presented. The simulated performance of proposed adaptive schemes is presented in Section 2.3. And finally Section 2.4 summarizes and concludes the chapter.

Notation: Bold upper-case letters denote matrices and bold lower-case letters denote vectors. $\mathbb{E}$ and $\lvert\cdot\rvert$ denote respectively the expectation and the absolute value. $(\cdot)^T$ and $(\cdot)^H$ denotes transpose and conjugate transpose (i.e., Hermitian) operations, respectively. $Q(.)$ represents the Gaussian $Q$ function. $Q$ represents the $N \times N$ FFT matrix, i.e. $Q(p,q) = (1/\sqrt{N}) \exp(-j2\pi(p-1)(q-1)/N)$, $p = 0, 1, \ldots, N - 1$, $q = 0, 1, \ldots, N - 1$.

2.1 Transmission Model

We consider a cooperative OFDM system with single relay. Source, relay, and destination nodes are equipped with single transmit/receive antennas and operate in half-duplex mode. The nodes are assumed to be located in a two-dimensional plane where $d_{SD}, d_{SR}$ and $d_{RD}$ denote the distances of source-to-destination (S→D), source-to-relay (S→R), and relay-to-destination (R→D) links, respectively (see Figure 2.1). In Figure 2.1 $\theta$ is the angle between lines representing S→R and R→D links.
To explicitly take into account the effect of relay location, we consider both long-term path loss and short-term frequency-selective Rayleigh fading. The path loss is proportional to \(d^\alpha\) where \(d\) is the distance between nodes and \(\alpha\) is the path loss exponent. By normalizing the path loss terms with respect to the direct S→D link, the so-called geometrical gains can be defined as 
\[
G_{SR} = \left(\frac{d_{SD}}{d_{SR}}\right)^\alpha \quad \text{and} \quad G_{RD} = \left(\frac{d_{SD}}{d_{RD}}\right)^\alpha
\]
These are related through the cosines law by 
\[
G_{2/\alpha}^{SR} + G_{2/\alpha}^{RD} - 2G_{1/\alpha}^{SR}G_{1/\alpha}^{RD}\cos\theta = G_{2/\alpha}^{SR}G_{2/\alpha}^{RD}.
\]
The frequency-selective fading channels are modeled as FIR (finite impulse response) filters with order of \(L_{SD}\), \(L_{SR}\) and \(L_{RD}\). They are represented by 
\[
\mathbf{h}_{SD} = [h_{SD}(0), \ldots, h_{SD}(L_{SD})]^T, \quad \mathbf{h}_{SR} = [h_{SR}(0), \ldots, h_{SR}(L_{SR})]^T \quad \text{and} \quad \mathbf{h}_{RD} = [h_{SR}(0), \ldots, h_{SR}(L_{SR})]^T
\]
for S→D, S→R, and R→D links, respectively. The entries of \(\mathbf{h}_{SD}\), \(\mathbf{h}_{SR}\), and \(\mathbf{h}_{RD}\) are assumed to be zero mean, complex Gaussian distribution with their variance equal to \(1/(L_{SD} + 1)\), \(1/(L_{SR} + 1)\) and \(1/(L_{RD} + 1)\), respectively. The channels are assumed to remain constant over a block of OFDM symbols and change from one block to another independently.

Here, we assume RD cooperation protocol where the source and the relay nodes transmit in orthogonal transmission phases. In the first transmission phase, a bit-stream is fed into serial-to-parallel converter which maps them into modulation symbols chosen from
either M-PSK or M-QAM constellations. The $k^{th}$ subcarrier symbol carries $b_k$ bits based on the employed bit loading algorithm (which will be introduced later). Before passing through inverse FFT (IFFT), the power of each subcarrier symbol is adjusted based on the employed power loading algorithm (which will be introduced later). To prevent inter-block interference, a cyclic prefix (CP) is inserted between OFDM symbols with $L_{CP} \geq \max(L_{SR}, L_{RD}, L_{SD})$. Both relay and destination nodes receive the transmitted OFDM symbol. After removing CP and converting the OFDM symbol into parallel subcarrier symbols through FFT, the relay node scales the subcarriers power. Then it feeds the subcarrier symbols to IFFT and adds CP. In the second transmission phase, the relay node forwards the resulting signal to the destination while the source node remains silent. At the destination, both OFDM symbols received during the broadcasting and relaying phases are fed to maximum likelihood (ML) detector after removing CP and passing through FFT. Block diagrams of source, relay, and destination nodes are provided in Figures 2.2(a), 2.2(b) and 2.2(c).

Let the subcarrier signal for the $k^{th}$ carrier be denoted as $x(k)$, $k = 1, 2, ..., N$ where $N$ is the number of subcarriers. The received signals at the relay and the destination nodes during the broadcasting phase are given by

\[
    r_{D_1}(k) = \sqrt{E_{k,S}} \exp(j\phi_{k,S}) D_{SD}(k,k) x(k) + v_{D_1}(k) \quad (2.1)
\]

\[
    r_{R}(k) = \sqrt{E_{k,S}G_{SR}} \exp(j\phi_{k,R}) D_{SR}(k,k) x(k) + v_{R}(k) \quad (2.2)
\]

where $E_{k,S}$ and $\phi_{k,S}$ denote, respectively, the adjustable power and phase terms for $k^{th}$ subcarrier. In the above $v_{D_1}(k)$, and $v_{R}(k)$ are the FFT of additive white Gaussian noise (AWGN) terms $n_{D_1}(k)$ and $n_{R}(k)$. $D_{SD}(k,k)$ and $D_{SR}(k,k)$ are the $k^{th}$ diagonal el-
ements in the diagonal channel matrices $D_{SD}$ and $D_{SR}$. They are defined as $D_{SD} = \text{diag}(H_{SD}(0), H_{SD}(1), \cdots H_{SD}(N-1))$ and $D_{SR} = \text{diag}(H_{SR}(0), H_{SR}(1), \cdots H_{SR}(N-1))$ where $H_{SD}(k) = \sum_{l=1}^{N-1} h_{SD}(l) \exp(-j2\pi lk/N)$ and $H_{SR}(k) = \sum_{l=1}^{N-1} h_{SR}(l) \exp(-j2\pi lk/N)$.

For the scaling at the relay node, we adopt a slightly modified version of so-called instantaneous power scaling (IPS) [65,66] which assumes perfect CSI. In IPS, scaling term is given by

$$\mathbb{E}_{v_R(k)} \{ |r_R(k)|^2 \} = E_{k,S}G_{SR}|D_{SR}(k,k)|^2 + N_0.$$  \hspace{1cm} (2.3)

Here, instead we replace $E_{k,S}$ with the average value $E$. Such a modification does not significantly affect the overall performance, but simplifies the ensuing optimization problem. After scaling the received signal, the relay node amplifies the $k^{th}$ subcarrier with power $E_{k,R}$ and adjusts the phase by adding $\phi_{k,R}$. Then it feeds the subcarriers to IFFT and adds CP before it forwards the resulting signal to destination node.

The destination node removes CP and converts the received OFDM symbol into subcarrier symbols. The $k^{th}$ subcarrier signal is given by

$$r_{D_2}(k) = \frac{\sqrt{G_{SR}G_{RD}E_{k,S}E_{k,R}}}{\sqrt{EG_{SR}|D_{SR}(k,k)|^2 + N_0}} \exp(j(\phi_{k,S} + \phi_{k,R})) D_{SR}(k,k) D_{RD}(k,k) x(k) + v'_{D_2}(k)$$  \hspace{1cm} (2.4)

In (2.4), $v'_{D_2}(k)$ represents the effective noise term and is given by

$$v'_{D_2}(k) = \frac{\sqrt{G_{RD}E_{k,R}D_{RD}(k,k) \exp(j\phi_{k,R})}}{\sqrt{EG_{SR}|D_{SR}(k,k)|^2 + N_0}} v_R(k) + v_{D_2}(k)$$  \hspace{1cm} (2.5)

where $v_{D_2}(k)$ is the FFT of AWGN term at the destination during the relaying phase. Effective noise is conditionally Gaussian with zero mean and variance of $\varpi$ where $\varpi =$
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\[
\sqrt{1 + E_{k,R}G_{RD}|D_{RD}(k,k)|^2 / (E_{SR}|D_{SR}(k,k)|^2 + N_0)}.
\]

Normalizing (2.5) with \( \varpi \), we have

\[
\tilde{r}_{D_2}(k) = \frac{\sqrt{E_{k,S}E_{k,R}D_{k,2} \exp (j(\phi_{k,S} + \phi_{k,R}))}}{\sqrt{E_{k,R}D_{k,R} + D_{k,0}}} x(k) + \tilde{v}_{D_2}(k) \tag{2.6}
\]

where \( \tilde{v}_{D_2}(k) \) is the output noise with variance \( N_0 \). In (2.6), \( D_{k,R} \), \( D_{k,0} \), \( D_{k,1} \), and \( D_{k,2} \) are defined as \( D_{k,R} = G_{RD} |D_{RD}(k,k)|^2 \), \( D_{k,0} = E_{SR}|D_{SR}(k,k)|^2 + N_0 \), \( D_{k,1} = D_{SD}(k,k) \) and \( D_{k,2} = \sqrt{G_{SR}G_{RD}D_{SR}(k,k)D_{RD}(k,k)} \). Based on the received signals given by (2.1) and (2.6) and assuming perfect CSI, the destination node performs ML detection using the metric

\[
\hat{x}(k) = \arg\min_{x(k)} \left\{ \frac{1}{|r_{D_2}(k)|^2} \right\}
\]

\[
= \left\{ \left| \sqrt{E_{k,R}E_{k,S} \exp (j(\phi_{k,S} + \phi_{k,R}))} \frac{D_{k,2}}{\sqrt{E_{k,R}D_{k,R} + D_{k,0}}} x(k) \right|^2 \right\} \tag{2.7}
\]

### 2.2 Adaptive Loading Algorithms for BER Optimization

In this section, we propose three adaptive bit and/or power loading algorithms to minimize the BER. Based on the availability of instantaneous CSI, approximate BER expressions for \( M \)-PSK and rectangular \( M \)-QAM are given by (2.8)

\[
P \approx \sum_{k=1}^{N} c_k Q(\sqrt{a_k \sqrt{c_k}}) \tag{2.8}
\]
where $c_k$, $a_k$ and $\varepsilon_k$ are defined as

$$
\varepsilon_k = E_{k,S} |D_{k,1}|^2 + \frac{E_{k,S}E_{k,R} |D_{k,2}|^2}{(E_{k,R}D_{k,R} + D_{k,0})} \tag{2.9}
$$

$$
c_k = \begin{cases} 
\frac{(M_k-1)}{N \sum \log_2 M_k}, & \text{for } M - \text{PSK} \\
\frac{4}{N \sum \log_2 M_k} \left( \frac{\sqrt{M_k}-1}{\sqrt{M_k}} \right), & \text{for } M - \text{QAM} 
\end{cases} \tag{2.10}
$$

$$
a_k = \begin{cases} 
\frac{2}{N_0} \sin^2 \left( \frac{\pi}{M_k} \right), & \text{for } M - \text{PSK} \\
\frac{3}{N_0(M_k-1)}, & \text{for } M - \text{QAM} 
\end{cases} \tag{2.11}
$$

where $M_k$ is the constellation size for the $k$th subcarrier.

### 2.2.1 Optimal Power Loading (OPL)

In this subsection, we aim to find OPL coefficients for source and relay subcarriers to minimize the BER under total power constraint and fixed subcarrier rate (i.e., fixed modulation scheme for all subcarriers). Total power constraint dictates $(1/N) \sum_{k=1}^{N} (E_{k,S} + E_{k,R}) = 2E$. On the other hand, under fixed subcarrier rate, we have $M_k = M$ which yields constant values $c_k = c$ and $a_k = a$ for all subcarriers. Let us define $\mathbf{E}_{k,S} = [E_{1,S} \ E_{2,S} \ \cdots \ E_{N,S}]^T$ and $\mathbf{E}_{k,R} = [E_{1,R} \ E_{2,R} \ \cdots \ E_{N,R}]^T$ as the vectors representing source and relay power.
loading coefficients. Therefore, the optimization problem can be expressed as

\[
\min_{E_{k,S}, E_{k,R}} c \sum_{k=1}^{N} Q(\sqrt{a\varepsilon_k})
\]  

(2.12)

subject to the constraint of

\[
\frac{1}{N} \sum_{k=1}^{N} (E_{k,S} + E_{k,R}) = 2E, \quad E_{k,S} > 0, \quad E_{k,R} \geq 0 \quad b_k = B, \quad \forall k
\]  

(2.13)

Since \(Q(.)\) is convex, objective function in (2.12) is also convex as proved in the appendix. Therefore, its solution will provide global optimum results.

Factoring the constraint into the objective function, we formulate Lagrangian problem as

\[
\Psi = c \sum_{k=1}^{N} Q(\sqrt{a\varepsilon_k}) + \lambda \left( \frac{1}{N} \sum_{k=1}^{N} (E_{k,S} + E_{k,R}) - 2E \right) - \sum_{k=1}^{N} \mu_k E_{k,S} - \sum_{k=1}^{N} \eta_k E_{k,R}
\]  

(2.14)

where \(\lambda\) is the Lagrange multiplier. Eq. (2.13) can be rewritten as

\[
\nabla_g \Psi = 0
\]  

(2.15)

where we define \(g\) as

\[
g = [E_{1,S}, \cdots, E_{N,S}, E_{1,R}, \cdots, E_{N,R}, \mu_1, \cdots, \mu_N, \eta_1, \cdots, \eta_N, \lambda, \phi_{1,S}, \cdots, \phi_{N,S}, \phi_{1,R}, \cdots, \phi_{N,R}]
\]  

(2.16)

and \(\nabla_g\) is the gradient operator with respect to elements of \(g\). Since \(\Psi\) is independent of \(\phi_{k,S}\) and \(\phi_{k,R}\), they will not affect the optimization. Therefore, we set \(\phi_{k,S} = \phi_{k,R} = 0\).
The KKT conditions for the optimization problem at hand can be then written as

\[
\frac{\partial \Psi}{\partial E_{k,S}} = -c \sqrt{\frac{a}{8\pi \varepsilon_k}} \exp \left( -\frac{a \varepsilon_k}{2} \right) \frac{\partial \varepsilon_k}{\partial E_{k,S}} + \frac{\lambda}{N} - \mu_k = 0 \quad (2.17)
\]

\[
\frac{\partial \Psi}{\partial E_{k,R}} = -c \sqrt{\frac{a}{8\pi \varepsilon_k}} \exp \left( -\frac{a \varepsilon_k}{2} \right) \frac{\partial \varepsilon_k}{\partial E_{k,R}} + \frac{\lambda}{N} - \eta_k = 0 \quad (2.18)
\]

\[
\frac{1}{N} \sum_{k=1}^{N} (E_{k,S} + E_{k,R}) - 2E = 0 \quad (2.19)
\]

\[
\mu_k E_{k,S} = 0 \quad (2.20)
\]

\[
\eta_k E_{k,R} = 0 \quad (2.21)
\]

\[
E_{k,R} \geq 0, \quad E_{k,S} > 0 \quad (2.22)
\]

\[
\eta_k \geq 0, \quad \mu_k \geq 0, \quad \lambda \geq 0 \quad (2.23)
\]

Optimum values of power loading coefficients \( E_{k,S}, \ E_{k,R} \) can be then obtained by simultaneously solving (2.17)-(2.23). Eqs. (2.20) and (2.21) have the following four possible solutions:

\[
\mu_k = 0, \quad \eta_k = 0 \quad (2.24)
\]

\[
\mu_k = 0, \quad E_{k,R} = 0 \quad (2.25)
\]

\[
\eta_k = 0, \quad E_{k,S} = 0 \quad (2.26)
\]

\[
E_{k,S} = 0, \quad E_{k,R} = 0 \quad (2.27)
\]

The third and fourth solutions in (2.26) and (2.27) are not feasible and can be ignored under our assumption of fixed subcarrier rate. The second solution (2.25) means no coop-
eration for the $k$th subcarrier and is adopted only for unreliable subcarriers (which will be elaborated later). On the other hand, solution (2.24) represents the cooperation case which is adopted for reliable subcarriers. Inserting $\mu_k = 0, \eta_k = 0$ in (2.17) and (2.18), we can readily find out $\partial \varepsilon_k / \partial E_{k,S} = \partial \varepsilon_k / \partial E_{k,R}$. Using this relation and after some mathematical mainpulations, we can express $E_{k,S}$ in terms of $E_{k,R}$ as

$$E_{k,S} = \frac{D_{k,R}}{D_{k,0}} \left( \frac{|D_{k,1}|^2 D_{k,R}}{|D_{k,2}|^2} + 1 \right) E_{k,R}^2 + \left( 2D_{k,R} \frac{|D_{k,1}|^2}{|D_{k,2}|^2} + 1 \right) E_{k,R} + \frac{D_{k,0} |D_{k,1}|^2}{|D_{k,2}|^2}$$  \quad (2.28)

then we can rewrite (2.14) in terms of $E_{k,R}$ as

$$\Psi = c \sum_{k=1}^{N} Q(\sqrt{a \varepsilon_k}) + \lambda \left( \frac{1}{N} \sum_{k=0}^{N} \left( \frac{D_{k,R}}{D_{k,0}} \gamma_k E_{k,R}^2 + 2 \gamma_k E_{k,R} + \alpha_k \right) - 2E \right)$$  \quad (2.29)

where $\varepsilon_k$ is expressed in terms of $E_{k,R}$ as

$$\varepsilon_k = \frac{|D_{k,2}|^2}{D_{k,0}} (\gamma_k E_{k,R} + \alpha_k)^2$$  \quad (2.30)

Here, $\alpha_k$ and $\gamma_k$ are defined as

$$\alpha_k = D_{k,0} |D_{k,1}|^2 / |D_{k,2}|^2$$  \quad (2.31)

$$\gamma_k = 1 + D_{k,R} |D_{k,1}|^2 / |D_{k,2}|^2$$  \quad (2.32)

Solving $\partial \Psi / \partial E_{k,R} = 0$ yields

$$f(E_{k,R}) = \exp \left( -a \frac{|D_{k,2}|^2}{2D_{k,0}} (\gamma_k E_{k,R} + \alpha_k)^2 \right) - \lambda \left( \frac{\sqrt{8\pi} (D_{k,R} E_{k,R} + D_{k,0})}{cN |D_{k,2}| \sqrt{aD_{k,0}}} \right) = 0$$  \quad (2.33)
From (2.33), it can be found out that some relay subcarriers will have negative power values if the following condition is satisfied:

\[
\exp \left( -a \frac{|D_{k,2}|^2}{2D_{k,0}} \alpha_k^2 \right) < \lambda \left( \frac{\sqrt{8\pi D_{k,0}}}{cN |D_{k,2}| \sqrt{a}} \right) \tag{2.34}
\]

These basically correspond to unreliable relay subchannels. Since negative power is physically meaningless, the power of such subcarriers should be forced to zero. This indicates that the optimum solution will yield the non-cooperative case for the unreliable subcarriers. Replacing \( \mu_k = 0, \ E_{k,R} = 0 \) in (2.17) and (2.18) and imposing KKT conditions, we have

\[
E_{k,S} = \frac{1}{a |D_{k,1}|^2} W \left( \left( \frac{|D_{k,1}|^2 c \alpha N}{2\sqrt{2\pi \lambda}} \right)^2 \right) \tag{2.35}
\]

where \( W \) in (2.35) is the Lambert function, i.e., the inverse function of \( f(x) = x \exp(x) \). Based on the above derivation steps, we can summarize the proposed algorithm as in Algorithm 1.

As an example, we illustrate power distribution among subcarriers for given CSIs in Figure 2.3. The curves labelled by \( D_{SD}, D_{SR} \) and \( D_{RD} \) denote fading channel realizations. The curves labelled by \( E_S \) and \( E_R \) denote the power loading coefficients for source and relay assuming \( N = 32 \). It can be observed that OPL algorithm effectively equalizes bad sub-channels assigning more power onto them.

### 2.2.2 Optimal Bit Loading (OBL)

In this subsection, we aim to find OBL coefficients assuming equal power loading and fixed average transmission rate. Under these assumptions, we have \( E_{k,S} = E_{k,R} = E \ \forall k \) and
Algorithm 1 OPL Algorithm

1: Choose an initial interval for $\lambda$ as $[\lambda_a, \lambda_b]$.
2: For each subcarrier, check if (2.33) is satisfied. If it is valid, set the subcarriers’ power as

$$E_{k,R} = 0 \quad \text{and} \quad E_{k,S} = \frac{1}{a |D_{k,1}|^2} \mathcal{W} \left( \frac{|D_{k,1}|^2 c a N}{2\sqrt{2\pi\lambda}} \right).$$

If (2.33) is not satisfied, compute $E_{k,R}$ and $E_{k,S}$ by solving the following equations, respectively,

$$\exp \left( -a \frac{|D_{k,2}|^2}{2D_{k,0}} (\gamma_k E_{k,R} + \alpha_k)^2 \right)$$

$$-\lambda \left( \frac{\sqrt{cN}}{|D_{k,2}|^\theta / \sqrt{aD_{k,0}}} \right) (D_{k,R} E_{k,R} + D_{k,0}) = 0,$$

$$E_{k,S} = \frac{D_{k,R}}{D_{k,0}} \left( \frac{|D_{k,1}|^2 E_{k,R}}{|D_{k,2}|^2} + 1 \right) E_{k,R}^2$$

$$+ \left( 2D_{k,R} \frac{|D_{k,1}|^2}{|D_{k,2}|^2} + 1 \right) E_{k,R} + \frac{D_{k,0} |D_{k,1}|^2}{|D_{k,2}|^2}.$$

3: Compute the power constraint function given as

$$C_f (E_S, E_R) = \frac{1}{N} \sum_{k=1}^{N} (E_{k,S} + E_{k,R}) - 2E$$

4: Update the $[\lambda_a, \lambda_b]$ interval and repeat from step 1 until convergence, i.e., the $C_f$ reaches zero.
Figure 2.3: Power and loading coefficients for a given channel realization.

\[ \sum_{k=1}^{N} b_k = NB \]

where \( b_k = \log_2 M_k \) denotes the bit value assigned to the \( k^{th} \) subcarrier bit loading coefficient. Therefore, the optimization problem is given by

\[ \min_{\mathbf{b}} \sum_{k=1}^{N} c_k Q(\sqrt{a_k \varepsilon_k}) \tag{2.36} \]

subject to the following constraints

\[ \sum_{k=1}^{N} b_k = NB, \quad 0 \leq b_k \leq NB, \quad E_{k,S} = E_{k,R} = E \quad \forall k \tag{2.37} \]

The optimization problem of finding \( \mathbf{b} = [b_1, b_2, ... b_N] \) is classified as an integer op-
timization problem of separable objective functions. The optimal solution can be found using the dynamic programming approach \[59\] where the objective function in (2.36) is simplified by dividing it into simpler sub-problems which are then solved recursively. In our case, we define the recursive functions associated with sub-problems as

\[
f^{(k)}(p) = \min_{b_j} \sum_{j=1}^{k} f_j(b_j)
\]

subject to \(\sum_{j=1}^{k} b_j = p\). Here, \(f_j(b_j) = c_jQ(\sqrt{a_j \varepsilon_j})\), \(b_j\) is a non-negative integer \(j = 1, 2, \cdots, k\), \(k = 1, 2, \cdots, N\) and \(p = 0, 1, \cdots, NB\). Starting with the initial condition \(f^{(1)}(p) = f_1(p), p = 0, 1, \cdots, NB\) we recursively need to compute \(f^{(k)}(p)\) which are functions of \(c_p\) and \(a_p\), c.f. (2.10) and (2.11). At \(k = N\) and \(p = NB\), we obtain \(f^{(N)}(NB)\) which yields the OBL coefficients. The proposed algorithm can be summarized as in Algorithm 2. As an example, we illustrate bit loading values for given CSIs in Figure 2.3. As expected, OBL algorithm loads more bits to reliable channels.
Algorithm 2 OBL Algorithm

1: Initiate \( k = 1 \). Calculate \( f^{(1)} (p) \) as \( f^{(1)} (p) = f_1 (p) = c_p Q \left( \sqrt{a_p} \right) \).
2: Define \( b_k (p) = p \).
3: \( k = k + 1 \).
4: For \( p = 0, 1, \ldots, NB \) and \( l = 0, 1, \ldots, p \), compute \( f^{(k-1)} (p-l) + f_k (l) \). Let \( l_{\text{min}} \) denote the value of \( l \) which minimizes \( f^{(k-1)} (p-l) + f_k (l) \). Set \( f^{(k)} (p) = f^{(k-1)} (p-l_{\text{min}}) + f_k (l_{\text{min}}) \) and \( b_k (p) = l_{\text{min}} \).
5: If \( k < N - 1 \) go to step 3, otherwise continue.
6: For \( k = N \) and \( p = NB \), compute \( f^{(N-1)} (NB - l) + f_N (l) \). Let \( b_N (NB) \) denote the value of \( l \) which minimizes \( f^{(N-1)} (NB - l) + f_N (l) \).
7: Compute OBL coefficients \( b \) as follows,
   - \( b = [b_{\text{opt}} (1), b_{\text{opt}} (2), \ldots b_{\text{opt}} (N)] \)
   - \( b_{\text{opt}} (N) = b_q (NB) \) where \( q = N \) and
     a. \( q = q - 1 \)
     b. \( p_{\text{opt}} = N - \sum_{j=q-1}^{N} b_{\text{opt}} (j) \)
     c. \( b_{\text{opt}} (q) = b_q (p_{\text{opt}}) \)
     d. If \( q > 1 \) go to step 7.a otherwise stop.
2.2.3 Optimal Bit and Power Loading (OBPL)

In the previous two problems, we have fixed either subcarrier power or subcarrier rate and computed the optimal value for the other parameter. In this section, we present a joint OBPL scheme which simultaneously optimizes subcarrier rate and power to minimize BER. This problem can be expressed as

\[
\min_{E_S, E_R, b} \gamma(E_S, E_R, b) = \sum_{k=1}^{N} c_k Q(\sqrt{a_k \varepsilon_k}) \tag{2.39}
\]

subject to the following constraints

\[
\frac{1}{N} \sum_{k=1}^{N} (E_{k,S} + E_{k,R}) = 2E, \quad E_{k,S} > 0, \quad E_{k,R} \geq 0,
\]

\[
\sum_{k=1}^{N} b_k = B, \quad 0 \leq b_k \leq NB \tag{2.40}
\]

The current problem is a mixed integer nonlinear convex optimization problem [57]. Here, we use GBD method [57] which converts the joint optimization problem into upper and lower bound optimization problems. The upper bound problem is a nonlinear optimization problem for the computation of the power loading coefficients. On the other hand, the lower bound problem is an integer optimization problem for the computation of the bit loading coefficients. The joint optimal solution can be obtained by iteratively solving the two problems each of which uses the others output until convergence. The proposed OPBL algorithm based on GBD method can be summarized as in Algorithm 3.
Algorithm 3 OBPL Algorithm

1: For $q = 1$ initiate $b = b^{(q)}$ and set $\alpha^{0} = -\infty$, $LB^{0} = -\infty$ and $UB^{0} = \infty$.
2: For a given bit loading coefficients vector $b^{(q)}$, find OPL coefficients $E_{S}^{(q)}$, $E_{R}^{(q)}$ and the Lagrange multiplier $\lambda^{(q)}$ by solving the upper bound optimization problem using the OPL algorithm (introduced in Section III-a).
3: Set $UB^{(q)} = \min \left\{ UB^{(q-1)}, \gamma(E_{S}^{(q)}, E_{R}^{(q)}, b^{(q)}) \right\}$.
4: If $UB^{(q)} = \gamma(E_{S}^{(q)}, E_{R}^{(q)}, b^{(q)})$, set $\left( E_{S,\text{opt}}, E_{R,\text{opt}} \right) = \left( E_{S}^{(q)}, E_{R}^{(q)} \right)$.
5: Define Lagrangian function $V(.)$ as

$$V(E_{S}, E_{R}, b, \lambda) = \gamma(E_{S}, E_{R}, b) + \lambda \left( \frac{1}{N} \sum_{k=1}^{N} (E_{k,S} + E_{k,R}) - 2E \right)$$

Using the OPL coefficients $\left( E_{S,\text{opt}}, E_{R,\text{opt}} \right)$ obtained in step 4, update the bit loading coefficients $b$ through solving the lower bound integer optimization problem

$$\min_{b^{(q+1)}} V \left( E_{S}^{(q)}, E_{R}^{(q)}, b^{(q)}, \lambda^{(q)} \right)$$

$$+ \nabla_{M}^{T} V \left( E_{S}^{(q)}, E_{R}^{(q)}, b^{(q)}, \lambda^{(q)} \right) \left( 2b - 2b^{(q)} \right)$$

subject to $\sum_{k=1}^{N} b_{k}^{(q)} = NB$ and $\alpha^{(q)} \geq \alpha^{(q-1)}$, where

$$\alpha^{(q)} = V \left( E_{S}^{(q)}, E_{R}^{(q)}, b^{(q)}, \lambda^{(q)} \right)$$

$$+ \nabla_{M}^{T} V \left( E_{S}^{(q)}, E_{R}^{(q)}, b^{(q)}, \lambda^{(q)} \right) \left( 2b^{(q+1)} - 2b^{(q)} \right).$$

(see Algorithm 4 for performing step (5))
6: Set $LB^{(q)} = \alpha^{(q)}$
7: If $LB^{(q)} \geq UB^{(q)}$, stop and the optimal solution will be given as $\left( E_{S,\text{opt}}, E_{R,\text{opt}}, b_{\text{opt}} \right) = \left( E_{S}^{(q)}, E_{R}^{(q)}, b^{(q)} \right)$. Otherwise, set $q = q + 1$ and go to step 2.
Algorithm 4 OBPL Sub-algorithm

Let $y_i(p) = \frac{\partial}{\partial M_i} V \left( E_{i,S}^{(q)}, E_{i,R}^{(q)}, b_i^{(q)}, \lambda^{(q)} \right) \left( 2^p - 2^{b_i^{(q)}} \right)$

1: Initiate $k = 1$. For $p = 0, 1, \cdots, NB$, compute
$$y^{(1)}(p) = V \left( E_{1,S}^{(q)}, E_{1,R}^{(q)}, b_1^{(q)}, \lambda^{(q)} \right) + y_1(p).$$

2: Define $b_k(p) = p$

3: Set $k = k + 1$

4: For $p = 0, 1, \cdots, NB$ and $l = 0, 1, \cdots, p$, compute $y^{(k-1)}(p-l) + y_k(l)$. Let $l_{\text{min}}$ denote the value of $l$ which minimizes $y^{(k-1)}(p-l) + y_k(l)$. Set $b_k(p) = l_{\text{min}}$ and
$$y^{(k)}(p) = y^{(k-1)}(p-l_{\text{min}}) + y_k(l_{\text{min}}).$$

5: If $k < N - 1$ go to step 3, otherwise continue

6: For $k = N$ and $p = NB$, compute $y^{(N-1)}(NB-l) + y_N(l)$. Let $b_N(NB)$ denote the value of $l$ which minimizes $y^{(N-1)}(NB-l) + y_N(l)$ subject to $\alpha^{(q)} \geq \alpha^{(q-1)}$.

7: Compute OBL coefficients $b$ as follows,
$$b = [b_{\text{opt}}(1), b_{\text{opt}}(2), \cdots b_{\text{opt}}(N)],$$
$$b_{\text{opt}}(N) = b_q(NB)$$
where $q = N$ and

a. $q = q - 1$

b. $p_{\text{opt}} = N - \sum_{j=q-1}^{N} b_{\text{opt}}(j)$

c. $b_{\text{opt}}(q) = b_q(p_{\text{opt}})$

If $q > 1$ go to step 7.a otherwise stop.
2.3 Simulation Results

In this section, we investigate the BER performance of proposed OPL, OBL, and OBPL algorithms through Monte Carlo simulations. We assume $\alpha = 2$, $\theta = \pi$ and $N = 32$. The channel lengths for the three links are assumed to be equal to 2, i.e., $L_{SR} = L_{RD} = L_{SD} = L = 1$, SNR is defined to be $E/N_0$, where $E$ is the average subcarrier power.

Example 1 (Performance of OBPL)

In this simulation example, we study the performance of the OBPL algorithm with perfect CSI assuming an average transmission rate of 2 and 4 bits/subcarrier, respectively, in Figures 2.4 and 2.5. We consider $G_{SR}/G_{RD} = 30$ dB, $-30$ dB, and 0 dB. These respectively correspond to cases where the relay is close to the source, close to the destination, and at the midpoint between the source and the destination. The performance of non-adaptive scheme with equal bit and power loading (EBPL) is included as a benchmark.

As observed in Figures 2.4 and 2.5, EBPL scheme achieves only a diversity of two. This diversity gain results from the spatial diversity for the single-relay scenario under consideration. Therefore, EBPL system is not able to extract the underlying multipath diversity. On the other hand, the proposed OBPL scheme is able to extract a diversity order of $2(L + 1) = 4$ and significantly outperforms EBPL scheme. For example, in Figure 2.4 at BER=$10^{-3}$, OBPL outperforms EBPL by 3.5 dB assuming $G_{SR}/G_{RD} = 0$ dB. This climbs up to 5.8 dB for $G_{SR}/G_{RD} = -30$ dB. It is also interesting to note that each scheme attains its best performance at different locations. EBPL attains its best performance when the relay is at the midpoint (i.e., $G_{SR}/G_{RD} = 0$ dB). On the other hand, the performance of OBPL gets better when the relay is placed close to the destination.
Figure 2.4: Performance comparison of EBPL and OBPL schemes for different relay locations with average transmission of 2bits/subcarrier.
Figure 2.5: Performance comparison of EBPL and OBPL schemes for different relay locations with average transmission of 4 bits/subcarrier.

(i.e., $G_{SR}/G_{RD} = -30$ dB). Similar observations hold for Figure 2.5 where an average transmission rate of 4 bits/subcarrier is assumed, where at BER=$10^{-3}$, OBPL outperforms EBPL by 3 dB assuming $G_{SR}/G_{RD} = 0$ dB. Also the improvement reaches its maximum at $G_{SR}/G_{RD} = -30$ dB where 5 dB is achieved. From these results, we conclude that dealing with higher rates reduces performance improvement.

Example 2 (OBPL versus other schemes)

In this example, we first compare the performance of OBPL to OPL and OBL schemes. Through this comparison, we are particularly interested in finding out whether bit or power
loading is more rewarding in performance optimization. In our simulations, we assume perfect CSI, an average transmission rate of 2 bits/subcarrier and \( G_{SR}/G_{RD} = -30 \) dB. From Figure 2.6, we observe that, at \( BER=10^{-4} \), performance gap between OBPL and OBL is 3.6 dB. On the other hand, performance gap between OBPL and OPL reduces to 1.1 dB. Therefore, it can be concluded that power loading is more dominant (important) in performance optimization.

![Figure 2.6: Performance comparison of OBPL, OPL, OBL algorithms and competing schemes.](image)

For comparison with existing systems in the literature, we also include the performance of a precoded cooperative OFDM [16] in Figure 2.6. It is observed that the proposed
schemes and the precoded system are both able to extract the full diversity and achieve the same diversity order. However, OBPL and OPL systems are able to outperform the precoded system by 2.6 dB and 1.5 dB, respectively, at BER=10^{-4}. On the other hand, OBL remains inferior to the precoded system by ~1 dB. It should be further emphasized that, besides performance improvements, OBPL and OPL have advantage over the precoded systems in terms of receiver complexity. The receiver complexity of proposed algorithms is independent of the channel length while the detector complexity in precoded systems is exponentially proportional to the channel length [16].

Another comparison in Figure 2.6 is with the power loading scheme proposed in [55] by Hajiaghayi et.al. which also aims to optimize the BER performance (named as HDL scheme in our figure). Our results illustrate the superiority of proposed algorithms over HDL scheme. Specifically at BER=10^{-3}, we observe that OBL, OPL and OBPL outperform HDL by 0.8 dB, 3.2 dB and 4.3 dB respectively. It should be noted that HDL scheme is derived under the high SNR assumption and considers identical subcarrier power at source and relay nodes. Our schemes avoid such restricting assumptions and are therefore able to provide a better performance.

Example 3 (Effect of Relay Location)

In this example, we study the effect of relay location on the performance of EBPL, OBL, OPL, and OBPL schemes. Under the assumption of average transmission rate of 2 bits/subcarrier and a target fixed BER of 10^{-3}, we plot the required SNR versus the relay location. Figure 2.7 illustrates that the best location (i.e. requires the lowest SNR to achieve the BER= 10^{-3}) for OBPL and OPL is near to destination. For OBL and EBPL, mid-locations between source and destination become more favourable. For near-to-destination and near-to-source locations, they exhibit identical channel statistical properties [69] and
therefore yield symmetric performance around 0 dB location.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{Effect of relay location on different adaptive algorithms.}
\end{figure}

**Example 4 (Effect of Channel Estimation)**

In this example, we study the effect of channel estimation on the proposed schemes. The adaptive algorithms assume that perfect CSI is available at source, relay and destination nodes. In practice, CSI information needs to be estimated. CSI for the direct link (i.e., S→D) and relaying link (i.e., S→R and R→D) is also used at the destination for detection process. For the estimation of relaying path, we adopt the so-called disintegrated channel estimation (D-CE) approach in which S→R and R→D channels are estimated separately. In this approach, the relay node is equipped with a channel estimator and
feed-forwards the S→R channel estimate to the destination terminal as well as feedbacks it to the source [69]. Channel estimates for S→D and R→D links are obtained at the destination which sends them to the source and the relay via a feedback channel.

Figure 2.8: Performance of OBPL, OPL, OBL algorithms with imperfect channel estimation.

In Figure 2.8 we assume the employment of linear minimum mean squared error estimator (LMMSE) [70] and perfect feedback of the estimates. We consider the case where the relay is near to the destination, i.e., $G_{SR}/G_{RD} = -30$ dB and an average transmission rate of 2bits/subcarrier. Note that the precoded system which is used as a diversity benchmark does not need CSI at the transmitter side. Figure 2.8 illustrates that, at BER=10$^{-4}$, OBPL and OPL schemes with imperfect channel estimation at the transmitter side are
still able to outperform the precoded system by 2.3 dB and 0.9 dB.

In Figure 2.9 we study the effect of finite-rate feedback which is required to transfer the quantized CSIs in the practical implementation of our proposed schemes. Figure 2.9 shows that we need as small as 5 bits/subcarrier to achieve a similar performance to the ideal system with perfect feedback. When 6 bits/subcarrier is used, it gives an identical performance to that of perfect feedback. The corresponding performance curve is not included in the figure for the sake of presentation.

![Figure 2.9: Effect of finite-rate feedback on the performance of OPBL algorithm.](image)

Figure 2.9: Effect of finite-rate feedback on the performance of OPBL algorithm.
2.4 Conclusion

In this chapter, we have investigated adaptive bit and/or power loading for a cooperative OFDM system with AF relaying. We have adopted BER as the objective function and formulated three optimization problems leading to different adaptive algorithms. The first algorithm, named as OPL, computes the optimal source and relay power loading coefficients under total power constraint and fixed subcarriers rate. The second algorithm, named as OBL, computes the optimal bit loading coefficients under fixed average transmission rate and equal power loading. The third one, named as OBPL, computes the joint optimal power and bit loading coefficients. Through Monte-Carlo simulations, we have demonstrated the superiority of our schemes over conventional non-adaptive cooperative OFDM systems. For example, assuming relay is located close to the destination, OBPL outperforms non-adaptive system (i.e., equal bit and power loading) by 5.8 dB at a target BER=$10^{-3}$. OBPL and OPL systems are also able to outperform the precoded cooperative OFDM systems while OBL turns out to be inferior. This also indicates that power loading is more dominant in the performance optimization where continuous optimization gives more degrees of freedom than the discrete optimization deployed in bit loading. We have further provided simulation results to quantify the effect of relay location, imperfect channel estimation and finite-rate quantized feedback on the BER performance of proposed schemes. Considering the result of power loading importance over bit loading for BER minimization, next chapter extends the problem for multi-relay network and focus only on the power loading problem for DF network.
Chapter 3

Power Loading for DF Cooperative Network

In this chapter, we propose an adaptive power loading algorithm for an OFDM-based multi-relay DF network with relay selection. The proposed scheme is based on selecting the “best” relays according to different strategies and distributing the power adaptively among the subcarriers of source and selected relay(s) as to minimize BER. Our Monte Carlo simulation results demonstrate supreme performance gains through power loading with respect to conventional equal power loading schemes. The effects of imperfect channel estimation and relay location on the BER performance are further discussed.

The rest of the chapter is organized as follows: In Section 3.1, the system model under consideration is described. In Section 3.2, first optimization problem to minimize BER is formulated, then corresponding power loading algorithm is presented. The simulated performance of proposed adaptive schemes and the effect of channel estimation on their performances are presented in Section 3.3. Finally, Section 3.4 concludes the chapter.
3.1 System Model

3.1.1 System Description and Relay Selection Methods

We consider a cooperative OFDM system with $L$ relays. Source, relay, and destination nodes are equipped with single transmit/receive antennas and operate in half-duplex mode. The nodes are assumed to be located in a two-dimensional plane where $d_{SD}$, $d_{SR_i}$ and $d_{R_iD}$ denote the distances of source-to-destination ($S \rightarrow D$), source-to-$i^{th}$ relay ($S \rightarrow R_i$) and $i^{th}$ relay-to-destination ($R_i \rightarrow D$) links, respectively (see Figure 3.1). In Figure 3.1, $\theta_i$ is the angle between lines representing $S \rightarrow R_i$ and $i^{th}$ and $R_i \rightarrow D$ links.

![Figure 3.1: Multi-relay cooperative network.](image)

To explicitly take into account the effect of relays location, we consider both long-term path loss and short-term frequency-selective Rayleigh fading. The path loss is inversely proportional to $\alpha$ where $d$ is the distance between nodes and $\alpha$ is the path loss exponent. By normalizing the path loss terms with respect to the direct ($S \rightarrow D$) link, the so-called geometrical gains [7] can be defined as $G_{SR_i} = (d_{SD}/d_{SR_i})^\alpha$ and $G_{R_iD} = (d_{SD}/d_{R_iD})^\alpha$, $i = 1, 2, \ldots, L$. 
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1, 2...L. These are related through the cosine law by \( G_{SR_{i}}^{2/\alpha} + G_{RD_{i}}^{2/\alpha} - 2G_{SR_{i}}^{1/\alpha}G_{RD_{i}}^{1/\alpha}\cos \theta_{i} = G_{SR_{i}}^{2/\alpha}G_{RD_{i}}^{2/\alpha} \). The frequency-selective quasi-static fading channels under consideration are modeled as FIR (finite impulse response) filters with orders \( L_{SD} \), \( L_{SR_{i}} \), and \( L_{RD_{i}} \). They are represented by \( h_{SD} = [h_{SD}(0), \ldots, h_{SD}(L_{SD})]^{T} \), \( h_{SR_{i}} = [h_{SR_{i}}(0), \ldots, h_{SR_{i}}(L_{SR_{i}})]^{T} \) and \( h_{RD_{i}} = [h_{RD_{i}}(0), \ldots, h_{RD_{i}}(L_{RD_{i}})]^{T} \) for \( S \rightarrow D \), \( S \rightarrow R_{i} \), and \( R_{i} \rightarrow D \) links, respectively.

The entries of \( h_{SD} \), \( h_{SR_{i}} \), and \( h_{RD_{i}} \) are assumed to be zero-mean complex Gaussian with their variances being equal to \( 1/(L_{SD} + 1) \), \( 1/(L_{SR_{i}} + 1) \), and \( 1/(L_{RD_{i}} + 1) \), respectively. The frequency-domain expression for the \( k \)th subcarrier is found through the Fourier transform and given by \( H(k) = \sum_{l=1}^{N-1} h(l) \exp(-j2\pi lk/N) \) where the subscripts for underlying links are dropped for convenience.

Here, we assume RD cooperation protocol where the source and the relay nodes transmit in orthogonal transmission phases. In the first transmission phase (i.e., broadcasting), a bit stream is fed into serial-to-parallel converter which maps them onto modulation symbols chosen from either \( M \)-ary PSK or \( M \)-ary square QAM constellations. Each \( k \) subcarrier symbol modulates \( b \) bits where \( M = 2^{b} \). Before passing through IFFT, the power of each subcarrier symbol is adjusted based on the employed power loading algorithm (which will be later introduced). To prevent inter-block-interference, a CP is inserted between OFDM symbol blocks with \( L_{CP} \geq \max(L_{SR_{i}}, L_{RD_{i}}, L_{SD}) \) as shown in Figure 3.2(a). All relays and the destination node receive the transmitted OFDM symbol. Then according to the deployed selection method, the “best” relay will be selected for all or each subcarrier(s).

We consider two relay selection methods which are modified versions of [71].

Relay Selection Method 1 (RSM1) - “Best” relay selection for each subcarrier - : In this selection method, the “best” relay (in the sense of SNR maximization) is
selected for each subcarrier. Therefore, selection criteria is given by

\[ R_{sel}(k) = \arg \max_{R_i} \{ \min (\gamma_{SR_i}(k), \gamma_{R_iD}(k)) \} , \quad k = 1, 2, \ldots, N \]  

(3.1)

where \( \gamma_{SR_i}(k) \) and \( \gamma_{R_iD}(k) \) are the instantaneous SNR of S \( \rightarrow \) R_i and R_i \( \rightarrow \) D links, respectively. Through this method although all relays \( L \) relays are busy, they can save some power by switching off unused subcarriers.

**Relay Selection Method 2 (RSM2) -“Average best” relay selection-** : In this alternative selection method, only a single relay is selected based on the maximization of the sum of subchannels SNR. Each subchannel SNR is chosen to be the minimum SNR between S \( \rightarrow \) R_i and R_i \( \rightarrow \) D links.

\[ R_{sel} = \arg \max_{R_i} \left\{ \sum_{k=1}^{N} (\min (\gamma_{SR_i}(k), \gamma_{R_iD}(k))) \right\} \]  

(3.2)

In this method, one relay will participate in the relaying phase while others will be switched off. These relays will be therefore available to engage in any possible communication during this phase. Detection is performed at selected relay subcarriers after removing CP and converting the OFDM symbol into parallel subcarrier symbols through FFT. Regenerated subcarrier symbols are fed to IFFT and CP is added as depicted in Figure 3.2(b). In the relaying phase, the relay(s) forward the resulting signal to the destination while the source node remains silent. At the destination, both OFDM symbols received during the broadcasting and relaying phases are fed to ML detector after removing CP and passing through FFT as illustrated in Figure 3.2(c)
Figure 3.2: Block diagrams of source, relay, and destination nodes.
3.1.2 System Equations

In the broadcasting phase, the received signal on the $k$th subcarrier at the destination node (after FFT and CP removal) is given by

$$r_{D_1}(k) = \sqrt{E_{k,S}} D_{SD}(k,k) x(k) + v_{D_1}(k), \quad k = 1, 2, ... N$$ (3.3)

where $E_{k,S}$ is the source nodes $k$th subcarrier power and $v_{D_1}(k)$ is the additive AWGN noise with variance $N_0$. Here, $D_{SD}(k,k)$ denotes the $k$th diagonal element in the diagonal channel matrix $D_{SD}$ which is defined as $D_{SD} = diag(H_{SD}(0), H_{SD}(1), \cdots H_{SD}(N-1))$. After FFT and CP removal, the $k$th subcarrier of $i$th relay node is given by

$$r_{R_i}(k) = \sqrt{E_{k,S}} \sqrt{G_{SR_i}} D_{SR_i}(k,k) x(k) + v_{R_i}(k)$$ (3.4)

where $v_{R_i}(k)$ is the additive AWGN noise with variance $N_0$ and $D_{SR_i}(k,k)$ is the diagonal element of matrix $D_{SR_i}$ defined as $D_{SR_i} = diag(H_{SR_i}(0), H_{SR_i}(1), \cdots H_{SR_i}(N-1))$. For the employed DF relaying method, the signal to be transmitted is decided through the ML decision metric

$$\hat{x}_{R_i}(k) = \min_x \left| r_{R_i}(k) - \sqrt{E_{k,S}} \sqrt{G_{SR_i}} D_{SR_i}(k,k) x(k) \right|^2.$$ (3.5)

Here, the $i$th relay will not transmit the signal if the subchannel is unreliable for transmission which can be determined through the proposed adaptive algorithm.

In the relaying phase, the received $k$th subcarrier signal at the destination (after FFT
and CP removal) is given by

\[ r_{D_2}(k) = \sqrt{E_{k,R_i}} \sqrt{G_{R_i,D}} D_{R_i,D}(k,k) \hat{x}_{R_i}(k) + v_{D_2}(k), \quad k = 1, 2, \ldots N \]  

(3.6)

where \( v_{D_2}(k) \) is additive AWGN noise with variance \( N_0 \) and \( D_{R_i,D}(k,k) \) is the diagonal element of matrix \( D_{R_i,D} \) defined as

\[ D_{R_i,D} = \text{diag}(H_{R_i,D}^{(0)}, H_{R_i,D}^{(1)}, \cdots H_{R_i,D}^{(N-1)}) \].

Based on (3.3) and (3.5), ML detection is performed at the destination

\[ \hat{x}(k) = \arg\min_x \left\{ |r_{D_1}(k) - \sqrt{E_{k,S}} D_{SD}(k,k) x(k)|^2 + |r_{D_2}(k) - \sqrt{E_{k,R_i}} \sqrt{G_{R_i,D}} D_{R_i,D}(k,k) x(k)|^2 \right\} \]  

(3.7)

### 3.2 Power Loading Scheme

In this section, we propose a power loading scheme for a multi-relay OFDM network. The power loading coefficients are computed to minimize the BER for the received subcarriers signals under the assumption of the ability of relays in perfectly detecting errors, i.e., genie relays. This simplifies the ensuing BER analysis and provides a lower bound on the performance of the actual system. In practice, the relay can decide that an incorrect decision has been made through cyclic redundancy check (CRC) deployment \[4\]. The probability of error for the \( k^{th} \) subcarrier assuming that it belongs to \( i \) th relay which is allowed for transmission, \( i \in \{1, 2, \ldots, L\} \), can be expressed as \[1\]

\[ P_{e_i}(k) = (1 - P_{e,SR_i}(k)) P_{e,COOP_i}(k) + P_{e,SR_i}(k) P_{e,SD}(k) \]  

(3.8)

\[ ^1i \text{ changes per subcarrier for RSM1 while it is fixed for all subcarriers in RSM2,} \]
where $P_{e_i}(k)$ is the end-to-end error probability, $P_{e,SR_i}(k)$ is the error probability of $S \rightarrow R_i$ link for the $k$th subcarrier, $P_{e,SD}(k)$ is the error probability of $S \rightarrow D$ link for the $k$th subcarrier and $P_{e,COOP_i}(k)$ is the error probability in the cooperative links (i.e., $S \rightarrow D$ and $R_i \rightarrow S$, when the $k$th subcarrier participates in transmission). The first term at the right hand side of (3.8) is the error probability when the $k$th subcarrier in the $i$th relay detects the signal correctly, but the signal resulting from the cooperative links $S \rightarrow D$ and $R_i \rightarrow S$ is detected wrong. The second term represents the case when the $k$th subcarrier of the relay cannot participate in transmission because of incorrect decision. In this case, the error probability results only from the direct link $S \rightarrow D$. The error probability in (3.8) can be upper bounded as in [49]

$$P_{e_i}(k) \leq P_{e,COOP_i}(k) + P_{e,SR_i}(k)P_{e,SD}(k) \quad (3.9)$$

Therefore, under the assumption of perfect channel knowledge at the transmitters\(^2\), the average BER of $N$-subcarrier OFDM symbol can be approximated as

$$P_{e_i} \leq \sum_{k=1}^{N} cQ \left( \sqrt{a \left( |D_{SD}(k,k)|^2 E_{k,S} + |D_{R,D}(k,k)|^2 G_{R,D}E_{k,R} \right)} \right) + \sum_{k=1}^{N} \alpha Q \left( \sqrt{a |D_{SD}(k,k)|^2 E_{k,S}} \right) Q \left( \sqrt{a |D_{SR}(k,k)|^2 G_{SR}E_{k,S}} \right) \quad (3.10)$$

where $a$, $c$, and $\alpha$ are given by

$$a = \begin{cases} \frac{2}{N_0} \sin^2 \left( \frac{\pi}{M} \right) & M \text{ - PSK} \\ \frac{3}{N_0(M-1)} & M \text{ - QAM} \end{cases} \quad (3.11)$$

\(^2\)For a given value of the fading coefficient, we are practically dealing with a deterministic multiplicative channel (i.e., determined by a fixed coefficient) in the presence of AWGN [67].
\[ c = \begin{cases} 
\frac{(M-1)}{N \log_2 M}, & \text{for } M \text{ - PSK} \\
\frac{4}{N \log_2 M} \left( \frac{\sqrt{M-1}}{\sqrt{M}} \right), & \text{for } M \text{ - QAM}
\end{cases} \]  \quad (3.12)

and

\[ \alpha = \begin{cases} 
\frac{(M-1)^2}{N (\log_2 M)}, & \text{for } M \text{ - PSK} \\
\frac{16}{N (\log_2 M)} \left( \frac{\sqrt{M-1}}{\sqrt{M}} \right)^2, & \text{for } M \text{ - QAM}
\end{cases} \]  \quad (3.13)

We aim to the minimize BER in (3.10) under total power constraint and fixed subcarriers transmission rate. The optimization problem can be formulated as

\[
\min_{E_{k,S}, E_{k,R}} P_e \\
\text{s.t. } \frac{1}{N} \sum_{k=1}^{N} (E_{k,S} + E_{k,R}) = 2E, \quad E_{k,R} \geq 0, \quad E_{k,S} > 0
\]  \quad (3.14)

As shown in Appendix B, \( P_e \) is a convex function. Therefore (3.14) would yield an optimal global minimum \[56\]. The Lagrangian problem can be formulated using Lagrange multipliers, \( \lambda, \mu_k, \eta_k \) as,

\[
\Psi = P_e + \lambda \left( \frac{1}{N} \sum_{k=1}^{N} (E_{k,S} + E_{k,R}) - 2E \right) - \sum_{k=1}^{N} \mu_k E_{k,S} - \sum_{k=1}^{N} \eta_k E_{k,R}
\]  \quad (3.15)

The KKT conditions for the optimization problem are \[56\]

\[
\frac{\partial \Psi}{\partial E_{k,S}} = 0 \quad (3.16)
\]

\[
\frac{\partial \Psi}{\partial E_{k,R_i}} = 0 \quad (3.17)
\]

\[
\frac{1}{N} \sum_{k=1}^{N} (E_{k,S} + E_{k,R_i}) - 2E = 0 \quad (3.18)
\]

\[
\mu_k E_{k,S} = 0 \quad (3.19)
\]
\[ \eta_k E_{k,R_i} = 0 \tag{3.20} \]

\[ E_{k,R_i} \geq 0; \ E_k,S > 0 \tag{3.21} \]

\[ \eta_k \geq 0; \ \mu_k \geq 0; \ \lambda \geq 0 \tag{3.22} \]

Differentiating \( \psi \) with respect to \( E_k,S \) yields (3.16) as

\[
\frac{\alpha \sqrt{G_{SR_i}} |D_{SR_i}(k,k)|}{\sqrt{E_{k,S}}} Q \left( \sqrt{a |D_{SD}(k,k)|^2 E_{k,S}} \right) \exp \left( -\frac{a}{2} |D_{SR_i}(k,k)|^2 G_{SR_i} E_{k,S} \right) \\
+ \frac{a |D_{SD}(k,k)|}{\sqrt{E_{k,S}}} \exp \left( -\frac{a}{2} |D_{SD}(k,k)|^2 E_{k,S} \right) Q \left( \sqrt{a |D_{SR_i}(k,k)|^2 G_{SR_i} E_{k,S}} \right) \\
+ \frac{c |D_{SD}(k,k)|^2}{\sqrt{\beta_{k,i}}} \exp \left( -\frac{a}{2} \beta_{k,i} \right) - \sqrt{\frac{8\pi \lambda}{a N}} + \sqrt{\frac{8\pi \mu_k}{a}} = 0 \tag{3.23} \]

where \( \beta_{k,i} = |D_{SD}(k,k)|^2 E_{k,S} + |D_{RD}(k,k)|^2 G_{RD} E_{k,R_i} \) Differentiating \( \psi \) with respect to \( E_{k,R} \) yields (17) as

\[
\frac{c |D_{RD}(k,k)|^2 G_{RD}}{\sqrt{\beta_{k,i}}} \exp \left( -\frac{a}{2} \beta_{k,i} \right) - \sqrt{\frac{8\pi \lambda}{a N}} + \sqrt{\frac{8\pi \eta_k}{a}} = 0 \tag{3.24} \]

Eqs. (3.19) and (3.20) have four possible solutions given by

\[
\mu_k = 0, \ \eta_k = 0 \tag{3.25} \]

\[
\mu_k = 0, \ E_{k,R_i} = 0 \tag{3.26} \]

\[
\eta_k = 0, \ E_{k,S} = 0 \tag{3.27} \]

\[
E_{k,S} = 0, \ E_{k,R_i} = 0 \tag{3.28} \]
The fourth solution in (3.28) is not feasible and is ignored under our assumption of fixed subcarriers rate. The third solution in (3.27) is also ignored because it is physically meaningless, i.e., relay cannot transmit without the presence of a source signal to be forwarded. Solution given by (3.26) assumes no cooperation for the $k$\textsuperscript{th} subcarrier and can be ignored as well. This leaves us with the solution given by (3.25) which is the general cooperation scenario. Therefore, by replacing (3.25) in (3.23) and (3.24), we can obtain

$$
1 - \frac{|D_{SD}(k,k)|^2}{|D_{RD}(k,k)|^2 G_{RD}} \frac{\lambda}{\alpha N} \sqrt{\frac{8\pi}{a}} \sqrt{E_{k,S}} = |D_{SR}(k,k)| \sqrt{G_{SR}} Q \left( \sqrt{a |D_{SD}(k,k)|^2 E_{k,S}} \right) \exp \left( -\frac{a}{2} |D_{SR}(k,k)|^2 G_{SR} E_{k,S} \right) \tag{3.29}
$$

For a given $\lambda$, channel fading coefficients and specific modulation scheme, there is only one solution for (3.29) since its root is the intersection of increasing convex function in left hand side of (3.29) and decreasing convex function in right hand side of (3.29). Thus, the solution for the $k$\textsuperscript{th} source subcarriers power will be feasible (i.e. positive) if and only if

$$
|D_{RD}(k,k)|^2 G_{RD} > |D_{SD}(k,k)|^2 \tag{3.30}
$$

If (3.30) is satisfied, $E_{k,R_i}$ can be found from (3.24) and (3.25) to be

$$
E_{k,R_i} = \frac{1}{a |D_{RD}(k,k)|^2 G_{RD}} \left( W \left\{ \left( |D_{RD}(k,k)|^2 G_{RD} \frac{c a N}{2\sqrt{2\pi\lambda}} \right)^2 \right\} - a |D_{SD}(k,k)|^2 E_{k,S} \right) \tag{3.31}
$$

where $W \{ \}$ is the Lambert function \cite{68}. $E_{k,R_i}$ has a feasible solution if and only if

$$
W \left\{ \left( |D_{RD}(k,k)|^2 G_{RD} \frac{c a N}{2\sqrt{2\pi\lambda}} \right)^2 \right\} \geq a |D_{SD}(k,k)|^2 E_{k,S} \tag{3.32}
$$
If (3.30) is not satisfied, $E_{k,S}$ will yield negative values. This means that assuming (3.25) as a solution for (3.23) and (3.24) is not acceptable and we have to switch to the solution of (3.26). This can be physically interpreted that the cooperation is not worth for this subcarrier and we need to work with direct transmission. Then by substituting (3.26) in (3.23), we obtain,

$$
\lambda N \sqrt{\frac{8n}{a}} \sqrt{E_{k,S}} = c |D_{SD}(k,k)| \exp\left(-\frac{a}{2} |D_{SD}(k,k)|^2 E_{k,S}\right) + \alpha |D_{SR_i}(k,k)| \sqrt{G_{SR_i}} Q\left(\sqrt{a |D_{SD}(k,k)|^2 E_{k,S}}\right) \exp\left(-\frac{a}{2} |D_{SR_i}(k,k)|^2 G_{SR_i} E_{k,S}\right) + \alpha |D_{SD}(k,k)| \exp\left(-\frac{a}{2} |D_{SD}(k,k)|^2 E_{k,S}\right) Q\left(\sqrt{a |D_{SR_i}(k,k)|^2 G_{SR_i} E_{k,S}}\right)
$$

(3.33)

Eq. (3.33) has a positive unique solution of $E_{k,S}$ because the solution is the intersection of increasing convex function in left hand side of (3.33) and decreasing convex function in its right hand side. Based on the derived steps above, the flowchart of proposed power loading algorithm is provided in Figure 3.3. Starting from initial interval to $\lambda$, i.e. $[\lambda_a, \lambda_b]$, the corresponding constraint functions $F_a$, $F_b$ are computed from

$$
F = (1/N) \sum_{k=1}^{N} (E_{k,S} + E_{k,R_i}) - 2E
$$

(3.34)

Then by using any bracketing minimization method, as the bisection method, and by defining a desired tolerance $\varepsilon$, a solution of $\lambda$ can be found and thus $E_{k,S}$, $E_{k,R_i}$ values are computed.
Figure 3.3: The flowchart of the proposed adaptive algorithm.
3.3 Simulation Results and Discussion

In this section, we investigate the performance of the proposed system through Monte Carlo simulations. We assume quadrature phase shift keying (QPSK) modulation, $N = 32$, $\alpha = 2$, $\theta = \pi$ and $L_{SD} = L_{SR_i} = L_{R_i D} = 1$.

**Example 1 (Single-relay case):** We first consider the proposed adaptive power loading scheme in a single-relay scenario which will be used as a benchmark in the later examples. We assume three representative relay locations: $G_{SR}/G_{RD}=30$ dB, $-30$ dB and 0 dB which respectively indicate locations near to source, near to destination and midway. Figure 3.4 illustrates that equal power loading (EPL) scheme can extract the spatial diversity only for relay location near the source and fails to do it so in the other relay locations because of error propagation resulting from incorrect decisions at the relay.

On the other hand, the proposed scheme (denoted by APL) is able to extract the full diversity in all cases and significantly outperforms EPL. Specifically, at BER=10$^{-3}$, APL outperforms EPL by 11.5 dB, 11 dB and 4 dB for $G_{SR}/G_{RD}= -30$ dB, 0 dB and 30 dB respectively. The APL scheme succeeds to extract both spatial diversity and multipath diversity and yields a diversity order of 4. It can be also observed that, for EPL scheme, best performance is attained near to the source while, for the APL scheme, best performance is obtained at the midway.
Figure 3.4: Performance comparison of EPL and APL in a single-relay scenario.

**Example 2 (Multi-relay case):** In this example, we first compare the performance of EPL and APL for a two-relay system with geometrical gains given by $G_{SR}/G_{RD}=30$ dB and $-30$ dB. We consider both relay selection methods earlier described. In Figure 3.5 we observe that APL-RSM1 scheme outperforms EPA-RSM1 scheme by 5.2 dB at a target BER of $10^{-3}$. Deployment of RSM2 further increases the performance improvement and APL-RSM2 scheme outperforms EPA-RSM2 by 10.7 dB. RSM1 achieves better performance than RSM2 because the selection is made based on per subcarriers SNR not on average relays SNR. Further performance improvements are possible as the number of relays increases (See Figure 3.6). In this figure, only APL is considered. For RSM1,
two-relay deployment brings a performance improvement of 4.8 dB over single-relay case while improvement in three-relay deployment climbs up to 7.2 dB at a target BER of $10^{-3}$. For RSM2, performance gains of 3.4 dB and 5.2 dB are observed, respectively, for two and three relays.

![Performance comparison of EPL and APL in a two-relay scenario with different relay selection methods.](image)

Figure 3.5: Performance comparison of EPL and APL in a two-relay scenario with different relay selection methods.
Example 3 (Effect of relay location): In this example, we investigate the effect of relay location on the error rate performance in a two-relay scenario. We plot the received SNR of direct link required to achieve BER=$10^{-3}$ for different relays locations considering APL-RSM1 and APL-RSM2 versus the locations of two relays. Figure 3.7 shows that APL-RSM1 outperforms APL-RSM2 for all relay locations; specifically the maximum performance gap is around 2 dB when both relays are near-to-destination. On the other hand, the minimum difference is 1 dB which occurs when both relays are near-to-source. Both methods achieve their best performance when both relays are located in the middle location.
Example 4 (Effect of channel estimation): Adaptive algorithms depend on the availability of fading channel coefficients which are estimated and fed back to the transmitters. In this example, we study the effect of channel estimation on the BER performance. We assume the D-CE estimation method and deploy LMMSE estimator at the relay and the destination nodes. One pilot symbol is employed through each subcarrier with equal power. We further assume two relay scenario with locations $G_{SR}/G_{RD}=30$ dB and $-30$ dB. Figure illustrates that, at BER=$10^{-3}$, a small performance degradation of 0.5
dB and 0.8 dB is with respect to perfect CSI is observed for APL-RSM1 and APL-RSM2, respectively.

![Graph showing BER performance with and without imperfect channel estimation](image)

Figure 3.8: Effect of imperfect channel estimation on the BER performance.
3.4 Conclusion

In this chapter, we have proposed an adaptive power loading algorithm for a multi-relay OFDM system with detect-and-forward relaying and relay selection. In the adaptive algorithm design, we have chosen the minimization of BER as the objective function and performed power loading under total power constraint. As for relay selection methods, we have employed so-called RSM 1 and 2 which respectively depends on the best relay selection for each subcarrier and the average best relay selection for all subcarriers. Through Monte Carlo simulations, we have demonstrated that the proposed adaptive algorithm coupled with these relay selection methods is able to achieve full diversity and presents significant performance gains over conventional equal power loading schemes. For example, in a two-relay scenario, performance gains up to 10.7 dB are observed depending on the relay location and relay selection method. We have further presented simulation results to demonstrate the effects of imperfect channel estimation and relay location on the performance. And rather than studying the effect of imperfect channel estimation on adaptive systems, we will consider the quality of channel estimation in designing the adaptive OFDM cooperative system in next chapter.
Chapter 4

Bit Loading for AF Cooperative Network with Imperfect Channel Estimation

In this chapter, we introduce an adaptive bit loading scheme for an AF OFDM cooperative system with relay selection. The proposed bit loading scheme maximizes the throughput for a targeted error rate taking into account the quality of imperfect channel estimation. It relies on estimated CSI at the destination node and partial CSI (which involves the number of loaded bits) at the source node. We provide extensive Monte-Carlo simulation results to present the throughput and the no-transmission probability performance of proposed scheme and discuss the effect of various system and channel parameters on the performance.

The rest of the chapter is organized as follows: In Section 4.1, we describe the system model under consideration. In Section 4.2, we first derive an expression for SNR at the destination and its probability density function (pdf), then use this pdf to obtain an
expression for the throughput. In Section 4.3, we formulate an optimization problem as to maximize the throughput and present its solution which yields our bit loading algorithm. In Section 4.4, we provide Monte Carlo simulation results to demonstrate the performance gains through adaptive bit loading and effects of various system and channel parameters on the performance. Finally, we conclude in Section 4.5.

Notation: $\otimes$ is the Kronecker product. $1_N$ denotes vector of ones with length of $N$.

4.1 System Model

We consider an OFDM multi-relay wireless network with relay selection. The system model is the same as the multi-relay model in chapter 3 and depicted in Figure 3.1. In this work, we assume also RD cooperation protocol where the source and the relay nodes transmit in orthogonal transmission phases. In the first transmission phase (i.e., broadcasting), a bit stream is fed into serial-to-parallel converter which maps them onto modulation symbols chosen from either $M$-ary PSK or $M$-ary square QAM constellations. Assume that a constellation with size of $M_n$ has been chosen based on the employed bit loading scheme which will be elaborated later. The $n$th subcarrier symbol modulates $b_n = \log_2 M_n$ bits. Before passing through IFFT, the power of subcarriers’ symbols is amplified with $E$ after IPS. To prevent inter-block-interference, a CP is inserted between OFDM symbol blocks with $L_{CP} \geq \max(L_{SR_i}, L_{R,D}, L_{SD})$ as shown in Figure 4.1(a). All relay nodes and the destination node receive the transmitted OFDM symbol.

Let the subcarrier signal for the $n$th carrier be denoted as $x(n)$, $n = 1, 2, ...N$ where $N$ is the number of subcarriers. The received signals at the relay and the destination nodes
during the broadcasting phase are given by

\[ r_{D_1}(n) = \sqrt{E D_{SD}(n,n)} x(n) + v_{D_1}(n), \]  

(4.1)

\[ r_{R_i}(n) = \sqrt{G_{SR_i} E D_{SR_i}(n,n)} x(n) + v_{R_i}(n) \]  

(4.2)

where \( D_{SD}(n,n) \) and \( D_{SR_i}(n,n) \) are the \( n \)th diagonal elements in channel matrices defined as \( D_{SD} = \text{diag}(H_{SD}(0), H_{SD}(1), \cdots H_{SD}(N - 1)) \) and 

\( D_{SR_i} = \text{diag}(H_{SR_i}(0), H_{SR_i}(1), \cdots H_{SR_i}(N - 1)) \).

For each subcarrier, only a single relay is allowed to participate in the relaying phase. “Best” relay is chosen based on [72]

\[ R_{sel}(n) = \arg \max_{R_i} \{ \gamma_{SR_iD}(n) \}, \quad n = 1, 2, \cdots, N \]  

(4.3)

where \( \gamma_{SR_iD}(n) \) is the equivalent instantaneous effective SNR of \( S \rightarrow R_i \rightarrow D \) link (i.e., taking into account the channel estimation errors. Through this selection method, relays can save some power by switching off unused subcarriers. After scaling the received signal [65], the selected relay node amplifies the selected \( n \)th subcarrier with power \( E \). Then it feeds the subcarriers to IFFT and adds CP before it forwards the resulting symbol to destination node. At the destination node, CP is removed and the received OFDM symbol is converted into subcarrier signals as shown in Figure 4.1(c). The \( n \)th subcarrier signal is given by

\[ r_{D_2}(n) = \frac{E \sqrt{G_{SR_i} G_{R_iD} D_{SR_i}(n,n) D_{R_iD}(n,n)}}{\sqrt{E G_{SR_i} |D_{SR_i}(n,n)|^2 + N_0}} x(n) + v'_{D_2}(n) \]  

(4.4)

where \( v'_{D_2}(n) = \left( \frac{E G_{R_iD} D_{R_iD}(n,n)}{\sqrt{E G_{SR_i} |D_{SR_i}(n,n)|^2 + N_0}} \right) v_{R_i}(n) + v_{D_2}(n) \).
In (4.1), (4.2) and (4.4), $v_{D_1}(n)$, $v_R(n)$ and $v_{D_2}(n)$ are the FFT of AWGN terms with zero mean and variance equal to $N_0$.

The destination is assumed to have access only to imperfect channel estimates which will be used at the MRC. Let the channel estimates of the $S \rightarrow R_i$ and $S \rightarrow D$ link be $\hat{D}_{SR_i}(n,n)$ and $\hat{D}_{SD}(n,n)$, respectively. We assume that $D_{SR_i}(n,n)$ and $D_{SR_i}(n,n)$ are jointly ergodic and stationary Gaussian processes. We can therefore write $D_{SR_i}(n,n) = \hat{D}_{SR_i}(n,n) + e_{SR_i}(n)$ where $e_{SR_i}(n)$ denotes the channel estimation error which is modeled as complex Gaussian with zero mean and variance $\sigma^2_{e_{SR_i}}(n)$. Assuming the deployment of LMMSE estimator [70], the autocorrelation function of estimation error vector $e_{SR_i} = \text{diag} \left( D_{SR_i} - \hat{D}_{SR_i} \right)$ is given by

$$R_{SR_i}(n,n) = \mathbb{E} \left[ e_{SR_i} e_{SR_i}^H \right] = R_{h_{SR_i}} - R_{h_{SR_i}} X_{SR_i}^H X_{SR_i} R_{h_{SR_i}} \left( X_{SR_i}^H X_{SR_i} R_{h_{SR_i}} + N_0 I_N \right)^{-1}$$

(4.5)

where $X_{SR_i} = 1_{N_p} \otimes \sqrt{G_{SR_i} E_{I_N}}$, $N_p$ is the number of pilots, $R_{h_{SR_i}} = Q_{t,SR_i} Q_{t,SR_i}^H / (L_{SR_i} + 1)$ and $Q_{t,SR_i}$ is the first $(L_{SR_i} + 1)$ columns of the $Q$ matrix. Therefore, we have $\sigma^2_{e_{SR_i}}(n) = R_{SR_i}(n,n)$. Similarly, we have $\sigma^2_{e_{SD}}(n) = R_{SD}(n,n)$ and $\sigma^2_{e_{R_iD}}(n) = R_{R_iD}(n,n)$ where $R_{SD}$ and $R_{R_iD}$ are the corresponding autocorrelation functions. The received signals are fed to the MRC. Output signal at the $n^{th}$ subcarrier signal is given by [73]

$$\lambda_n = W_{SD}(n) r_{SD}(n) + W_i(n) r_{R_iD}(n)$$

(4.6)

where the combiner coefficients are given by

$$W_{SD}(n) = \frac{\sqrt{E}}{N_0} \hat{D}_{SD}^*(n,n)$$

(4.7)
Figure 4.1: Block diagrams of source, relay, and destination nodes for AF bit loading system.
\[ W_i(n) = \frac{\sqrt{G_{R,D}}E}{|\hat{D}_{SR_i}(n,n)|N_{tot}} \hat{D}_{SR_i}^*(n,n) \hat{D}_{R,D}^*(n,n) \]  

(4.8)

with

\[ N_{tot} = N_0 + \frac{EG_{R,D}}{E|\hat{D}_{SR_i}(n,n)|^2 + N_0} |\hat{D}_{R,D}(n,n)|^2 N_0 \]  

(4.9)

### 4.2 Instantaneous Effective SNR

In this section, we derive the effective SNR (i.e., incorporating the effects of channel estimation) at the destination and its corresponding pdf. Such a statistical characterization is essential for the derivation of performance measures under consideration.

From (4.6), it can be noticed that the combiners output consists of two terms coming either from the direct or indirect links. Specifically, \( \lambda_{SD}(n) = W_{SD}(n)r_{SD}(n) \) is the term contributed by the S \( \rightarrow \) D link and can be expanded as

\[
\lambda_{SD}(n) = \frac{E|\hat{D}_{SD}(n,n)|^2}{N_0} x + \frac{\sqrt{E} \hat{D}_{SD}^*(n,n)}{N_0} \left( \sqrt{E} e_{SD}(n)x + v_{SD}(n) \right)
\]

(4.10)

The instantaneous effective SNR of this term for the \( n^{th} \) subcarrier can be written as

\[
\gamma_{SD}(n) = \frac{\hat{\gamma}_{SD}(n)}{E\sigma_{e_{SD}}^2/N_0 + 1}
\]

(4.11)

where \( \hat{\gamma}_{SD}(n) = E|\hat{D}_{SD}(n,n)|^2/N_0 \) is the estimated instantaneous SNR of S \( \rightarrow \) D link. The average effective SNR can be further written as

\[
\bar{\gamma}_{SD}(n) = \mathbb{E}(\gamma_{SD}(n)) = \frac{E \left( \Omega_{SD}(n) - \sigma_{e_{SD}}^2(n) \right) \left( E\sigma_{e_{SD}}^2(n) + N_0 \right)}{(E\sigma_{e_{SD}}^2(n) + N_0)^2}
\]

(4.12)
where $\Omega_{SD}(n) = \mathbb{E}(\lvert D_{SD}(n, n) \rvert^2)$

Similarly, it can be noticed from (4.6) that $\lambda_{SR,D}(n) \overset{\text{df}}{=} W_i(n)r_{R,D}(n)$ is the term contributed by the indirect link via $i$th relay node. It can be expanded as

$$
\lambda_{SR,D}(n) = \frac{\sqrt{G_{R,D}\hat{D}_{SR_i}(n, n)}}{|\hat{D}_{SR_i}(n, n)|N_{tot}} \sqrt{G_{SR_i}} \hat{D}_{SR_i}(n, n) \hat{D}_{R,D}(n, n) Ex
$$

$$
+ \sqrt{G_{R,D}E}\hat{D}_{SR_i}(n, n) \hat{D}_{R,D}(n, n) \left\{ \sqrt{G_{SR_i}E}\hat{D}_{SR_i}(n, n) e_g x + \sqrt{G_{SR_i}E}\hat{D}_{R,D}(n, n) e_h x + \left( \hat{D}_{R,D}(n, n) + e_g_i \right) v_{SR_i} + \sqrt{G_i(n)}v_{R,D} \right\}
$$

(4.13)

where $G_i(n) = EG_{SR_i}|D_{R,D}(n, n)|^2 + N_0$. This lets us write the corresponding instantaneous effective SNR as

$$
\gamma_{SR,D}(n) = \frac{\gamma_{SR_i}(n)^{\gamma_{SR,D}(n)}}{|\gamma_{SR_i}(n)|N_{tot}} \left( G_{SR_i}E\hat{D}_{SR_i}(n) + N_0 \right)
$$

(4.14)

where $\gamma_{SR_i}(n) = G_{SR_i}E\hat{D}_{SR_i}(n, n)|^2/N_0$ and $\gamma_{R,D}(n) = G_{R,D}E\hat{D}_{R,D}(n, n)|^2/N_0$ are the estimated instantaneous SNR of the S $\rightarrow$ R$_i$ and R$_i$ $\rightarrow$ D links. Their average values are given by

$$
\bar{\gamma}_{SR_i}(n) = \mathbb{E}(\gamma_{SR_i}(n)) = \frac{G_{SR_i}E\left(\Omega_{SR_i}(n) - \sigma^2_{\epsilon_{SR_i}(n)}\right)}{G_{SR_i}E\sigma^2_{\epsilon_{SR_i}(n)}(n) + N_0}
$$

(4.15)

$$
\bar{\gamma}_{R,D}(n) = \mathbb{E}(\gamma_{R,D}(n)) = \frac{EG_{R,D}\left(\Omega_{R,D}(n) - \sigma^2_{\epsilon_{R,D}(n)}\right)}{EG_{R,D}\sigma^2_{\epsilon_{R,D}(n)}(n) + N_0}
$$

(4.16)
where \( \Omega_{SR_i}(n) = \mathbb{E}(|D_{SR_i}(n,n)|^2) \) and \( \Omega_{R_iD}(n) = \mathbb{E}(|D_{R_iD}(n,n)|^2) \). Eq. (4.14) can be further simplified as

\[
\gamma_{SR_iD}(n) = \frac{\gamma_{SR_i}(n) \gamma_{R_iD}(n)}{\gamma_{SR_i}(n) + \gamma_{R_iD}(n) + g(n)}
\] (4.17)

where the instantaneous effective SNRs of \( S \rightarrow R_i \) and \( R_i \rightarrow D \) links defined as

\[
\gamma_{SR_i}(n) = \frac{\hat{\gamma}_{SR_i}(n)}{(G_{SR_i}E\sigma^2_{e_{SR_i}}(n)/N_0 + 1)}
\]

and

\[
\gamma_{R_iD}(n) = \frac{\hat{\gamma}_{R_iD}(n)}{(G_{R_iD}E\sigma^2_{e_{R_iD}}(n)/N_0 + 1)}
\]

with \( g(n) \) given by

\[
g(n) = \frac{G_{SR_i}G_{R_iD}E^2\sigma^2_{e_{SR_i}}(n)\sigma^2_{e_{R_iD}}(n) + G_{R_iD}E\sigma^2_{e_{SR_i}}(n)N_0 + N_0^2}{(G_{SR_i}E\sigma^2_{e_{SR_i}}(n) + N_0)(G_{R_iD}E\sigma^2_{e_{R_iD}}(n) + N_0)}
\] (4.18)

Finally, using (4.11) and (4.17), the effective total output SNR can be obtained as

\[
\gamma_{tot}(n) = \gamma_{SD}(n) + \max_{i \in L} \gamma_{SR_iD}(n)
\] (4.19)

which can be bounded as [72] by

\[
\gamma_{ub}(n) = \gamma_{SD}(n) + \max_{i \in L} \min(\gamma_{SR_i}(n), \gamma_{R_iD}(n))
\] (4.20)

The pdf of the upper bound on the effective total SNR of the \( n^{th} \) subcarrier can be
expressed as [74]

\[
f_{\gamma_{ub}}(\gamma) = \sum_{i=1}^{L} (-1)^{i+1} \sum_{K_1=1}^{L-i+1} \sum_{K_2=K_1+1}^{L-i+2} \cdots \sum_{K_{i-1}=K_{i-2}+1}^{L} \left( \frac{1}{1/\xi - \bar{\gamma}_{SD}} \exp (-\gamma \xi) \right)
- \frac{1}{1/\xi - \bar{\gamma}_{SD}} \exp \left( -\frac{\gamma}{\bar{\gamma}_{SD}} \right) \right) \quad (4.21)
\]

where \( \xi_i = \sum_{j=1}^{i} (1/\gamma_{R_{K_j}}) \) and \( \bar{\gamma}_i = \bar{\gamma}_{SR_i} \bar{\gamma}_{R_iD} / (\bar{\gamma}_{SR_i} + \bar{\gamma}_{R_iD}) \). Considering independent identical distribution (i.i.d) channels, i.e. \( \bar{\gamma}_{SD} = \bar{\gamma}_{SR_i} = \bar{\gamma}_{R_iD} = \bar{\gamma} \), (4.21) reduces as in [74] to

\[
f_{\gamma_{iidup}}(\gamma) = \sum_{q=1}^{M} \binom{M}{q} (-1)^{q-1} \frac{1}{\bar{\gamma} (1 - 1/(2q))} \left[ \exp \left( -\frac{\gamma}{\bar{\gamma}} \right) - \exp \left( -\frac{2q \gamma}{\bar{\gamma}} \right) \right] \quad (4.22)
\]

### 4.3 Adaptive Bit Loading

We aim to maximize the throughput of multi-relay network by adaptively changing the number of loaded bits per subcarrier under a target BER constraint. Assume that there are \( K \) different signal constellations (M-ary QAM or M-ary PSK) to choose from. Each modulation scheme \( M_n(k) \) is used for a certain SNR region defined by \( (\gamma_k, \gamma_{k+1}) \), \( k = 1, 2...K \) at the \( n^{th} \) subcarrier. Let \( R_l(n) \) and \( P_l(n) \), respectively, denote the throughput and the average BER through the \( n^{th} \) subcarrier assuming the deployment of the \( l^{th} \) relay. The optimization problem can be defined as

\[
\max_{b_n \in B} R_l(n) \quad (4.23)
\]
subject to the BER constraint given by

\[ P_l(n) \leq P_{th} \quad \forall \ l \in \{1, 2, \cdots, L\}, \quad n \in \{1, 2, \cdots, N\} \quad (4.24) \]

where \( B \) is the set of allowable number of bits for the signal constellations under consideration and \( P_{th} \) is a desired threshold BER value. \( R_l(n) \) in (4.23) can be expressed as

\[ R_l(n) = \frac{1}{2} \sum_{k=1}^{K} b_n(k) \int_{\gamma_k}^{\gamma_k+1} f(\lambda) d\lambda \quad (4.25) \]

where \( b_n(k) \) is the number of loaded bits for the \( n \)th subcarrier and \( f(\lambda) \) is the pdf of effective SNR when transmitting through the \( n \)th subcarrier. Using the upper bound for pdf given by (4.21), (4.25) can be expressed as

\[ R_l(n) = \frac{1}{2} \sum_{k=1}^{K} b_n(k) \sum_{i=1}^{L} (-1)^{i+1} \sum_{K_1=1}^{L-i+1} \sum_{K_2=K_1+1}^{L-i+2} \cdots \sum_{K_i=K_{i-1}+1}^{L} \frac{1}{\xi^{K_i+1}} \exp \left( -\frac{\lambda}{\xi} \right) \left[ \frac{\gamma_k}{\gamma_k+1} \right] \left[ \frac{\bar{\gamma} - 1}{\bar{\gamma}} \exp \left( -\frac{\lambda}{\bar{\gamma}} \right) \right] \gamma_k \quad (4.26) \]

In the case of i.i.d. channels, (4.25) reduces to

\[ R_{l,iid}(n) = \frac{1}{2} \sum_{k=1}^{K} b_n(k) \sum_{q=1}^{M} \left( \begin{array}{c} M \\ q \end{array} \right) \frac{(-1)^{q-1}}{\bar{\gamma} (1 - 1/(2q))} \left[ \frac{\bar{\gamma}}{2q} \exp \left( -\frac{2q\lambda}{\bar{\gamma}} \right) - \bar{\gamma} \exp \left( -\frac{\lambda}{\bar{\gamma}} \right) \right] \gamma_k \quad (4.27) \]

On the other hand, the average BER for the multicarrier system under consideration can be expressed as

\[ P_l(n) = \frac{1}{R_l(n)} \sum_{k=1}^{K} b_k P(k) \quad (4.28) \]
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where $P(k)$ is the average BER for modulation scheme $M_n(k)$ and defined as

$$P(k) = \int_{\gamma_k}^{\gamma_{k+1}} \sum_i \alpha_i Q\left(\sqrt{\beta_i \gamma}\right) f(\gamma) d\gamma$$  \hspace{1cm} (4.29)

Replacing the upper bound given by (4.21) in (4.29), we have

$$P(k) = \sum_{i=1}^{L} (-1)^{i+1} \sum_{K_1=1}^{K_{i+1}} \sum_{K_2=K_1+1}^{L} \ldots \sum_{K_i=K_{i-1}+1}^{L} \frac{1}{1/\gamma_i - \gamma_{SD}} \sum_j \frac{\alpha_j}{2} \left\{ \tilde{\gamma}_{SD} \sqrt{\frac{(\beta_j/2) \gamma_{SD} + 1}{\gamma_{SD}}} \right. \right.$$

$$\times \text{erf} \left( \frac{\sqrt{(\beta_j/2) \gamma_{SD} + 1}}{\beta_j} \right) + \left[ \tilde{\gamma}_{SD} \exp \left( -\frac{\gamma}{\gamma_{SD}} \right) - \frac{1}{\xi} \exp \left( -\xi \gamma \right) \right] \text{erfc} \left( \frac{\sqrt{\beta_j/2}}{\gamma} \right)$$

$$- \frac{1}{\xi} \sqrt{\frac{\beta_j}{\beta_j^2 + \xi}} \exp \left( \sqrt{\left( \beta_j/2 + \xi \right) \gamma} \right) \right\} \gamma_{k+1}$$

$$\left. \left. \left. \right. \right. \gamma_k \right)$$

$$\text{For i.i.d. scenario, (4.29) reduces to}$

$$P_{iid}(k) = \sum_{q=1}^{M} \binom{M}{k}^{(-1)^{q-1}} \sum_j \frac{\alpha_j}{2} \left\{ \frac{\gamma}{2q} \sqrt{\frac{(\beta_j/2) \gamma_{(2q)}}{(\beta_j/2) \gamma_{(2q)} + 1}} \right.$$

$$\text{erf} \left( \sqrt{\frac{(\beta_j/2) \gamma_{(2q)} + 1}{\gamma_{(2q)}}} \right) + \tilde{\gamma} \left( \frac{1}{2q} \exp \left( -\frac{2q \gamma}{\gamma} \right) - \exp \left( -\frac{2q \gamma}{\gamma} \right) \right) \text{erfc} \left( \sqrt{\frac{\beta_j/2}{\gamma}} \right) \right\} \gamma_{k+1}$$

$$\left. \left. \left. \gamma_k \right) \right)$$

From (4.26), we observe that the optimization problem can be reformulated in terms of SNR threshold values $\gamma_k$ instead of $b_n$ in the original formulation. This reformulation enables us to solve the problem off-line and determine the bit loading coefficients once rather than using an iterative loading algorithm for each channel realization [49,51,53,54, 59]. The Lagrangian optimization problem can be now given as

$$\Psi = R_l(n) + \mu \left( \sum_{k=1}^{K} b_k P(k) - R_l(n) P_{th} \right)$$  \hspace{1cm} (4.32)
Deriving $\frac{\partial \Psi}{\partial \gamma_k} = 0$ and $\frac{\partial \Psi}{\partial \mu} = 0$, the SNR threshold values $\gamma_k$ can be expressed in terms of $\gamma_1$ as in [76] to be

$$y_k(\gamma_k) = p_2(\gamma_1), \quad k = 2, 3, \cdots, K - 1 \quad (4.33)$$

$$y_k(\gamma_k) = \frac{1}{b_k - b_{k-1}} \left( b_k p_{m_k}(\gamma_k) - b_{k-1} p_{m_{k-1}}(\gamma_k) \right) \quad (4.34)$$

Replacing (4.33) and (4.34) in (4.28), we end up with a one dimensional problem in terms of $\gamma_1$ instead of the original $K - 1$ dimensional problem. $\gamma_1$ can be then solved numerically and consequently the other SNR thresholds can be calculated from (4.33) and (4.34). The flowchart of proposed bit loading algorithm is provided in Figure 4.2.

In practice, the destination terminal needs to compute the SNR thresholds. Then, for each channel realization, the number of loaded bits per subcarrier is determined simply by determining the SNR region which instantaneous SNR value falls in. The number of loaded bits is sent to the source through a feedback signal. This feedback signal is an OFDM symbol with each carrier carrying the relevant number of bits. In contrast with [49, 51, 53, 54] which require the availability of full CSI at all communication nodes, our scheme relies on CSI only at the destination terminal and partial CSI (i.e., number of bits) at the source.
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Figure 4.2: Flowchart of the adaptive bit loading scheme.
4.4 Simulation Results

In this section, we investigate the throughput performance of the proposed bit loading scheme through Monte Carlo simulations. We assume $\alpha = 2$ and $N = 32$. Unless otherwise mentioned, the number of relays is $L = 3$, the channel lengths of underlying links are assumed to be equal to each other as $L_{SR} = L_{RD} = L_{SD} = 1$ and the sub-channels are estimated using one pilot per subcarrier. $M$-ary QAM modulation schemes are deployed with $K = 5$, $M_n = \{0, 2, 4, 16, 64\}$, $B = \{0, 1, 2, 4, 6\}$ and parameters $\{\alpha_i, \beta_i\}$ can be found in [76]. The SNR thresholds ($\gamma_k$) are computed from (4.33) and (4.34) and the threshold BER is set as $P_{th} = 10^{-3}$. In the figures, SNR is defined as $E/N_0$.

Example 1 (Performance of Multi-Relay Systems with Bit Loading)

In this example, we demonstrate the performance of proposed system with bit loading for different number of relays. We consider three relay-assisted scenarios for $L = 1, 2$ and 3 with related parameters described in Table 4.1. From Figure 4.3 we observe that the SNR required to achieve a desired throughput decreases as the number of relays increases. Specifically, the SNR required to achieve a throughput of three bit/s/Hz/subcarrier is 26 dB, 24 dB and 22.5 dB for $L = 1, 2$ and 3 respectively. As for the probability of no-transmission (i.e., when $0 < \text{SNR} < \gamma_1$) [76] illustrated in Figure 4.4, we observe that increasing the number of relays effectively decreases this probability especially at medium and high SNR. Therefore, although all three schemes achieve the same throughput at high SNR ($> 26$ dB), deploying more relays has the advantage of decreasing the probability of no-transmission.
Table 4.1: Simulation scenarios.

<table>
<thead>
<tr>
<th></th>
<th>$L = 1$</th>
<th>$L = 2$</th>
<th>$L = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_{SR_i}/G_{R,D}$ [dB]</td>
<td>-30</td>
<td>-30, 0</td>
<td>-30, 0, 30</td>
</tr>
<tr>
<td>$\theta_i$</td>
<td>$\pi$</td>
<td>$\pi, \pi/3$</td>
<td>$\pi, \pi/3, \pi/6$</td>
</tr>
</tbody>
</table>

Figure 4.3: Throughput for different number of relays.
Figure 4.4: No-transmission probability for different number of relays.

**Example 2 (Number of Pilot Symbols)** In this example, we investigate the effect of number of pilot symbols on the performance. We assume the three-relay scenario described in Table 4.1. In Figure 4.5, we assume $L_{SR} = L_{RD} = L_{SD} = L_{ch} = 1$ with $N_p = 1$. It is observed that even single pilot is sufficient to provide a performance close to the perfect CSI case. In Figure 4.6, we consider $L_{SR} = L_{RD} = L_{SD} = 10$ and employ $N_p = 1, 3$ and 5 pilot symbols. For $N_p = 1$, we observe 1.3 dB between perfect and estimated performance. This reduces to 0.5 dB for $N_p = 3$. Further increase in pilot symbol number does not provide a significant performance gain.
Figure 4.5: Throughput for perfect and imperfect channel estimation assuming $L_{SR} = L_{RD} = L_{SD} = L_{ch} = 1$ and $N_p = 1$. 
Example 3 (Effect of Relay Location) To study the effect of relay location on the throughput, we assume single-relay scenario and consider various values of $G_{SR}/G_{RD}$ and $\theta$. In Figure 4.7, we illustrate the SNR required to achieve a throughput of 3 bits/Hz/subcarrier with respect to these two parameters. It is observed from Figure 4.7 that the best relay location is obtained for the combination of $G_{SR}/G_{RD} = 0$ dB and $\theta = \pi$ (i.e., relay is located at midway of the direct line between the source and the destination). At this location, SNR of $\sim 25$ dB is required to achieve a throughput of 3 bits/s/Hz/subcarrier. As the angle $\theta$ become smaller, performance becomes worse and middle relay location becomes unfavorable in comparison to other locations.
Example 4 (Effect of Channel Length) In this example, we study the effect of channel lengths on the performance. We consider relay scenarios described in Table 4.1 and assume that channel lengths of underlying links are equal to each other, i.e., $L_{SR} = L_{RD} = L_{SD} = L_{ch}$. In our simulations, we consider $L_{ch} = 1, 5, 10$. Figure 4.8 shows that the throughput performance degradation increases with increasing channel order. Specifically, when the channel order increases from 1 to 5, a degradation of 0.5 dB is observed (to maintain a throughput of 3 bits/Hz/subcarrier). When the channel order increases from 1 to 10, the degradation becomes approximately 1.25 dB. Degradation with increasing channel order mainly originates from the degradation in channel estimation.
Figure 4.9 illustrates no-transmission probability with respect to channel order. A similar behavior is also observed in the no-transmission probability. The same performance is achieved for all channel lengths at low SNR values and differences appear at higher SNR values. Better performance is achieved as $L_{ch}$ decreases.

![Figure 4.8: Throughput for different channel lengths.](image)

Figure 4.8: Throughput for different channel lengths.
Figure 4.9: No-transmission probability for different channels lengths.

Example 5 (Target Error Rate) So far, we have assumed $P_{th} = 10^{-3}$ as the threshold BER. In this example, we study the effect of threshold error probability on the performance. We assume the three-relay scenario with $P_{th} = 10^{-2}$, $10^{-3}$ and $10^{-4}$. As expected, Figure 4.10 shows that the SNR required to achieve a throughput of 3 bits/Hz/subcarrier increases as the target BER decreases. Specifically the SNR required to achieve error probabilities $10^{-2}$, $10^{-3}$ and $10^{-4}$ are 18, 22.5 and 25.5 dB, respectively. A similar effect occurs on the no-transmission probability as shown in Figure 4.11. Specifically, the system with target BER of $10^{-4}$ needs 2.2 dB more than the system with BER target of $10^{-3}$ to have an outage transmission of $10^{-3}$. 
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Figure 4.10: Effect of error probability threshold on the throughput.
Figure 4.11: Effect of error probability threshold on the no-transmission probability.
4.5 Conclusion

In this chapter, we have introduced an adaptive bit loading scheme to maximize the throughput for a multi-relay AF OFDM network with relay selection. Taking into consideration the imperfect channel estimation, we have derived closed-form expressions for the received SNR and its pdf and used them to obtain the throughput. Optimization problem has been formulated in terms of SNR threshold values and its solution yields the bit loading scheme which relies only on the number of bits per carrier rather than the full CSI. We have presented extensive Monte-Carlo simulation results to demonstrate the performance of proposed scheme and the effect of various system and channel parameters on the performance. The proposed scheme has two advantages, considering the channel estimation quality in designing the adaptive system. The second advantage that full CSI is needed only at the destination not at transmission nodes as adaptive schemes introduced previously. In addition to that, the feedback signal is with finite rate which reduces the system reliability.
Chapter 5

Conclusions and Future Work

In this final chapter, we summarize the contributions presented in this dissertation and discuss several potential extensions to our work.

5.1 Research Contribution

Unlike the open loop OFDM cooperative communication, adaptive OFDM cooperative network allows variable bit and/or power loading for different transmission nodes according to the instantaneous CSI of the cooperative channel links. Available CSI at the transmitting nodes can be used to design adaptive transmission schemes for performance improvement. Our adaptive schemes spanned from the single relay to multi-relay OFDM cooperative network.

In the first research part, we considered three node cooperative network and we adopted BER as our desired performance metric. We proposed three adaptive algorithms to develop optimal bit and/or power loading to minimize BER under certain network power
and rate budget. We studied also the effect of relay location and channel estimation on our algorithms. Simulation results showed that in mid SNR region, best location for power loading and joint bit and power loading is for the near to destination location. On the other hand, bit loading best location is in the middle distance between the source and destination. Simulation results demonstrated that adaptive algorithms are able to extract full diversity when compared with collocated antenna systems besides collecting some coding gain depending on relay location. Also, we found that the power is more dominant than bit loading. It can be observed also that OPL algorithm effectively equalizes bad sub-channels by assigning more power onto them while OBL algorithm loads more bits to reliable channels.

In the second research part, we extended the single relay model to multi-relay assuming DF cooperative OFDM network. We employed two relay selection strategies depending on the best relay selection for each subcarrier and the average best relay selection for all subcarriers. We proposed the adaptive power loading algorithm based on the instantaneous CSI to minimize the BER under total power constraint and fixed subcarriers rate. Through Monte-Carlo simulations, we have demonstrated that the proposed adaptive algorithm coupled with the presented relay selection methods is able to achieve full diversity and presents significant performance gains over conventional equal power loading schemes. Also, we studied the effect of channel estimation and relays location. Specifically for 2 relays scenario, best location is when both relays are in the middle distance between source and destination for both selection methods.

In the third research part, we considered also multi-relay OFDM cooperative network working with AF relaying and using best relay per subcarrier selection method. We introduced adaptive bit loading algorithm to maximize the throughput under a target bit error
rate. Our proposed system has two main advantages; it takes into consideration the channel estimation quality parameters and reduces system complexity. Optimization problem has been formulated in terms of SNR threshold values and its solution yields the bit loading scheme which relies only on the number of bits per carrier rather than the full CSI. Full CSI is required only at the destination node and SNR thresholds are to be computed one time per the used cooperative network. We presented simulation results to demonstrate and validate the performance of the proposed scheme and the effect of various systems and channel parameters on the performance such as relay location, number of relays, channel length and number of pilots.

5.2 Future Work

For future research, the spectral efficiency of the assumed systems can be improved if the cooperation schemes work in two-way relaying rather than the one-way relaying mode. Two-way relaying mode has attracted much research attention recently [77–84]. In the two-way relaying, two terminals exchange their data with the help of one or multiple relays. The relay receives a mixture data from both terminals in the first transmission phase. In the second transmission phase, the relay forwards this data to both terminals. Then, each terminal can detect its counterpart data with the help of the knowledge of its previous transmitted data. Besides the same addressed problem in the thesis, other problems can be considered for the two-way relaying mode since the literature work still incomplete in this point [78, 79, 81, 84]. For example the following problems can be considered, power and/or bit loading to minimize total power consumption under target bit error rate, maximize throughout under power constraint and maximize throughput under bit error rate
Another possible research extension is to quantize the power loading coefficients, used for power loading purposes in chapter 2 and chapter 3, to optimized limited levels. To quantize the power coefficients, we need to define maximum power limit and number of levels and follow similar approach considered in chapter 4. Although this solution will not be optimum, the system complexity and feedback amount will be reduced.

Single-carrier frequency domain equalization (SC-FDE) provides a powerful alternative to multicarrier systems \[85,86\]. In the last few years, there has been a renewed interest in SC-FDE. Although increasing research efforts target several topics in SC-FDE, there is only sparse work on adaptive SC-FDE, see for example, the bit-loading algorithm proposed in \[87\]. To the best of our knowledge, there has been no prior research on adaptive cooperative SC-FDE systems, which will be one of the possible future research topics.
Appendix A

Convexity Proof of AF Problem

In this appendix, we provide the convexity proofs for OPL, OBL and OPBL optimization problems under consideration.

A.1 OPL

For this problem, the general objective function given by (2.8) reduces to

$$ P \approx c \sum_{k=1}^{N} Q(\sqrt{a\varepsilon_k}). $$  \hspace{1cm} (A.1)

Let $f_1 = Q(\sqrt{a\varepsilon_k})$. First we need to prove the convexity of $f_1$ with respect to $\varepsilon_k$. Performing the second derivative of $f_1$ with respect to $\varepsilon_k$, we obtain

$$ \frac{d^2 f_1}{d\varepsilon_k^2} = \left( \frac{a\sqrt{a}}{4\sqrt{2\pi\varepsilon_k}} + \frac{\sqrt{a}}{4\varepsilon_k\sqrt{2\pi\varepsilon_k}} \right) \exp \left( -\frac{a\varepsilon_k}{2} \right). $$  \hspace{1cm} (A.2)
Since $a$ and $\varepsilon_k$ are positive quantities, (A.2) is always positive which proves that $f_1$ is a convex function. Second, we need to prove that $\varepsilon_k$ is concave in $E_{k,S}$ and $E_{k,R}$. This will prove the convexity of $f_1$ with respect to $E_{k,S}$ and $E_{k,R}$ [56]. Rewriting $\varepsilon_k$ given by (2.9) as

$$\varepsilon_k = g_1 (E_{k,S}, E_{k,R}) + g_2 (E_{k,S}, E_{k,R})$$  \hspace{1cm} (A.3)

where

$$g_1 (E_{k,S}, E_{k,R}) = E_{k,S} |D_{k,1}|^2$$ \hspace{1cm} (A.4)

$$g_2 (E_{k,S}, E_{k,R}) = \begin{cases} \frac{E_{k,S} E_{k,R} |D_{k,2}|^2}{(E_{k,R} D_{k,R} + D_{k,0})} & \text{original} \\ \frac{E_{k,S} E_{k,R} |D_{k,2}|^2}{(E_{k,R} D_{k,R} + E_{k,S} G_{SR}(D_{SR(k,k)})^2 + N_0)} & \text{modified} \end{cases}$$ \hspace{1cm} (A.5)

In (A.5), we consider two cases. As earlier discussed, the original IPS scaling term is given by (2.3). The modified version involves replacing $E_{k,S}$ with the average value $E$ in (2.3).

**Modified IPS:** For the modified version, $g_2 (E_{k,S}, E_{k,R})$ can be expressed as,

$$g_2 (E_{k,S}, E_{k,R}) = \left( \frac{|D_{k,2}|^2}{E_{k,R} E_{k,S} D_{k,R} + E_{k,S} |D_{k,0}|} \right)$$ \hspace{1cm} (A.6)

Since $D_{k,2}$, $D_{k,0}$, $D_{k,R}$ and $E_{k,S}$ are positive quantities, $g_2 (E_{k,S}, E_{k,R})$ is concave if and only if $1/(E_{k,R} E_{k,S} D_{k,R})$ and $1/(D_{k,0} E_{k,S})$ are convex functions. The term $1/(E_{k,R} E_{k,S} D_{k,R})$ is convex because

$$\frac{\partial^2}{\partial E_{k,S}^2} \left( \frac{1}{D_{k,0} E_{k,S}} \right) = \frac{2}{D_{k,0} E_{k,S}^2} > 0$$ \hspace{1cm} (A.7)
The Hessian matrix $H_1$ of $1/(E_{k,R}E_{k,S}D_{k,R})$ is expressed as

$$H_1 = \frac{1}{D_{k,R}E_{k,S}E_{k,R}} \begin{bmatrix} \frac{2}{E_{k,R}^2} & \frac{1}{E_{k,S}E_{k,R}} \\ \frac{1}{E_{k,S}E_{k,R}} & \frac{2}{E_{k,S}^2} \end{bmatrix} \quad \text{(A.8)}$$

If $x = [x_1 \ x_2]^T$, where $x_1, \ x_2 \in \mathbb{R}$ and not zero, then $x^TH_1x$ is expressed as:

$$x^TH_1x = \frac{2}{D_{k,R}E_{k,S}E_{k,R}} \left( \frac{1}{\sqrt{2}E_{k,R}}x_1 + \frac{1}{\sqrt{2}E_{k,S}}x_2 \right)^2 + \frac{1}{2E_{k,R}^2}x_1^2 + \frac{1}{2E_{k,S}^2}x_2^2 \quad \text{(A.9)}$$

Since $D_{k,R}$ is positive, therefore (A.9) is positive and $H_1$ is positive define matrix which proves the convexity of $[1/(E_{k,R}E_{k,S}D_{k,R})]$ term. Thus $g_2(E_{k,S}, E_{k,R})$ is a concave function.

**Original IPS:** For the original case, (A.5) can be expressed as,

$$g_2(E_{k,S}, E_{k,R}) = \left( \frac{4|D_{k,2}|^2}{N_0^2|D_{k,R}G_{SR}|D_{SR}(k,k)|^2} \right)^2 \left( \frac{1}{E_{k,R}D_{k,R} + N_0/2} + \frac{1}{E_{k,R}G_{SR}|D_{SR}(k,k)|^2 + N_0/2} \right) \quad \text{(A.10)}$$

The Hessian matrix $H_2$ of the term in denominator is given by

$$H_2 = \begin{bmatrix} \frac{2G_{SR}|D_{SR}(k,k)|^2}{(E_{k,S}G_{SR}|D_{SR}(k,k)|^2 + N_0/2)^2} & 0 \\ 0 & \frac{2D_{k,R}}{(E_{k,R}D_{k,R} + N_0/2)} \end{bmatrix} \quad \text{(A.11)}$$

It can be then shown that

$$x^TH_2x = \frac{2G_{SR}|D_{SR}(k,k)|^2}{(E_{k,S}G_{SR}|D_{SR}(k,k)|^2 + N_0/2)^2}x_1^2 + \frac{2D_{k,R}}{(E_{k,R}D_{k,R} + N_0/2)^2}x_2^2 > 0 \quad \text{(A.12)}$$
$G_{SR}$, $D_{k,R}$, $N_0$ and $|D_{SR}(k,k)|$ are positive values, thus $H_2$ is a positive definite matrix which proves the convexity term of the denominator term in (A.10). Accordingly $g_2(E_{k,S}, E_{k,R})$ is a concave function. As a result scaling with $E_{k,S}$ or $E$ does not affect the concavity nature of $g_2(E_{k,S}, E_{k,R})$. Since $g_1(E_{k,S}, E_{k,R})$ and $g_2(E_{k,S}, E_{k,R})$ are concave function, $\varepsilon_k$ is also concave function. As result, $f_1 = Q(\sqrt{a\varepsilon_k})$ is convex. Since the sum of convex functions is convex, (A.1) turns out to be convex.

### A.2 OBL

For this problem, the objective function will follow the general form in (2.8). By using the values of $a_k$ and $c_k$ in for M-PSK (2.10) and (2.11), we have

$$P \approx \sum_{k=1}^{N} \left( \frac{M_k - 1}{mN} \right) Q \left( \sqrt{\frac{2}{N_0} \sin^2 \left( \frac{\pi}{M_k} \right) \varepsilon_k} \right) = \sum_{k=1}^{N} \left( \frac{2^{b_k} - 1}{mN} \right) Q \left( \sqrt{\frac{2}{N_0} \sin^2 \left( \frac{\pi}{2^{b_k}} \right) \varepsilon_k} \right)$$

(A.13)

By relaxing the integer variable $b_k$ to be continuous [59] and defining

$$f_2 = \left( \frac{2^{b_k} - 1}{mN} \right) Q \left( \sqrt{\frac{2}{N_0} \sin^2 \left( \frac{\pi}{2^{b_k}} \right) \varepsilon_k} \right)$$

(A.14)

then $P$ is convex if $f_2$ is convex. To test the convexity of $f_2$, we find the second derivative with respect to $b_k$ which yields
\[
\frac{\partial^2 f_2}{\partial b_k^2} = \frac{(\ln 2)^2 2^{b_k}}{mN} Q \left( \sqrt{\frac{2}{N_0}} \sin^2 \left( \frac{\pi}{2^{b_k}} \right) \varepsilon_k \right) \\
+ \frac{(\ln 2)^2 2^{b_k}}{mN} \left( \frac{1}{\sqrt{2\pi}} \right) \exp \left( -\frac{2}{N_0} \sin^2 \left( \frac{\pi}{2^{b_k}} \right) \varepsilon_k \right) \cos \left( \frac{\pi}{2^{b_k}} \right) \frac{(\ln 2)\pi}{2^{b_k}} \\
+ \frac{(\ln 2)^2 2^{b_k}}{mN} \left( \frac{1}{\sqrt{2\pi}} \right) \exp \left( -\frac{2}{N_0} \sin^2 \left( \frac{\pi}{2^{b_k}} \right) \varepsilon_k \right) \cos \left( \frac{\pi}{2^{b_k}} \right) \frac{(\ln 2)\pi}{2^{b_k}} \\
+ \frac{(2^{b_k} - 1)}{mN} \left( \frac{1}{\sqrt{2\pi}} \right) \exp \left( -\frac{2}{N_0} \sin^2 \left( \frac{\pi}{2^{b_k}} \right) \varepsilon_k \right) \cos \left( \frac{\pi}{2^{b_k}} \right) \frac{(\ln 2)\pi}{2^{b_k}} \\
+ \frac{(2^{b_k} - 1)}{mN} \left( \frac{1}{\sqrt{2\pi}} \right) \exp \left( -\frac{2}{N_0} \sin^2 \left( \frac{\pi}{2^{b_k}} \right) \varepsilon_k \right) \cos \left( \frac{\pi}{2^{b_k}} \right) \frac{(\ln 2)\pi}{2^{b_k}} \\
\times \cos \left( \frac{\pi}{2^{b_k}} \right) \frac{(\ln 2)\pi}{2^{b_k}} \varepsilon_k \right) \left( \cos \left( \frac{\pi}{2^{b_k}} \right) \right) \frac{(\ln 2)\pi}{2^{b_k}} \\
(A.15)
\]

Since \( b_k \geq 1 \), therefore the values of all \( \cos(.) \) and \( \sin(.) \) function are positive. And since \( \exp(.) \) is a positive function, thus (A.15) is always positive. Then as a result \( f_2 \) is convex and accordingly \( P \) is convex.

### A.3 OBPL

Replacing \( a_k \) and \( c_k \) in for M-PSK in the general form of the objective function in, we have

\[
P = \sum_{k=1}^{N} \frac{(2^{b_k} - 1)}{mN} Q \left( \sqrt{\frac{2}{N_0}} \sin^2 \left( \frac{\pi}{2^{b_k}} \right) \varepsilon_k \right) \left( E_{k,S}, E_{k,R} \right) \]

\( (A.16) \)

Define \( f_3 \) to be

\[
f_3 = \frac{(2^{b_k} - 1)}{mN} Q \left( \sqrt{\frac{2}{N_0}} \sin^2 \left( \frac{\pi}{2^{b_k}} \right) \varepsilon_k \right) \left( E_{k,S}, E_{k,R} \right) \]

\( (A.17) \)

To prove the convexity of \( P \), we need to prove that \( f_3 \) is convex. First note that \( \sin \left( \frac{\pi}{2^{b_k}} \right) \) can be bounded as \( 0 \leq \sin \left( \frac{\pi}{2^{b_k}} \right) \leq 1 \). Noting \( Q \) functions monotonically decreasing...
property, it is straightforward to show that
\[
\frac{(2^b_k - 1)}{mN} Q \left( \sqrt{\frac{2}{N_0}} \varepsilon_k (E_{k,S}, E_{k,R}) \right) \leq \frac{(2^b_k - 1)}{mN} Q \left( \sqrt{\frac{2}{N_0}} \sin^2 \left( \frac{\pi}{2b_k} \right) \varepsilon_k (E_{k,S}, E_{k,R}) \right) \leq \frac{(2^b_k - 1)}{2mN} \tag{A.18}
\]

Further define \( f_4 = (2^b_k - 1)/(2mN) \) and \( f_5 = ((2^b_k - 1)/mN) \left( \sqrt{(2/N_0)} \varepsilon_k (E_{k,S}, E_{k,R}) \right) \). \( f_5 \) is convex function if \( f_3 \) and \( f_4 \) are convex functions. We know that \( f_4 \) is convex function, thus we need to show that \( f_5 \) is convex. \( f_5 \) can be bounded as \( f_6 < f_5 < f_7 \) where \( f_6 \) and \( f_7 \) are defined as
\[
f_6 = Q \left( \sqrt{(2/N_0)} \varepsilon_k (E_{k,S}, E_{k,R}) \right)
\]
and
\[
f_7 = (1/2mN) \exp \left( b_k - (1/N_0) \varepsilon_k (E_{k,S}, E_{k,R}) \right).
\]
Noting \( \exp(.) \) is a convex non-decreasing function and \( (b_k - (1/N_0) \varepsilon_k (E_{k,S}, E_{k,R})) \) is convex, \( f_7 \) is convex in \((b_k, E_{k,S}, E_{k,R})\)[64]. Since \( f_6 \) and \( f_7 \) are convex, \( f_5 \) is convex and accordingly \( f_3 \) is convex given that \( P \) of the OBPL is convex in \((b_k, E_{k,S}, E_{k,R})\).
Appendix B

Convexity Proof of DF Problem

In this appendix, we provide the proof of convexity for (3.10). Define $f_1$ as

$$f_1 = cQ(\sqrt{a\varepsilon_k})$$  \hfill (B.1)

where $\varepsilon_k$ is given by

$$\varepsilon_k = |D_{SD}(k,k)|^2 E_{k,S} + |D_{R,D}(k,k)|^2 G_{R,D}E_{k,R}$$  \hfill (B.2)

The second derivative of $f_1$ is obtained as

$$\frac{d^2 f_1}{d\varepsilon_k^2} = c \left( \frac{a\sqrt{a}}{4\sqrt{2\pi}\varepsilon_k} + \frac{\sqrt{a}}{4\varepsilon_k \sqrt{2\pi} \varepsilon_k} \right) \exp \left( -\frac{a\varepsilon_k}{2} \right)$$  \hfill (B.3)

Since $a$, $c$ and $\varepsilon_k$ are positive quantities, $d^2 f_1/d\varepsilon_k^2$ is always positive. This indicates that $f_1$ is convex in $\varepsilon_k$. Noting that $Q(.)$ function is a convex non-increasing function in $\varepsilon_k$ and $\varepsilon_k$ is concave in $E_{k,S}$ and $E_{k,R}$ (note that the hessian matrix of $\varepsilon_k$ is negative semi-definite),
we can conclude that $\varepsilon_k$ is convex. Now define $f_2$ as

$$ f_2 = \alpha Q \left( \sqrt{a |D_{SD}(k,k)|^2 E_{k,S}} \right) Q \left( \sqrt{a |D_{SR_i}(k,k)|^2 G_{SR_i}E_{k,S}} \right) $$

(B.4)

The second derivative of $f_2$ is given by

$$ \frac{\partial^2 f_2}{\partial E_{k,S}^2} = \frac{\alpha}{4} \sqrt{\frac{a |D_{SD}(k,k)|^2}{2\pi E_{k,S}}} \left( 1 + aE_{k,S} \right) \exp \left( -\frac{a |D_{SD}(k,k)|^2 E_{k,S}}{2} \right) Q \left( \sqrt{a |D_{SR_i}(k,k)|^2 G_{SR_i}E_{k,S}} \right) $$

$$ + \frac{\alpha a \sqrt{G_{SR_i}}}{4\pi E_{k,S}} |D_{SD}(k,k)| |D_{SR_i}(k,k)| \exp \left( -\frac{a |D_{SD}(k,k)|^2 E_{k,S}}{2} \right) \exp \left( -\frac{a |D_{SR_i}(k,k)|^2 G_{SR_i}E_{k,S}}{2} \right) $$

$$ + \frac{\alpha}{4} \sqrt{\frac{a G_{SR_i}}{2\pi E_{k,S}}} \left( 1 + aG_{SR_i}E_{k,S} \right) |D_{SR_i}(k,k)| Q \left( \sqrt{a |D_{SD}(k,k)|^2 E_{k,S}} \right) $$

$$ \times \exp \left( -\frac{a |D_{SR_i}(k,k)|^2 G_{SR_i}E_{k,S}}{2} \right) $$

(B.5)

Since $\alpha$, $a$, $c$, $|D_{SR_i}(k,k)|$, $|D_{SD}(k,k)|$, $G_{SR_i}$ and $E_{k,S}$ are positive, we can conclude from (B.5) that $d^2 f_1/dE_{k,S}^2$ is positive, therefore is a convex function. Since $f_1$ and $f_2$ are convex functions and the sum of convex function is also convex [64], we can conclude that (3.10) is a convex function.
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