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Abstract

Vascular diseases are among the leading causes of death in Canada and around the globe. A major underlying cause of most such medical conditions is atherosclerosis, a gradual accumulation of plaque on the walls of blood vessels. Particularly vulnerable to atherosclerosis is the carotid artery, which carries blood to the brain. Dangerous narrowing of the carotid artery can lead to embolism, a dislodgement of plaque fragments which travel to the brain and are the cause of most strokes. If this pathology can be detected early, such a deadly scenario can be potentially prevented through treatment or surgery. This not only improves the patient’s prognosis, but also dramatically lowers the overall cost of their treatment.

Medical imaging is an indispensable tool for early detection of atherosclerosis, in particular since the exact location and shape of the plaque need to be known for accurate diagnosis. This can be achieved by locating the plaque inside the artery and measuring its volume or texture, a process which is greatly aided by image segmentation. In particular, the use of ultrasound imaging is desirable because it is a cost-effective and safe modality. However, ultrasonic images depict sound-reflecting properties of tissue, and thus suffer from a number of unique artifacts not present in other medical images, such as acoustic shadowing, speckle noise and discontinuous tissue boundaries. A robust ultrasound image segmentation technique must take these properties into account.

Prior to segmentation, an important pre-processing step is the extraction of a series of features from the image via application of various transforms and non-linear filters. A number of such features are explored and evaluated, many of them resulting in piecewise smooth images. It is also proposed to decompose the ultrasound image into several statistically distinct components. These components can be then used as features directly, or other features can be obtained from them instead of the original image. The decomposition scheme is derived using Maximum-a-Posteriori estimation framework and is efficiently computable.

Furthermore, this work presents and evaluates an algorithm for segmenting the carotid artery in 3D ultrasound images from other tissues. The algorithm incorporates information from different sources using an energy minimization framework. Using the ultrasound image itself, statistical differences between the region of interest and its background are exploited, and maximal overlap with strong image edges encouraged. In order to aid the convergence to anatomically accurate shapes, as well as to deal with the above-mentioned artifacts, prior knowledge is incorporated into the algorithm by using weak geometric priors. The performance of the algorithm is tested on a number of available 3D images, and encouraging results are obtained and discussed.
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Chapter 1

Introduction

Computer-aided diagnosis is an increasingly successful and relevant field of biomedical engineering. A multitude of tedious, time-consuming or otherwise intractable medical tasks can be made feasible by combining medical expert knowledge with signal processing and pattern analysis tools. In particular, a wide variety of medical image processing techniques have been devised in order to solve the problems of registration of images from different sources, their transformation into a more informative form, or delineation of regions of interest by means of automatic segmentation. This often enables improved diagnosis of various medical conditions or makes it more cost-effective or less invasive.

1.1 Carotid atherosclerosis

Cardiovascular disease is among the leading causes of death and disability around the world\cite{58}, contributing 23\% to the overall mortality in Canada\cite{57}. In particular, atherosclerosis is a dangerous vascular condition which is difficult to diagnose at early, subclinical stages. A progressive buildup of atheromatous plaque on the walls of blood vessels due to deposits of fatty materials can eventually cause stenosis (abnormal narrowing) of the blood vessel, embolisms, and lead to death\cite{63}.

A location in the vascular system which is of particular concern for the diagnosis of atherosclerosis is the carotid artery, which carries blood to the head and face. The carotid bifurcation region, where the common carotid artery branches off into two arteries, is a particularly vulnerable spot for plaque formation. Because geometry of vessel walls in the bifurcation region is complex, the blood flow is characterized by rapid variations in the flow rates and significant shear stress, which result in higher than usual vulnerability of the vessel walls, and their susceptibility to the formation of atherosclerotic plaque\cite{63}. At advanced stages of atherosclerosis in this region, a portion of plaque can break off and be
carried with the bloodstream into the brain, blocking the blood supply to brain tissue, eventually killing it due to ischemia. This mechanism is the cause of over 80% of the incidences of stroke[6]. Before such severe symptoms occur, the disease progresses subclinically, from initial fatty streaks on vessel walls to atheromatous plaque and calcifications[40].

Figure 1.1: The location of the carotid bifurcation and an illustration of atherosclerotic plaque buildup[62].

1.2 Medical imaging of atherosclerosis

Diagnosis of carotid atherosclerosis, as well as medical trials assessing the efficacy of pharmaceutical treatment, rely on a variety of indicators to assess the health of the carotid artery. Indirect physiologic measurements such as blood pressure or cholesterol levels can provide indications of severe atherosclerosis[63], but they do not isolate it to the carotid artery or measure the plaque growth process itself, only factors correlated with it. On the other hand, medical imaging techniques provide the means to examine the plaque anatomy directly. Modalities that are most commonly used for plaque assessment in the carotid artery are described below. Their resolution and contrast is clearly a crucial
factor in determining their suitability for screening of the general population. However, other key parameters are the degree of invasiveness, reproducibility, availability and cost effectiveness[40].

In particular, treatment of atherosclerosis includes an extensive array of pharmaceuticals, such as anti-coagulants and anti-cholesterol drugs. In addition, since high blood pressure leads to increased strain on vessel walls, blood pressure lowering drugs are also administered[17]. A number of imaging techniques have been approved for use in validation of the efficacy of new pharmaceuticals in drug trials. Angiography has been a traditional tool used for this purpose, but other imaging modalities such as ultrasound have become increasingly viable[17][20]. Biological markers derived from the images were determined to be indicative of atherosclerosis severity. One drawback of such approaches, as with diagnostic atherosclerotic imaging, is that the measurements are frequently carried out manually, and are thus subjective and time-consuming. For these reasons, it is desirable to develop automatic methods to perform the same tasks.

1.2.1 Angiography

Angiography is a collective term for imaging techniques that allow visualization of blood vessels by injection of a contrast agent into the bloodstream. This makes the blood significantly more discernible in the resulting image, highlighting any potential narrowing or occlusions in the imaged vessels. The traditional angiography modality is x-ray imaging, in which a contrast agent that absorbs x-rays is injected into the bloodstream and an x-ray image is acquired. Digital subtraction angiography (DSA) is a modification of the procedure that produces an improvement in contrast; two images are taken, one before and one after the agent is administered, and are subtracted to produce an image of the blood vessels without most of the surrounding tissue. X-ray-based angiography produces a two-dimensional projection image which may not be sufficient for visualization of blood flow and diagnosis of stenosis and obstruction in the vessels.

CT Angiography  Computed Tomography (CT) Angiography produces an inherently three-dimensional depiction of the blood vessel structure by taking a series of x-ray images at regular spacing or angles, and computing a single 3D image. It is often used to identify atherosclerotic disease in the carotid bifurcation region[38]. Although it is widely available and cost-effective, CT angiography involves the use of iodine-based contrast material that can produce a severe allergic reaction; moreover, patients who have advanced diabetes or kidney problems should avoid this procedure because the contrast agent can further reduce their kidney function[38]. Furthermore, CT angiography exposes the patient to a significant dose of ionizing radiation. In cases when severe (or even life-threatening) atherosclerosis
is suspected, the benefits outweigh the risk. However, the use of CT angiography may not be justified for less severe cases.

**MR Angiography** Magnetic Resonance Imaging is a powerful imaging modality that has also been adapted for imaging the blood vessels, both with and without the use of contrast agent. Although MR angiography has been used successfully for detection of atherosclerosis, particularly in the arteries of head and neck such as the carotid artery, its biggest drawback is a comparatively high cost as well as low availability, in particular in Canada. Its chief advantage is the high quality of resulting images.

Although angiography is superior in its ability to visualize the artery lumen, it only highlights occlusions and narrowing of the artery, without giving any further information about the composition and shape of the plaque itself. A more important drawback for the task of early detection of atherosclerosis is the use of ionizing radiation in traditional and CT angiography, and the prohibitive cost of MRI.

Although these imaging modalities have established uses in atherosclerosis imaging, a viable alternative exists in the form of ultrasound imaging. Its primary advantages over CT and MRI are cost-effectiveness and safety, as well as portability. Since ultrasound is at the centre of this research work, it is discussed in more detail in the succeeding chapter. The remainder of this thesis is organized as follows. Chapter 3 discusses the segmentation approaches, focusing on the ones suitable for ultrasound segmentation in 3D. Chapter 4 discusses features which can be extracted from the ultrasound images and used by the segmentation algorithm. Chapter 5 outlines the main contributions of this thesis: a novel ultrasound image decomposition technique and a weak geometric prior energy which is added to the segmentation algorithm to augment the observed information with prior knowledge. Chapter 6 discusses the implementation of the segmentation algorithm and the curve representation method, as well as other computational details. In Chapter 7, automatic segmentation boundary is compared to manual segmentation both qualitatively and quantitatively. Chapter 8 concludes this work with a summary and an outline of future work.
Chapter 2

Ultrasound Imaging

Due to its cost-effective and safe nature, the ultrasound scanner is the most readily available imaging tool in today’s hospitals. In particular, ultrasound is one of the most widely used technologies in carotid atherosclerosis imaging, and the focus of this work. Despite its advantages, ultrasound images present a unique challenge for quantitative processing, necessitating the development of algorithms specifically tailored to it. For this reason, a more detailed look is required at the physics of ultrasound, the design of the ultrasound transducer and its unique statistical properties.

2.1 Ultrasound physics

An ultrasonic wave is an oscillatory variation in pressure, whose frequency is above the range of human hearing. As any wave, it possesses certain parameters such as wavelength and energy. Unlike an electromagnetic wave, it can only travel through a medium, in which it produces alternating regions of compressions and rarefactions as depicted in Figure 2.1. The speed with which the sound wave travels depends on such properties of the medium as density and elasticity.[20]

As it travels through a complex object like biological tissue, the ultrasound wave gradually loses its energy. Each medium absorbs a certain portion of the energy, transforming it into random heat energy. Whenever there is a change in the acoustic properties of the medium, as happens on the boundaries between two anatomical tissues, some energy of the ultrasound wave travelling through this region will be reflected back. These reflections form the basis of an ultrasound image.

When the wave travels across a large and smooth interface between two media with different associated speeds of sound, its behaviour is governed by the characteristic acoustic
impedance of the interface, which is proportional to the difference in the sound velocities on either side. A portion of the energy of the incident wave will be reflected, resulting in specular reflection, and the remainder will travel on further\[52\]. In addition to crossing large and smooth interfaces, ultrasonic waves also encounter relatively small objects, which result in diffuse scattering of the incident wave. The two modes are contrasted in Figure 2.2. Unlike specular reflection, the portion of the wave’s energy scattered by such small objects has no predominant orientation; it travels diffusely in wide range of directions. This phenomenon introduces an incoherent interference component into the resulting image\[20\].

In order to relate the amount of specular reflection to acoustic impedance, let $Z_1$ and $Z_2$ represent such acoustic impedances of two different media, related to their respective speed of sound, $c_1$ and $c_2$. Then the ratio of the reflected energy, known as the reflection
coefficient, is given by

\[ r = \frac{Z_1 - Z_2}{Z_1 + Z_2} \approx \frac{c_1 - c_2}{c_1 + c_2}. \]  

(2.1)

This expression suggests that the larger the difference between \( c_1 \) and \( c_2 \), the higher the percentage of energy reflected[20]. On the one hand, these strong reflections will result in strong boundaries in the ultrasound image. However, another implication is that any tissue interfaces further away from the wave’s source will be exposed to a wave with much less energy, and thus will be less visible on the ultrasound image when reflected. Since the closer boundaries effectively shadow deeper ones, this phenomenon is generally known in ultrasound as *acoustic shadowing*. It degrades the quality of the image of those portions of the tissue which are “shadowed” by a strong tissue interface in front of them.

When the inter-medium boundary and the direction in which the wave propagates are not at a 90° angle, Snell’s law applies: the angle of the reflected and refracted waves will be proportional to the incident angle, as shown in Figure 2.3. Moreover, the energies of the reflected and refracted waves will depend on the incident angle as well. This dependence on the incident angle has an important impact on the nature of images produced by ultrasonic devices: they are orientation-dependent[20]. *Weak and discontinuous boundaries* result when tissue boundaries are oriented in an axial or nearly axial direction.

![Figure 2.3: Dependence of reflection strength on incident angle of the ultrasound wave.](image)

As a result, ultrasound-specific artifacts such as acoustic shadowing and orientation-
dependent dropouts degrade the quality of the image and make its interpretation more challenging, whether the latter is done quantitatively or qualitatively. Another important property of ultrasound envelope images is the speckle pattern, which is discussed in Section 2.3.

2.2 Ultrasound imaging systems

Ultrasound imaging tools generate ultrasonic waves whose behaviour is described above, as well as register the reflected waves and process them to result in an ultrasound image. In doing so they exploit the variations in acoustic response properties of the various tissues inside the human body to image them. Because the strongest reflections are produced by specular reflectors, the best imaged anatomical structures are the boundaries.

2.2.1 Generation and detection

An ultrasound pressure wave is both generated and retrieved by a transducer working on the principle of piezoelectricity. Piezoelectric crystals change their physical dimensions and cause a pressure variation when an electric voltage is applied to them. This is used to create an ultrasonic wave from an electrical pulse supplied through an electrode. Conversely, a pressure variation impacting the crystal induces an a voltage change in the electrode. A reflected ultrasonic wave is thus detected by the ultrasound imaging system.

A single such transducer can send and receive an ultrasonic wave and calculate the depth of the anatomical feature from which the wave is reflected from the time difference between the sent and received wave. Such one-dimensional depth profile is known as amplitude- or A-mode scanning. As previously described, the scattering and specular reflection results in reflected waves in many different directions. Only the waves reflected in the incident direction will be retrieved by the transducer.

If the A-mode amplitude profile is rendered as intensity dependent on the strength of the received echo, it can be considered a one-dimensional “image” of the tissue directly in front of the transducer. If many such scans are performed in series, however, by rotating or linearly translating the transducer probe to acquire the next image, the result will be a 2D intensity map reflecting the acoustic impedance of the imaged tissue. This is known as a B-mode image [52].

Although a B-scan image can be acquired by a single mechanically moveable transducer, modern ultrasound probes instead employ electronic transducer arrays. Multiple transducers are arranged in linear or circular order, and a single one-dimensional scan is produced by synthesizing the pulses from many transducers in ways that significantly improve the
resolution of the resulting image, a process known as *beamforming*. The pulses can be timed to focus the beam on a particular location inside the tissue, as shown for example in Figure [2.4](#). Similarly, the reflected waves are received with varying delays depending on the angle, and such differences are compensated for to get a clearer image.

![System Time Delays](image1)

![Signal Alignment](image2)

Figure 2.4: Ultrasound beamforming[43]

### 2.2.2 Post-processing

The signal received by a single transducer or a transducer array must be further processed to make it suitable for displaying on the screen or storing in a digital form for later viewing. These procedures are normally applied in the ultrasound system’s hardware immediately upon acquisition of the signal.

The frequency of the transmitted wave is in the ultrasonic range, typically between 3 MHz and 18 MHz[52]. The first step in its processing is to demodulate this radio frequency
(RF) image, resulting in the complex-valued in-phase/quadrature (IQ) image. The absolute value of this image is obtained, resulting in the envelope image – the form which is suitable for display, with further post-processing. The diagram in Figure 2.5 shows this process as part of a typical B-mode ultrasound system.

Due to the combined effects of absorption, reflection and scattering, the ultrasound wave loses its energy as it propagates deeper into the imaged tissue. In fact, the signal strength decreases exponentially with distance from the transducer. An uncorrected image would show very strong structures corresponding to tissues close to the transducer and severely weakened ones for tissues at higher depths. Thus the received signal undergoes time-gain compensation (TGC), an amplification of the reflected wave that increases with time since transmission, and thus, with distance of the imaged tissue from the transducer. The degree of TGC can be adjusted depending on the tissue being imaged. In practice the amount of TGC is limited to reflections whose strength is above the noise level, and thus the depth of tissue which can be imaged is limited as well[52]. This step can either be performed before demodulation and envelope detection, or after, as Figure 2.5 shows.

Moreover, the reflected wave picked up by the transducer can have a wide range of amplitudes. Strong tissue interfaces close to the transducer will produce high-amplitude reflections, while deeper or weaker boundaries will result in much smaller amplitudes. In addition, specularly reflected echos have a much higher amplitude than echos from scattering reflectors. As a result, the dynamic range of the amplitude can be as high as 80 dB. Quantizing signals with such high dynamic ranges requires a lot of storage capacity to maintain low quantization error. Displaying such signals on monitors whose dynamic range is typically in the range of 40 dB will render many details in low contrast - the strongest reflections will dominate so much that everything else may not be discernible. The solution to this problem is to compress the dynamic range, which is done by the following type of function:

$$f(x) = A \log(Dx + B), \quad (2.2)$$

where the user-adjustable parameter $D$ controls the degree of compression, and constants $A$ and $B$ depend on the signal’s digital resolution. The signal transformed by the function $f$ is both displayed and stored for later use[52]. An illustration of the effects of log-compression are presented in Figure 2.6.

### 2.3 Ultrasound statistics

In order to devise algorithms for processing of ultrasound images, including their denoising and segmentation, it is necessary to account for the statistics of their formation. This procedure must be justified with a choice of a suitable statistical model for the ultrasonic signal acquisition. Central to such development is the treatment of the speckle pattern
Figure 2.5: An overview of an ultrasound system. The received signal is demodulated, its absolute value is taken, time-gain conversion and scan conversion are performed. Dynamic range conversion is part of the latter procedure[23].

- a characteristic pattern which is present in all ultrasound images and is illustrated in Figure 2.6 Regardless of whether speckle is treated as a diagnostically useful image feature or as undesirable noise to be filtered away, its treatment is an essential part of a well-designed segmentation algorithm[39].

### 2.3.1 Ultrasound noise model

As described before, the reflected echos of the incident ultrasound wave may be broadly grouped into two types. Specular reflections are the echos from strong, relatively smooth and long interfaces between two tissues of substantially different echogeneity. Echos from scattered reflectors originate from more irregular boundaries and from objects which are small compared to the wavelength of the wave. This second type of reflection results in a speckle interference pattern which can be treated from the viewpoint of stochastic signal analysis.

In general, a speckle pattern results from the mutual interference of a number of
partially-coherent wavefronts, subject to small temporal and spatial fluctuations. In ultrasound, this happens when a coherent ultrasonic wave is scattered due to heterogeneities in the objects it encounters, such as tissue parenchyma. The ultrasound RF image is based on the spatially varying echogenic properties of the imaged tissue, represented by its tissue reflectivity function (trf). It also depends on the parameters of the ultrasound scanner, especially its resolution. The resolution of an ultrasound beam, whether formed by a single transducer or a transducer array, is defined by its lateral width and temporal duration. These parameters may be used to define a resolution cell, a volume of space whose width in the two transverse directions (orthogonal to the beam) is defined by the beam width, and the longitudinal direction (parallel to the beam) is defined by the beam duration. If two objects are located within the same resolution cell, an observer will not be able to resolve them as separate in the resulting ultrasound envelope image. Inside a homogenous section of the imaged tissue, there may be multiple such small-scale objects each resulting in diffuse scattering of the incident ultrasonic wave. The accumulation of scatterings from all these objects influence the behaviour of the resulting speckle pattern. Different tissue composition will result in different patterns and densities of such reflectors, and ultimately in different speckle textures in the final envelope image.

The stochastic behaviour of the speckle pattern in the envelope image is dependent on the distribution and number of scattering reflectors in the tissue reflectivity function, as well as their mutual dependence. In particular, a large number of independent Gaussian-distributed scatterers of zero mean and variance $\sigma_f^2$ in the trf will result in an envelope image whose speckle noise is Rayleigh distributed:

$$p_Z(z) = \frac{z}{\sigma_f^2} \exp \left\{ -\frac{1}{2} \left( \frac{z}{\sigma_f} \right)^2 \right\}, \ z \geq 0. \quad (2.3)$$

After the application of log compression, the random variable obeys the Fisher-Tippett
distribution\footnote{36}: 
\[ p_Y(y) = 2 \exp\{2 (y - \ln \sigma_f) - \exp\{2 (y - \ln \sigma_f)\}\}, \tag{2.4} \]

with \( \sigma_f^2 \) denoting the variance of the tissue reflectivity function. It is characterized by an asymmetric pdf with a long left tail, as illustrated in the left subplot of Figure \ref{fig:fisher-tippett}. A realization of this random variable, shown in the right subplot of Figure \ref{fig:fisher-tippett} contains large spikes, corresponding with the left tail in the pdf.

![Fisher-Tippett PDF for \( \sigma_f^2 = 1 \)](image1)

![Realization of the Fisher-Tippett noise](image2)

Figure 2.7: (Left subplot) The Fisher-Tippett distribution, with \( \sigma_f^2 = 1 \); (Right subplot) A realization of Fisher-Tippett-distributed random variable\footnote{36}.

The contamination of the ultrasound envelope image with this speckle pattern is often defined using the following noise model:
\[ I(x) = u(x)v(x) + e(x), \tag{2.5} \]

where \( x \) is a spatial coordinate, \( I \) is the observed envelope image, \( u \) is the original image (a function of the tissue echogeneity), \( v \) and \( e \) are the multiplicative and additive components of speckle pattern, respectively\footnote{36}. It should be noted that although this multiplicative model of speckle has been widely used, it is not the only possible formation model, nor is it free of limitations, such as its limited accuracy regarding fine details unresolvable by the imaging system\footnote{60}. In ultrasound, the additive component \( e \footnote{36} \) is usually negligible, so it can be dropped. In order to be able to remove or at least separate the signal-intensity-dependent speckle \( v \), it is necessary to resort to \textit{homomorphic} processing, whereby the logarithm operator transforms the model into that of additive log-speckle:
\[ I_l(x) = \log(I(x)) \approx \log(u(x)v(x)) = u_l(x) + v_l(x). \tag{2.6} \]

Using this model, the envelope image can be post-processed from a statistical estimation point of view. This technique will be used later in this work to suggest a new feature extraction technique based on image decomposition.
2.4 Application to carotid atherosclerosis imaging

Ultrasound imaging is used for two main purposes in vascular medicine: to guide invasive medical procedures, and to visualize the degree of stenosis for diagnosis of atherosclerosis. In addition to the B-mode ultrasound described above, several other types of ultrasound are used for these purposes.

Intravascular ultrasound (IVUS) images the carotid artery from the inside: through an incision, a catheter is inserted into the artery with an ultrasound probe at its tip. Although primarily used for imaging of the coronary arteries[^48], IVUS is used for plaque assessment in the carotid artery as well. It is a highly accurate alternative to angiography and has been used to evaluate the efficacy of drug therapies in treating atherosclerosis[^48]. The primary drawback of this surgical technique is its invasiveness, as well as the resulting high cost.

Doppler ultrasound is the imaging technique most commonly used to detect the location and extent of atherosclerotic plaque in those blood vessels which are easily accessible to an external transducer, one of which is the carotid artery. Such assessment is done by measuring the blood flow velocity in the artery by exploiting the Doppler effect, which relates the velocity of a moving sound pulse reflector to the (easily measurable) frequency shift of the pulse. Such measurements can be used to estimate actual velocity, or to color-code it and overlay it with the ultrasound image itself. Additionally, the frequency spectrum of the returning signal is analysed to provide information about the blood flow dynamics.

2.4.1 Three-dimensional ultrasound

Ultrasound imaging, in particular the standard B-mode ultrasound, is traditionally a two-dimensional imaging modality. Since the anatomical tissues are inherently three-dimensional objects, the use of B-mode ultrasound to diagnose medical conditions such as atherosclerosis involves an interactive process of acquiring a sequence of 2D images and building a mental picture of the 3D anatomy. The quality of the results thus depends heavily on the experience of the clinician guiding the ultrasound probe[^16], and is subject to considerable inter- and intra-observer variability. In particular, diagnosing and monitoring atherosclerotic disease by 2D ultrasound imaging is problematic due to such variability, as well as the difficulty of re-positioning the ultrasound probe over the same region of the plaque at a later time. Additionally, the anatomy of the patient sometimes results in inaccessibility of a good acquisition angle[^13].
Several methods exist for creating three-dimensional B-mode ultrasound imagery, resulting in data sets that can both be qualitatively analyzed by human observers and quantitatively used in computer-aided diagnosis systems. Although two-dimensional phased array transducers are an increasingly viable technology and would be the most straightforward to use, their use for imaging the carotid artery is limited by the prohibitive cost, limited spatial resolution, as well as practical limitations in the available technology, such as the difficulty of transmitting many signals over a practical cable[16]. All other technologies involve a mechanically augmented 1D ultrasound transducer.

One popular method involves manual acquisition of 2D images, which results in their inexact positioning, as is shown in Figure 2.8. In order to correct this artifact, the system keeps track of the position and orientation of the 2D images using a position monitor, which is usually a magnetic sensor. With such information recorded, the 2D images are combined into a 3D volume by reconstruction software, which determines the values of the voxels that have not been acquired by interpolation. The reconstruction is fast enough for the 3D volume to be accessible immediately. Such free-hand scanning systems have the advantage of being small and as flexible, and thus not interfering with the acquisition. However, several drawbacks limit the use of freehand 3D acquisition systems. Firstly, the magnetic tracking sensor used in most freehand systems is affected by electromagnetic interference from monitors, AC power cables and the transducer, which may result in significant distortions in the position information stored with each 2D image. Other position tracking approaches, such as acoustic devices, or position estimation by speckle de-correlation, have also been used. Additionally, the operator must ensure that the acquired images adequately cover the 3D volume with no significant gaps[16, 13].

An alternative acquisition method is to control the movement of the transducer probe by a mechanical device with a motor. In the case of imaging the carotid artery, 2D images are acquired continuously while the mechanical device linearly translates the transducer in the transverse direction. Rotational and tilting movements are used for other applications, such as obstetrics. The speed of the mechanical motion, as well as the transducer’s elevational resolution, determine the spatial resolution in the direction of motion. A mechanical linear scanning approach can be used to acquire a 3D volume of the carotid bifurcation region in around 20 seconds. The chief advantage of this technique is that, aside from initial positioning, the acquisition process does not depend on the operator, thus removing the possibility of any motion tracking artifacts[13, 12]. Additionally, the need for 3D volume reconstruction by interpolation is eliminated, and the volume is a direct stacking of 2D B-scan images with predefined positions, as shown in Figure 2.8. This makes quantitative processing of the data more robust, since it better preserves the statistical nature of the data, and speckle patterns, than 3D volumes reconstructed from freehand scans, in which a significant number of voxels are averaged or interpolated. Linear scanning 3D ultrasound has been employed, for example, to examine the extent and morphology of plaque before
and after administration of the drug treatment[^26].

---

**Figure 2.8**: Three-dimensional Ultrasound acquisition methods. A series of 2D images are acquired either by a mechanical mechanism with exact spacings and orientations, or by a freehand system which records their position and orientation. The images are stored and processed to construct a 3D image.[^13]

Regardless of the acquisition methodology, a number of important artifacts affect the quality of the data, with their prominence increasing when the volume takes longer to acquire. Firstly, as is the case with all imaging modalities, the patient needs to remain motionless so that motion artifacts do not corrupt the image. Depending on the length of acquisition, respiratory and pulsatile motion may need to be accounted for. Motion due to blood flow is an especially significant artifact in cardiovascular imaging, and therefore is often compensated for by recording the images at the same stage of the cardiac cycle; this process is known as cardiac gating. Additionally, the acquisition procedure itself is a source of error due to the deformation of the anatomy caused by pressing the ultrasound probe to the skin; freehand scanning is more prone to this artifact[^16]. Nevertheless, 3D ultrasound is a much richer source of information when imaging three-dimensional
anatomical structure, one that is less dependent on the skill of the probe operator and more useful for off-line quantitative analysis.
Chapter 3

Image segmentation

Assessing the condition of the carotid artery bifurcation directly from the 3D ultrasound volume is a difficult task. Fundamentally, it involves locating the boundaries of the artery and examining the extent and volume of plaque. Due to the nature of ultrasonic images, such a task is difficult to perform manually and directly using the 3D dataset: it is time consuming, as well as prone to both inter- and intra-observer variability[26]. For this reason, automatic or semi-automatic segmentation approaches must be examined and customized to account for unique properties of ultrasound imaging.

The task of pinpointing the outer boundary of the carotid artery may be solved by means of an image segmentation algorithm. In general, let an image \( I(x) \) be defined on a subdomain \( \Omega \subset \mathbb{R}^n \) (where \( n = 3 \) in the case of 3D volume), so that \( x \in \Omega \). The image \( I(x) \) may be scalar-valued, in which case a single scalar measurement is associated with each coordinate \( x \), or it can be a vector-valued image containing \( d \) such measurements or features at each coordinate \( x \), i.e. \( I(x) \in \mathbb{R}^d \). The object being depicted in \( I(x) \) can be subdivided into \( K \) meaningful regions \( \Omega_i \), such that \( \Omega = \bigcup_{i=0}^{K} \Omega_i \), \( \Omega_i \cap \Omega_j = \{0\}, j \neq i \). Usually, the precise boundaries \( \partial \Omega_i \) are not known in advance, and their estimate is needed for subsequent image processing tasks. The goal of image segmentation then is to classify each image pixel \( x \in \Omega \) as belonging to one of subregions \( \Omega_i \) such that as few pixels as possible are mis-classified.

Although the number of regions \( K \) is unrestricted, it is often simpler to discuss segmentation approaches by setting \( K = 2 \). In particular, the goal of the segmentation of carotid ultrasound is to identify all pixels \( x \in \Omega \) as belonging to either the subdomain \( \Omega_A \) of the artery (including vessel wall, plaque and lumen), or the subdomain \( \Omega_B \) containing the remainder of the image, or the background. Although the basis of this segmentation process is the observed image \( I \), in practice the artifacts associated with ultrasound imagery mean that the assignment of some pixel locations to either of the two subdomains will be ambiguous and will strongly depend on factors other than their the image values at
these locations. The subdomain $\Omega_A$ can be further subdivided into the plaque and lumen subregions, $\Omega_P$ and $\Omega_L$. The goal of this thesis is to focus on the former task of segmenting the artery $\Omega_A$ from the background. Once this is successful, the artery can be further segmented into plaque and lumen. The advantage of this two-stage approach lies in the fact that the number of voxels belonging to the artery is usually small compared to the background. Once the artery has been found, delineating the plaque inside it is a much simpler and less computationally demanding task.

### 3.1 Main challenges

An application of image segmentation to 3D carotid ultrasound presents a number of unique challenges. Though a large number of general segmentation algorithms exist, a successful segmentation of the carotid artery must address these challenges and be adapted specifically for 3D ultrasound data.

Firstly, as detailed in Chapter 2, due to the way an ultrasound signal is formed, the resulting image is contaminated with an array of artifacts, such as incomplete or missing tissue boundaries, as well as interference known as speckle noise. One approach at overcoming these difficulties is to supplement the information derived from the ultrasound image with prior knowledge about the object to be segmented; this augments the observation with expert knowledge, expressed in a suitable mathematical formulation, and bears close resemblance to how medical imaging data is interpreted by human experts in clinical practice.

Secondly, operating on a three-dimensional data set is an extremely resource-intensive task. Many two-dimensional segmentation algorithms have conceptually straightforward extensions to 3D. However, the amount of data and the number of computations is orders of magnitude higher, sometimes rendering such extensions intractable. Since the goal of this work is to investigate not only robust and accurate, but computationally feasible approaches to carotid ultrasound segmentation, the issues of computation and memory efficiency must be carefully considered.

### 3.2 Segmentation approaches

Image segmentation is a fundamental task in medical image analysis, with a great many applications in medical diagnosis in particular. As a result, there have been a multitude of approaches to the problem of segmenting an image into regions of interest. Although it is impossible to categorize them all in a meaningful fashion, a review of segmentation strategies is presented here, with a particular focus on medical imaging, using as examples
both general algorithms and those specifically created for ultrasound imaging. It generally holds true that a successful segmentation approach is significantly customized to the domain of its application. Since ultrasound images are inherently noisy and due to their echogenic nature possess properties that are distinct from all other medical imaging modalities, the need for significant adaptation of any segmentation approach is especially great – no “canned solutions” will produce accurate and robust results.

3.2.1 Decision boundary

A segmentation problem can be characterized as a special case of the classification/clustering problem. Data samples, consisting of a single measurement or a vector of such measurements, are assigned labels corresponding to meaningful sub-classes of the data. This can be done by either utilizing previously labelled data points as training examples (classification or supervised learning) or without any known examples (clustering or unsupervised learning). This process can be visualized as drawing a decision boundary separating the data into distinct subsets. Two general types of decision boundaries can be distinguished, based on the domain in which they are defined.

In general, a $d$-dimensional data sample vector can be visualized as a point in a $d$-dimensional vector space, $\mathcal{V}^d$. Each of these $d$ dimensions represents the value of a certain feature. In classical classification and clustering algorithms, the decision boundary separating the data points is defined as a manifold in this feature space, often a linear one, i.e. a hyperplane. This is the approach taken in classification of a variety of data types, including images. It usually rests upon building a statistical model of the data in the feature space, in the hopes that the data belonging to distinct classes or clusters will be separable by an algebraically defined decision boundary in the feature space.

However, imagery data contains additional structure: it is defined in a geometric coordinate space. The voxel $x$ is treated as a geometric point positioned in a subdomain $\Omega$ of $\mathbb{R}^3$. In particular, in the discrete setting, the data belongs to a structured coordinate grid. The data thus possesses additional geometric properties, such as neighbour relationships and spatial distances. In most image processing tasks, an object of interest represents a spatially coherent grouping of pixels. This fact justifies an alternate domain of definition for the classification decision boundary - the coordinate space. Most image segmentation approaches use such geometrically defined decision boundaries because they deal with the spatial nature of coordinate-based data directly.

An important example of an algebraic decision boundary approach is segmentation by thresholding. This approach is statistically justified if, in the feature space, the data points belonging to distinct sub-regions of the image may be separated by a linear boundary with minimal error. Note that the quality of such delineation heavily depends on the choice of the
features themselves. In the discrete-valued domain, the feature space can be alternatively viewed as a histogram. The simplest algorithm involves a binary segmentation task and a single feature - image intensity. A global threshold is applied to the intensity histogram. In the case when segmentation into more than two regions is sought, the decision boundary is specified in terms of average values \( \mu_i \) and tolerances \( \epsilon_i \), such that the subregions \( \Omega_i \) are defined as

\[
\Omega_i = \{ x | I(x) \in [\mu_i - \epsilon_i, \mu_i + \epsilon_i] \}.
\]

If the image \( I(x) \) is vector-valued, then \( \mu_i \) and \( \epsilon_i \) are vectors as well. In general, there are two steps associated with applying the thresholding segmentation. Firstly, threshold selection either relies on analyzing of the image histogram to detect distinguishable object types, or on prior knowledge of the statistical nature of the data. As an example of such prior knowledge, intensity of CT images has a well-characterized scale known as the Hounsfield scale. Different types of imaged anatomical objects, such as bones, muscle tissues and blood, have a known range of values in Hounsfield units, and thus the average values and tolerances are experimentally justified\[46\]. The second step is to post-process the result obtained by an algebraic histogram decision boundary to compensate for the shortcomings of this approach. This is frequently done by means of connected component analysis which requires manual user initialization by selecting a pixel inside the region of interest (ROI), and then automatically “growing” this selection into a sub-domain by iteratively attaching all neighbouring pixels that belong to the same segmentation region. Various morphological operations can also be performed to discard small misclassified regions and “smooth” the segmentation boundaries\[46\]. Such an approach has been frequently taken in CT image processing, for example in segmentation of lungs\[22\] and liver\[53\]. This approach has also been used in pre-segmenting the carotid bifurcation region in CT angiography data sets. In this case, thresholding was based on previous studies determining appropriate Hounsfield unit values for vessel tissue, and the reduced data set was subsequently re-segmented with a region-growing algorithm to remove outliers\[56\].

A large number of general thresholding segmentation algorithms have been devised, although their application toward ultrasonic data is problematic due to the statistical nature of the echogenic image formation, as previously discussed. When such an approach is taken toward segmenting B-scan carotid ultrasound, the chief problem is the noisiness of the decision boundary, as exemplified by a selection of such results in Figure 3.1, a comparison performed in\[14\]. A variety of statistical assumptions on the nature of the pixel data may be made, for example that the image intensity follows a Gaussian mixture model\[25\] (Figure 3.1(c)). Alternatively, a different feature can be used for the thresholding, such as minimum cross entropy, designed to minimize overlap between classes from an information-theoretic point of view\[29\] (Figure 3.1(d)). In all such results, the delineation is noisy and contains a lot of spurious sub-regions all over the image domain.

Other algebraic decision boundary algorithms stem from more involved statistical anal-
Figure 3.1: Application of several general thresholding segmentation algorithms to B-scan carotid ultrasound images\[14\]: a) Original 2D ultrasound image; b) Segmentation using Otsu’s bimodal thresholding\[42\]; c) Segmentation using Kittler’s Gaussian mixture method\[25\]; d) Segmentation using Minimum Cross Entropy (MCE) thresholding\[29\].

Analysis of the image pixels, frequently resulting in a non-linear decision boundary in the feature space. For example, artificial neural networks have been used to segment spatio-temporal sequences of echocardiographic images\[2\]. The structure of the two-layer ANN is depicted in Figure 3.2 subplot (d) and it shows that the inputs are local image features. This is a rare example of an ultrasound segmentation method that does not take into account spatial consistency of the delineation, and it illustrates the chief resulting problem: extreme noisiness of the delineation, as exemplified by subplot (b) in Figure 3.2. The boundary of interest (endocardium) is present, but is quite noisy and obscured by the presence of multiple other objects, resulting either from other anatomical structures or simply having the same values of intensity and other derived photometric features. Post processing is required to obtain a good delineation as shown in subplot (c) of the figure.

The fact that decision boundaries defined in the feature space are not designed to expressly account for the spatial relationships between pixels results in a number of unwanted artifacts in the resulting delineations. Although there are various post-processing techniques which can overcome this difficulty, a much better approach is to acknowledge
Figure 3.2: Endocardial contour detection using a 2-layer Artificial Neural Network: Net architecture and an example of segmentation result. (a) Original image. (b) Results of image segmentation performed by the ANN (within the region of interest); light grey color corresponds to tissue (myocardium) and dark grey to the blood pool region. (c) Contour point detection after the radial search algorithm was applied. (d) the architecture of the neural net.[2]

the intrinsically geometric nature of the problem from the beginning. For image modalities with better quality of data, such as CT and MRI, algebraic decision boundaries combined with post-processing are frequently sufficient, and may be preferred due to their relative simplicity and low computational complexity. However, with ultrasound data, which represents interfaces between regions better than it distinguishes various tissue types, such histogram-based approaches have a low chance of success. Most ultrasound segmentation algorithms are based on geometric decision boundaries - although they utilize the observed values of the features, the decision boundary is ultimately defined on the geometric coordinate grid.

Segmentation algorithms utilizing geometric decision boundaries impose some form of spatial constraints on the segmentation boundary. The most useful such constraint, controllable either implicitly or explicitly, is the regularity or smoothness of the solution. This is a desirable property in many segmentation tasks in which the ROI is known to be smoothly varying. Such a constraint can effectively reject the noise present in the data.

3.2.2 Energy minimization framework

Generally, a segmentation method amalgamates the various sources of information, as well as constraints on them, in a single mathematical descriptor. Many algorithms are conveniently cast in an energy minimization framework. For an image \( I(x), x \in \Omega \), there
are many possible decision boundaries (contours) $C$ delineating $\Omega$ into sub-domains $\Omega_A$ and $\Omega_B$. These decision boundaries are geometrical objects and can be thought of as curves in 2D or surfaces in 3D. A particular segmentation approach defines an energy or cost function $E(C)$ which quantifies the suitability of $C$ under a variety of criteria. The smaller the “energy” of $C$, the more desirable it is as the final segmentation result. Since $C$ is a continuous geometric object, $E(C)$ is often called an energy functional. The goal of an image segmentation procedure then is to find the best possible curve by minimizing $E(C)$:

$$C^* = \arg \min_C E(C).$$

(3.2)

There are various approaches at solving this optimization problem, as well as the definitions of the curve $C$ itself. A variety of constraints can be incorporated into an energy functional $E(C)$ in a form of energies, in which case $E(C)$ becomes a weighted sum of a number of components:

$$E(C) = \sum_k w_k E_k(C),$$

(3.3)

where $w_k$ represent the tuneable weights. These approaches frequently require one to define the notion of the “derivative” of $E$ with respect to the continuous curve $C$. Following the standard nomenclature of variational calculus, which deals with functionals whose inputs are continuous functions, this derivative is known as the first variation and is denoted as $\frac{\delta E}{\delta C}$.

These “sub-energies” can be broadly grouped into two types. Internal energies impose a variety of geometric constraints on the shape of the decision boundary itself. The most common of these is a “regularization” energy measuring the length of the curve. Minimizing this length will tend to make the decision boundary smooth. These energies bear no relation to the data contained in the image $I(x)$ itself. External energies, on the other hand, incorporate this observed information into the segmentation procedure.

The vast majority of modern segmentation approaches dealing with ultrasound imaging can be considered as iterative energy minimization procedures of the type defined in (3.2). Thus, it is instructive to examine in detail the possible energies of this form and their applicability to carotid ultrasound imaging.

### 3.2.3 Photometric information type

All segmentation algorithms analyse the values of the observed image $I(x)$, whether as a scalar intensity value by itself or as a feature vector. The different ways to incorporate this information may be subdivided into two types: an analysis of the statistical properties of all image pixels within a common region, or an analysis of transitions between different regions, or edges.
The edge-based image segmentation approach is widely used in medical imaging. At first glance, it is especially justifiable for ultrasonic data, since an ultrasound image most strongly depicts tissue boundaries, and can thus be considered as an image of edges. However, there is a drawback: due to shadowing and orientation dependency artifacts previously discussed, those edges are weak or discontinuous and may not be sufficient for accurate segmentation.

A popular approach to incorporating edge information in an energy-minimizing segmentation setup is by introducing a geodesic length energy. If (some) edges in an image overlap with the boundary of the object to be segmented, then it is desirable that the segmentation boundary overlaps with edges as much as possible. The geodesic length measures such an overlap:

$$E_G(C) = \int_C g(I(s)) \, ds,$$

where $g$ is an edge-detector function proportional to the strength of the edges in $I$. This formulation incorporates two (sometimes competing) objectives: the overall length of the curve $C$ should not be very large, and it should overlap with image edges as much as possible. Application of the geodesic length energy to image segmentation problems is frequently done in the geodesic active contours formulation developed by Caselles et al. in [7], or in the level set formulation for which efficient solutions are possible [18]. In these works, the algorithm is demonstrated using simple definitions of the geodesic function $g$, for example, defined in [10] as

$$g(I) = \frac{1}{1 + |\nabla I(x)|^P}, \quad P \geq 1,$$

where $|\nabla I(x)|$ is the gradient magnitude of a scalar-valued intensity image $I(x)$. However, more involved edge functions are possible, including replacing $I(x)$ in (3.5) by a pre-processed image with sharper, less noisy edges.

Commonly cited shortcomings of approaches based purely on edge information, such as the geodesic active contours, is their tendency to get trapped in local minima which do not correspond to desirable delineations, as well as their being heavily initialization-dependent. Both of these problems stem from noise contamination [11].

In addition to purely edge-based energies, information from all pixels belonging to a segmented region can be used [10]. Statistics of the noise contaminating the image are frequently used to distinguish between different regions inside the image. Each “true” sub-region $\Omega_j$ of the image domain $\Omega$ is associated with a probability density function (pdf) $p_j(z)$. For a given segmentation boundary $C$, one can also empirically estimate two pdfs $P_A$ and $P_B$ from pixels belonging to current estimates of $\Omega_A$ and $\Omega_B$ respectively. It is desirable to find a set of features to include in $I(x)$ such that densities $P_A$ and $P_B$ of the two sub-regions $\Omega_A$ and $\Omega_B$ are maximally distant from each other when $C$ properly
delineates the image. Such an optimal segmentation contour $C$ will minimize a measure of similarity between $P_A$ and $P_B$.

The energies measuring similarity between empirical pdf estimates of different regions can be distinguished by whether they assume a parametric model for these pdf's. For example, a frequently made assumption that the image $I(x)$ is contaminated by additive white Gaussian noise (AWGN), and that samples of this noise are independent, leads to a well known minimal variance energy of Chan and Vese. The energy is defined as

$$E_{CV}(C) = \int_{\Omega_A} (I(x) - \mu_A)^2 dx + \int_{\Omega_B} (I(x) - \mu_B)^2 dx,$$

where $\mu_k$ is the mean vector, $k \in \{A, B\}$. The advantages of the region-based approach of the Chan-Vese energy (augmented in the original paper by a curve-shortening energy like (3.4) with $g = 1$) are the improved noise performance, successful segmentation with weak or discontinuous edges, and no dependence on initialization.

The above result can be considered a special case of Maximum-Likelihood (ML) estimation of the segmentation boundary. A likelihood function expresses the conditional probability of observing the image $I$ given a set of model parameters:

$$L[I \mid C, \theta_A, \theta_B] = P(\chi_A \mid C, \theta_A) \cdot P(\chi_B \mid C, \theta_B), \quad P(\chi_j \mid C, \theta_j) = \prod_{x \in \Omega_j} p(x \mid \theta_j),$$

where $j \in \{A, B\}$, $\chi_j = \{I(x) \mid x \in \Omega_j\}$, and $\theta_j$ is a vector of parameters specifying the assumed pdf model. It is assumed that the pixel samples in the image $I$ are independent. The segmentation algorithm then amounts to minimizing the negative log-likelihood, and thus maximizing the log-likelihood:

$$C^* = \arg \min_C (- \log L[I \mid C, \theta_A, \theta_B]).$$

If the image pixels are assumed to be contaminated with AWGN and the variance is constant throughout the image, this formulation reduces to that of Chan and Vese in (3.6). However, the setup in (3.7-3.8) can generally be applied to images under the assumption of a variety of noise models, as is detailed in (33).

An alternative way to segment an image based on inter-regional differences in statistical distributions is to use a non-parametric empirical estimate of the density functions. Using a positive scalar-valued kernel function $K(\cdot)$ of unit integral, an empirical density can be computed as

$$P_j(z \mid \Omega_j) = \frac{\int_{\Omega_j} K(z - I(x)) dx}{\int_{\Omega_j} dx}, j \in \{A, B\}$$
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where \( \mathbf{z} \) stands for the vector of \( d \) features, considered random quantities. The biggest advantage of this approach is its generality; it does not impose any parametric statistical model on the image regions. The equation in (3.9) defines a smoothed and normalized histogram, dependent only on the definition of the kernel function \( K(\cdot) \). Even though the computational cost is increased due to having to operate on the whole empirical density instead of the distribution parameters, such a non-parametric definition generalizes the approach to all distribution types.

A segmentation algorithm using this definition of the densities can be defined using the ML framework in (3.8). An alternative, as used in [35], is to find an optimal segmentation curve \( C^* \) which results in the maximum possible discrepancy between \( P_A \) and \( P_B \) in terms of the Bhattacharyya metric defined by

\[
E_{bh}(C) = \int_{\mathbf{z} \in \mathbb{R}^d} \sqrt{P_A(\mathbf{z})P_B(\mathbf{z})} \, d\mathbf{z},
\]

where integration over \( \mathbf{z} \) proceeds over all the values that the image \( I \) can attain. This energy measures the similarity between \( P_A \) and \( P_B \); it is proportional to the degree of correlation between the two empirical densities.

Each of the two ways of incorporating photometric information into a segmentation framework has its distinct advantages and disadvantages. For the purposes of ultrasound segmentation, the presence of edges is a useful indication of the boundary between the carotid artery and the surrounding tissue. Such edges are, however, weak and discontinuous, and relying on an edge-based energy alone would not be sufficient. On the other hand, using regional statistics alone would ignore this valuable source of discriminatory information when it is present. In the present work, a hybrid approach is used, with a linear combination of an edge-based and a region-based energy.

### 3.2.4 Prior knowledge

An alternative statistical estimation methodology for region-based segmentation is obtained through the Maximum A-Posteriori (MAP) statistical framework. Unlike the ML estimation in (3.7), the a-posteriori probability of the parameters given the observed image is used to estimate an optimal contour as

\[
C^* = \arg \max_C \ P(C \mid I) = P(I \mid C) \cdot P(C),
\]

where \( P(C \mid I) \) and \( P(C) \) are respectively the posterior and prior probabilities, and \( P(I \mid C) \) is the likelihood function. A notable change from the ML approach is the presence of a prior probability term \( P(C) \). This enables convenient incorporation of prior knowledge about the segmentation outcome. Such prior information can be incorporated in a variety
of forms. Some priors are obtained statistically from a training set of manually segmented images. This methodology encodes prior knowledge about the object of interest in the form of probability distributions. The information can be photometric (e.g., distributions of the image values inside and outside the ROI), or it can be geometric (e.g., statistical shape priors). Alternatively, rather than obtaining the prior knowledge by means of machine learning, it can be encoded explicitly by means of general geometric priors.

Statistically learned priors are employed when a large number of manually segmented training examples are available. From this training set, a representative template is retrieved of either the distribution of pixels inside the object, or its shape. During the segmentation, a prior energy is introduced which penalizes deviations from the template. For example, the pixel distribution inside an object can be non-parametrically estimated by using a histogram-smoothing method of \( \text{(3.9)} \) for each image in the training set. The empirical densities can then be combined by, for example, averaging, to create a template empirical p.d.f. of pixels inside an object of interest, \( P_T(z) \). The same Bhattacharyya distance measure as given by \( \text{(3.10)} \) is used, except it now compares the template density with that of the current object. This energy will enforce maximal overlap between the two.

Alternatively, the object shape itself can be subjected to a statistically learned constraint. There is a multitude of segmentation approaches in which such statistical shape priors are employed. In particular, it has been applied toward segmenting medical imagery data (2D cardiac and 3D prostate MRI) by means of principal components analysis (PCA) on a level-set representation of the segmentation contour [59]. Although the introduction of a-priori shape information into the segmentation algorithm improves the segmentation results, it nevertheless suffers from several drawbacks. Firstly, the shape model must be aligned with the segmentation boundary at each iteration of the segmentation routine, introducing additional complexity. Furthermore, it usually imposes a strong constraint on the shape of the segmentation boundary or the distribution of pixels within it, which may not be flexible enough to be applied to some medical imaging data in which the inter-patient variability is high. One of such types of data is the carotid ultrasound. Age, health and other biological factors increase the inter-patient variability, while the nature of ultrasound increases variability between scans. Lastly, the efficacy of this approach depends heavily on the quality of the training set, usually manually segmented by many experts and thus suffering from both inter- and intra-observer variability.

One way to deviate from “strong” shape priors is to impose a constraint on the shape of the object in a weaker fashion. A combination of geometric shape priors and density-tracking has been used in [72] by extracting a distribution of curvature along the boundary of the prostate gland in 2D trans-rectal ultrasound (TRUS) images [72]. This approach removes the need for alignment since curvature is invariant under the group of Euclidean transformations. Additionally, using the distribution of curvature is minimally restrictive, which allows for more variability than more restrictive approaches such as those discussed.
3.3 Contour representation

Within an energy-minimization framework, there exist a number of ways in which the contour $C$ is represented in a segmentation algorithm. They differ considerably in their computational complexity, limitations and the ease with which the geometric transformations of the contours are handled.

One of the most popular segmentation approaches is the use of active contour models also known as *snakes*. In two dimensions, the delineation curve $C$ is represented parametrically as

$$C : [0, 1] \rightarrow \Omega, C(p) \equiv \{x(p), y(p)\}, 0 \leq p \leq 1. \quad (3.12)$$

This parametric curve is deformable, with its dynamic behaviour governed by a combination of internal and external forces as in (3.3). The curve is typically represented using splines, as in its first popular implementation by Kass et al. [24]. The dynamic behaviour is imposed on a set of control points, with the curve between the points defined by means of spline polynomial functions.

This approach is very attractive from the viewpoint of numerical efficiency: only a finite set of control points is propagated around the image, with the rest of the curve being implicitly defined. Moreover, the use of spline polynomial functions imposes smoothness and continuity constraints, and thus restricts the variation of possible curve configurations to that of curves with a pre-defined amount of elasticity[3]. However, there are a number of caveats. Firstly, undesirable behaviour of the curve such as self-intersection or excessive irregularity of the spacing of control points (too close together, too far apart) require “non-elegant” regularization steps such as re-gridding. More importantly, snakes require cumbersome additional steps to handle geometric transformations such as topological changes (splitting and joining of closed curves)[11]. In the context of carotid artery segmentation, such a topological change occurs at the bifurcation area - the common carotid artery splits into two. The extra steps required to handle these problems become even more cumbersome when the segmentation is performed on 3D images.

An alternative approach which implicitly handles the above issues is the *level set method*. Its implicit definition of the segmentation curve as a zero level set of a 3D function allows it to avoid the need for re-parameterization and special handling of topological changes. This is the curve evolution method used in the rest of this thesis, and is explained in detail in Section 6.1. Before describing its implementation and use, the next two chapters examine other important aspects of the proposed segmentation algorithm.
Chapter 4

Image features

The extraction of relevant features forms an important part of many image processing tasks. In particular, a variety of possible transformations of the observed intensity image can be used as features by the segmentation algorithm. Firstly, a number of them can be combined into a feature image $I(x)$ and used in region-based segmentation energies. In addition, some features which more faithfully represent the coarse structure of the imaged tissue can be used in the geodesic edge-detecting functions defined in (3.5).

Although a wide array of possible image features exists, this work focuses on two major types. Firstly, statistical measures may be computed over a finite spatial neighbourhood around each pixel. Secondly, non-linear filtering techniques, including diffusion filtering, may be applied to obtain regularized images while preserving their edges.

4.1 Local statistics

The input to the regional segmentation energy is a set of features in which the region of interest is as statistically distinct from the background as possible. One method in which such features may be obtained is by examining the local behaviour of the image statistics in a spatial neighbourhood around each pixel location:

$$I : x \mapsto f(x | N(x)),$$

where $N(x)$ is a set of pixel locations comprising a spatial neighbourhood of $x$ and $f(x)$ is a local statistic computed based on this neighbourhood set. Examples of spatial neighbourhoods in two dimensions are given in Figure 4.1. The same principle can be straightforwardly extended to three dimensions. Aside from these mask-type neighbourhood definitions, one can define a neighbourhood where each location $j \in N$ is assigned a weight $w_j \in [0, 1]$, as shown in Figure 4.1 subplot (d).
Figure 4.1: Examples of spatial neighbourhoods in two dimensions: a) a 3-by-3 square
neighbourhood (8 nearest neighbours); b) a circular neighbourhood; c) a “diamond” neigh-
bourhood; d) Gaussian-weighted neighbourhood;

One possible set of local statistics which could be computed on such neighbourhoods
is the set of first and second moments (i.e., the local mean and variance):

\[ f_\mu(x) = \frac{1}{|N(x)|} \sum_{y \in N(x)} I(y) \]  \hspace{1cm} (4.2)

\[ f_v(x) = \frac{1}{|N(x)|} \sum_{y \in N(x)} |I(y) - f_\mu(x)|^2, \]  \hspace{1cm} (4.3)

where \(|N|\) is the size of \(N\). As illustrated in Figure 7.1, this variance emphasizes image
edges and thus can potentially be used for edge detection. In the presence of outliers, such
as in the ultrasound images, a robust version of these two statistics can be expressed by

\[ f_{median}(x) = \text{median}_{y \in N(x)}(I(y)), \]  \hspace{1cm} (4.4)

\[ f_{MAD}(x) = \text{median}_{y \in N(x)}(|I(y) - f_{median}(x)|), \]  \hspace{1cm} (4.5)

where “MAD” stands for Median Absolute Deviation. Another statistical measure that
can be obtained is the local entropy:

\[ f_e(x) = -\sum_z p_x(z) \log p_x(z), \]  \hspace{1cm} (4.6)

where \(p_x\) is the local distribution of values of \(I\) over the neighbourhood of \(x\),

\[ p_x(z) = \frac{1}{\#(N(x))} \sum_{y \in N(x)} \delta(I(y) - z). \]  \hspace{1cm} (4.7)
Local entropy measures how structured the local p.d.f. is, and is thus related to variance. It has been proposed for use in ultrasound segmentation in [75], where it was shown to improve contrast in the ultrasound image, and thus provide better discriminability for the chosen threshold-based segmentation approach. The benefit of using this measure is its invariance to such transformations as log compression, as well as changes in the gray level of a particular region in the image due to acoustic shadowing [75]. The local entropy has also been applied as the weighting term for adaptive median filtering of ultrasound images [73]. Such filtering is meant to preserve image details, as indicated by high local entropy, while smoothing homogenous regions more strongly.

4.2 Non-linear filtering

A variety of non-linear filtering techniques have been devised to pre-process images. Some of these techniques have been specifically adapted to ultrasonic imaging, while others are general-purpose but nevertheless useful.

The most popular way to remove noise from a \( d \)-dimensional image \( I \) is to filter it with a linear low-pass filter. A frequently used example of the latter is the Gaussian filter, which can be defined in the following way:

\[
\tilde{I}(x) = \sum_{y \in \mathcal{N}(x)} G_{\sigma}(x-y) \cdot I(y),
\]

where \( G_{\sigma}(\cdot) \) is a Gaussian kernel, in which the degree of smoothing (the cutoff frequency of the low-pass filter) is proportional to the standard deviation \( \sigma \):

\[
G_{\sigma}(x) = \frac{1}{(2\pi\sigma^2)^{d/2}} \exp\left(-\frac{|x|^2}{2\sigma^2}\right).
\]

Although this type of filter succeeds in removing the high-frequency noise, this is done at the expense of smoothing image edges by removing high-frequency components of transitions in the image. As a result, more involved denoising techniques have been created, which do not overly smooth the edges at the expense of complexity, and, frequently, non-linearity. One such technique is a conceptually straightforward extension of the linear filter in (4.8) known as the bilateral filter, which is defined as follows:

\[
\tilde{I}(x) = \frac{1}{W_x} \sum_{y \in \mathcal{N}(x)} G_{\sigma_s}(x-y) \cdot G_{\sigma_r}(I(x) - I(y)) \cdot I(y),
\]

\[
W_x = \sum_{y \in \mathcal{N}(x)} G_{\sigma_s}(x-y) \cdot G_{\sigma_r}(I(x) - I(y)),
\]
where $W_x$ is the normalization factor which preserves the energy. In addition to low-pass filtering in the spatial domain as the linear filter does, the bilateral filter also takes the pixel values themselves into account by also applying the filtering operation in the range (intensity) domain (illustration). Multiplication by $G_{\sigma_r}(I(x) - I(y))$ in (4.10) makes the contribution of $I(y)$ to the final output at $x$ dependent on how close the intensity values at $x$ and $y$ are to each other. Since its introduction [5], the bilateral filter has attracted considerable attention due to its robust performance resulting in piecewise-smooth denoised images with preserved edges. Although conceptually simple, the straightforward implementation of (4.10) is very slow; however, a significantly faster implementation has been developed, exploiting signal processing concepts to arrive at a good approximation of the original filter [44]. Furthermore, although constructed here with Gaussian functions $G_{\sigma_s}$ and $G_{\sigma_r}$, the choice of the weighting function is general and includes, for example, the simple box function [68].

4.2.1 Diffusion filtering

Another major means of obtaining images with reduced noise and preserved edges is by means of non-linear diffusion filtering. These methods are based on solutions of partial differential equations derived from the heat equation, a physical description of the diffusion of heat in materials.

This approach looks at image filtering as a process occurring over time, and thus a non-linear diffusion filtering process results in a sequence $I(x,t)$ of solutions to the diffusion equation,

$$\frac{\partial I}{\partial t} = \text{div}(D_I \nabla I),$$

(4.12)

where $t$ is the artificial parameter of “time” since initialization, $D_I$ is an image-dependent diffusivity, and the diffusion process is initialized by the original image $I_0$:

$$I(x,0) = I_0.$$  

(4.13)

In order for this diffusion process to be energy-preserving, the following boundary conditions are imposed:

$$\nabla I \cdot \vec{n} = 0 \text{ at } \partial \Omega = 0,$$

(4.14)

where $\vec{n}$ is the direction normal to the image boundary $\partial \Omega$.

The diffusivity term $D_I$ in (4.12) can be defined in a number of ways, resulting in conceptually different diffusion results. If $D_I$ is a scalar constant, the diffusion process is linear, reducing simply to the Gaussian filter with standard deviation $\sigma = \sqrt{2t}$ [65]. If, on the other hand, $D_I$ is a spatially-varying scalar function, the result can be described as isotropic and non-homogenous diffusion - the diffusion at each pixel proceeds equally in
all directions, but its strength varies from pixel to pixel. Although in this case $D_I(x)$ is a general function, it is usually defined to reduce the amount of smoothing on the edges. A typical indicator of the presence of image edges is the magnitude of the gradient, denoted $|\nabla I|$. It is used to compute the diffusion strength, as originally defined by Perona and Malik:

$$D_I(x) = g(|\nabla I|) \in [0, 1], \quad (4.15)$$

where the scalar diffusivity function $g(\cdot)$ is designed to approach 1 in homogenous regions where no edges of interest are present, while approaching 0 when overlapping with edges. The computation of the gradient in practical images is performed using finite differencing, which amplifies any noise present in the image. In order to extract useful edge information from the gradient, as well as its magnitude, it is often computed on a pre-smoothed version of the image:

$$\nabla_\sigma I = \nabla(G_\sigma * I) = G_\sigma * \nabla I, \quad (4.16)$$

where $G_\sigma$ is defined as in (4.9).

One example of such a diffusivity function in (4.15) is the following exponential function:

$$g(s) = \begin{cases} 
1 & s \leq 0 \\
1 - \exp\left(-\frac{3.315}{(s/\lambda)^4}\right) & s > 0 
\end{cases} \quad (4.17)$$

The parameter $\lambda$ allows selection of a scale for edge preservation: edge-like structures for which $|\nabla I| > \lambda$ will be preserved ($g(s) \rightarrow 0$), while those for which $|\nabla I| > \lambda$ will be smoothed ($g(s) \rightarrow 1$). Other definitions of $g(s)$ for general images have similar behaviour, with slightly different transitions.

Due to the unique characteristics of acoustic images, an application of non-homogenous diffusion filtering to ultrasound data performs better with custom approaches. Specifically, the diffusivity function $g(s)$ needs to be adapted to selectively preserving or removing the speckle pattern. The speckle-reducing anisotropic diffusion (SRAD) approach achieves this by defining an adaptive speckle-detecting function. This adaptive function depends on an instantaneous coefficient of variation, which performs edge detection in speckle-contaminated imagery:

$$q(x, t) = \sqrt{(1/d)(|\nabla_\sigma I|/I)^2 - (1/2d)^2(\nabla^2 I/I)^2} \quad (1 + (1/2d)(\nabla^2 I/I))^2. \quad (4.18)$$

The normalization of the gradient magnitude $|\nabla_\sigma I|$ and the Laplacian operator $\nabla^2 I$ by the image intensity in (4.18) adapts this edge detector to the variations in average intensity – speckle will be detected in dark and bright regions. Additionally, a speckle scale function, indicating the “average” speckle dimensions, can either be found as a function of mean
and variance over a homogenous region of $I$\cite{54}, or be defined as discussed in \cite{54}:

$$
q_0(t) = \frac{\lambda \int_{\Omega} q^2(x, t) dx}{\int_{\Omega} dx},
$$

(4.19)

where the parameter $\lambda$ controls the scale selection in a similar manner to (4.17). The diffusivity function $g(s)$ is then defined as:

$$
g(s) = \frac{1}{1 + \left[q^2(x, t) - q_0^2(t)\right]/\left[q_0^2(t)(1 + q_0^2(t))\right]}.
$$

(4.20)

This diffusion method extracts piecewise continuous regions of the ultrasound image by selectively removing the speckle pattern depending on its scale, while attempting to preserve anatomically relevant (non-speckle) edges.

A particularly useful non-linear denoising algorithm which can be cast into the diffusion filtering framework is total variation (TV) denoising\cite{49}. This approach aims to recover a piecewise-smooth image from its noise-contaminated version by minimizing its total variation semi-norm\cite{49} which for a 2D image is given by

$$
\|I\|_{TV} := \int_{\Omega} |\nabla I| \, dx.
$$

(4.21)

This optimization problem leads to a solution via diffusion filtering as in (4.12), with the scalar diffusivity function given by\cite{65}

$$
D_I = \frac{1}{\|\nabla I\|}.
$$

(4.22)

The strength of TV denoising diffusion is inversely proportional to the magnitude of the image gradient, and thus is small along the edges and stronger in more homogenous regions. As a result, the reconstructed images appear piecewise smooth.

The above definition of diffusivity $D_I$ as a scalar function results in diffusion which is isotropic at all pixel locations – it proceeds with the same strength in all directions. An anisotropic diffusion process does not just preserve image edges, but can also be used for their enhancement. In order to accomplish this, diffusion needs to be directed along structures representing interfaces between regions, such as edges in 2D or surfaces in 3D, and inhibited in the orthogonal direction, along which the transition occurs. The diffusivity $D_I$ is now defined as a tensor, and the term $D_I \nabla I$ is a matrix-vector product. Diffusivity $D_I$ is defined using the structure tensor, a second-moment matrix which encodes the local coherence and orientation of the image transitions\cite{66}. This matrix is based on the outer

---

\footnote{Generally speaking, this definition is applicable to differentiable images.}
product of the pre-smoothed image gradient, which is further smoothed component-wise with another Gaussian kernel with standard deviation $\rho$:

$$\mathbf{S}_I = G_\rho \ast (\nabla_\sigma I \otimes \nabla_\sigma I)$$  \hspace{1cm} (4.23)

Due to smoothing the gradient with $G_\sigma$, and smoothing the components of the outer product with $G_\rho$, the structure tensor $S_I(x)$ integrates information from a local neighbourhood of $x$. The eigenvectors and eigenvalues of this matrix now contain spatial orientation information at $x$ and can be used to construct a tensor with a pre-defined degree of diffusion in the direction of largest change (perpendicular to the edge) and the direction(s) orthogonal to it. Additionally, the degree of homogeneity of the neighbourhood of $x$ (i.e. absence of edges) can be estimated by looking at the differences between the size of the eigenvalues – approximately equal eigenvalues indicate homogeneity \cite{66}.

### 4.3 Conclusions

In the preceding chapters, the unique characteristics of ultrasound images were discussed, as well as various techniques for segmenting them. In this chapter, a number of possible definitions of image features were outlined, which can be used both for segmentation and edge detection. Next, the research part of this work is presented, starting with the main contributions and implementation details and ending with results and conclusions.
Chapter 5

Main contributions

Two chief contributions are presented in this thesis. Firstly, a novel approach aiming to improve the quality of features extracted from 3D carotid ultrasound images is proposed. The image is first decomposed into statistically distinct components based on the MAP framework incorporating signal and noise models which are appropriate for the ultrasound setting. Secondly, a novel form of incorporating the prior knowledge about the artery shape into the segmentation algorithm is used. The convexity shape prior is a weak prior energy which encourages the segmentation boundary to be almost everywhere convex, while not being overly restrictive. This strategy stems from the inherent variability of the carotid artery shapes in the 3D ultrasound data, which a “strong” prior energy (for example statistical shape priors learned from a training set of manual segmentations) may not be able to adequately encode, leading to misclassification errors. Both of these contributions are combined into the segmentation algorithm discussed in detail in the next chapter.

5.1 Ultrasound image decomposition

In a preprocessing stage of a typical segmentation algorithm, extraction of features is performed in order to improve the discriminability of the regions of interest with respect to their background. As previously discussed in Chapter 4, local statistics such as geometric moments or entropy are routinely used in the feature selection step. However, images are generally complex combinations of components possessing different statistical properties. In this work, it is proposed to first decompose the ultrasound image into statistically distinct components, and then to use these components separately as inputs to the feature extraction step, or as features in their own right, as outlined in Figure 5.1.

As discussed before, the speckle pattern contaminating the ultrasound image can drastically reduce the discernibility of the tissues of interest in the extracted image features.
Anatomically relevant details may be rendered unintelligible by the subsequent segmentation algorithm. However, the nature of the speckle pattern varies depending on the echogenicity of the underlying tissue. Thus, it is not desirable to simply discard speckle as a noise to be filtered out. In fact, despite being a realization of a random process as described in Chapter 1, it contains information which can be useful in differentiating between different anatomical tissues\textsuperscript{[36]}. The other major component of the ultrasound image is a piecewise smooth rendering of the underlying tissue. Separately, the speckle and the piecewise smooth components are both useful, but together they interfere with and obscure each other, reducing the segmentation quality.

Therefore, an ultrasound-specific image decomposition algorithm is proposed here. It is designed to extract three components from the image. Each of these components belongs to distinct functional and statistical classes and may be pertinent to selectivity of different anatomical details. The piecewise smooth component represents the regional echogenicity of the anatomical structures. The speckle component is found by utilizing the statistical model presented in Section 2.3. Finally, the residual component accounts for any phenomena not adequately accounted for by the previous two components.

The proposed method uses the multiplicative model of speckle formation in (2.5), ap-
plying the logarithm operator to arrive at an additive log-speckle model as in (2.6). Thus, the model used as a basis for the decomposition algorithm,

\[ g_l = u_l + v_l + e_l, \]  

(5.1)

consists of the speckle-free piecewise smooth component \( u_l \), the speckle pattern component \( v_l \) and the residual \( e_l \).

### 5.1.1 Decomposition in the MAP estimation framework

The proposed decomposition method is developed using the Bayesian framework of MAP estimation. This statistical approach allows one to use a-priori knowledge about the quantity of interest, which typically improves the stability and robustness of the overall estimation procedure. The estimates of \( u_l \) and \( v_l \) are defined as maximizers of the posterior probability \( P(u_l, v_l | g_l) \), which according to the Bayes theorem can be expressed as

\[ P(u_l, v_l | g_l) \propto P(g_l | u_l, v_l) P(u_l) P(v_l), \]  

(5.2)

where \( P(g_l | u_l, v_l) \) is a likelihood term which describes a discrepancy between \( g_l \) and \( u_l + v_l \) (referred to as \( e_l \) in [5.1]) and \( u_l \) and \( g_l \) have been assumed to be conditionally independent. A commonly used alternative to performing maximization of \( P(u_l, v_l | g_l) \) is minimization of the negative log-likelihood given by

\[ L(u_l, v_l) := -\log P(u_l, v_l | g_l) \propto -\log P(g_l | u_l, v_l) - \log P(u_l) - \log P(v_l). \]  

(5.3)

Before specifying an algorithm for minimization of \( L(u_l, v_l) \), each component in (5.3) needs to be explicitly defined. Specifically, the residual component \( e_l \) is assumed to be zero-mean Gaussian noise (an assumption that can be justified by the Central Limit Theorem), in which case its associated log-likelihood term is proportional to the following \( \ell_2 \)-norm

\[ -\log P(g_l | u_l, v_l) \propto \| g_l - (u_l + v_l) \|^2_2. \]  

(5.4)

The component \( u_l \), an estimate of the logarithm of the piecewise smooth “true” image, can be generally explained by a Markovian model of the type [30]

\[ P(u_l) = \frac{1}{Z} \prod_{x \in \Omega} P(u_l(x)), \text{ with } \]  

(5.5)

\[ P(u_l(x)) = \exp \left( -\sum_{y \in C(x)} V_e(u_l(y)) \right), \]
where $C(x)$ represents a neighborhood of $x$ (i.e., its clique), $V_c(\cdot)$ is a Gibbs distribution with interaction potential $\{V_c, c \in C\}$, and $Z$ is a partition function whose role is to normalize the probability in (5.5). In the ultrasound setup, the image $u_l$ represents local echogenicity of soft tissues, which is expected to be a piecewise-smooth function. In this case, it seems reasonable to choose $V_c$ as an edge-preserving potential, which leads to the following likelihood term:

$$-\log P(u_l) \propto \sum_{x \in \Omega} |\nabla u_l(x)| = \sum_{x \in \Omega} \sqrt{(\Delta_x u_l(x))^2 + (\Delta_y u_l(x))^2} = \|u_l\|_{TV},$$

(5.6)

where $x = (x, y)$ is a particular pixel location in the image $u_l$, $\Delta_x u_l(x)$ and $\Delta_y u_l(x)$ are finite difference approximations of partial derivatives, and $\|\cdot\|_{TV}$ stands for the total variation (semi-) norm. This particular norm is defined on a space of functions of bounded variation [49],

$$BV(\Omega) = \{f: \Omega \to \mathbb{R} | \|f\|_{TV} < \infty\},$$

(5.7)

whose choice is further justified by the fact that projecting $g_l$ onto $BV(\Omega)$ allows for preservation of discontinuities in the images while excluding noise and oscillatory components[9, 30].

Finally, the component $v_l$ is defined as an estimate of the speckle pattern. As previously discussed in Section 2.3.1, if the samples of the underlying tissue reflectivity function follow a generalized Gamma distribution, the log-compressed speckle noise can be shown to follow the Fisher-Tippett distribution:

$$v_l \sim 2 \exp\left(2[v_l - \log \alpha] - \exp\left(2[v_l - \log \alpha]\right)\right).$$

(5.8)

The parameter $\alpha$ of this distribution has the effect of shifting its mean by $\log(\alpha)$. This constant shift can instead be accounted for by the bounded-variation component $u_l$, which can be facilitated by setting $\log(\alpha)$ to zero (or setting $\alpha$ to unity). Consequently, assuming the pixels of $v_l$ to be i.i.d., the speckle noise component of the observed image is represented in this optimization problem by

$$-\log P(v_l) \propto \varphi(v_l) := \sum_{x \in \Omega} (\exp 2v_l(x) - 2v_l(x)).$$

(5.9)

The assumption of the i.i.d. on the pixels of $v_l$ may be regarded as an oversimplification due to the band-limitedness of the ultrasound acquisition system, which results in correlation between neighboring pixels. One way to overcome this shortcoming is to apply a de-correlation procedure which results in an image with uncorrelated noise[36]. This procedure, omitted for simplicity and computational speed from this analysis, is a potential area for improvement.
Using the results (5.4), (5.6) and (5.9), the minimization of (5.3) is equivalent to

\[
\text{arg min}_{u_l, v_l} E(u_l, v_l), \quad E(u_l, v_l) = \|g_l - (u_l + v_l)\|^2_2 + \lambda_1 \|u_l\|_{TV} + \lambda_2 \varphi(v_l),
\]

where \(\lambda_1 > 0, \lambda_2 > 0\) are related to parameters of the distributions that their likelihood terms are derived from. These parameters control the degree to which the optimization problem in (5.10) balances out the competing tasks of minimizing the residual component and enforcing the adherence of the \(u_l\) and \(v_l\) components to their respective models.

Note that the functional \(E(u_l, v_l)\) defined in (5.10) is not convex, which considerably complicates the task of solving this problem in a stable and unique manner. However, if we regard \(u_l\) as constant and modify \(E(u_l, v_l)\) accordingly, the result,

\[
E_v(v_l | u_l) = \|g_l - u_l - v_l\|^2_2 + \lambda_2 \varphi(v_l),
\]

is in fact convex in \(v_l\). Likewise, holding \(v_l\) as constant, the functional

\[
E_u(u_l | v_l) = \|g_l - u_l - v_l\|^2_2 + \lambda_1 \|u_l\|_{TV}
\]

also becomes convex in \(u_l\). Minimizing these two functionals is considerably simpler and a stable estimate is guaranteed. Accordingly, the proposed ultrasound decomposition scheme makes use of the alternating minimization approach, which is based on sequentially minimizing (5.11) and (5.12). Even though this procedure does not guarantee convergence to the global minimum of (5.10), it does guarantee the reduction in its value at each step.

The implementation of this decomposition algorithm is discussed in Chapter 6, where the implementation details of the algorithms proposed in this thesis are shown.

### 5.2 Convexity as a weak geometric prior

Reliability of carotid segmentation can be substantially improved by supplementing the observed data with prior information, which can be defined in the form of either probabilistic or geometric models. Unfortunately, parametrically defined geometric models tend to overconstrain the segmentation. Moreover, their application becomes problematic whenever the segmentation boundary needs to undergo topological changes (which is always the case in the region of carotid bifurcation) [21, 37]. Moreover, most of the segmentation methods based on statistical shape analysis [59] require the use of large training sets. When applied to carotid ultrasound imagery, however, such methods face difficulties in dealing with high patient-to-patient variability of the data, which results from factors such as the clinical condition of the arteries, age or gender.
To constrain the convergence of segmentation to anatomically plausible shapes, the proposed prior energy term controls the curvature of the segmentation boundary. Intuitively, curvature is a measure of the deviation of a geometric object from being flat. In the case of a 2D curve, the curvature measures deviation of this curve from a straight line. At any point along the curve, this deviation may be visualized by placing a circle that most closely matches the curvedness in the vicinity of the point, as shown in Figure 5.2. Curvature is inversely proportional to the radius of this osculating circle. The sign of curvature is also useful in differentiating the behaviour of the curve. When the curve is closed, the sign of curvature indicates whether the curve is convex or concave. These two concepts are illustrated in Figure 5.3.

![Figure 5.2: Illustration of the relationship between the signed curvature of a curve and its osculating circle](image)

Since no explicit assumptions on curve geometry are made, this method is referred to as a weak geometric prior. It should be noted that the latter is independent of various anatomical factors while being descriptive enough to improve the stability and reliability of the overall segmentation procedure. A further advantage of using curvature is that its measurement is invariant under Euclidean transformation (i.e. translation and rotation).

The development of the weak prior energy is rooted in the anatomy of arteries in general, and the carotid artery in particular. Due to the pressure applied to the arterial walls by blood, the cross-sectional shape of any artery is convex. In the transverse direction, the position of the carotid artery in particular is such that no concave regions are present, with the notable exception of the bifurcation itself. This is an idealizing assumption which, however, should not be violated if the patient’s neck is properly positioned for the 3D ultrasound scan. On the other hand, any anatomically plausible segmentation of the bifurcation region itself will contain regions with negative curvature. Figure 5.4 depicts a simulated carotid artery bifurcation, as well as the sign of curvature in selected regions. An undesirable artifact, denoted as region A, departs from the anatomically plausible restriction that all cross-sections should be convex, as illustrated in the plots of Column A depicting the
Figure 5.3: Convexity and concavity for objects in Euclidean space. (a) An object is convex if every line segment between points inside the object is contained entirely within the object; (b) When this is not the case, the object is concave.\cite{70}.

The weak prior energy proposed in this work encourages an anatomically plausible segmentation boundary of the carotid artery through the use of the sign of curvature. At the same time, it does not excessively penalize the shapes which contain small regions with negative curvature, since the carotid bifurcation invariably must be partially non-convex. Let $L(C)$ represent the length of a delineation curve $C$:

$$L(C) = \int_C ds,$$  \hspace{1cm} (5.13)

where $s$ is the arclength of curve $C$. In 3D, $C$ is more accurately denoted as a surface, while $L(C)$ measures the surface area. Let $L_C(C)$ denote the length of only the portion of the curve $C$ which is convex. This measure can be readily made by examining the sign of the curvature $\kappa$ along $C$:

$$L_C(C) = \int_C \mathcal{H}(\kappa(s)) \, ds,$$  \hspace{1cm} (5.14)
Figure 5.4: The behaviour of curvature in a simulated carotid artery bifurcation. Region A represents an undesirable segmentation boundary artifact. Region B is the bifurcation region. Columns A and B depict the sign of curvature at several cross-sections of these regions.

where \( \mathcal{H} \) is a standardly defined *Heaviside function*,

\[
\mathcal{H}(z) = \begin{cases} 
1, & z \geq 0 \\
0, & z < 0
\end{cases},
\]

whose role is to discard sections of the curve with negative curvature by setting them to zero, while counting the sections with positive curvature. The weak convexity prior energy is defined as

\[
E_C(C) = -\log \left( \frac{L_C(C)}{L(C)} \right).
\]

The ratio inside the logarithm is a number between 0 and 1 denoting the fraction of the curve which is convex. When the curve \( C \) is entirely convex, \( E_C(C) \) equals zero. When,
on the other hand, the concave portion of the curve starts dominating its convex portion, the energy \( E_C(C) \) tends to infinity. Thus, minimizing \( E(C) \) will encourage the curve to be as convex as possible.

When used in combination with other energies discussed in Section 3.2, this energy will encourage the overall convexity without overly constraining the curve evolution. Furthermore, the rationale for using the logarithm can be understood by examining the possible values of \( E(C) \) graphically, as shown in Figure 5.5. Segmentation boundaries with a large percentage of non-convex regions \( (L_C / L \ll 1) \) are penalized more severely than those with a smaller percentage \( (L_C / L \approx 1) \). Non-convex artifacts, such as region A in Figure 5.4, can come in a variety of sizes. Because of the use of logarithm, the energy \( E_C(C) \) as defined in (5.16) will be more sensitive to those artifacts that have a large surface area than those with low surface area. Small artifacts will not strongly affect the ratio of \( L_C \) to \( L \) and will not be penalized. Such artifacts, however, will result in a more irregular surface, which will be locally penalized by the curve-shortening energy such as (3.4). As a result, the energy \( E_C \) penalizes large artifacts, detected by their deviation from convexity, while being robust enough to allow for the concavity around the bifurcation region to remain.

5.3 Proposed segmentation algorithm

The algorithm for segmenting the three-dimensional carotid ultrasound forms the main contribution of this work. As a pre-processing step, however, the image is first subjected to decomposition. Other features are extracted from the components and from the original image using an algorithm explained in Chapter 7. In addition, some of the features are used for the detection of edges, with examples and comparisons provided in the same chapter.

The segmentation algorithm is designed to robustly incorporate the prior knowledge about the anatomy of the artery with the information coming from the observed image. The proposed algorithm combines these sources of information in an energy minimization framework. The segmentation boundary is evolved in an active contours approach, which restricts the segmentation boundary to geometrically plausible shapes. The statistical dissimilarity between the artery and the background is exploited using a non-parametric distribution tracking approach performed on a variety of features derived from the observed intensity image. The edge information in the image is incorporated to aid the convergence of the algorithm to tissue interfaces by means of a geodesic active contours energy. Finally, the prior information about the shape of the carotid artery is incorporated in the form of a “weak” prior. Such an approach imposes an a-priori constraint on the shape of the segmented object - encouraging it to be convex - without overly restricting this shape in an inflexible fashion.

45
Figure 5.5: The behaviour of the energy $E_C(C)$ in (5.16) (solid line), compared to a linear function without the use of $\log(\cdot)$. 
Chapter 6

Implementation of the proposed algorithm

In this chapter, the implementation of the proposed segmentation algorithm is detailed. Aside from the theoretical background of the proposed approach, computational details are presented which are instrumental in making the algorithm computationally tractable.

6.1 Level set method

The proposed segmentation algorithm attempts to solve an energy minimization problem, as presented in Section 3.2.2. In particular, the segmentation boundary is evolved in the active contours framework using the level set method\[50\]. Its unique advantages, in particular the elimination of the need to parameterize the segmentation curve, as well as its graceful handling of topological changes, have resulted in its widespread popularity in image segmentation tasks\[20, 3\], including medical imaging. In particular, the level set method has been widely applied to ultrasound imagery (see \[39\] for an extensive overview).

The curve representing the segmentation boundary is defined as follows. Let $\phi(x) : \Omega \rightarrow \mathbb{R}$ be a level-set function by means of which one can separate the domain $\Omega$ into inside and outside sub-domains, over which the level-set function is respectively positive and negative:

\[
\Omega_A = \{ x \mid \phi(x) > 0, x \in \Omega \} \tag{6.1}
\]

\[
\Omega_B = \{ x \mid \phi(x) \leq 0, x \in \Omega \}. \tag{6.2}
\]

In this case, the zero level set $\Gamma = \{ x \mid \phi(x) = 0, x \in \Omega \}$ is known as an active contour, which serves the purpose of a decision (segmentation) boundary. As Figure 6.1 illustrates,
\( \Gamma \) is an implicit representation of the boundary: the segmentation algorithm operates on the level set function \( \phi \), and its zero level set \( \Gamma \) implicitly evolves with it. One particularly notable advantage of the implicit definition of the segmentation contour is also illustrated in Figure 6.1: the curve \( \Gamma \) underwent a topological change by splitting in two. As previously discussed in Section 3.3, alternative contour evolution schemes, such as snakes, require additional logic to handle such a transition, whereas in the level set method, the transition is implicit and seamless.

![Image of level set function and contour evolution](image)

Figure 6.1: Implicit curve representation in the level set method. Upper row: A level set function \( \phi(x) \) (in red) evolving in time and its zero cross-section (in blue). Lower row: the same cross-section, illustrating the definitions in (6.1) and (6.2).

The dynamic behaviour of the level set function \( \phi \) is governed by the following gradient flow:

\[
\frac{\partial \phi}{\partial t} = -\frac{\delta E}{\delta \phi} |\nabla \phi| = V |\nabla \phi|,
\]

(6.3)

where \( \frac{\delta E}{\delta \phi} \) is the first variation of \( E(\phi) \), a combined energy functional defined in Section 3.2, and \( V \) is the “velocity” which controls the evolution of \( \phi \) with respect to the artificial time parameter \( t \).

Although the level set function can in general be arbitrarily defined, as long as it is smoothly varying, in practice it is usually defined to be a signed distance function. Specifically, the function \( \phi \) is defined in terms of a pre-existing contour \( C \) dividing the
image domain $\Omega$ into $\Omega_A$ and $\Omega_B$ as

$$
\phi(x) = \begin{cases} 
  d(x, C), & x \in \Omega_A \\
  -d(x, C), & x \in \Omega_B, 
\end{cases}
$$

(6.4)

where $d(x, C)$ represents the minimum distance between $x$ and the contour $C$. The chief advantage of the signed distance function is that they are solutions to the eikonal equation,

$$
|\nabla \phi| = 1, \\
\phi(y) = 0, \ y \in \partial \Omega
$$

(6.5)

which simplifies the implementation of the curve evolution by gradient flow in (6.3) since $|\nabla \phi|$ is universally unity.

### 6.1.1 Definition of segmentation energies

Using the level set framework, the energy terms which govern the dynamic behaviour of the level set function $\phi$, and with it the sought segmentation boundary $\Gamma$, need to be specified in terms of $\phi$, together with an expression for their first variation. First, the sub-domains $\Omega_A$ and $\Omega_B$, as well as the boundary $\partial \Omega$, need to be defined in terms of $\phi$. This can be done using the Heaviside function defined in (5.15) and its derivative $\delta(\cdot)$, the Dirac delta function. In this case, $\mathcal{H}(\phi(x))$ becomes an indicator function of the region $\Omega_A$, while $\mathcal{H}(-\phi(x))$ becomes an indicator function for $\Omega_B$.

In practice, however, the indicator functions are rarely used, because they are discontinuous and not differentiable. Instead, they are commonly regularized by suitable differentiable approximations. One such regularization[10] redefines the Heaviside indicator function as

$$
\mathcal{H}_\epsilon(z) = \begin{cases} 
  1, & z > \epsilon \\
  0, & z < -\epsilon \\
  \frac{1}{2} \left[1 + \frac{z}{\epsilon} + \frac{1}{\pi} \sin \left(\frac{\pi z}{\epsilon}\right)\right], & |z| \leq \epsilon.
\end{cases}
$$

(6.6)

The delta function is redefined as

$$
\delta_\epsilon(z) = \begin{cases} 
  0, & |z| > \epsilon \\
  \frac{1}{2\epsilon} \left(1 + \cos \left(\frac{\pi z}{\epsilon}\right)\right), & |z| \leq \epsilon.
\end{cases}
$$

(6.7)

Note that both $\mathcal{H}_\epsilon$ and $\delta_\epsilon$ converge to the original Heaviside and delta functions as $\epsilon \to 0$.

The geodesic length energy is defined in terms of $\phi$ as

$$
E_G(\phi) = \int_\Omega \delta_\epsilon(\phi) \ g(I(x)) \, d\mathbf{x},
$$

(6.8)
with the geodesic function defined for example as in \(3.5\). Note that including the \(\delta_{\epsilon}(\phi)\) term only integrates the function \(g(\cdot)\) in those locations that are close to the zero level set of \(\phi\). The first variation of \(E_G\) can be shown to be\[18\]

\[
\frac{\delta E_G}{\delta \phi} = -\delta_{\epsilon}(\phi) \text{ div} \left( g(I(x)) \cdot \frac{\nabla \phi}{|\nabla \phi|} \right). \tag{6.9}
\]

As discussed in Section\[3.2.3\] the energies comparing the empirical probability densities of \(\Omega_A\) and \(\Omega_B\) can either assume a parametric model, such as a restriction to a Gaussian distribution, or be parameter-free. The Chan-Vese minimum variance energy, which is used when the Gaussian assumption is made, is defined in the level set framework as,

\[
E_{CV}(\phi) = \int_{\Omega} |I(x) - \mu_A|^2 \mathcal{H}(\phi(x)) \, dx + \int_{\Omega} |I(x) - \mu_B|^2 \mathcal{H}(\phi(x)) \, dx, \tag{6.10}
\]

where \(\mu_A\) and \(\mu_B\) are the averages of \(I(x)\) in \(\Omega_A\) and \(\Omega_B\), respectively. Recall that \(I(x)\) is not necessarily the original image, but rather a vector-valued image of its features. The above definition is consistent with such vector-valued images. The first variation of \(6.10\) is given by\[10\] as

\[
\frac{\delta E_{CV}}{\delta \phi} = |I(x) - \mu_A|^2 + |I(x) - \mu_B|^2. \tag{6.11}
\]

On the other hand, the Bhattacharyya energy enables non-parametric analysis of regional statistics. It uses empirical estimates of the pdfs of the samples in \(\Omega_A\) and \(\Omega_B\), as shown in \[3.9\], which are redefined in terms of \(\phi\) as

\[
P_A(z|\phi) = \frac{\int_{\Omega} K(z - I(x)) \mathcal{H}(\phi) \, dx}{\int_{\Omega} \mathcal{H}(\phi) \, dx}, \tag{6.12}
\]

\[
P_B(z|\phi) = \frac{\int_{\Omega} K(z - I(x)) \mathcal{H}(\phi) \, dx}{\int_{\Omega} \mathcal{H}(\phi) \, dx},
\]

where the smoothing \textit{kernel} function \(K(\cdot)\) can be defined, for example, as a Gaussian kernel in \[4.9\]. The Bhattacharyya energy is given by

\[
E_{bh}(\phi(x)) = \int_{z \in \mathbb{R}^d} \sqrt{P_A(z|\phi) P_B(z|\phi)} \, dz. \tag{6.13}
\]

The first variation, whose full derivation is detailed in\[35\], is as follows:

\[
\frac{\delta E_{bh}}{\delta \phi} = \delta_{\epsilon}(\phi(x)) \cdot V(x), \tag{6.14}
\]

\[
V(x) = \frac{1}{2} E_{bh}(\phi(x))(A_A^{-1} + A_B^{-1}) + \frac{1}{2} \int_{z \in \mathbb{R}^d} K(z - I(x)) L(z \mid \phi(x)) \, dz,
\]

\[
L(z \mid \phi(x)) = \frac{1}{A_A} \sqrt{P_B(z|\phi)} - \frac{1}{A_B} \sqrt{P_A(z|\phi)} P_B(z|\phi).
\]
In Chapter 7, both of these energies are tested to determine which works best in the 3D carotid ultrasound setting.

The weak geometric prior energy proposed in this work, whose background and rationale are explained in Section 5.2, requires the calculation of curvature from the level set function $\phi$. In three dimensions, the mean curvature is given by the following expression:

$$
\kappa(\phi) = \text{div} \left( \frac{\nabla \phi}{\|\nabla \phi\|} \right) = \frac{\phi_x^2 (\phi_{yy} + \phi_{zz}) + \phi_y^2 (\phi_{xx} + \phi_{zz}) + \phi_z^2 (\phi_{xx} + \phi_{yy})}{\|\nabla \phi\|^3}.
$$

(6.15)

As shown before, using this definition, one can differentiate between convex and concave portions of the level set surface. A functional $L(C)$ in (5.13), measuring the length (or surface area) of the contour, is re-defined as

$$
L(\phi) = \int_{\Omega} \delta(\phi) \|\nabla \phi\| \, d\mathbf{x},
$$

(6.16)

and the convex length functional $L_C(C)$ in (5.14), only counting the convex portions of the overall length, is given in terms of $\phi$ by

$$
L_C(\phi) = \int_{\Omega} H(\kappa(\phi)) \delta(\phi) \|\nabla \phi\| \, d\mathbf{x}.
$$

(6.17)

The convexity prior energy is defined in terms of (6.16) and (6.17) as

$$
E_{conv}(\phi) = - \log \left( \frac{L_C(\phi)}{L(\phi)} \right) = \log(L(\phi)) - \log(L_C(\phi)).
$$

(6.18)

The first step in finding the first variation of $E_{conv}(\phi)$ is to recognize that, by the rules of variational calculus and analogously with finding the derivative of a logarithm,

$$
\frac{\delta E_{conv}}{\delta \phi} = \frac{\delta L(\phi)}{\delta \phi} \frac{1}{L(\phi)} - \frac{\delta L_C(\phi)}{\delta \phi} \frac{1}{L_C(\phi)}.
$$

(6.19)

Since the length functional $L(\phi)$ is simply the geodesic length functional in (6.8) with a constant $g = 1$, its first variation is already given in (6.9). The convex length functional $L_C(\phi)$ can also be viewed as a realization of the geodesic length functional in (6.8), with $g = g_{conv}(x) = H(\kappa(\phi(x)))$. However, the geodesic function $g$ is normally defined as “external” functions of the observed image ($g(I)$), whereas $g_{conv}$ is an “internal” function of the level set function $\phi$. Substituting $g_{conv}$ into the first variation (6.9) ignores the dependence on $\phi$, and hence ignores the dependence on the segmentation curve itself. However, this simplification is proven to perform as intended in practice, penalizing the convex portions of the segmentation boundary and minimizing their area. This simplified convexity energy is considerably simpler to express and compute than the full expression for $\frac{\delta L_C(\phi)}{\delta \phi}$. 
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6.2 Computational details

Many components of the segmentation algorithm explained above from a theoretical point of view can be implemented in practice in multiple ways. Straightforward implementations often suffer from drawbacks such as computational inefficiency or excessive memory requirements. Efficient algorithms, on the other hand, may approximate the theoretical results instead of computing them exactly. In a complex algorithm with many interacting “moving parts”, this could lead to quite divergent segmentation results.

The strategy followed in this work is to first evaluate the behaviour of the components (i.e., different features and energies) and to draw conclusions as to their performance in the overall algorithm. At the same time, each of the concepts presented in preceding chapters has a rich array of efficient numerical implementations, and these optimizations should be examined in order to back the claim that the proposed approach is computationally tractable. As a result, alternative implementations are presented and discussed for most components. Chief among these is an accurate and efficient numerical scheme for iteratively solving PDEs semi-implicitly, a result which is applicable to both the dynamic evolution of the level set function and to the computation of the image features obtained through the use of non-linear diffusion filtering.

6.2.1 The level set method

There are two main topics in the discussion on numerical implementation of level set segmentation. Firstly, there are several different representations of the level set function $\phi$. Secondly, there are two main choices of the numerical scheme for the evolution of $\phi$ in the energy minimization framework.

The segmentation algorithm is initialized with a contour representing an initial estimate of the true artery boundary. An initial level set function $\phi_0$ must be found by computing the signed Euclidean distance transform from this contour. To evaluate this transform, one must find the shortest distance from any pixel location in the image to the given contour, which will become the zero level set when the transform is computed. One efficient algorithm for such a task is the Fast Marching Method, which iteratively builds the solution from a set of initial pixels, visiting each pixel only once. The algorithm is very similar to the well-known Dijkstra’s shortest-path algorithm: it always visits the location with the shortest distance and updates the distances of all its unvisited neighbours\[50, 41\]. Another efficient way to compute the distance transform in arbitrary dimensions based on the Voronoi diagrams\[34\].

The most straightforward way to discretize the contour evolution equation in (6.3) is
known as the explicit scheme, which leads to the following update equation:

$$
\phi^{k+1} = \phi^k + \tau^k V(\phi^k) \cdot \phi^k,
$$

(6.20)

where \(\tau^k\) represents a discrete time step following a discretization of \(t\), \(k\) stands for the iteration number and having rewritten the right-hand side of (6.3) in matrix-vector notation, where the velocity matrix \(V\) updates the level set function sampled and collapsed into a vector \(\phi^k\). The discretization of the time parameter \(t\) requires placing an upper limit on the time step \(\tau^k\) at each iteration \(k\) in order to limit the evolution of the contour to only the adjacent grid point. This condition is necessary to preserve stability and is known as the Courant-Friedrichs-Lewy (CFL) condition [15]:

$$
\tau^k \leq \frac{c}{\|V(\phi^k)\|_{\infty}},
$$

(6.21)

where \(c\) is some constant, \(0 < c \leq 1\).

As the level set function is modified at each iteration as shown in (6.20), it will deviate progressively further from being a valid signed distance function. Eventually, these accumulating errors will cause severe artifacts and the segmentation algorithm will become numerically unstable [11]. In order to maintain numerical accuracy, a re-initialization procedure must be periodically applied to the level set function \(\phi\). Such a procedure recomputes the distance transform in an efficient manner, while keeping the zero level set unmodified in order to preserve the segmentation boundary thus embedded into \(\phi\). Re-initialization algorithms aim to avoid re-computing the entire signed distance function from scratch. One such algorithm achieves this by attempting to restore the Eikonal property of the function \((\|\nabla \phi\| = 1)\) by performing iterations of the following problem until steady state [55]:

$$
\phi^{t+1} = \phi^t + \Delta t \ \text{sign}(\bar{\phi})(1 - |\nabla \phi^t|),
$$

(6.22)

where \(\bar{\phi}\) is the initial un-fixed level set function. In order to converge quickly to the correct solution, \(\bar{\phi}\) cannot deviate too far from a valid signed distance function. Thus, the procedure must be performed every couple of iterations in order to work [11]. Another method is to run the Fast marching method for only a small number of pixels within the vicinity of the zero level set. Yet another approach attempts to avoid any ad-hoc re-initialization procedures by incorporating an energy term penalizing deviation from the Eikonal property, i.e. the deviation from \(\|\nabla \phi\| = 1\) [28]. The safest way to avoid approximation artifacts is to re-compute the level set function using an exact algorithm, such as [34], at each iteration, but it is also the slowest. It has been used only to ensure that using re-initialization algorithms does not significantly alter the final segmentation result.

Although the level set function is defined over the entire image domain, the only useful information it carries is contained in its zero level set \(\Gamma\). The CFL condition ensures
that there is an upper limit to the rate with which $\phi$ is updated, and thus the contour cannot abruptly shift positions in adjacent iterations. This implies that the values of $\phi$ are only important in the vicinity of $\Gamma$. A popular approach at improving the computational efficiency of the level set method is to constrain all calculations to a band of pixel locations close to $\Gamma$, known as the narrow band\cite{50}:

$$\mathcal{N}_b^k = \{ x \mid |\phi^k(x)| \leq b \},$$

(6.23)

where $b$ is the parameter defining the width of the band. The location of $\mathcal{N}_b$ with respect to the rest of $\Omega$ is illustrated in Figure 6.2. Only those pixels whose minimum distance to the zero level set does not exceed $b$ are included in the narrow band; for all other pixel locations, no calculations are performed. The level set function $\phi$ changes with each iteration, and the narrow band changes with it.

Figure 6.2: Illustration of the narrow band approach. The level set function is updated only at pixels closest to the zero level set.

Although it is considerably better than evolving the full signed distance function, the narrow band approach still carries with it a considerable computational cost, especially in 3D. In particular, the need for re-initialization of $\phi$ is both computationally expensive and rooted in implementation specifics rather than the energy minimization or level set theory. Several methods\cite{51, 69, 32} attempt to improve the efficiency of contour evolution
by storing the immediate neighbourhood of the zero level set in a series of linked lists. In [69], five lists of pixel locations are maintained: the zero level set and two sets of its immediate neighbours on each side, and $\phi$ is evolved using only these lists [27]:

\[
L_0 \leftarrow \{ \mathbf{x} \mid \phi(\mathbf{x}) \in [-0.5, 0.5] \} \quad (6.24) \\
L_1 \leftarrow \{ \mathbf{x} \mid \phi(\mathbf{x}) \in (0.5, 1.5] \} \quad (6.25) \\
L_2 \leftarrow \{ \mathbf{x} \mid \phi(\mathbf{x}) \in (1.5, 2.5] \} \quad (6.26) \\
L_{-1} \leftarrow \{ \mathbf{x} \mid \phi(\mathbf{x}) \in [-1.5, -0.5) \} \quad (6.27) \\
L_{-2} \leftarrow \{ \mathbf{x} \mid \phi(\mathbf{x}) \in [-2.5, -1.5) \} \quad (6.28) \\
\]

Contour evolution consists of evaluating the velocity force $V$ only at the locations in the zero list, and moving the pixels whose value falls outside the range $[-0.5, 0.5]$ to one of the neighbour lists. The values of $\phi$ in the locations belonging to these lists are kept approximately accurate by computing a fast distance approximation at each step, since they are needed to compute the finite differencing approximations to its derivatives at the zero level set. The method maintains the accuracy of curve evolution while achieving significant reduction in computational load. Further simplifications include reducing the number of lists to three [32] (illustrated in Figure 6.3) at the cost of small inaccuracies, as well as dispensing with tracking the actual values of $\phi$, only keeping track of its sign [69], leading to even faster approximate solutions. While all these methods present a viable alternative to the narrow band approach, the results presented in Chapter 7 sacrifice computational efficiency to ensure maximum accuracy, with the knowledge that improvements in speed are readily available once the choice of energies, features and priors is finalized.

Another approach at improving the computational load of level set segmentation utilizes a semi-implicit discretization of the gradient flow in (6.3):

\[
\phi^{k+1} = \phi^k + \tau V(\phi^k) \cdot \phi^{k+1}, \quad (6.30)
\]

where $\tau$ does not vary from iteration to iteration, in contrast with (6.20). More importantly, the solution of (6.30) now involves a solution of a linear system of equations,

\[
(Id - \tau V(\phi^k)) \cdot \phi^{k+1} = \phi^k, \quad (6.31)
\]

which, as is, would require considerable effort to solve for $\phi^{k+1}$. However, using the additive operator splitting (AOS) approximation technique [67] [65] [18], this problem can be transformed into that of solving tri-diagonal systems of equations,

\[
\frac{1}{n} \sum_{i=1}^{n} (Id - n \tau V_i(\phi^k)) \cdot \phi^{k+1} = \phi^k, \quad (6.32)
\]
where $n$ is the number of dimensions in the original image and $\text{Id}$ is the identity matrix. To find $\phi^{k+1}$, a linear system of equations must be solved. Fortunately, however, the system in (6.32) is tri-diagonal, which is efficiently computable using the Thomas algorithm. While each iteration takes longer to compute than a single iteration of the explicit scheme, this unconditionally stable technique allows a considerable speedup because much larger time steps are possible[67]. While this scheme was originally developed for diffusion filtering of images, the problem of level set contour evolution can also be considered as quasi-diffusion governed by a combination of internal and external energies, and the segmentation can be performed using the narrow band technique,[18] although, since the CFL condition no longer constrains the speed with which $\phi$ evolves, extra care must be taken to ensure that the narrow band is wide enough for the zero level set to always remain inside it.
6.2.2 Initialization

The accuracy of the segmentation results in the energy minimization framework is heavily initialization-dependent, especially when applied to ultrasound images. Although an initialization that is very close to the boundaries of the artery is preferred, it would involve an amount of manual work that defeats the purpose of designing a level set segmentation algorithm. However, if a small amount of manual input can significantly speed up the algorithm, as well as make the result more accurate, the tradeoff is acceptable.

The method used in the present work aims to strike a balance between the amount of manual input and the quality of segmentation. Segmentation boundary is initialized entirely inside the artery, and then expands outwards. The configuration at which the contour stabilizes depends on the other energy terms described above. In order to drive the segmentation contour to expand, a special “balloon” force needs to be introduced:

\[
\frac{\delta E_b}{\delta \phi} = g(I).
\]  

(6.33)

Since \(g(I) \in [0, 1]\), with 1 corresponding to edge-free regions of the image, this balloon force will be reduced at the edges, while driving the expansion of the contour over continuous regions.

An illustration of the initialization procedure is given in Figure 6.4. The top row shows two-dimensional cross-sections of the artery at four sample points, in which two markers have been manually placed: one for the internal carotid artery (ICA), and one for the external carotid artery (ECA) (in the common carotid artery before the bifurcation, the markers can be placed inside the lumen at any location, even overlapping each other). The markers are used to create two 1D “skeleton” curves, one lying entirely inside the ICA, and the other inside the ECA. The initial contour \(\phi_0\), whose zero level surface is shown in the bottom row and has a cylindrical shape, can then be efficiently computed using a distance transform computation method such as the fast marching method. All points on the zero level surface of \(\phi_0\) are approximately equidistant from their “skeleton” curve.

6.3 Computation of image features

Computational details of the image features outlined in Chapter 4 are outlined next. Some feature types, such as local statistics, are straightforward to implement in a computationally feasible manner. However, for others, such as diffusion filtering, considerable speedup can be achieved by using efficient approximations. Implementation of the proposed ultrasound decomposition algorithm is also made feasible by such approximations. Additionally, computation of the curvature of the level set function \(\phi\) needs to be carefully considered.
Figure 6.4: Segmentation contour initialization. Top row: The contour is manually initialized by placing markers inside the arteries. Bottom row: After cubic interpolation, the contour is initialized as a combination of two cylindrical shapes.

6.3.1 Non-linear diffusion filtering

The diffusion features of the type presented in Section 4.2.1 follow the same model as the level set function evolution. Note the equivalence of the diffusion equation in (4.12) and the first variation of the geodesic length energy in the level set formulation in (6.9). Therefore, the explicit and semi-implicit schemes are valid numerical discretizations for both the evolution of \( \phi \) and the diffusion of the image \( I(x) \). From the filters discussed in Section 4.2.1, the semi-implicit scheme is used as a computationally efficient approximation to the Total Variation and Speckle-Reducing Anisotropic Diffusion features, while of course being generally applicable to any spatially varying isotropic diffusion.

6.3.2 Implementation of the proposed ultrasound image decomposition algorithm

The proposed image decomposition scheme for ultrasound images, presented in Section 5.1, aims to improve the extraction of image features by first decomposing the ultrasound image into a speckle texture component and a piecewise-smooth speckle-free component.
This is accomplished using the framework of maximum-a-posteriori statistical estimation, resulting in an energy functional \((5.10)\). The solution to this optimization problem of two variables is obtained by alternating between optimizing convex sub-functionals,

\[
E_v(v_l | u_l) = \|v_l + (g_l - u_l)\|^2_2 + \lambda_2 \sum_{x \in \Omega} (\exp 2v_l(x) - 2v_l(x)), \quad (6.34)
\]

\[
E_u(u_l | v_l) = \|u_l + (g_l - v_l)\|^2_2 + \lambda_1 \|u_l\|_{TV}, \quad (6.35)
\]

instead of devising procedures for minimizing \((5.10)\) directly. The solution is found by alternating steps of minimizing \((6.34)\) and \((6.35)\) while holding constant the intermediate estimates \(u_l\) and \(v_l\), respectively. Figure 6.5, a pictorial overview of the proposed algorithm, shows these two stages in succession. The procedure terminates when the relative change in both components becomes negligible.

Before elaborating on the algorithms for solving these subproblems, initialization must be discussed. The convergence of this iterative algorithm can be greatly sped up by using a good initial estimate for \(u_l\) and \(v_l\). Consequently, the initial value of \(u_l\) is defined as the minimizer of the previously discussed total variation (TV) denoising model\([49]\),

\[
u_l^{(0)} = \arg \min_{u_l} \|u_l\|_{TV} + \lambda \|g_l - u_l\|^2_2, \quad (6.36)
\]

where \(\lambda\) is a scale parameter. The TV denoising algorithm has a number of efficient implementations (see for example [8], which was used in this work). The initial value of \(v_l\) is simply given by the difference between this result and the observed image \((v_l^{(0)} = g_l - u_l^{(0)})\). These two steps are indicated in the diagram in Figure 6.5.

**Optimization of** \(E_u(u_l | v_l)\)

The functional \(E_u(u_l | v_l)\) in \((6.35)\) describes another instance of the TV denoising problem, which can be solved in the variational framework with the use of the first variation of \(E_u\).
given by
\[
\frac{\delta E_v(u_l | v_l)}{\delta u_l} = ((u + v) - g) - \lambda_1 \text{div} \left( \frac{\nabla u_l}{\|\nabla u_l\|} \right).
\] (6.37)

The gradient descent algorithm can now be used to iteratively find the solution via
\[
\frac{\partial u_l}{\partial t} = -\frac{\delta E_v(u_l | v_l)}{\delta u_l} = \lambda_1 \text{div} \left( \frac{\nabla u_l}{\|\nabla u_l\|} \right) + (g_l - (u_l + v_l)),
\] (6.38)

where \( t \) is the artificial parameter of time, with \( t = 0 \) as its initial value. This problem is discretized in the same manner as other diffusion-based filtering problems, via either the explicit or the semi-implicit scheme.

**Optimization of** \( E_v(v_l | u_l) \)

To examine the method of minimizing (6.34), it is important to note that this functional is convex and two times differentiable in \( v_l \), whether the latter is defined over a continuous or discrete spatial domain. Consequently, the first derivative of this function with respect to \( v_l \) is given by
\[
\nabla_v E = (u_l + v_l - g_l) - \lambda_2 [2 \exp(2v_l) - 2],
\] (6.39)

and the Hessian matrix of second-order derivatives is
\[
\nabla_v^2 E = I + 4\lambda_2 \text{diag}(\exp(2v_l)).
\] (6.40)

The Hessian in (6.40) is diagonal, and thus its inversion amounts to point-wise division of the gradient by the diagonal of the Hessian. Because of this fact, \( E_v(v_l | u_l) \) is minimized by the Newton method. At the \((k + 1)\)th iteration, \( v_l \) is updated according to
\[
v_l^{(k+1)} = v_l^{(k)} + \beta p^{(k)}, \quad p^{(k)} = -(\nabla_v^2 E)^{-1} \cdot \nabla_v E,
\] (6.41)

where \( \beta \) is a step size found by line search along the Newton direction \( p^{(k)} \). The sequence of updates in (6.41) is continued until convergence.

### 6.3.3 Outlier suppression

As discussed in Section 2.2.2, an important post-processing step in ultrasound imaging is the compression of the dynamic range in order to make the observed image more suitable for both displaying it on the monitor and quantitatively processing it. This procedure can
be applied both in hardware on the analog signal and in software on its discretized and stored version.

Although the logarithm function compresses the dynamic range of the signal, in the vicinity of zero its behaviour asymptotically approaches infinity, as can be seen in Figure 5.5. As a result, the log-compressed image is contaminated with outliers in locations where the original signal’s value was close to zero. The log-speckle which contaminates the ultrasound image is a Fisher-Tippett random variable (see Section 2.3.1), whose example realization, shown in Figure 2.7, illustrates these outliers. They increase the dynamic range of the signal, and thus negatively influence the discernibility of the imaged tissue for both quantitative and qualitative analysis.

A useful additional image feature can be obtained if these outliers are removed. Their suppression is performed using the technique of robust outlier shrinkage, which is illustrated in Figure 6.6. The outliers can be isolated by subtracting from the original image (Figure 6.6-a) its median-filtered version (Figure 6.6-b). This residual (Figure 6.6-c) contains the spiky noise, from which the outliers are isolated by soft thresholding (Figure 6.6-d). The threshold may be data-driven (e.g., a function of an outlier-resistant estimate of the noise variance), such as the median absolute deviation (MAD) defined in (4.5). The resultant spikes are subtracted from the original image, which now contains the original signal together with the noise, save for the outliers (Figure 6.6-e). Crucially, the outlier shrinkage procedure alters the distribution of the noise, making it more akin to Gaussian by rejecting the left tail of the Fisher-Tippett distribution.

\[ \text{(a)} \quad \text{(b)} \quad \text{(c)} \quad \text{(d)} \quad \text{(e)} \]

Figure 6.6: Illustration of outlier shrinkage. (a) The original signal contaminated with spiky noise; (b) Its median-filtered version; (c) The residual; (d) The residual after soft thresholding, indicating outliers; (e) Final result with outliers removed by subtraction.
6.3.4 Discretization of curvature

The evolution of the level set function heavily relies on accurate computation of the curvature of the level set function $\phi$, which requires the approximation of first- and second-order partial derivatives of $\phi$, as can be seen in (6.15). This approximation is done by means of various finite differencing schemes, such as central, forward and backward differences, which, if applied in the $x$ direction on an image $I$ are respectively denoted by

$$\frac{\partial I}{\partial x}(x) \approx 0.5(I[x+1, y, z] - I[x-1, y, z]) = \Delta_x^c I$$

(6.42)

$$\frac{\partial I}{\partial x}(x) \approx I[x+1, y, z] - I[x, y, z] = \Delta_x^+ I$$

$$\frac{\partial I}{\partial x}(x) \approx I[x, y, z] - I[x-1, y, z] = \Delta_x^- I.$$ 

Second order derivatives are approximated by successive application of (6.42), e.g. $I_{xx} = \Delta_x^-(\Delta_x^+ I)$. These approximations can be used in various combinations in computing a numerical approximation of curvature. For example, a straightforward scheme uses central differences for all first-order derivatives, and computes the second-order derivatives as $I_{xx} = (I_x^+)^*_x$. By examining (6.42) it becomes clear that the numerical support of the curvature approximation in this case will be restricted to the immediate neighbours of the pixels. Another option is to use a more involved scheme, such as the one presented in [49], and in two dimensions given by

$$\kappa_{ROF}(\phi) = \Delta_x^-(\frac{\Delta_x^+ \phi}{\sqrt{(\Delta_x^+ \phi)^2 + (m(\Delta_x^+ \phi, \Delta_x^- \phi))^2}}) + \Delta_y^-(\frac{\Delta_y^+ \phi}{\sqrt{(\Delta_y^+ \phi)^2 + (m(\Delta_y^+ \phi, \Delta_y^- \phi))^2}}),$$

$$m(a, b) = \left(\frac{\text{sign} a + \text{sign} b}{2}\right) \cdot \min(|a|, |b|).$$

(6.43)

6.3.5 Curvature calculation for the convexity prior

The curvature discretization schemes described above all result in quantization artifacts when applied to $\phi$, especially around its zero level set. The first reason for this is the error introduced by the finite differences. Secondly, the level set function is initialized using a binary mask delineating the inside and outside regions. This introduces quantization effects of its own, rendering a smooth curve jagged and irregular. As a result, the computed curvature is noisy, which, despite its suitability for the level set gradient flow, makes it unsuitable for differentiating between convex and concave regions based on curvature sign, as Figure 6.3.5 shows. In column A, the sign of directly computed curvature frequently jitters around 0, in fact producing no clear differentiation between convexity and concavity.
In Columns B and C, the level set function $\phi$ has been pre-smoothed with a Gaussian filter of variance $\sigma_r^2$. As a result, the sign of curvature now clearly marks concave regions of the curve.

$\sigma_r = 0$  $\sigma_r = 1$  $\sigma_r = 2$

Figure 6.7: Regularization of curvature and quality of convexity detection. Top row: the curvature $\kappa$ of the level set function, with the zero level set highlighted. Bottom row: sign of curvature along the zero level set; $\kappa > 0$ in dark, $\kappa < 0$ in bright.
Chapter 7

Results

The results presented in this chapter are grouped into four sections. First, the process of selecting image features for use in the regional segmentation framework is explained. Next, the proposed ultrasound decomposition scheme is evaluated visually and quantitatively. The detection of image edges is then discussed by illustrating the key tradeoffs involved in their calculation. Finally, the segmentation approach is tested in its entirety on real 3D ultrasound data sets, with a detailed illustration of the various options on one of these images, and typical results for three others.

The analysis presented below involves three-dimensional images and various image features. However, for demonstration purposes, all figures of these 3D objects used in this chapter are two-dimensional slices.

7.1 Image features

Examples of image features are presented next, with an accompanying algorithm for selecting from them a small subset of features most useful for the purpose of region-based segmentation. Examples of components obtained from the proposed decomposition algorithm are shown, and the statistical discriminability of the piecewise-smooth component is compared to an equivalent total variation denoising result.

7.1.1 Feature selection

The selection of image features that best discriminate between the artery and background was performed using the concept of Bhattacharyya distance between empirical densities, defined in (3.10). Since the features are ultimately used by regional segmentation energies,
choosing the Bhattacharyya metric on the basis of this distance seems justified. It is more convenient to rewrite the metric as a Bhattacharyya similarity,

\[ B_{ij} = B(P_i(z), P_j(z)) = \int_{z \in \mathbb{R}^d} \sqrt{P_i(z)P_j(z)} \, dz. \] (7.1)

Figure 7.1 shows a representative sample of the image features discussed in Chapter 4, with the description of each feature in Table 7.1. This set of examples demonstrates a number of interesting properties mentioned previously:

- **D1** shows the smearing of edges that results from applying the Gaussian filter
- **A2** and **B2** show the result of local entropy with and without logarithm, demonstrating the invariance under the logarithmic transformation
- **C3** and **D3** demonstrate the effect of performing edge-enhancing anisotropic diffusion
- **A4**, **B4** and **C4** show the output of the bilateral filter with different degree of smoothing in the range dimension
- **D4** shows the output of the bilateral filter applied on an CEAD edge-enhanced image instead of the original image

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Original image</td>
<td>Logarithm</td>
<td>Logarithm with outlier suppression</td>
<td>Gaussian filter, ( \sigma = 2 )</td>
</tr>
<tr>
<td>2</td>
<td>Local entropy</td>
<td>Local log-entropy</td>
<td>Local variance</td>
<td>3x3 Median filter</td>
</tr>
<tr>
<td>3</td>
<td>Total variation, ( \lambda = 5 )</td>
<td>Total variation on logarithm image, ( \lambda = 5 )</td>
<td>CEAD, more smoothing</td>
<td>CEAD, less smoothing</td>
</tr>
<tr>
<td>4</td>
<td>Bilateral filter, ( \sigma_r ) small</td>
<td>Bilateral filter, ( \sigma_r ) medium</td>
<td>Bilateral filter, ( \sigma_r ) large</td>
<td>CEAD, followed by bilateral filter ( \sigma_r ) small</td>
</tr>
<tr>
<td>5</td>
<td>SRAD with log, 10 iterations</td>
<td>SRAD with log, 20 iterations</td>
<td>SRAD, 10 iterations</td>
<td>SRAD, 40 iterations</td>
</tr>
</tbody>
</table>

The feature selection procedure was performed based on manual delineations of a number of 2D slices extracted from multiple 3D carotid ultrasound volumes. Although using such manual delineations is imperfect due to incompleteness, this option is preferable to selecting features by qualitatively assessing the degree to which they discriminate between the artery and background. These delineations provide a measure of “ground truth” and
<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>![Image A1]</td>
<td>![Image B1]</td>
<td>![Image C1]</td>
<td>![Image D1]</td>
</tr>
<tr>
<td>3</td>
<td>![Image A3]</td>
<td>![Image B3]</td>
<td>![Image C3]</td>
<td>![Image D3]</td>
</tr>
</tbody>
</table>

Figure 7.1: Examples of ultrasound image features. See annotation in Table 7.1.
allow one to differentiate between empirical densities inside and outside the artery, \( P_A(z) \) and \( P_B(z) \), averaged across all 2D slices.

The search strategy for selecting the features is based on the backwards elimination\(^{31}\) approach. The procedure starts with all candidate features \( z = \{z_i\}_{i=1}^d \). At each iteration, a pair of features that are most similar to each other via the Bhattacharyya metric in \((7.1)\) are chosen, defined by the combined similarity

\[
S_{ij} = S(z_i, z_j) = B(P_A(z_i), P_A(z_j)) + B(P_B(z_i), P_B(z_j)).
\]

One of these two features \( z_i \) and \( z_j \) is redundant, so it is removed. The feature that ends up removed from \( z \) is the one that has the smaller artery-background similarity \( B(P_A(z_k), P_B(z_k)) \). The algorithm proceeds until the number of features has reached the desired number, in this case 3. The search algorithm is shown below:

```plaintext
z ← feature-extraction(I)
while size(z) > 3 do
  \{z_1, z_2\} = arg max_{z_i, z_j \in z} S(z_i, z_j)
  if \( B(P_A(z_2), P_B(z_2)) > B(P_A(z_1), P_B(z_1)) \) then
    z ← z\ \{z_2\}
  else
    z ← z\ \{z_1\}
  end if
end while
```

As a result of this procedure, the three most “dissimilar” features are selected; their empirical densities inside and outside the artery are shown in Subplots B,C and D of Figure 7.2 along with the densities obtained using the original image shown in Subplot A for comparison. It can be visually confirmed that the densities \( P_A \) and \( P_B \) are more dissimilar in the three selected features than in the original intensity image.

The remainder of this chapter uses Bilateral filter with CEAD, Local log-entropy and log-compression with suppressed outliers as the three features with which to segment the carotid artery. Although using more features may ostensibly improve the accuracy of segmentation, the computational burden increases accordingly, with three being an acceptable tradeoff. Although the algorithm did not select the proposed ultrasound decomposition features, discussed in the next section, they were the last to be eliminated.

### 7.1.2 Ultrasound decomposition

The proposed ultrasound decomposition framework, designed to produce piecewise continuous and speckle components (resp. \( u \) and \( v \)), is illustrated using two ultrasound images.
Figure 7.2: Empirical densities $P_A$ (dark solid line) and $P_B$ (light dotted line). A: Original image $I$; B: Bilateral filter with CEAD; C: Local log-entropy; D: log-compression with suppressed outliers.

First, Figure 7.3, analysing the decomposition of an image of the thyroid gland, shows the initial components (Subplots E & F), as well as the final result (Subplots G & H). Since, as discussed in Section 6.3.2, the component $u$ is found through the use of TV denoising, it is instructive to compare the final decomposition result (Subplots G & H) with a similar result of standalone TV denoising (Subplots C & D). The thyroid gland, which appears as the dark object occupying most of the right half of the image, is more homogenous in the $u$ component in Subplot G than it is in the TV denoising result in Subplot C. The surrounding tissue is similarly more homogenous in the decomposition result.

The same analysis is performed on a two-dimensional cross-section slice of the 3D carotid ultrasound volume, shown in Figure 7.4. As in the case of thyroid, the piecewise-smooth component $u$ in Subplot G exhibits more homogeneity both inside and outside the artery, whose convex cross-section is seen in the centre of the image.

In both figures, note the effect of performing the decomposition using regularization terms for both the smooth and the speckle components. Subplots E and F show the initial components, obtained through TV denoising as discussed in Section 6.3.2. The weight of the TV term, $\lambda_1$, is unchanged. Thus, the differences between Subplots E and G (as well as between F and H) show the effect of adding the speckle component to the energy functional. While TV denoising by itself succeeds in removing most speckle, the decomposition technique results in an image which is more regularized while maintaining sharp edges.

In order to quantitatively confirm the latter observation, empirical densities inside and outside the artery were compared, using the same manual delineation technique as in the preceding section. The results are shown in Figure 7.5 and confirm the observation: the Bhattacharyya similarity measure is smaller for the decomposition result than for standalone TV denoising result.

---

2Note that these empirical densities (Figure 7.5) are obtained only from Subplots 7.4C and 7.4G, not
Figure 7.3: Decomposition of a thyroid ultrasound image. (A) The original envelope image; (B) Log-compressed image; (C,D) TV denoising result and residual, $\lambda = 2.8$; (E,F) Initialization of the decomposition algorithm (TV denoising, $\lambda = 1$); (G,H) The final decomposition result, $\lambda_1 = 1$, $\lambda_2 = 0.2$.

In conclusion, the demonstration of the proposed ultrasound decomposition algorithm shows that the resulting components have the intended properties, and thus can be considered alongside previously devised features in the feature selection procedure. Moreover, the improved tissue selectivity of the piecewise smooth component can be seen visually and confirmed by the reduction in the Bhattacharyya similarity measure, when contrasted with a comparable TV denoising result.

7.2 Edge detection

As described in Section 3.2.3, the geodesic length energy encourages the segmentation boundary to overlap as much as possible with the edges present in the image. Many ways of defining the edge indicator function $g(I)$ have been proposed. Conceptually, this function performs the same role as the scalar diffusivity function for non-linear diffusion from multiple slices of several volumes as in Section 7.1.1. This allows direct comparison between Figures 7.4 and 7.5.
Figure 7.4: Decomposition of a carotid ultrasound image. (A) The original envelope image; (B) Log-compressed image; (C,D) TV denoising result and residual, $\lambda = 0.67$; (E,F) Initialization of the decomposition algorithm (TV denoising, $\lambda = 0.4$); (G,H) The final decomposition result, $\lambda_1 = 0.4$, $\lambda_2 = 0.5$.

Figure 7.5: Empirical densities $P_A$ (dark solid line) and $P_B$ (light dotted line) and their Bhattacharyya similarity values. (A) Original image $I$; (B) TV denoising result depicted in Figure 7.4C; (C) final decomposition result depicted in Figure 7.4G.

filtering, discussed in Section 4.2.1, in the cases when the desired output of the filter is a smoothed image with preserved edges. For example, one can define $g(\cdot)$ as

$$g(Y) = \frac{1}{1 + \alpha Y^\beta},$$

(7.3)

where parameters $\alpha$ and $\beta$ control the smoothness of the resulting edges and can be set to 0.1 and 2 respectively if the input $Y$ is normalized. However, computing edge-detector
functions directly on the image produces noisy results, as evidenced by Subplot B of Figures 7.6 and 7.7. The calculation of edges used in this work proceeds by first pre-processing the image to make it piecewise smooth and emphasize strong edges, and then applying (7.3) on the result. In Figure 7.6 and 7.7 this is shown for respectively the bilateral filter on its own (Subplot C) and in combination with CEAD (Subplot D). The resulting edge indicator is a lot less noisy, especially inside the artery. Since the segmentation contour is initialized inside the artery and expands outwards, this is a desirable property. Ideally, the first strong edge that the contour encounters as it expands corresponds to the arterial wall. If significant plaque is present, this may not be the case, and this region may be misclassified as background. In this case, the outcome of segmentation depends strongly on initialization: initializing the contour to overlap with both the lumen and plaque improves the resulting delineation.

![Figure 7.6: Extraction of edges from pre-processed carotid ultrasound volumes (example 1). (A) The original 2D cross-section; (B) Application of (7.3) on the original image; (C) Application of (7.3) on the output of a bilateral filter; (D) Application of (7.3) on the output of a bilateral filter followed by CEAD.](image)

Although the results shown in this section and used in the overall segmentation algorithm employ the bilateral filter, any other edge-preserving filter may be used instead, including the proposed ultrasound decomposition approach. Regardless of the method used, this pre-processing step is intended to preserve strong edges and remove weak ones. Applying such a filter before extracting edges results in better segmentation performance.
7.3 Segmentation of carotid ultrasound images

The proposed segmentation algorithm was tested on a set of clinical 3D carotid ultrasound images. Manual delineations of these images by medical experts were also available, but restricted to the bifurcation area, both due to the fact that it is the most important part of the image from a clinical standpoint, and because of the laborious nature of this delineation process. In total, about ten two-dimensional delineations were performed in each volume. The proposed algorithm is compared to these delineations both visually and in terms of quantitative measures.

The manual delineations were stored in a form of a collection of $N$ points $\mathcal{M} = \{x^i \in \mathbb{R}^3\}_{i=1}^N$, with each of these points lying on the outer boundary of the carotid artery. In order to quantitatively assess the correspondence between the automatic segmentation boundary and these points, their distances to the segmentation result were used. Since the signed distance function $\phi$ already embeds this information, computing these distances amounts to simply evaluating $\phi$ at every point in $\mathcal{M}$. In this work, the degree to which the automatically obtained segmentation boundary deviates from $\mathcal{M}$ was quantified by three
measures. First, one can simply add the signed distances:

\[ MD(\phi) = \sum_{y \in M} \phi(y), \]  

which will indicate how biased the zero level set of \( \phi \) is. Using the definition of \( \phi \) in 6.4, a positive value of “mean deviation” \( MD(\phi) \) means that the zero level set of \( \phi \) under-segments the artery, and conversely negative \( MD(\phi) \) implies over-segmentation. Another useful measure of error is a “mean absolute deviation” defined as the sum of the absolute distances,

\[ MAD(\phi) = \sum_{y \in M} |\phi(y)|, \]  

which will be a measure of overall correspondence between \( M \) and \( \phi \). Finally, it is useful to look at the “maximum absolute deviation”,

\[ MaxAD(\phi) = \max_{y \in M} |\phi(y)|. \]  

In this thesis, a variety of possible segmentation approaches have been proposed. In particular, a multitude of image features were presented, and several were selected due to their usefulness in discerning the region of interest from the background. Thus, in the experimental part of the thesis, significance of proper feature selection is demonstrated by comparing the segmentation result with one which is obtained using the original image intensity only. Additionally, the importance of incorporating prior information for carotid segmentation has been advocated. Accordingly, in the experiments presented in this work, the effectiveness of the proposed weak convexity priors is demonstrated.

In order to establish the importance of proper feature selection, a comparison of the quality of segmentation was made using a set of three features found using the method of Section 7.1.1 versus using the image intensity by itself. The comparison is presented in Figure 7.8. In order to aid the visual assessment of the segmentation contour’s accuracy, the original ultrasound images of five different cross-sections are shown in the leftmost subplot of each row. Rows 1 and 2 also show the manual delineation of that particular 2D slice in the middle subplot. The rightmost subplots show the automatic segmentation results. Using the three previously selected features results in more accurate results than using only intensity. The intensity-only result has a worse correspondence with the visual extent of the artery in Row 3. In Row 2, it can be seen that the bifurcation occurs in a different location. Finally, looking at the Row 1, it can be seen that intensity-based result under-segments the artery. This can be confirmed by examining the median-deviation (MD) values in Table 7.2 for volume V1. The visual and quantitative comparison provides justification for extracting and employing the three features in the region-based energy embedded in the segmentation algorithm.
Figure 7.8: The effect of using multiple features from Sec. 7.1.1 on segmentation quality.

The comparison of the algorithm’s performance with and without the weak convexity prior energy is shown in Figure 7.9. Rows 1 and 2 show both the manual delineation (middle column) and the automatic segmentation contour with and without the convexity prior energy (rightmost column). Imposing convexity regularization succeeds in fixing some non-convex artifacts in the segmentation boundary. In Row 2, it can be seen that the manual delineation indicates the presence of two arteries, while the automatic segmentation results in a single contour. However, if one examines the original image it can be seen that the arteries are starting to bifurcate but have not separated completely in this location. In
In this case, one of the concavities is anatomically correct, but smoothed over by the convexity prior. However, as Row 3 shows, when the two branches of the common carotid artery have clearly separated, they are correctly shown as two separate objects. Moreover, the use of convexity prior in this case results in a more visually accurate segmentation or the right branch of the artery (unfortunately no manual segmentation is available for that portion of the volume). Row 4 shows that in those locations where tissue boundaries are strong and smooth, segmentation results with and without the convexity prior match closely.

Figure 7.9: The effect of using the weak convexity prior on segmentation quality.

Figure 7.10 shows a rendering of the 3D surface identified as the carotid artery inside a carotid ultrasound volume. It can thus be visually confirmed that the proposed 3D segmentation algorithm converges to an anatomically plausible configuration.
Figure 7.10: Three-dimensional rendering of a typical segmentation boundary.

Table 7.2: Correspondence of manual and automatic segmentation, volume V1

<table>
<thead>
<tr>
<th></th>
<th>Full</th>
<th>No Prior</th>
<th>Intensity Only</th>
</tr>
</thead>
<tbody>
<tr>
<td>MD</td>
<td>0.22</td>
<td>0.09</td>
<td>0.96</td>
</tr>
<tr>
<td>MAD</td>
<td>2.41</td>
<td>2.52</td>
<td>2.47</td>
</tr>
<tr>
<td>MaxAD</td>
<td>12.5</td>
<td>12.8</td>
<td>13.5</td>
</tr>
</tbody>
</table>

Segmentation results using the above configuration for two different carotid ultrasound images are shown in Figures 7.11 and 7.12. These two images show the progression of atherosclerosis in the carotid artery of the same patient over time. The classification of pixels is generally visually good. The most notable problem with these results is the failure to identify two separate branches. Aside from that, the outer boundary of the artery is identified quite closely. In Table 7.3, the error measures for these segmentation results are shown under rows V2 and V3; they are consistent with each other, and with the first examined volume.

In conclusion, automatic segmentation results are presented in this section, which indicate the viability of the chosen approach in labelling regions of interest in carotid ultrasound images in an automated way. These results bear close correspondence with manual delineations done by clinical experts, both visually and in terms of shape mismatch error.
Table 7.3: Correspondence of manual and automatic segmentation, volumes V2 and V3.

<table>
<thead>
<tr>
<th>Volume</th>
<th>MD</th>
<th>MAD</th>
<th>MaxAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>V2</td>
<td>0.2</td>
<td>2.37</td>
<td>14.8</td>
</tr>
<tr>
<td>V3</td>
<td>-0.15</td>
<td>2.39</td>
<td>10.2</td>
</tr>
</tbody>
</table>

measures. Some problems exist with the automatically obtained segmentation boundaries, such as a tendency to incorrectly identify the two branch arteries as a single object when the differentiation between them is difficult to determine due to their proximity or image artifacts such as shadowing and obscure boundaries. Despite such shortcomings, the results are promising and demonstrate the viability of the chosen approach in labelling regions of interest in carotid ultrasound images in an automated way.
Figure 7.11: 2D cross-sections of a segmentation result, carotid volume 2.
Figure 7.12: 2D cross-sections of a segmentation result, carotid volume 3.
Chapter 8

Conclusions and future work

In this work, a theoretically and numerically sound framework for segmentation of 3D carotid ultrasound images was presented and evaluated. The goal of this work is to extract from the image two regions of interest, the artery lumen and the atherosclerotic plaque, particularly around the bifurcation region susceptible to this disease. The developed algorithm is intended to track the approximate location of the outer wall of the carotid artery, separating both the lumen and plaque from the background. Subsequent measurements of the extent and morphology of the plaque can be used for diagnostic purposes, as well as in drug trials.

Different sources of information are combined in an active contours energy minimization framework. The segmentation boundary is encouraged to overlap as much as possible with the image edges via a geodesic length energy, and using an edge detector which indicates strong interfaces within the image while filtering out noisy edges. Furthermore, the statistical dissimilarity between the region of interest and its background is exploited using two alternative energy terms, differing in modelling assumptions about the nature of the underlying pdf’s. This analysis of regional statistics is performed on a number of features derived from the original intensity image.

One of the contributions of this work is a novel set of image features, obtained by performing a decomposition of the ultrasound image into a piecewise continuous component representing the underlying tissue and a texture component containing the speckle pattern which is characteristic of ultrasonic imaging. The decomposition scheme is derived in a MAP statistical framework and efficiently solved using the alternating minimization technique, employing total variation denoising as one of its principal building blocks. The resulting features compare favourably to results of total variation denoising, both qualitatively and quantitatively.

In addition to information derived from the observed image, a-priori knowledge about the anatomical plausibility of carotid artery shapes is incorporated using a novel weak
shape prior which encourages the segmentation boundary to be as convex as possible. One of the chief advantages of using the latter energy is that it does not impose restrictive constraints on the segmentation process, acting as a flexible regularizer.

Although promising results are shown in Chapter 7, further work is necessary before this approach is suitable for clinical use. The analysis is performed on a limited number of examples, and thus it would be beneficial to determine the efficacy of the algorithm on more data sets. Furthermore, it is necessary to further segment the artery into the lumen and plaque regions and to compare that delineation with their manually obtained counterpart.

A critical stage of the proposed algorithm is initialization of the level set function. Although the procedure presented in Section 6.2.2 is intuitive, requires little manual input from the user and produced good results, other initializers may improve the performance. For example, instead of the cylindrical shape, the initial contour may be obtained by thresholding, region growing or another quick and simple segmentation algorithm, and then refined using the algorithm presented in this work.

One important limitation of the ultrasound decomposition technique presented in Section 5.1 is the assumption that the speckle noise present in the envelope ultrasound image is statistically independent. This assumption considerably simplifies the decomposition algorithm and makes it computationally viable. However, considerable correlation exists between neighbouring pixels in ultrasound images [36]. One way to account for this discrepancy is to de-correlate the ultrasound image prior to decomposition. However, this requires access to the original RF signal, which was not available for this study. This data can, however, be readily acquired from an ultrasound scanner and the noise present in it de-correlated, using for example the method outlined in [36].

In conclusion, despite many improvements which can be devised to the proposed algorithm, it represents a promising and viable approach for the segmentation of 3D carotid ultrasound volumes. The performance varies from one data set to another, due to considerable variability in the scale, resolution and discernibility of the acquired data. Given the quality of the available data, however, the successful segmentation results bear strong visual and quantitative correspondence to the location of the carotid artery’s outer wall.
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