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Abstract

Historically, VLSI designers have focused on increasing the speed and reducing the area of digital systems. However, the evolution of portable systems and advanced Deep Sub-Micron (DSM) fabrication technologies, has brought power dissipation as another critical design factor. Low-power design reduces cooling cost and increases reliability especially for high-density systems. Moreover, it reduces the weight and size of portable devices. Yet, high-performance is still the main criterion for most digital systems, which may not be sacrificed to achieve lower power dissipation. This thesis presents new low-power high-performance digital VLSI design methodologies for process, circuit, and algorithm level design.

On the process level, future challenges in device scaling such as short channel effects, subthreshold leakage currents, and hot carrier effects are discussed. The influence of technology scaling on the performance, power, and area of different CMOS logic styles is then analyzed and simulated. This study covers five logic families; namely, CMOS, CPL, Domino, DCVS and CML. The scalability of each logic style and its potential in future technology generations are explored.

On the circuit level, a new logic family for low-power high-performance applications is presented. This logic family combines the speed, low supply voltage, and noise immunity of CML circuits with the low standby current and design simplicity of dynamic circuits. The new logic style reduces the power by 7% and the delay by 73% compared to conventional CMOS logic. A 16-bit CLA adder is designed, simulated, fabricated, and tested using 0.6µm CMOS technology. Test results have confirmed the functionality of the new logic family at various supply voltages.
Also, a new Domino logic style, called High-Speed Domino (HS-Domino), has been developed. HS-Domino resolves the trade-off between noise margin and speed associated with the conventional Domino logic. Simulation results show that HS-Domino circuits are superior to conventional Domino ones in terms of power, speed, and tolerance to the leakage currents in DSM technologies.

This study also presents new Multiple Threshold CMOS (MTCMOS) scheme for dynamic circuits. This scheme is applied to Domino and DDCVS logic styles. The new implementations reduce the leakage power by orders of magnitude keeping the noise margin intact, and maintain the high performance and low dynamic power of low $V_T$ circuits. Unlike other MTCMOS Domino logic implementations, the new scheme does not require additional hardware.

At the algorithm level, a new algorithm for high radix division is presented. The algorithm uses a look-up table to estimate the quotient digit at each iteration. The look-up table is optimized to reduce power dissipation and delay of the divider. Simulation results show that the new algorithm reduces the power dissipation by 22% and 12% for radix 8 and radix 16 division, respectively, compared to other division algorithms. The algorithm also increases the speed by a factor of 13% and 10%, for radix 8 and radix 16 division, respectively.
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Chapter 1

Introduction

Since the invention of the first Integrated Circuit (IC) three decades ago, designers have been looking for methods to speed up digital circuits and to reduce the area of their designs. Recently, advances in VLSI fabrication technology have made it possible to put a complete System On a Chip (SOC) which facilitates the development of Personal Digital Assistants (PDA's), cellular phones, labtops, hand-held computers, and mobile multimedia systems. The evolution of these applications profiles power dissipation as a critical parameter in digital VLSI design.

Power dissipation is defined as the rate of energy delivered from the source to the system/device. In battery operated systems, the amount of energy stored within the battery is limited. Therefore, power dissipation is important for portable systems, as it defines the average lifetime of the battery. Unfortunately, battery technology is not expected to improve the battery storage capacity by more than 30% every five years [1]. This is not sufficient to handle the increasing power requirements of portable systems. Low-power devices are expected to have smaller battery size, less
weight, and longer battery lifetime.

Power dissipation is also crucial for Deep Sub Micron (DSM) technologies. Advances in CMOS fabrication technology double the number of transistors per chip every two years and double the operating frequency every three years. Consequently, the power dissipation per unit area grows, increasing the chip temperature. This excessive temperature reduces the reliability and lifetime of the circuit. Hence, large cooling devices and expensive packaging are required to dissipate the extra heat. Also, systems with high power dissipation require a special Printed Circuit Board (PCB) technology to deliver large currents from the power supply to the various devices in the system. For example, a Pentium III® processor requires a 18A power supply [2], which cannot be handled by a conventional PCB process. Therefore, the price and area of the digital system increase and the transistor density decreases obliterating the advantages of smaller transistor sizes [3]. Furthermore, large current densities cause serious problems. Electromigration caused by large currents flowing through narrow wires, may produce gaps or bridges in the power rails of the chip with a subsequent permanent damage to the system.

Another reason for low-power design arises from modern automated offices. In 1993, the American Council for Energy Efficient Economy reported that office equipment accounted for 5% of the total commercial energy consumed and it should be 10% by the year 2000 [4]. The generation of this energy costs two billion dollars annually and generates pollution equivalent to five million cars. This problem resulted in the development of the “Green Computers” concept to reduce the

---

1Pentium and Pentium III are trademarks of Intel Corporation
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amount of energy consumed by office equipment.

Though power dissipation is important for portable devices, performance (speed) continues to be the main target for digital designers. Consumers expect higher speed, more functionality, and higher levels of integration, from their cellular phones and hand-holds. To emphasis the importance of speed, researchers use Energy Delay Product (EDP) as an evaluation figure for digital systems. Consequently, reducing power dissipation should not come at the expense of performance. In the mean time, increasing performance while keeping power dissipation constant is also considered to be a low-power design problem.

The objective of this dissertation is to develop new design methodologies to reduce power and enhance performance simultaneously. The thesis covers low-power design on different design stages, beginning from the process level up to the algorithm level. On the process level, the impact of CMOS technology scaling on power, delay, and area of various logic styles is presented along with predictions for future scalability of each logic style. On the circuit level, two new circuit techniques to enhance performance and reduce power dissipation are presented. On the algorithm level, a low-power algorithm for high radix division is proposed.

This thesis is organized as follows:

Chapter 2 presents the various power dissipation mechanisms in CMOS digital circuits. The second half of the chapter introduces a review of present low-power design methodologies on various design stages, beginning with the process level up to the system level. For each low-power design approach, the impact on speed and area is analyzed. This chapter serves as a background and motivates the need for
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the work presented in later chapters.

Chapter 3 analyzes the impact of technology scaling on CMOS logic styles. The first part of this chapter reviews the historical trends and limitations in CMOS technology scaling. The different phenomena associated with smaller transistor sizes are also explored. The second half of the chapter presents five of the most famous logic styles; namely, CMOS, CPL, Domino, DCVS and MCML. The effect of technology scaling on the performance, power, and area of the five logic styles is then presented along with predictions for future trends. To verify the qualitative analysis, simulation results for large number of gates and circuits are discussed. In those simulations, each logic family is implemented in four different fabrication technologies (0.8, 0.6, 0.35, 0.25 μm CMOS technologies). The results are then analyzed and compared.

In Chapter 4, a new logic style for high-speed low-voltage and low-power design is given. The logic style, called Dynamic Current Mode Logic (DyCML), uses reduced voltage swing logic to reduce dynamic power and delay. DyCML employs dynamic logic design to cancel the static power dissipation of CML circuits. The chapter begins with an explanation of reduced voltage swing design concepts and CML logic circuits. Then, the new circuit architecture and the theory of operation is introduced. A 16-bit DyCML CLA adder is fabricated using 0.6μm CMOS technology. Both simulation and testing results are given to confirm the advantages of the new logic family over existing ones.

Chapter 5 presents new high speed dynamic logic styles for CMOS and MTCMOS technologies. The first part of this chapter introduces a new dynamic logic
style, called High Speed Domino (HS-Domino). HS-Domino resolves the trade-off between performance and noise margins in Domino circuits. It eliminates the contention currents during evaluation, which leads to faster transitions and less power dissipation. Simulation results for the new logic style are compared with the conventional Domino style. The second half of this chapter presents new MTCMOS implementation for Domino and DCVS logic styles. The new implementations reduce the leakage power by orders of magnitude keeping the noise margin intact. Simulation results and comparisons with other MTCMOS dynamic circuits are given.

Chapter 6 profiles a new high radix division algorithm for floating point operations. The algorithm utilizes redundancy in the quotient digit to reduce the size of the look-up table. The convergence of the algorithm is studied and proven. Implementation details and simulation results are also given.

Chapter 7 concludes this work with a summary and list of contributions.
Chapter 2

Low-Power Digital CMOS Design

The purpose of this study is to develop new design strategies to reduce power and delay simultaneously on various levels of abstraction. To achieve that objective, an understanding of the power dissipation mechanisms in digital CMOS circuits is critical.

The first part of this chapter presents different kinds of power dissipation in CMOS logic circuits. The rest of the chapter reviews some low-power design techniques on different design stages.

2.1 Power Dissipation in CMOS Digital Circuits

Power dissipation in CMOS digital circuits is categorized into two types: peak power and average power. Peak power affects both circuit lifetime and performance. Excessive instantaneous current drawn from the power supply results in a voltage drop over the supply rails \( (G_{ND}, V_{dd}) \). This large current causes a large power dissipa-
tion inside the supply wires because of their impedance. Consequently, this large power consumption causes overheating of the device which reduces the reliability and lifetime of the circuit. Also, a voltage drop along the supply lines hinders the performance of the circuit and causes erroneous digital outputs and digital glitches.

Average power dissipation is significant for calculating the battery weight and lifetime. Average power is categorized into: dynamic power and static power dissipation. Dynamic power is the component proportional to the operating frequency of the circuit or the frequency of node switching. Static power is independent of the operating frequency and is constant most of the time. Dynamic power is important during normal operation especially at high operating frequencies. On the other hand, static power is more important during standby especially for battery powered devices.

2.2 Dynamic Power Dissipation

Dynamic power consists of three components: switching power, short circuit power and glitching power. The value of each of these components is a function of the logic style used and the topology of the circuit. These components are discussed in detail in this section.

2.2.1 Switching Power Dissipation

Switching power is defined as the power consumed by the logic gate to charge the output load from the low voltage level "0" to the high voltage output "1". In a well designed digital circuit, the switching power is the dominant component in power
2.2. DYNAMIC POWER DISSIPATION

dissipation. Usually, it is independent of the logic function of the circuit. Switching power is expressed as:

\[ P_{\text{switching}} = F_{\text{switching}} V_{dd}^2 C_L \]  

(2.1)

where \( F_{\text{switching}} \) is the switching frequency, \( V_{dd} \) is the supply voltage and \( C_L \) is the net load capacitance. The net loading capacitance \( C_L \) consists of: the gate capacitance of subsequent gate(s) input(s) connected to the inverter's output, interconnect capacitance, and the diffusion capacitance of the drains of the inverter transistors. Test chips have shown that the total capacitance is split almost equally between these three types. As the minimum gate length scales down, though, interconnect capacitance becomes dominant. Figure 2.1 shows the basic capacitive elements of a CMOS inverter.

Figure 2.1: Sources of load capacitance in a CMOS inverter

Equation 2.1 indicates that the supply voltage is the dominant factor in the switching power dissipation. Thus, reducing the supply voltage is the most effective techniques to reduce the power dissipation. This equation is valid only for logic
families with rail to rail output swing. Some logic families, like CPL have a reduced voltage swing like CPL (complementary Pass Logic). In these cases, the switching power may be expressed as follows:

$$ P_{\text{switching}} = F_{\text{switching}} \cdot V_{dd} \cdot V_{\text{swing}} \cdot C_L $$ (2.2)

where $V_{\text{swing}}$ is the logic swing of the digital output.

The switching frequency is defined as follows:

$$ F_{\text{switching}} = F_{\text{Operating}} \cdot \alpha $$ (2.3)

where $\alpha$ is the switching activity factor of the gate. This factor determines the probability of the gate having "0" → "1" transition at the output\(^1\) [5]. The switching activity is a function of several factors including: the logic function, the logic style, the circuit topology, and the sequencing of operations. For example, an XNOR gate has a higher transition probability than a NAND gate because the XNOR has 50% "1"'s and 50% "0"'s in its truth table whereas the NAND gate has only one "1". This is true for both circuits regardless of the number of inputs. Due to the need to precharge, dynamic circuits usually have higher switching activities compared to static circuits [6].

\(^1\)Assuming that the gate does not experience glitching
2.2.2 Short Circuit Power Dissipation

Short circuit power is the power passing from the supply to the ground during the transitions from logic "0" to logic "1" and from logic "1" to logic "0". Unlike the switching power, which is a function of the number of "0" → "1" transitions, the short circuit power is a function of the toggling frequency. Figure 2.2 illustrates the output voltage of a standard CMOS inverter with the short circuit current. During transitions, both the PMOS transistor and the NMOS transistor of the inverter are ON creating a short circuit path between $V_{dd}$ and $G_{ND}$.

![Graph showing output voltage and current vs input voltage](image)

Figure 2.2: Output of an inverter

The peak magnitude of the short circuit current is dependent on device size. However, the average value of the short circuit current is roughly independent of the
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device size for a fixed load capacitance. While the peak magnitude of the current increases, the rise/fall time decreases so that the average current is the same. If all devices are sized up so that the load capacitance scales up proportionally, then the rise/fall time remains constant, and the average current (and power) scales up linearly [7].

Short circuit power is either linearly or quadratically proportional to the supply voltage. This power component depends on the transistor channel length and whether or not the transistor is velocity saturated. Although the reduction of the supply voltage increases the duration of the current linearly due to the increased rise/fall times, the peak magnitude of the current is reduced linearly (velocity saturation). Therefore, the average current is approximately constant, and the average power is just a linear function of the supply voltage (P=IV). For larger devices that are not velocity saturated, the average current is linearly proportional to the supply voltage so that the average power is a quadratic function of the supply voltage.

The short circuit power is calculated as follows:

\[ P_{SC} = I_{SC} \cdot V_{dd} \]  \hspace{1cm} (2.4)

where \( I_{SC} \) is the average short circuit current. Short circuit power dissipation may be reduced to about 5 to 10% of the total power consumption of the logic circuit by proper sizing of the CMOS transistors to obtain equal rise and fall times [8].
2.2.3 Glitching Power Dissipation

Glitching power is the power dissipated in intermediate transitions during the evaluation of the logic function of the circuit. When the inputs to the logic gate are not synchronized, erroneous results occurs at the output node until all the inputs settle down to their final values [9]. These intermediate erroneous outputs lead to a power loss in charging and discharging the output load capacitance. It is difficult to calculate the glitching power because it is a function of the topology of the circuit, layout, delay, previous inputs, new inputs, and the gate type. Glitching power dissipation is expressed as follows:

\[ P_{\text{Glitch}} = V_{dd}^2 \cdot C_L \cdot F_{\text{Glitch}} \]  \hspace{1cm} (2.5)

where \( F_{\text{Glitch}} \) is the average frequency of glitches. Glitching power may consume up to 40% of the total power dissipation of the circuit, especially architectures with large logic depth.

To avoid such power loss, designers may use synchronous circuits in which all the outputs are either latched or gated to synchronize the inputs to the next stage. Dynamic circuits also avoid the problem of glitching power by synchronizing the output with the clock signal. Finally, a careful layout may reduce the skew among the input signals to each logic gate leading to lower glitching activity.
2.3 Static Power Dissipation

Static power is usually a small fraction of the total power dissipation. Unfortunately, as the threshold voltage $V_{th}$ decreases and the number of transistors per chip increases, the static power dissipation becomes more important. In digital circuits, there are three main sources of static power dissipation: diode leakage current of the transistor (in the OFF state), subthreshold current, and biasing current of some logic families.

2.3.1 Diode Leakage Current

Diode leakage occurs when a transistor is turned OFF, and another active transistor charges up/down the drain with respect to the former's bulk potential. In the case of an inverter with a high input voltage, the output voltage becomes "0" because the NMOS transistor is "ON". The PMOS transistor is turned OFF, but its drain to bulk voltage is equal to the supply voltage ($-V_{dd}$). The resulting diode leakage current is approximately

$$I_L = A_D J_S$$  \hspace{1cm} (2.6)

where $A_D$ is the area of the drain diffusion and $J_S$ is the leakage current density set by the technology. Since the diode reaches the maximum reverse bias current for a relatively small reverse bias potential, the leakage current is roughly independent of the supply voltage. The leakage current is proportional to the diffusion area and the perimeter of the drain. Therefore, it is preferred to minimize the diffusion
area and the perimeter in the layout. The leakage current density is exponentially proportional to temperature as well, so that $J_S$ increases dramatically at higher temperatures [10].

2.3.2 Subthreshold Leakage Current

Subthreshold leakage occurs under circumstances similar to the diode leakage current. In the inverter described above, the PMOS is turned OFF. Even for $V_{gs} = 0V$, there is still current flowing in the channel because $V_{ds}$ of the PMOS transistor $\approx -V_{dd}$. The $I_d$ vs. $V_{ds}$ characteristics has an exponential relation in the subthreshold region ($V_{gs} < |V_{th}|$). Figure 2.3 shows the subthreshold current magnitude at $V_{gs} = 0V$.

![Figure 2.3: Leakage current in a CMOS logic gate](image)

Figure 2.3: Leakage current in a CMOS logic gate
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The magnitude of the subthreshold current is a function of the process, device size, and supply voltage [11]. Also, the threshold voltage $V_{th}$ predominantly affects the value of the current, because reducing $V_{th}$ increases the subthreshold current exponentially. Moreover, the subthreshold current is proportional to the transistor size $W/L$, and it is an exponential function of the supply voltage. Thus, the current can be minimized by reducing transistors sizes, and by decreasing the supply voltage.

2.3.3 Biasing Current

Although one of the main advantages of CMOS circuits is the absence of static biasing currents, which exists in the older NMOS circuits, some CMOS logic circuits still exhibit biasing currents for special purposes. For example, MCML (MOS Current Mode Logic) \(^2\) circuits use biasing current to speed up the evaluation of the logic function by avoiding operation in the cut-off region [12]. Another example is pseudo-NMOS circuits, shown in Figure 2.4, which use this power to replace the whole PMOS block with only one PMOS transistor. This reduces the total number of transistors, hence capacitance which in turn lowers dynamic power dissipation. However, the sizes of the different transistors have to be calculated carefully to guarantee valid logic levels at the output node.

In other cases, where different $t_{ph}$ (high to low transition time) and $t_{plh}$ (low to high transition time) are required, pseudo-CMOS is used because of the simplicity of controlling the $t_{ph}$ through the size of the PMOS transistor [13].

\(^2\)Refer to chapter 3 for more details on CML circuits.
2.4 Low-Power CMOS Logic Design

VLSI designers have different options to reduce the power dissipation in the various design stages. For example, the supply voltage may be reduced through fabrication technology, circuit design or dynamically through the system level. Switched load capacitance may be reduced through technology scaling, efficient layout, circuit design, gate level optimization, and/or system level.

Over the last decade, researchers have developed many techniques to reduce power dissipation in CMOS circuits. The gain obtained from each of these techniques depends solely on the application. Some of these techniques may degrade the performance or increase the area to reduce power. Other techniques reduce power, delay and area simultaneously. The rest of this chapter will describe some of these techniques and detail the pros and cons of each of them. This review will cover low-power design techniques on the following design stages: the process (device), the packaging, the layout, the circuit, the gate, the algorithm, the behavioral, and the system levels. Some of the low-power design techniques related to the thesis
2.5. *LOW-POWER VLSI TECHNOLOGIES*

will be explained in more detail.

### 2.5 Low-Power VLSI Technologies

Many modifications may be applied to the process technology in order to reduce power dissipation. These modifications include reducing the threshold voltage, reducing minimum gate length, and increasing the number of metal layers. Power dissipation may also be reduced by using alternative fabrication technology other than the CMOS process.

This section reviews low-power CMOS technologies and presents some of the alternative fabrication technologies for low-power design.

#### 2.5.1 Threshold Voltage Reduction

Until recently, the $V_{th}$ in most CMOS processes has been set to a fairly high potential: 0.7V to 1.0V. For 5V circuit operation, this has little impact on circuit delay, which is inversely proportional to $(V_{dd} - V_{th})^2$. The main benefit of such a large threshold is that the subthreshold leakage is reduced exponentially. While the total leakage current of a chip is still well below the average supply current under operation, the reduced subthreshold current prolongs the duration of the stored charge in dynamic circuits, providing more robust operation (due to longer leakage times).

Thus, there has been less tendency to reduce the thresholds until recently, with the decrease of supply voltages to 3.3V, and the emphasis on low-power design.

The reduction of $V_{th}$ enables VLSI designers to lower the supply voltage. This maintains circuit speed and results in a power reduction. However, the limitation
of this technique is that at low thresholds, the subthreshold currents become significant, if not dominant, portion of the average current drawn from the supply. Previous work has shown the optimal $V_{th}$ to range from 0.3V down to below 0.1V depending on the conditions of the circuit operation [1], [14].

2.5.2 Technology Scaling

With every new process generation, all of the lateral and some of the vertical dimensions of the transistor are scaled down. This has an immediate impact on reducing power dissipation, as well as increasing circuit speed. The primary effect of process scaling is the reduction of all the capacitances, which provides a proportional decrease in power and circuit delays. Device sizes may be reduced to keep the delay constant over process scaling, which yields an even larger power reduction [15].

Both gate capacitance and interconnect capacitance may be expressed as $C = W.L(1/t_{ox})$. The width $W$, length $L$, and oxide thickness $t_{ox}$ all scale almost equally by a factor $s$, so that the total capacitance scales down by the same factor $s$. Diffusion capacitance is a more complex function of process scaling; however it is reduced by a factor between $s$ and $s^{3/2}$. For a constant supply voltage, both the power and circuit delays scale down approximately by the factor $s$. Thus, power reduction is accomplished with no alterations in the circuit design.

As mentioned earlier, not all the vertical dimensions scale down. In particular, the thickness of the interconnect metal is roughly the same across the processes, due to fundamental processing requirements [16]. This increases the fringing capacitance from the side of the metal to the substrate, and increases the capacitance be-
between adjacent interconnect segments. With these secondary effects considered, the overall capacitance scaling is somewhere below the factor \( s \), and is difficult to accurately characterize without using a three-dimensional simulation model. New technologies from IBM and Motorola use copper instead of aluminum for interconnects, because copper has better conductivity and scales down better than aluminum[17]. Technology scaling trends and their effect on logic circuits are examined in more detail in chapter 3.

### 2.5.3 Increasing Number of Metal Layers

Further power reduction may be achieved by using some features in today's more advanced processes; namely, an increased number of metal layers and a trend towards allowing stacked vias. If these are used wisely, not only can the power be reduced, but also the circuit area, and delay times. However, utilizing these advancements requires special circuit redesign methodologies.

In old fabrication technologies with two metal layer, polysilicon has been used extensively in intercell signal routing, as second-level metal has been reserved for intercell routing to allow the CAD tools to perform global routing. In present technologies with more metal layers, the second-level, and perhaps higher metal layers, can be used for intercell routing. Since the capacitance per unit area decreases with each higher metal level, using the higher metal layers helps reduce the interconnect capacitance, which already contributes around 30% to the overall capacitance. That percentage is expected to increase with future VLSI generations [16].
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Also, by allowing stacked vias, the areas of the different gates can be compressed. Moreover, this reduces both the intercell and global routing because the terminal connections will be closer. Consequently, most interconnect routes will be reduced in length. However, condensed routing increases the coupling capacitance between interconnects, and cancels part of the power savings previously achieved.

2.5.4 Alternative Technologies

If the current rate of scaling MOSFET's were to continue, devices with lengths of 1nm would be in use in the year 2040. A nano-meter of oxide consists of only a few layers of atoms which approaches fundamental limits.

Therefore, some new device structure will eventually replace the devices being used today. Predictions of when this will happen have consistently underestimated the ingenuity of fabrication engineers, and the conclusion is that the end of CMOS scaling is still too far away to accurately predict [18]. However, the limits which are driving current device scaling can give some insight into what new technology might eventually replace today's devices. The following technologies seek to address the limitations of CMOS MOSFET's by allowing further reductions in the supply voltage and therefore further scaling of the device dimensions, by providing improved performance at the same device dimensions, or both.

Silicon on Insulator (SOI)

The elimination of junction capacitance gives SOI improved performance at the same device dimensions, and improved subthreshold slope allows for further device
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scaling [19]. The floating body of SOI devices is a concern for reliability and circuit simulation. It also causes these devices to have low breakdown voltages which has been a major roadblock to their use in the past, but as supply voltages continue to scale down this may present less of a problem.

**Multi Threshold Voltage (MTCMOS) Devices**

By using low threshold devices for circuits on the critical path and high threshold devices elsewhere, it may be possible to achieve high performance, while maintaining reasonable leakage currents [20]. However, very low threshold devices may not be suitable for the dynamic circuits, which are usually used in high speed applications. This will be explained in detail in Chapter 5.

**Low Temperature CMOS (LTCMOS)**

Reducing the chip's operating temperature can enhance the performance due to improved carrier mobility and reduced wire resistance [21]. It also reduces leakage current which increases exponentially with temperature. This would allow technologies to be scaled to smaller dimensions. The disadvantage is the increased size and cost of the system.

**Dynamic Substrate Biasing**

Designing an on-chip circuit which dynamically varies the substrate voltage in order to compensate for threshold variations [22] helps reduce the leakage current. Dealing with temperature and process variations across a single die would require
several of these circuits to control isolated substrate regions. In such chips substrate noise would be a major concern.

New Gate Oxide Materials

Replacing $SiO_2$ with a higher permittivity material would allow thicker gate oxide films to provide the same control of the channel. Fields in the oxide layer would be reduced, making breakdown less of a concern, and tunneling currents would be reduced. The difficulties with this approach are depositing a very thin very high quality oxide layer rather than simply growing a thermal oxide. The $Si - SiO_2$ interface has been the subject of intensive study for decades and moving to a different material would be a very significant change in the fabrication process.

2.6 Low-Power Packaging

Wire bond packaging has been widely used in chip fabrication. Unfortunately, the wiring bonds and the package pins have large parasitics (2 to 3 orders of magnitude compared to the chip parasitics). These parasitics increase the power and the delay of the chip, leading to slower and less dense I/Os. The package by itself is expensive, heavy and large (4 to 100 times the area of the die). Because the pads in wire bond packages are limited to the circumference of the die, a limited number of pins are possible and the chip becomes pad-limited. Recently, the demand for compact designs with less weight, power dissipation, and delay has contributed to the development of advanced chip scale package (CSP) technologies [23].

MultiChip Module (MCM) is a new packaging technology for attaching and con-
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Figure 2.5: The MCM for the Sun Viking, consisting of CPU, cache controller, and eight SRAM mounted on a 1.9"x1.9" copper-polyimide substrate

necting chips onto a silicon membrane [24]. MCM utilizes conventional IC processing techniques, and offers a high density (over 500 per chip) of small, low resistance and low parasitic interconnects between the chip and the substrate. Figure 2.5 is a photo of an MCM package for a SuperSparc CPU from SUN microsystems.

MCM packaging is similar to a printed circuit board (PCB). The difference is that a PCB connects packaged chips whereas MCM connects the silicon dies without packaging. When MCMs are used, the chip interconnect parasitics becomes of the same order as the internal chip parasitics. Therefore, more complex routing is possible, leading to less power dissipation and higher operating frequencies. One of the problems encountered in MCM packaging is the fine placement of the dies on the substrate. Therefore, new placement technologies with very high resolutions have been developed specially for MCM placement.

Flip chip technology is another packaging technique that avoids both the bond-
ing wires and the extra parasitics associated with the package [25]. Flip chip is a form of semiconductor packaging that uses solder bumps as the interconnections between the integrated circuit (IC pads) and the substrate as shown in Figure 2.6. Unlike wire bond packaging where the pads have to be placed on the circumference of the chip, flip chip pads may be placed anywhere on the chip, leading to shorter on chip routing. Also, the whole chip/package area may be covered with pads leading to larger number of I/O pins. Examples of flip chip technologies are Chip On Board (COB) and Ball Grid Array (BGA) [26].

2.7 Low-Power Layout techniques

The layout process controls the interconnect parasitics of the design. Usually, layout techniques optimize the area rather than power dissipation. Some modifications have been suggested to reduce power by manipulating the layout.
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Floorplanning

Floorplanning is the process of allocating chip area for the placement of the top level blocks, placing the I/O pads and power rails. Traditional floorplanning has reduced the overall chip area. Low-power floorplanning have been suggested to reduce the length of the interconnect wires carrying signals with high switching activity [27]. Careful floorplanning may result in up to 20% power savings.

Placement

Placement is the process of assigning the gates to locations inside each block. Placement is either area driven or timing driven. A switching activity driven placement algorithm produces a power gain of 8% [28].

Clock tree generation

In older systems, a large clock buffer has been used to distribute the clock signal all over the chip, and to avoid large clock skews. This scheme has lead to a large power consumption in the clock buffer and wide interconnects for the clock distribution network. In [29], a balanced buffer insertion algorithm is suggested to reduce the clock skew. The new algorithm partitions the top clock tree into sub-trees to achieve a power reduction up to 60%.

Routing

Most routing algorithms attempt to reduce the total wire length. The length of high switching activity signals may be reduced by assigning a higher priority for
those wires before the routing process. Experimental results of the modified routing
algorithm have obtained a slight power reduction compared to the original algorithm
[30]. This has occurred because the change in the wire length inside each block is
small, which leads to small variation in parasitic capacitance.

2.8 Low-Power Circuit Techniques

Since switching power is the dominant power sink in CMOS circuits, several tech-
niques have been proposed to reduce this power dissipation component. Equation
2.1 shows that power may be reduced by lowering the voltage component $V_{dd}^2$ or by
reducing the average switched capacitance $C_L f_{switching}$.

2.8.1 Supply Voltage Reduction

Clearly, reducing the voltage supply yields the largest power reduction, due to
the squared term (if $V_{dd}$ is scaled down, $V_{swing}$ is usually scaled down too) [31].
A change from a 5V supply to a 1.5V supply yields a 90% reduction in power
dissipation. However, the trade-off is an increased circuit delay. Equation 2.7 gives
an expression for the delay $t_d$ as a function of $V_{dd}$ (assuming $V_{swing} = V_{dd}$). The
$V_{th}$ term causes the delay to increase rapidly for supply voltages near the threshold
voltage. Even at a supply voltage of 3.3V, the delay is 23% greater than the ideal
case ($V_{th} = 0V$).

$$
t_d = \frac{C_L V_{dd}}{I_{Avg}} \frac{1}{2} = \frac{C_L V_{dd}}{K(V_{dd} - V_{th})^2}
$$
(2.7)
2.8.2 Reduced Output Voltage Swing

For a further power reduction, the output signal swing can be reduced to a value less than the supply voltage. Since the delay is proportional to signal swing ($V_{swing}$), reducing the signal swing linearly decreases the delay, as well, for constant $I_{Avg}$ [32].

Some logic circuits have a natural reduced swing like CML and NMOS gates. To limit the swing of any static or dynamic CMOS circuit that has a rail to rail swing, extra circuitry is required as shown in Figure 2.7. This extra circuitry adds parasitic capacitances that add to the total effective capacitance being switched. However, the total energy is reduced because the voltage swing has been reduced. As long as the reduction in voltage swing is greater than the increase in capacitance, the energy and power will be reduced [33].

![Modified Inverter Diagram](https://example.com/diagram.png)

Figure 2.7: A Reduced Swing CMOS Inverter
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2.8.3 Reducing The Physical Capacitance

Digital circuits have three types of capacitance: gate capacitance, diffusion capacitance, and interconnect capacitance. If all three components are scaled down by the same factor, then the net power dissipation is scaled down as well. Gate and diffusion capacitances are fixed during cell design, whereas intercell and global interconnect capacitances are controlled by the CAD tools performing the global routing.

If all cells are scaled down by a certain factor, then the total area will be scaled down by the same factor, as well as the interconnects, because of the shorter distance between terminals. However, if the final layout is interconnect limited, the total area will be dominated by the interconnects and the cell area reduction will not reduce the chip area. Usually, the layout is cell limited [33].

Physical capacitance is reduced mainly by transistor sizing. By reducing the width of the transistor, the gate capacitance will decrease and the current passing through the transistor will decrease. Since this current is used to drive the load capacitance, the overall throughput will be the same. However, if the interconnect capacitance is comparable to that of the gate and diffusion, more delay will be added to the gate, and the power has to be compromised with the delay [34].

For large synchronous systems like microprocessors, clock signals consume a significant portion of the chip power [35]. It is important to minimize the number of global clock nets, as well as all the gate capacitances connected to the clock net. To accomplish this, the TSPC (True Single Phase Clocking Scheme) is used as shown in Figure 2.8 [36]. TSPC reduces the number of clocking trees to only
one instead of the two non overlapping clocks phases used before. This provides a 50% reduction in the clock power.

However, TSPC has some drawbacks such as minimum operating frequency, because of the dynamic registers used. Unlike regular CMOS circuits, the TSPC circuits require a minimum clocking frequency during standby which means more standby power dissipation. A modified version of the register exists with two extra transistors, that provide static feedback while the clock is low. Another side-effect of TSPC circuits is that internal glitching occurs at the input of the inverter on the rising edge of the clock [37].

Efficient layout of the gate itself is very important to reduce the size of the gate and interconnect length, which yields smaller capacitance.

![True Single Phase Clocking Scheme](image)

**Figure 2.8: True Single Phase Clocking Scheme**

### 2.8.4 Reducing The Switching Frequency

Reducing the number of “0” → 1 power dissipating transitions minimizes the switching power dissipation of the gate. Switching frequency may be reduced on several
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levels in the design process, beginning from the circuit design up to architectural and algorithmic design [1].

There are several logic styles to design with. Some of these styles are: static CMOS, CPL, MCML, and a variety of dynamic logic styles. Generally, most logic styles perform delay-power tradeoffs, but not always in proportional amounts. The best style is that which minimizes power dissipation given a constant throughput (delay).

Another important factor that has to be considered is that the switching activity varies greatly between logic styles. Static CMOS outputs transition only upon an input transition, whereas dynamic logic styles incur output transitions during input transitions, as well as during the precharge phase of every clock cycle. In addition, the clock nodes on dynamic circuits have a power-dissipating transition every cycle, too. Also, circuits that have a large logic depth, such as multipliers, suffer glitching transitions, because the signals arrive at the gate inputs at different instances in time.

To avoid high glitching activity, self-timing scheme is used to latch the output of each cell when its the data is ready and signal the following logic level(s) to start evaluation. This is only useful on large cells/modules, and is used for the FIFO and memory designs. Extra hardware is required to implement self-timing, which requires extra power dissipation. However, for a large module, the overhead is a small fraction of the total power dissipation. The full benefit of self-timing is achieved, if the module output goes off-chip (very high capacitance), or sits on a high fan-out internal bus.
2.9 Low-Power Gate Level Design

Gate level design is the process of transforming the RTL (Register Transfer Language) code into a gate level netlist. The following is a description of some algorithms used to reduce the power dissipation at the gate level.

2.9.1 Low-Power Synthesis

During the synthesis of the behavioral code, many techniques may be used to reduce power dissipation. The main objective of these techniques is to reduce the effective switched capacitance by reducing either the load capacitance or the switching activity. The following are some examples of low-power synthesis.

Don’t-care-sets

Don’t-care-sets are the input combinations that would never exist during normal operation. These sets are mainly used to reduce the logic expression, hence, the number of logic gates. In [38], a technique to utilize the Don’t-care-sets to reduce switching activity is presented. The new algorithm reduces the overall power by an average of 10%.

Common sub-expression elimination

This is a technique used to reduce the area of multi-level gate netlists. In [39], a modified scheme to minimize power dissipation using sub-expression elimination is presented. Based on an evaluation of power saving for each expression, the
algorithm decides which expressions to be eliminated. Researchers have reported a 12% power reduction using the modified scheme.

State decoding

State decoding is the assignment of a binary code to each logic state in the finite state machine (FSM). In [40], a new approach to reduce power by optimizing the state assignment is presented. The approach relies on reducing the distance between the states that occur inside loops. This approach may obtain up to 17% power reduction.

Gate sizing

Gate sizing is the process of choosing the ideal gate size to reduce power, delay and area. A cost function for power, delay, and area is considered. Depending on the design criterion, different weights are assigned to each of the the three parameters. Different optimization algorithms have been suggested to optimize this cost equation, which has lead to a power reduction of up to 25% [41].

Rescheduling

Rescheduling is used to reduce glitching and to allow higher clock frequency by reducing the logic depth inside each pipeline stage. In [42], extra stages are added to the pipeline to reduce the overall power. This approach has reduced the power by 8%.
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2.9.2 Clock Gating

![Pie charts showing power distribution](image)

Figure 2.9: Power dissipation of an Intel740 graphics chip

For most digital systems, the clock tree consumes the largest fraction of power. Figure 2.9 shows power consumption of various sections of an Intel740 graphics chip, where the sequential cells are either flip flops or latches connected directly to the system clock. Figure 2.10.a shows how the flip flop is usually connected using a MUX and an enable signal (EN). If the enable signal is "1", the input data is stored in the F/F. Otherwise, the enable signal is low and the F/F stores the last output again. In the last case, although the output value of the F/F does not change, a considerable amount of energy has been lost inside the F/F to restore the same value.

Clock gating activates the F/F only if a new input should be stored in the F/F. Figure 2.10.b illustrates a clock gating cell that uses an AND gate to disable the clock input to the F/F (GCLK) when the enable signal is low. The latch is used to avoid glitches on the clock input of the F/F. This gating cell increases
the area and power of the F/F. Usually, a set of flip flops are grouped together to construct a register with one enable signal. For such case, the clock gating cell may be used for the whole register leading to less overhead in terms of power and area. Therefore, clock gating is preferred for registers rather than separate F/Fs. The minimum width of a register to be clock gated is a fixed number for each standard cell library, and is determined through simulations.

However, clock gating adds more complexity to the testing process of the system because the gating block is not transparent; i.e., it is not easy to scan the data in
and out of the chip. In order to simplify the testing process, the clock gating cell is modified as shown in Figure 2.10.c. The new cell has a Scan Enable (SE) signal that is activated during the testing phase to make the clock gating cell transparent.

Another problem with clock gating is the clock skew. Clock tree generation software balances the clock up to the input of the clock gating block. However, the delays from the gating block to the clock inputs of the different F/Fs are not equal, leading to hold time violations. Careful layout may reduce such problems by assigning high priority to the gated clock signal to reduce the skew between the different F/Fs. Up to 40% power reduction is reported using clock gating.

2.10 Low-Power Behavioral Design

Behavioral design is the mapping of system block levels into RTL code using an HDL language (hardware descriptive language). At this design stage, power dissipation may be reduced by using the following techniques: parallelism and pipelining, glitch reduction, multiple supply voltages, non overlapping clocks, and reducing the memory accesses.

Parallelism and Pipelining

Power dissipation does not scale linearly with delay. Figure 2.11 shows the power dissipation vs. the delay for a 32 bit CLA adder. While optimizing the circuit for speed reduces the delay by 27%, it also increases power dissipation by 280%. However, if two separate adders were implemented with a delay of 1.5ns each, a better throughput with less power dissipation may be obtained. This is called
parallelism, where critical modules are replicated with relaxed delay restrictions, and connected in parallel. Parallelism trades area for power to achieve better delay characteristics, and to simplify the design of critical path blocks because of the relaxed delay requirements. Parallelism usually requires a special instruction set and a special programming style to benefit from the parallel hardware [43].

Pipelining is similar to parallelism in concept. The main difference is that pipelining partitions the logic function into cascaded series of events. For example, a MAC (Multiplier- ACCumulator) may be partitioned into a multiplier stage followed by an adder stage. Pipeline stages are connected using registers that synchronize the data transfer from one stage to the other based on the clock signal. The effective throughput of the pipeline is equal to the clock frequency. However, the pipeline has a latency (time lapsed from first input to first output) equal to the
number of stages in the pipeline. Most modern processors and microcontrollers utilize pipelining especially in instruction fetching and decoding.

**Glitch reduction**

This is an automated algorithm to reduce glitches in the control signals [44]. The algorithm relies on balancing the delay between data signals to reduce the glitches. This is possible by adding an extra delay to fast signals. On the average, power savings of 17% is obtained.

**Multiple supply voltage**

Lower supply voltages may be used in the non-critical paths to reduce power [45]. A dynamic programming approach is used to solve the scheduling of multiple supply voltages problem. Power savings of up to 50% is reported.

**Non overlapping clocks**

This scheme creates multiple non overlapping clock signals from the original clock signal. Each of the new clocks has the same frequency of the original clock, but with a different phase shift. Each of the new clock signals is used to trigger a different block. Therefore, at each instant of time, only one block is operating while the others are inactive leading to a power reduction up to 20% [46]

**Reducing memory accesses**

System on chip (SOC) usually utilizes large memory blocks which contribute to the overall power dissipation. Memory accesses are power consuming, because of
the address decoding process and the bit line drivers. Therefore, it is important to reduce the number of memory accesses in order to reduce power dissipation. In [47], a simulated annealing technique is used to allocate variables to the memory blocks. This algorithm has reduced the power dissipation by 47%.

2.11 Low-Power System Design

System level is the highest level of abstraction in the digital design cycle. Modifications on the system level have the most impact on the quality of implementation [1]. Low-power system design techniques are critical because of their effect on design analysis, verification, synthesis, automated layout and testing. Typical system level design involves decisions on power management techniques, clock strategy, parallelism, pipelining, memory sizing, etc.

Sleep and power down modes

The most effective power management approach is to power down some blocks in the system when they are not used. A power management logic block is used to determine which blocks should be disabled during each clock cycle [4]. Motorola's PowerPC 603 microprocessor utilizes three different power saving modes. The first mode turns most of the blocks OFF except the cache memory to maintain coherency, yielding a power reduction of 85%. In the second mode, the cache is turned OFF, increasing the power savings to 94%. In the last mode, the whole clock is turned OFF and the system requires an external signal to start over again. This mode reduces power dissipation by about 96%.
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Performance management

Since the system does not work at full load all the time, some techniques are used to reduce power when the system is not working at full throttle [48]. A workload detection circuit is used determine the required throughput. Based on the required workload, the clock frequency or the power supply may be reduced.

Adaptive filtering

Normally, a digital system is designed to work properly at the worst operating conditions. For example a communication system would be designed for the lowest signal to noise ratio (SNR) possible. However, most of the time the system has higher SNR ratio. Therefore, the resolution of the computations may be reduced without affecting the performance of the system. This is done by designing the data path in a bit-slice fashion, and depending on the available SNR, some of the LSB bits are turned OFF [49].

Dynamically varying the threshold voltage

This is used to reduce the supply voltage and leakage power, simultaneously. This approach requires multi-tub fabrication technology. During a full system load, the nwell(s) and pwell(s) are biased in such a way as to reduce the effective $V_{th}$ to allow quicker performance [50]. During standby, the biasing is changed to increase the $V_{th}$ and to reduce leakage power. Up to 97% power reduction may be obtained using dynamic $V_{th}$ variation.
2.12 Summary

The first part of this chapter introduced the need for low-power design. A description of the main power dissipation mechanisms in CMOS logic circuits has been given. The effects of technology scaling, operating conditions and circuit implementation on power dissipation have been discussed also.

The rest of the chapter has presented some low-power design techniques to emphasize the different degrees of freedom available to digital CMOS designers to reduce power dissipation. The advantages and disadvantages of each low-power design technique have been pointed out. The most effective approaches reduce supply voltage $V_{dd}$, and use another technique (like parallelism or dynamic variation of $V_{th}$) to substitute for performance degradation. Other techniques have targeted the switched capacitance either by reducing the physical capacitance or the switching activity. The use of low-power design methodologies at different design stages is preferred in order to achieve a better overall power reduction.

This thesis deals with low-power design on the technology, circuit, and algorithmic level. In each chapter, a review of the state of the art approaches related to each proposed scheme will be given.
Chapter 3

Effect of Technology Scaling on CMOS Logic Styles

Since the invention of the first Integrated Circuit (IC), CMOS technology has continued to scale down at a dramatic rate. Fueled by the search for faster, cheaper and more compact electronic systems, manufacturers have increased the number of transistors per chip more than 100,000 times over the last twenty-five years.

The first part of this chapter outlines the history of technology scaling, the trends and limitations of technology scaling, and the various phenomena associated with smaller transistor sizes. The second part of the chapter reviews five of the most renowned logic styles; namely, CMOS, CPL, Domino, DCVS and MCML. The effect of technology scaling on the performance, power, and area of the five logic styles is then presented along with predictions for future trends. To verify the qualitative analysis, the results from simulating a large number of gates and circuits are examined. In these simulations, each logic family is implemented using
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four different fabrication technologies (0.8, 0.6, 0.35, 0.25 μm CMOS technologies).
The results are then analyzed, compared and summarized.

Figure 3.1: Historical trends of LSI's

3.1 Trends and Limitations of CMOS technology Scaling

Device scaling has governed the evolution of CMOS technology. For the past twenty
five years, every three years, the minimum lithographic feature size has been de-
creased by 0.7 times; the chip size has increased by 1.5 times, and DRAM capacity
(bits/chip) has increased by 4 times [51]. In 1975, Moore [52] predicted that the
number of transistors that could be integrated on a single die would increase expon-
entially. This observation has held true for more than 20 years as shown in Figure
### Table 3.1: Historical trends and SIA road map of LSI’s

<table>
<thead>
<tr>
<th>Year</th>
<th>Size(μm)</th>
<th>Shrink rate</th>
<th>Normalized IC Complexity (Transistors/chip) 1998 roadmap</th>
<th>Year expected in 1994 roadmap</th>
</tr>
</thead>
<tbody>
<tr>
<td>1974</td>
<td>6.0</td>
<td>-</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>1977</td>
<td>4.0</td>
<td>0.67</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>1980</td>
<td>3.0</td>
<td>0.75</td>
<td>16</td>
<td>-</td>
</tr>
<tr>
<td>1983</td>
<td>2.0</td>
<td>0.67</td>
<td>64</td>
<td>-</td>
</tr>
<tr>
<td>1986</td>
<td>1.2</td>
<td>0.60</td>
<td>256</td>
<td>-</td>
</tr>
<tr>
<td>1989</td>
<td>0.8</td>
<td>0.67</td>
<td>1K</td>
<td>-</td>
</tr>
<tr>
<td>1992</td>
<td>0.5</td>
<td>0.63</td>
<td>4K</td>
<td>-</td>
</tr>
<tr>
<td>1995</td>
<td>0.35</td>
<td>0.70</td>
<td>16K</td>
<td>1998</td>
</tr>
<tr>
<td>1997</td>
<td>0.25</td>
<td>0.71</td>
<td>64K</td>
<td>1998</td>
</tr>
<tr>
<td>1999</td>
<td>0.18</td>
<td>0.72</td>
<td>256K</td>
<td>2001</td>
</tr>
<tr>
<td>2002</td>
<td>0.13</td>
<td>0.72</td>
<td>1M</td>
<td>2004</td>
</tr>
<tr>
<td>2005</td>
<td>0.10</td>
<td>0.77</td>
<td>4M</td>
<td>2007</td>
</tr>
<tr>
<td>2008</td>
<td>0.07</td>
<td>0.7</td>
<td>16M</td>
<td>2010</td>
</tr>
<tr>
<td>2011</td>
<td>0.05</td>
<td>0.71</td>
<td>64M</td>
<td>-</td>
</tr>
<tr>
<td>2014</td>
<td>0.035</td>
<td>0.7</td>
<td>256M</td>
<td>-</td>
</tr>
</tbody>
</table>

3.1, and it is expected to remain valid for another 20 years.

In 1994, the Semiconductor Industry Association (SIA) published a technology roadmap of semiconductors [53]. The projections to the dimensions of each future technology generation have been given until the year 2010. Because of the faster than expected advances in process technology, SIA has modified the roadmap in 1998. Table 3.1 shows the historical trend of CMOS technology and the 1994 and 1998 roadmaps.

This section explains the various trends and limitations in CMOS technology scaling.
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3.1.1 MOSFET Scaling Trends

For digital circuit design, the ideal MOSFET transistor is a perfect switch. It should conduct an infinite current in the ON state, and zero current in the OFF state. Scaling the device dimensions has effectively increased the ON current of the device by decreasing its threshold voltage, but at the same time it has caused an increase in the OFF current. For example, an NMOS transistor with its drain connected to \( V_{dd} \) and its source, gate, and bulk connected to \( GND \), should not have any current flow. However, for a submicron device, there are significant drain currents, to the source as subthreshold leakage current, to the gate as tunneling current, and to the bulk as gate induced drain leakage. The need to minimize these leakage currents and maximize the ON current, simultaneously, has governed the scaling of MOSFET technologies.

Another characteristic of an ideal switch is an infinite lifetime. Unfortunately, MOSFET devices tend to degrade when exposed to high electric fields in either the gate oxide, or the channel. High field phenomena such as dielectric breakdown, electron migration, and hot carrier effects, have gained interest because they can cause a chip to suddenly fail after operating correctly for months, or even years. Therefore, reliability concerns have further limited practical device designs.

Table 3.1.1 illustrates a generalized scaling scheme, where \( S_L \), \( S_T \) and \( S_V \) present the scaling factors for the channel length, gate oxide thickness, and power supply, respectively.

The gate capacitance is proportional to \( WL/T_{ox} \), which corresponds to a scaling factor of \( S_T/S_L^2 \). The current may be expressed as
\[
I = (W/L)(1/T_{ox})V^2,
\]
which
Table 3.2: A Generalized scaling scheme

<table>
<thead>
<tr>
<th>Parameter</th>
<th>General scaling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device dimension</td>
<td>$1/S_L$</td>
</tr>
<tr>
<td>Supply voltage</td>
<td>$1/S_V$</td>
</tr>
<tr>
<td>Oxide thickness</td>
<td>$1/S_T$</td>
</tr>
<tr>
<td>$C_{ox} = (\varepsilon \text{Area})/T_{ox}$</td>
<td>$S_T/S_L^2$</td>
</tr>
<tr>
<td>Gate capacitance = $WL/T_{ox}$</td>
<td>$S_T/S_L^2$</td>
</tr>
<tr>
<td>Current = $(WL)(1/T_{ox})V^2$</td>
<td>$S_T/S_L^2$</td>
</tr>
<tr>
<td>Delay = $CV/I$</td>
<td>$S_V/S_L^2$</td>
</tr>
<tr>
<td>Power dissipation = $CV^2F$</td>
<td>$S_T/S_L^2$</td>
</tr>
<tr>
<td>Power Delay Product</td>
<td>$S_T/S_L^4S_V^2$</td>
</tr>
<tr>
<td>Energy Delay Product</td>
<td>$S_T/S_L^4S_V$</td>
</tr>
</tbody>
</table>

decreases by $S_T/S_L^2$. The delay, realized as $CV/I$, is scaled by a factor of $S_V/S_L^2$.

Since the delay is the inverse of the operating frequency, then the operating frequency increases by a factor of $S_L^2/S_V$, while the Energy Delay product (EDP) is reduced by $S_T/S_L^4S_V$. EDP is used as a metric to describe the performance and power dissipation, simultaneously.

It is obvious that the most effective method to reduce delay and thus the EDP, is by scaling down the device dimensions.

In practice, there are two main scaling schemes for MOSFET devices. The first scheme, proposed by Dennard et al. in 1974 [54], is called constant field scaling. In Constant Electric field (CE) scaling, all of the horizontal and vertical dimensions are scaled with the power supply to maintain constant electric fields throughout the device. The second proposed scaling scheme, called Constant Voltage (CV) scaling, has been proposed by Chatterjee et al. [55]. Constant Voltage scaling maintains a constant power supply and scales down the gate oxide thickness more gradually to slow the growth of fields in the oxide. Table 3.1.1 summerizes these two scaling
schemes with first order approximations.

Table 3.3: Influence of scaling on MOS device characteristics

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Constant Electric field (CE)</th>
<th>Constant Voltage (CV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device dimension</td>
<td>(1/S)</td>
<td>(1/S)</td>
</tr>
<tr>
<td>Supply voltage</td>
<td>(1/S)</td>
<td>(1)</td>
</tr>
<tr>
<td>Oxide thickness</td>
<td>(1/S)</td>
<td>(1/S)</td>
</tr>
<tr>
<td>Electric field across gate oxide</td>
<td>(1)</td>
<td>(S)</td>
</tr>
<tr>
<td>(C_{ox} = (\epsilon \text{Area})/T_{ox})</td>
<td>(1/S)</td>
<td>(1/S)</td>
</tr>
<tr>
<td>Gate capacitance (= WL/T_{ox})</td>
<td>(1/S)</td>
<td>(1/S)</td>
</tr>
<tr>
<td>Current (= (W/L)(1/T_{ox})V^2)</td>
<td>(1/S)</td>
<td>(S)</td>
</tr>
<tr>
<td>Delay (= CV/I)</td>
<td>(1/S)</td>
<td>(1/S^2)</td>
</tr>
<tr>
<td>Power dissipation (= CV^2F)</td>
<td>(1/S^2)</td>
<td>(S)</td>
</tr>
<tr>
<td>Power Delay Product</td>
<td>(1/S^3)</td>
<td>(1/S)</td>
</tr>
<tr>
<td>Energy Delay Product</td>
<td>(1/S^4)</td>
<td>(1/S^3)</td>
</tr>
</tbody>
</table>

For CE scaling, Table 3.1.1 shows that if the device dimensions, supply voltage and gate oxide thickness are scaled by a constant parameter \(S\), \(I_{ds}\) (the drain to source current) decreases by \(S\). On the other hand, for CV scaling, current increases by \(S\). Another characteristic illustrated in Table 3.1.1 is the scaling of power and EDP. For CE scaling, the switching power dissipation decreases by \(1/S^2\), while it increases by \(S\) in the CV case.

CMOS technologies are usually optimized to reduce the EDP value [56]. With CV scaling, the EDP metric is scaled by \(1/S^3\) while CE scaling scales the EDP metric by \(1/S^4\). Clearly, constant electric field scaling provides a better EDP reduction. However, if the \(V_{th}\) is scaled as well, it increases the subthreshold leakage power. Comparing EDP for a large number of published devices [57], shows that each new technology generation demonstrates about 10x reduction in the EDP value compared to the generation before.
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Intel has used CV scaling in their microprocessors until the 0.8\(\mu\)m technology, where a 5V supply voltage has been used in order to maintain compatibility with the supply voltage of conventional systems, and also in order to obtain higher operation speed. The CE field scaling has been used since the 0.5\(\mu\)m technology evolved.

The main reason for the supply voltage reduction that started in the 0.5\(\mu\)m generation, is that the electric field across the gate oxide would have exceeded the maximum limitation for dielectric breakdown due to the scaling down of the oxide thickness; as well as injecting hot carriers into the gate oxide and the existence of electromigration. All the previous effects have a deleterious impact on chip reliability, which will be illustrated later on. Another reason for reducing the supply voltage has been to decrease the power consumption of the chip.

However, it is not easy to reduce the supply voltage now, because of difficulties in scaling down the threshold voltage of MOSFETs. A too small threshold voltage leads to significantly large subthreshold leakage currents even at a gate voltage of 0V. The lowering of the supply voltage also deteriorates the speed of the circuit. For these reason, aggressive reduction of gate oxide thickness is desirable. Figure 3.2 shows the trends in the scaling of the supply voltage, threshold voltage and the oxide thickness.

It is important also to note that reducing the supply voltage does not guarantee to decrease the chip power dissipation. The main reason is that chip designers leverage VLSI in high performance products by using higher densities to fill the chip with more wires, more fan out logic, and greater memory capacity. Thus, chip power dissipation may increase.
3.2 Challenges of MOSFET Scaling

This section describes the various factors that limit the scaling of the MOSFET devices. These factors are: short channel effects, subthreshold leakage currents, gate induced drain leakage, gate tunneling, dielectric breakdown, hot carrier effects, and interconnect scaling.

3.2.1 Short channel effects

In digital circuit applications, a MOSFET transistor functions as a switch. Thus, it is preferred to have a complete cutoff in the OFF state, and a low resistance or high current drive in the ON state. When scaling down the gate length, even in the OFF state, the space charge region around the reverse biased drain depletes significant portion of the channel. This reduces the charge in the channel which is
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controlled by the gate. Therefore, the threshold voltage is reduced, resulting in a high leakage current from the drain to the source via the space charge region, as shown in Figure 3.3.

![Figure 3.3: Short channel effects](image)

The device threshold voltage is dependent on the effective channel length $L_{EFF}$ and the drain to source voltage $V_{ds}$, and thus limits the scaling of MOSFETs. These effects are referred to as the short channel effects of MOSFET transistors. At very high $V_{ds}$, the depletion regions of the source and drain may overlap causing large amounts of current to flow uncontrolled by the gate. This phenomenon is known as punch through.

Therefore, the suppression of the short channel effects has become one of the main priorities in the design of CMOS technologies. In the ON state, reduction of the gate length decreases the channel resistance of MOSFETs. But, in the short channel MOSFET design, the source and drain resistances are increased to suppress the short channel effects. Thus, it is important to consider ways of reducing the overall resistance of MOSFETs while suppressing the short channel effects.

To suppress the short channel effects and, thus, secure good switching off char-
characteristics of MOSFETs, the parameters of MOSFETs are scaled by the same factor $S$. This results in the reduction of the space charge region by the same factor $S$ and suppression of the short channel effects. Even with the drain current reduced to $1/S$, the propagation delay time of the circuit is also reduced to $1/S$ because the gate charge (CV) scales down by a factor of $1/S^2$. This is the result of scaling down the oxide thickness by $S$. Thus, the short channel effects are reduced by decreasing the gate oxide thickness to allow the gate more control over the channel region.

Designers have to be also aware that in any CMOS technology, process tolerances cause the channel length to vary statistically, from chip to chip, and from wafer to wafer. The designer, therefore, has to ensure that the threshold voltage remains high enough for the device with the shortest channel length on the chip.

### 3.2.2 Subthreshold Leakage Currents

As explained in the previous section, short channel effects reduce the threshold voltage of MOSFET transistors, which in turn increases the leakage current. Therefore, subthreshold leakage currents influence the scaling down limits of MOSFET devices.

Simple MOSFET models assume that the drain to source current is zero, when the gate to source voltage is less than the device threshold voltage ($V_{gs} < V_{th}$). In reality the current does not drop immediately to zero. Rather, it decreases exponentially as the gate voltage drops below the threshold voltage [58]. The reason is that some of the thermally distributed electrons at the transistor source have enough energy to overcome the potential barrier controlled by the gate voltage,
and flow to the drain. Thus, leakage current follows the formula:

\[ I_{\text{leakage}} = \beta(n - 1)V_{th}^2 e^{(V_{gs} - V_{th})/nV_T} \]  

(3.1)

where \( \beta \) is a constant function of the technology, \( n \) is the subthreshold swing coefficient, and \( V_T \) is the thermal voltage taken as \( \approx 26\text{mV} \) at \( T=300\text{K} \). This equation neglects the effect of \( V_{ds} \) on \( I_{\text{leakage}} \). The simple model for the saturation current when \( V_{gs} > V_{th} \) is:

\[ I_{ds} = \frac{1}{2} \beta(V_{gs} - V_{th})^2 \]  

(3.2)

Therefore the ratio between the ON and the OFF currents is:

\[ \frac{(V_{dd} - V_{th})^2}{2(n - 1)V_T^2} e^{(V_{th})/nV_T} \]

(3.3)

It is clear that this ratio is dominated by the threshold voltage. This ratio may vary from \( 10^2 \) to \( 10^5 \), depending, on the application [59]. It is assumed that the minimum value for the ratio is \( 2\times10^4 \) [51], which gives the threshold voltage a lower limit in order to achieve such a ratio. To determine what minimum value of \( V_{th} \) satisfies the requirement, a minimum ratio of \( V_{dd}/V_{th} \) must be chosen. As the ratio \( V_{dd}/V_{th} \) decreases, circuits performance deteriorates as shown in Figure 3.4 which shows the delay as a function of \( V_{dd}/V_{th} \) using Newton Model [60].

Therefore, there is a trade off between low leakage power and performance. The power supply voltage in high performance microprocessors must be significantly greater than \( V_{th} \) so that the devices operate in the active regime away from the
subthreshold currents. A good requirement for high performance application is that \( V_{dd} > 3V_{th} \). This gives the threshold voltage an upper limit. For a chip with an integration level of 100 million transistors, the leakage current of a transistor in the OFF state should not exceed 1 nA/\( \mu \)m [62]. This constraint restricts the threshold voltage to a minimum of 0.2V at the room temperature. Therefore, taking the leakage current as a lower bound, \( V_{th} \) ranges as follows: \( V_{dd} > 3V_{th} > 0.6V \) [51].

Thus, subthreshold currents and the need for high performance limit the extent to which the supply and threshold voltages can be scaled.

Gate Induced Drain Leakage (GIDL)

In addition to subthreshold leakage from the drain to the source, MOSFETs with high oxide fields may also show significant leakage from the drain to the bulk.
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This phenomenon is known as gate induced drain leakage [63]. High fields in the oxide produce high fields in the surface of the silicon. GIDL limits to the gate oxide thickness. In the heavily doped gate to drain overlap region, this produces band bending greater than the silicon band gap over a very short vertical distance. Within this depleted region at the surface of the drain, electrons may tunnel from the valence band into the conduction band producing a drain to bulk current.

**Gate Tunneling Current (GTC)**

One of the basic principles of quantum mechanics is that particles do not have well defined locations, but exist only with a certain probability within a given region. Consequently, for particles with very little mass and isolated by very thin energy barriers, there is a finite probability that the particle appears on the far side of the barrier even though it does not have sufficient energy to surmount the barrier. This phenomenon is known as tunneling. As gate oxides are scaled down, significant tunneling current may flow from the drain to the gate in an OFF device or from the gate to the source in an ON device. Gate tunneling is considered the fundamental limit on the gate oxide thickness.

### 3.2.3 Dielectric Breakdown (DB)

Another phenomenon that sets limits to the gate oxide thickness is the dielectric breakdown. Vertical fields within the gate oxide increases steadily as power supply voltage is scaled more gradually than oxide thickness. Eventually, very high fields damage the oxide layer and cause breakdown [64]. The time of breakdown
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is dependent on the breakdown acceleration factor, and the field intensity in the oxide.

3.2.4 Hot Carrier Effects (HCE)

In addition to increasing fields in the gate oxide, lateral fields within the channel also increases steadily. At sufficiently high fields, electrons may gain enough energy to cause impact ionization in the channel. The energetic carriers produced lead to gate and substrate current. Interface traps may also be formed in the gate oxide, and hot electrons may become trapped within the oxide. This build up of traps and negative charge in the oxide causes the threshold voltage to increase and the transconductance to decrease. Eventually, reduced current drive causes the circuit containing the degraded device to fail. Both NMOS and PMOS devices experience hot carrier effects, but the lower mobility of holes and their reduced ability to cause impact ionization makes hot carrier effects much less significant in PMOS devices [65].

3.2.5 Soft errors

Soft errors phenomena occurs when the data stored in the memory are changed because of radiation. They are caused by alpha particles [66] in the chip material and by cosmic rays from the space. Since capacitance and supply voltage will decrease in future technologies, a smaller charge \(Q=CV\) will be needed to flip a memory bit. Therefore, the soft error rate will increase. Attempting to reduce the soft error rate by increasing capacitance on the node results in reduced performance.
3.2.6 Scaling the Interconnects

Computer performance has improved dramatically because of the increased levels of integration. This benefit has been gained not only by scaling devices alone, but also by scaling the interconnects which provide communication between the devices. Interconnect scaling improves interconnect density, but generally at the expense of a degraded interconnect delay. In older technologies, interconnect RC delay represented a very small fraction of the microprocessor clock cycle time and has been only a small factor in the overall chip performance. Now, interconnect RC delay is a significant fraction of clock cycle time, which has a significant impact on the overall chip performance [67]. The interconnect RC delay increases due to the scaling of the interconnect pitch to keep pace with the density requirements. This increases the line resistance. As a result, more interconnect metal layers are needed to be able to meet both density and performance requirements. Figures 3.5 and 3.6 illustrate the number of interconnect metal layers and the trend of microprocessor clock cycle time and RC delays of the interconnects over the past generations, respectively [68].

The total number of metal layers has increased from 2 to 5 over the past 6 generations, while the ratio of the microprocessor clock cycle added by RC delays has increased from 1% to 32%.
3.3  CMOS Logic Styles

The first part of this chapter outlined the different technology scaling trends and the various factors that control the scaling of different technology parameters. However, the impact of technology scaling is not the same for different logic styles. Therefore, choosing the appropriate logic style for a certain application is a complex task. It is a function of the system architecture, technology and design objectives. Usually, logic families are characterized by their speed, power dissipation, area, robustness and ease of use.

In this section, five of the most famous CMOS logic styles are presented, namely, conventional CMOS, Complementary Pass Logic (CPL), Domino, Differential Cascade Voltage Switch (DCVS), and MOS Current Mode Logic (MCML). For each logic style, the advantages and disadvantages are discussed with emphasis on the
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Figure 3.6: Trend of the ratio of the interconnect RC delay and the clock cycle previously mentioned characteristics.

### 3.3.1 Conventional CMOS

Conventional CMOS have been known as the logic style of choice over the last fifteen years. It is widely used in industry because of its simplicity and stability.

Logic gates in conventional CMOS are constructed from an N and a P block. An AND-OR-Invert (AOI) CMOS gate is shown in Figure 3.7.

The N block implements a sum of products function to evaluate the "0" state. The P block evaluates the "1" state of the output by implementing a product of sums function to create a path from $V_{dd}$ to the output node. This is equivalent to stating that the output node is always a low impedance node in steady state. Usually, each CMOS gate has $2N$ transistors where $N$ is the number of gate inputs.
The N and P networks are designed so that whatever the value of the inputs, one and only one of the networks is conducting at steady state.

The main drawback of CMOS circuits is the existence of the P block. Because low mobility PMOS ($\mu_p$) devices are slower than the equivalent NMOS devices ($\mu_n$), the PMOS devices are sized up. Furthermore, the input capacitance of a CMOS gate is large, because each input is connected to the gates of at least one PMOS transistor and one NMOS transistor. This also degrades the gate's speed. Usually, the best gate performance is achieved with a PMOS/NMOS width ratio of $\sqrt{\mu_n/\mu_p}$ [7]. This ratio eventually approaches one in deep submicron technologies, where the carrier drift velocities in NMOS and PMOS transistors become almost equal due to velocity saturation [7].

Another drawback of CMOS has been its relatively weak output driving capability due to series transistors in the output stage. This problem is solved by using output buffers/inverters. Fan out has a larger impact on the gate delay in static CMOS than any other logic style, because it is connected to both an NMOS and a PMOS device and presents a load to the driving gate equal to the sum of their gate
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capacitances. This is not the case for other logic styles where an input is connected only to the gate (or drain) of a single NMOS or PMOS transistor. Another impact of the large input capacitance is high power dissipation.

However, static CMOS circuits have a smaller switching activity compared to other logic styles. The fact that input signals are connected to transistor gates only in CMOS circuits, facilitates the usage and characterization of logic cells. Another important advantage of CMOS is its robustness against voltage and transistor scaling, and its reliable operation at low voltages and minimal transistor sizes. The percentage increase in power due to noise is low compared to other logic styles.

CMOS circuits are also known to have the best noise margin among all logic styles. This is attributed to the presence of a static path that restores the correct logic state in the case of noise. It has been shown that the highest noise margin for static CMOS is achieved with a PMOS/NMOS width ratio of $\mu_n/\mu_p$ [6]. This provides identical current driving capabilities for the NMOS and PMOS network, which limits the short circuit current [7]. Finally, the layout of CMOS gates is straightforward and efficient, due to the complementary transistor pairs.

### 3.3.2 Complementary Pass Logic (CPL)

A CPL gate [69] consists of two NMOS logic networks (one for each signal rail), two small pull up PMOS transistors for swing restoration, and two output inverters for the complementary output signals. Figure 3.8 shows an AOI circuit implemented using CPL.

Unlike CMOS logic, the CPL gate creates a path from the output node to
one of the input nodes of the gate instead, of the power grids. Because the MOS networks are connected to variable gate inputs rather than constant power lines, only one signal path through each network must be active at a time, in order to avoid shorting different inputs together. Therefore, each pass transistor network realizes a multiplexer (MUX) structure. Figure 3.9 presents a MUX implemented using CPL.

All two input functions AND, OR and XOR can therefore, be implemented by this basic gate structure. The overhead of this structure is relatively high for simple monotonic gates such as AND and OR. Therefore, CPL is not recommended for simple monotonic gates. However, CPL uses smaller and fewer transistors to implement XOR and MUX based functions. Usually, CPL gates have small input load and good output driving capability due to the output inverters, and the fast differential stage due to the cross coupled PMOS pull up transistors.
Most CPL gates require all the inputs and their complements, which increases the routing complexity and overhead. Furthermore, the wiring capacitance (interconnects) increases, which causes the power and delay to increase. The output voltage swing of CPL gate is lower than the input swing by the NMOS threshold voltage $V_{thN}$, because CPL gate is constructed from NMOS transistors only. The voltage swing of CPL deteriorates with additional cascaded logic levels. If CPL output is used to drive an inverter, it may cause a DC current, because the PMOS transistor of the inverter is not completely OFF. Therefore, a swing restoring circuit should therefore, be added after each two or three cascaded gates to restore the full output swing. However, the restoring circuit increases the power consumption of the gate.

The layout of pass transistor cells is not as straightforward and efficient as CMOS, due to the irregular transistor arrangements and high density wiring.

Another problem associated with CPL, has been its sensitivity to voltage scaling [70]. This implies that the gate's efficiency is degraded in terms of performance and power consumption, as the supply voltage scales down. Furthermore, CPL
is sensitive to transistor sizing which leads to lower circuit robustness and noise margin. Consequently, CPL circuits are more susceptible to noise.

3.3.3 Domino Logic

![Domino Circuit Diagram]

Figure 3.10: AO implemented in Domino

Figure 3.10 illustrates an AND-OR (AO) gate implemented using Domino logic. A Domino gate consists of a dynamic gate stage, a static CMOS inverter to drive the circuit’s output, and a PMOS keeper transistor to restore the logic at the Domino output node. The dynamic gate stage consists of an NMOS transistor network to implement the required logic function, and two transistors (NMOS and PMOS) connected to the clock signal to synchronize the operation of the circuit. The CMOS inverter is included for the proper operation of a chain of Domino gates, and to increase the driving capability of the gate. The keeper transistor enhances
the Domino gate immunity against charge sharing and charge loss \[66\].

The conventional Domino operates as follows: during the precharge phase (when the clock is low), the Domino output node is precharged to \(V_{dd}\) and the keeper transistor is turned ON. When the clock goes high (evaluation phase), depending on the inputs; the Domino output either discharges to \(GND\) or remains high at \(V_{dd}\). If all inputs are low, the keeper maintains the domino node high and the gate output low. In a cascaded set of logic gates, each stage evaluates, causing the following stage(s) to evaluate, in the same way a line of Dominos fall. Any number of logic stages may be cascaded, provided that the sequence can evaluate within the evaluate clock phase. The Domino input signal to a Domino gate must, therefore, satisfy some setup and hold timing constraints for correct operation of the gate \[71\].

Domino logic has only one PMOS transistor instead of a complete block like CMOS gates. This substantially lowers the transistor count compared to CMOS. The input capacitance is also smaller than that of CMOS due to the absence of the PMOS transistors. This enhances the speed of the Domino Logic. Furthermore, the evaluation is fast, because the logic block is constructed from only high mobility NMOS transistors. However, Domino logic has higher switching activity than the equivalent CMOS gate because all the output nodes are precharged to \(V_{dd}\) during each clock cycle. Consequently, power is consumed during the precharge operation every time that the output capacitor is discharged in the preceding cycle. Also, a large portion of power for Domino circuits is dissipated in driving the capacitance of the clock lines, which are being switched at full rate.
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All these factors contribute to the Domino's high power consumption. As previously mentioned, usually there is no short circuit current in dynamic circuits, as the precharge and evaluate transistors are never ON simultaneously, unless the rising or falling edge of the clock is long. Beside its high power consumption, Domino logic is vulnerable to noise. A voltage at the input as low as $V_{th}$ could turn the pull down NMOS transistor ON, and the output eventually reaches $GND$. This is translated to a noise margin of $V_{th}$, which is quite low compared to static logic styles.

Due to subthreshold leakage currents, the pull down transistor starts to conduct at voltages just below $V_{th}$. Some subthreshold leakage current can flow through the NMOS even when the input is "0". This effect becomes more pronounced when the input is not completely "0", but approaches $V_{th}$ in the presence of noise. To compensate for the low noise margin, the size of the PMOS keeper must increase, which in turn increases the contention current during evaluation and consequently degrades the gate's performance.

Another problem of Domino circuits is that only noninverting logic functions may be implemented. This is a problem in the implementation of XOR gates, multiplexers, and full adders. A Domino style which overcomes this problem is the NP-Domino [72]. NP-Domino is a further refinement to the traditional Domino, where the Domino buffer is removed, and the cascaded logic blocks are alternately composed of P and N transistors. NP-Domino circuits generate inverting logic, but have the disadvantage of low mobility PMOS transistors and the overhead of producing the inverse of the clock. Figures 3.11 and 3.12 show an NP-Domino implementation of the XOR and Full Adder gates respectively.
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![XOR implemented in NP-Domino](image)

Figure 3.11: XOR implemented in NP-Domino

![Full adder implemented in NP-Domino](image)

Figure 3.12: Full adder implemented in NP-Domino

3.3.4 Differential Cascode Voltage Switch (DCVS)

In early 1980's Heler et al. proposed DCVS as a new high performance logic family [73] for complex logic architectures. The original static DCVS logic gate is shown
A DCVS gate consists of two logic branches connected to a cross coupled PMOS transistor pair, which act as a static latch. One of the branches implements the logic function $F$, while the other branch implements the complementary function $\overline{F}$. Each branch may be optimized separately, by using Karnaugh map or any alternative technique. To illustrate the functionality of the DCVS circuit, assume an initial output value of "1" ($F = 1$, $\overline{F} = 0$) and a new set of inputs that changes the output value $F$ to "0". Initially, the logic block connected to $F$ is OFF while the block connected to $\overline{F}$ is ON, discharging the $\overline{F}$ node to "0". When the inputs change value, the branch connected to $F$ turns ON trying to discharge the $F$ node while the $\overline{F}$ branch turns OFF, causing the $\overline{F}$ to float. However, since $\overline{F}$ node is floating, the PMOS transistor $Q_1$ is still ON trying to charge the output node $F$ to $V_{dd}$. So, there is a contention between the transistor $Q_1$ and the logic block $F$, and
a DC current path exists from \( V_{dd} \) to \( GND \). This DC current exists until the \( F \) node voltage drops lower than \( V_{dd} - V_{THp} \), when transistor \( Q_2 \) turns ON charging \( \overline{F} \) node to \( V_{dd} \). To reduce the contention period, \( Q_1 \) and \( Q_2 \) should be small enough to reduce the DC path from \( V_{dd} \) to \( GND \), and to speed up the transition from "1" to "0". Unfortunately, this increases the time for the output transition from "0" to "1" at node \( \overline{F} \), because \( Q_2 \) has limited driving capability. Therefore, the original DCVS is considered a ratioed logic style which leads to a high power dissipation and complex design process. Moreover, DCVS has large current spikes during logic transitions which, causes instability in the supply rails.

Domino DCVS (DDCVS) is a dynamic version of DCVS. DDCVS reduces the contention by splitting the time of the precharge (0 \( \rightarrow \) 1 transition) from the evaluation phase. Figure 3.14 presents the architecture of an AOI gate implemented in DDCVS logic.

![Figure 3.14: AOI implemented in DDCVS](image)

Unlike Domino logic, where the keeper transistor is \( ON \) at the start of the eval-
uation phase, DCVS keeper keeper transistors $Q_1, Q_2$ are OFF at the beginning of evaluation. This reduces the power and delay caused by the contention. DDCVS is considered a general purpose logic style, because it may be used to implement inverting and non inverting logic circuits. DCVS is more area efficient in implementing complex logic gates. Most of the complex logic functions may be implemented using one gate only, which makes DDCVS logic much faster than CMOS circuits. It is also suitable for implementing gates with XOR functionality, such as arithmetic circuits, and MUX style logic gates. Because of its differential nature, DCVS is suitable for self testing techniques which covers stuck-at-faults [74].

Over the past fifteen years, many flavors of Cascode Voltage Switch Logic (CVSL) has been introduced to avoid the problems associated with the DCVS ratioed logic operation and the slow PMOS loads. Differential Cascode Voltage Switch with Pass Logic family (DCVSPG) uses pass logic to implement the logic function of each branch[75]. It avoids the problem of the floating output node that exists in DCVS logic. Switched Output Differential Structure (SODS) replaces the PMOS latch with a clocked latch to avoid the contention [76]. Charge Recycling Differential Logic (CRDL) reduces power dissipation by shorting the output nodes before each evaluation phase [77].

3.3.5 MOS Current Mode Logic (MCML)

MCML is well known as a high performance logic family for mixed signal systems [78], [79]. Figure 3.15 shows the architecture of an MCML inverter/buffer.

Transistor $Q_1$ acts as a DC current source controlled by $V_{ref}$. Resistors $R_1$
and $R_2$ are pull up resistors. The logic function is implemented by the logic block connected between the resistors and the current source. For an inverter/buffer, the logic block is the differential pair constructed by transistors $Q_2$ and $Q_3$.

The operation of the MCML logic is based on the differential pair circuit. Each input variable is connected to a differential pair circuit. The value of the input variable controls the flow of current through the two branches of the differential pair. For example, if $V_{gs}(Q_2)$ is higher than $V_{gs}(Q_3)$, the current passing through $Q_2$ exceeds the current passing through $Q_3$. Therefore, the voltage of node $N_1$ begins to drop, until it reaches a steady state, where the current going through the resistor $R_1$ matches the current going through transistor $Q_2$. In the mean time, node $N_2$ is charged to $V_{dd}$ through resistor $R_2$.

The output voltage swing $V_S$ is defined as the voltage difference between $N_1$ and $N_2$ at steady state. The amount of current passing through the ON branch ($Q_2$ in
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the previous case) controls the discharge delay of the logic gate (1 $\rightarrow$ 0 transition), while the load resistor controls the charging of the output nodes (0 $\rightarrow$ 1 transition).

To achieve the best performance, all of the current needs to pass through the ON branch only, and the load resistors should be small in order to reduce the RC delay. This guarantees that the voltage at one of the output nodes is $V_{dd}$, while the other nodal voltage is $V_{dd} - I_{cs} \cdot R_L$, where $I_{cs}$ is the value of the current flowing through the current source, and $R_L$ is the load resistance ($R_1$, $R_2$). MCML circuits are faster than other logic families, because it uses NMOS transistors only and these transistors operate only in the saturation or linear regions.

If properly designed, MCML transistors must not operate in the cut off mode independent of the input combination. However, a large voltage swing $V_S$ may push one of the input transistors into cut off region, which increases the delay to pull it back to ON mode. Also, a small $V_S$ is not recommended, because it makes the gate more susceptible to noise and it reduces the current difference between the differential branches, which means smaller discharge current. The swing is controlled by the product of $R_L$ and $I_{cs}$. A larger $R_L$ leads to a larger voltage swing and smaller charge current. Increasing $I_{cs}$, though, speeds up load discharging, and increases power dissipation. Thus, choosing the appropriate $V_S$ is a compromise between power dissipation and delay. Normally a swing 20% of $V_{dd}$ is used [79].

The small output swing of MCML circuits reduces the cross talk between adjacent signals. The constant current source reduces the switching noise and supply fluctuations. For these reasons, MCML is recommended for mixed signal design to reduce the interference between the digital and analog blocks. The reduced out-
put swing also reduces the dynamic power dissipation in the case of long busses. Therefore, MCML may be used in the implementation of bus transceivers to reduce power and noise. Another important feature of MCML circuits is its noise immunity, due to the differential nature which is required at high frequencies and low supply voltage [80].

However, MCML has some major drawbacks which limit its use in digital systems. First is the static power dissipation due to the constant current source. By using Power/MHz as a measure for power dissipation, MCML power dissipation is reasonable at high operating frequency, but the Power/MHz becomes much higher at lower operating frequencies because the current source is fixed. Compared with CMOS circuits, MCML consumes more power at low frequencies. Therefore, MCML is preferred in high frequency applications only, in order to reduce the overhead of its static biasing power. Secondly, MCML is not suitable for power-down modes because of the DC current source. Hence, it is inappropriate for large systems, where power down techniques are used to reduce the system power. MCML circuits also require special fabrication technologies to implement the large load resistors in a reasonable area. This increases the cost and area of the chip. MCML designs need to include a reference voltage distribution tree to control the current source of each gate, leading to larger chip area and more complex routing. Finally, the matching of the rise and fall delays is not an easy task, because it is a function of the load of each gate.

As a solution for some of MCML problems in digital design, Mizuno et.al. [78] have suggested an adaptive pipelined technique for MCML circuits. The new
implementation changes the current source value of the gates in the critical path. Gates that are not in the critical path may use smaller current source. This scheme reduces the overall power dissipation.

3.4 Impact of Technology Scaling on Logic Styles

3.4.1 Velocity Saturation and Mobility degradation

In order to evaluate the output logic of a certain gate implemented by some logic style, a series of charging and discharging processes occur to the output node (at which the logic is determined). As the input of a logic gate changes, it causes the output node(s) to either charge or discharge. This is true for logic styles consisting of an N logic block. A static CMOS inverter is a simple example. The delay of which is the time taken for the output node to fully charge or discharge.

![DIagram](image)

*Figure 3.16: Modes of operation on I-V characteristics during discharging*
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For full swing logic styles, this NMOS will go through all the operating phases (cut-off, saturation and linear modes) while discharging the output node. Figure 3.16 shows the different modes a discharging NMOS device would undergo. The transistor is initially in the cut-off mode (1), when the input is "0". As the input increases, the NMOS operates in 2 regions; Saturation (2) and Linear (3). The NMOS will first operate in saturation where the drain current $I_{DS}$ is large ($I_{DS} \propto (V_{GS} - V_{TH})^{\alpha}$), which discharges the O/P node quickly. $\alpha$ is the velocity saturation index [60], which takes a value of 2 for long-channel devices, and around 1.3 for short-channel devices. The NMOS will operate along a constant $V_{GS}$ curve in the saturation region in the typical $I_{DS}/V_{DS}$ characteristics plot. When the output node reaches $V_{DD} - V_{TH}$, the NMOS moves from the saturation to the linear region. $I_{DS}$ in the linear region is less than in the saturation region for the same $V_{GS}$ [60], which causes the discharge to slow down.

The slowest transition however is from cut-off $\rightarrow$ saturation because all the charge stored in the depletion region of the NMOS device has to sink before the channel is constructed between the drain and the source. MCML is therefore, faster than other logic styles (refer to Figure 3.15) This is because $Q_2$ and $Q_3$ are never totally OFF, and experience a transition from the saturation $\rightarrow$ linear region and vice versa which take a short time.

Figure 3.17 shows the I-V characteristics of a MOSFET transistor for a long and short channel case. Saturation currents are reduced in magnitude compared to linear currents and no longer follow the long channel behavior (because $\alpha$ approaches 1). This will also cause a decrease in $V_{DS-SAT}$ as technology scales down. In CML
logic, the difference in current in the two branches indicates how fast the gate will evaluate. Due to short channel effects, the saturation velocity will decrease. The CML will operate along the dotted-line loop (due to short channel effects in the DSM regime) instead of the solid-lined loop (due to the long channel effect). The operating current is thus reduced, and consequently the evaluation time drops. The speed advantage of CML over other logic styles will thus start to fade as we move deeper in the DSM regime.

Not only will the carrier velocity tend to saturate as the channel length is scaled down, but the device's mobility will start to degrade as well. Figures 3.18 and 3.19 show the saturation velocity and mobility degradation of the electron respectively [7].
In NMOS devices, the saturation velocity is reached at a lower critical electric field compared to PMOS. This indicates that $\mu_n$ is degraded at a much faster rate.
than $\mu_p$ [65]. Eventually, a point is reached where both NMOS and PMOS have comparable mobilities and switching speeds. This is particularly important for the implementation of CMOS structures, for two reasons. Firstly, CMOS suffers from degraded performance because of the low mobility PMOS transistors. This speed disadvantage will gradually decrease as the technology scales down when $\mu_p$ approaches $\mu_n$. Therefore, the sizing up of the PMOS device is no longer required to attain speed. This will reduce the input capacitance of the gate. Therefore, not sizing the PMOS device would enhance the performance of CMOS in terms of delay, power and area. Secondly, the optimum noise margin in CMOS is achieved when $\mu_p$ equals $\mu_n$ [6]. With $\mu_p \approx \mu_n$, the CMOS noise margin is enhanced, and equal driving capability is also achieved, which keeps the short-circuit current within bounds [7]. Thus CMOS performance and robustness are both enhanced relative to other styles as technology scales down. On the other hand, as $\mu_p$ approaches $\mu_n$, the speed advantage that dynamic circuits (Domino and DCVS) originally had over static logic will start to fade. The dynamic and static circuits will have similar operation, and will evaluate the logic at comparable speeds. However, implementing wide fan-in gates like NOR gates using dynamic logic is still advisable in order to avoid stacking of PMOS devices, which will ultimately degrade the gate's speed when implemented using CMOS logic. Furthermore, as $\mu_n \approx \mu_p$, the high-speed logic evaluation through the high-mobility NMOS ($\mu_n$) pass devices in a circuit implemented in CPL will also decrease compared to the other logic styles.
3.4.2 Leakage currents

The effects of leakage current is more pronounced as CMOS technology moves down in the DSM regime, because leakage current increases exponentially as $V_{TH}$ decreases. As explained in Section 3.3.3, Domino logic is particularly susceptible to noise, due to the effect of leakage currents which could cause the pull-down devices to falsely switch easier. This deteriorates the gate's noise margin. To compensate for the low noise margins, the size of the PMOS keeper must increase, in turn increasing the contention current during evaluation, as well as the loading of the gate's O/P node. This ultimately reduces the gate's performance. A trade-off therefore exists between speed and robustness of Domino circuits in the DSM regime. The rate of improvement in the Domino's performance will therefore gradually decrease as we go deeper in DSM technologies. This is another reason that the performance of CMOS circuits is expected to approach the dynamic logic gates while controlling the gate's noise margin. Figure 3.20 plots the optimal $V_{TH}$ versus process technology for the static and dynamic cases [62]. It is clear that the optimal $V_{TH}$ used in static and dynamic circuits diverge in DSM technologies (less than 0.25μm). Static circuits need lower $V_{TH}$ to maintain gate drive with lower $V_{DD}$, while in dynamic circuits it becomes difficult to scale $V_{TH}$ due to noise limits.

Leakage currents have minimal effect on CMOS logic, due to the self-restoring logic mechanism CMOS employs.

DCVS logic does not suffer from contention currents during evaluation as domino logic. Leakage currents therefore, do not influence the circuit's evaluation time. However, during precharge, if one of the two branches is OFF, the OFF pull-down
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Figure 3.20: Optimal threshold voltage for static and dynamic circuits versus technology

transistors will start to leak. This might deteriorate the logic in the internal node (like domino logic), and consequently corrupt the gate's noise margin. Therefore, the cross-coupled PMOS keeper transistors shown in Figure 3.14 must be sized up enough to compensate for these leakage currents. However, sizing up the keepers too much will increase the loading at the internal nodes, and consequently degrading the circuit's performance. The keepers, therefore, should be sized properly to achieve the desired speed while attaining sufficient noise margins.

Circuits implemented in CPL also experience leakage currents. Referring to the upper branch in Figure 3.9, if \( A = "1" \) while \( B = "0" \) and \( S = "0" \), leakage current flows through the two NMOS devices of the upper branch and is dissipated. A similar behavior takes place if \( A = "0" \) while \( B = "1" \) and \( S = "1" \). Leakage however, has minor effect on CPL's functionality.
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The concept of leakage currents does not exist in CML circuits. Referring to Figure 3.15, $Q_2$ and $Q_3$ do not operate in the cut-off region. The leakage currents are therefore negligible compared to the bias current produced by the current source $Q_1$.

### 3.4.3 Hot Carrier Effect (HCE)

HCE is the phenomenon where carriers get trapped in the oxide, increasing the threshold of NMOS devices, and decreasing the threshold of PMOS devices. MCML may be vulnerable to $V_{th}$ variations caused by the hot carrier effects, because the devices must be matched for correct functionality. The hot carrier phenomenon is another reason to make low voltage operation more favorable. Logic families that can work at a lower supply voltage such as MCML are more preferable, because this will reduce the hot carrier effect and the punch through phenomenon, leading to better reliability and longer lifetime.

Logic styles that can tolerate minor changes in $V_{th}$ become more reliable, because the hot carrier effects and electromigration tend to increase $V_{th}$ over time. For CMOS, Domino, and DCVS, this is translated into a small variation in delay and a better noise margin. The performance of circuits implemented using CPL degrades also, because of the hot carrier phenomenon. This is attributed to the $V_{th}$ drop across the pass transistor. $V_{th}$ increases due to the HCE, producing a greater drop across the transistor. Therefore, the pass transistor switching speeds is reduced, and the transistor current is reduced. The same occurs at CPL's output inverter, which increases the gate's delay.
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However, a higher $V_{th}$ may cause MCML to cease functionality. This is attributed to the fact that increasing $V_{th}$ decreases the discharge current, and limits the output voltage swing $V_S$. When $V_S$ is reduced, the following MCML stages may not function properly.

3.4.4 The Drain Induced Barrier Lowering (DIBL)

DIBL causes $V_{th}$ to be a function of the operating voltage. As DIBL effect increases in smaller feature size devices, the $V_{th}$ dependence on $L_{eff}$ and $V_{dd}$, becomes a problem especially for dynamic circuits. This causes a reduction in the noise margin, which is particularly a problem in Domino logic implementations. As mentioned earlier, increasing the noise margin comes at the expense of reduced performance.

3.4.5 Scaling down $V_{dd}/V_{th}$ ratio

$V_{dd}$ scales down at a relatively slower rate than that of $V_{th}$ (see Figure 3.2). This is mainly attributed to reliability restrictions that limit the value of the electric field applied to the gate and across the channel.

Hence, the ratio $V_{dd}/V_{th}$ drops with technology scaling, until it reaches a minimum value of 3 in 0.07$\mu$m technology. This small ratio degrades the performance and power dissipation of CPL logic styles. Figure 3.21 illustrates a section of the CPL circuit.

The voltage at the output node of the driver circuit is $V_{dd}$, while the pass transistor is initially OFF. When transistor $Q_1$ turns ON, it operates in the saturation mode, where its current $I_1$ is proportional to $(V_{GS_1} - V_{TH_1})^\alpha$. $\alpha$ is the velocity satu-
ration index \([60] \) which takes a value of 1.3 for short channel devices. In the case of CPL, \(V_{GS_1} = V_{dd} - V_{TH_N} \) (due to the \(V_{TH_N} \) drop), thus \(I_1 \propto (V_{dd} - 2V_{TH_N})^a \). Worst case delay occurs when \(V_{dd} = 3V_{TH_N} \) \([81] \), where the current \(I_1 \) is proportional to \(V_{TH_N}^a \). Thus, \(I_1 \) is significantly reduced, and the switching speed of \(Q_1 \) is reduced. Furthermore, this increases the short circuit current flowing from \(V_{dd} \) to \(GND \) in the inverter.

A further speed degradation, occurs as \(Q_2 \) passes through the saturation phase and then the linear phase, while discharging the output node. \(Q_2 \) begins discharging the output node while in the saturation mode when \(V_{gs_2} = V_{th_N} \). Thus \(I_2 \propto (V_{gs_2} - V_{th_N})^a \), \(V_{gs} \) is initially at \(V_{th_N} \) to discharge the output node. This produces a very small discharging current, hence, a large delay time. This situation continues until the output node voltage drops to \(V_{dd} - V_{TH_P} \). At this instant, the keeper turns ON, pulling up the internal node to \(V_{dd} \), and accelerating the discharging process. This provides an additional delay for CPL. Another problem associated with decreasing the \(V_{dd}/V_{th} \) ratio is the reduction in gate robustness because the noise margins dwindle significantly.
3.4.6 Scaling of Interconnects

Differential logic circuits such as CPL, DCVS and MCML have complex structures, and a high wiring density due to the dual rail signals. Therefore, the wiring/interconnect capacitance increases, which increases the power and delay. This problem becomes even worse in the deep submicron regime, where the RC delay of the interconnects occupies a large ratio of the clock cycle time. Elmansy has showed that interconnects contribute about 30% to the total delay in the $0.25\mu m$ technology [68], as previously shown in Figure 3.6. This is another reason for the degradation in the differential logic styles' performances.

3.5 Area Considerations

Area of CMOS logic circuits is affected by the technology scaling and by the logic style itself. This section discusses both effects.

3.5.1 Technology Scaling and Area

Metal interconnects are needed to connect transistors, route signals and supply rails across the chip. As technology scales down, transistor feature sizes scale down linearly. However, metal wire interconnects do not scale down at the same rate due to the physical limitations of the metal deposition. Therefore, more demands are placed on the interconnects as technology moves to smaller feature sizes. The interconnect pitch (line width+space) decreases to increase integration density. However, the average interconnect length is kept constant because of the use of more
transistors per circuit which increases parasitic capacitance and line resistance. This degrades the chip's performance, and more power is dissipated per unit area, which consequently augments the chip's temperature. To avoid reliability problems and failure of electronic circuits associated with high operating temperatures, the power dissipation should be reduced.

In older technologies, poly layers have been used for routing, because the large width and low resistance of the poly in these technologies. This is not the case in deep submicron (DSM) technologies, where the impedance of the poly layer grows and is not suitable for long wires or interconnects. Such limitations lead to the use of extra vias and metal wires in routing, thus adding additional overhead.

Copper interconnects are used to reduce the interconnect area since the physical limitations on copper size are more relaxed. Copper also has a low resistivity, which allows wires to have small widths, and thus more wiring density. However, many problems are associated with the use of copper wiring such as contamination and cost, which makes it an expensive alternative [82]. Another alternative is to decrease the interconnect capacitance by using insulators with a dielectric constant lower than $\text{SiO}_2$. Yet, Bohr has shown that the use of low dielectric constant insulators causes many problems [83].

These two methods help reduce the RC interconnect delay, but will not suffice as feature size continues to shrink. The use of a larger number of metal layers and stacked vias is a technique for improving interconnect density without reducing pitch. For DSM devices, six levels of metal or more are used. For older technologies, two or three levels of metal were common. Figure 3.22 shows trends for number of
Finally, the interconnect height is scaled at a slower rate than its width. This increases the wire's aspect ratio, and consequently reduces the wire resistance. This, however, evokes line coupling, which causes crosstalk, increased power dissipation, and degradation in performance.

### 3.5.2 Logic Style and Area

The choice of logic style affects the area in two ways: cell area and routing area. Cell area is a function of the number and size of the devices. It is also dependent on the complexity of the logic cell, since complex gates require more area for connecting the devices of the gate. Generally, differential logic styles such as CPL, DCVS, and MCML are area efficient in implementing arithmetic circuits and XOR-based logic
3.6. Simulation Setup

To verify the previous qualitative analysis, six gates (AND, OR, XOR, MUX, AOI, Full Adder) are implemented using five logic families; CMOS, CPL, Domino, DCVS, CML. On the block level, a 16-bit CLA adder is also used as a test vehicle to evaluate the performance of each logic family.
3.6.1 Gate Simulation Setup

Zimmerman explained how the input waveforms affect the performance of the logic families, specially CPL [69]. The rise and fall times control short circuit currents, charge sharing, power dissipation and speed of evaluation. For such reasons, it is preferred to drive each logic gate by a logic gate from the same logic style. Figure 3.23 shows the setup used to compare the different logic gates. For each simulation, ten logic gates of the same type were cascaded to decrease the percentage of error in the measurements. Each logic gate has a fan out of two gates of the same kind. The output of each gate is alternately connected to one of the inputs in the following stage. This ensures that the gate is properly loaded. This is particularly important for CPL implementations, where the output of the CPL gate is alternately connected to the “gate” or “drain” of the device in the next stage. A driving gate is added to drive the input of the first gate. The power and delay of the driving gate are not taken into account in the measurements.

![Figure 3.23: Logic gates' setup for simulation](image)

All gates for all the logic styles were sized in order to achieve minimum Energy Delay Product (EDP). Delay was calculated as the worst case delay, whereas
the Power/MHz was used as a measure for power consumption. As previously explained, EDP was chosen as being the metric for comparison, as it best describes the efficiency of a circuit in terms of performance and power. The effect of interconnect (wiring) capacitances is included in the simulation as $C_{\text{wiring}}$. $C_{\text{wiring}}$ is the estimated wiring capacitance between two logic gates, which are five logic gates apart both in the vertical and horizontal directions. Clock tree power was included in the power measurement for Domino and DCVS circuits. For MCML gates, the reference voltage is a static signal. Therefore, it’s power dissipation was neglected during simulation since it charged the current source only once during startup.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Supply Voltage (V)</th>
<th>Frequency (MHz)</th>
<th>$V_{TH_N}$ (V)</th>
<th>$V_{TH_P}$ (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8μm</td>
<td>5</td>
<td>50</td>
<td>0.812</td>
<td>0.902</td>
</tr>
<tr>
<td>0.6μm</td>
<td>3.3</td>
<td>100</td>
<td>0.657</td>
<td>0.9</td>
</tr>
<tr>
<td>0.35μm</td>
<td>3.3</td>
<td>200</td>
<td>0.55</td>
<td>0.75</td>
</tr>
<tr>
<td>0.25μm</td>
<td>2.5</td>
<td>400</td>
<td>0.45</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Simulations were conducted in 0.25μm, 0.35μm, 0.6μm and 0.8μm CMOS technologies. Table 3.6.1 shows the operating supply voltage, frequency and threshold voltage used for every technology. An arbitrary frequency was used for each technology. To isolate the effect of the frequency in the final results, all the measurements were done per MHz.

For each case, the gate size was optimized for minimum EDP for each technology used. Because of the non inverting nature of pure Domino logic, the XOR and full adder were implemented using NP-Domino, while the MUX was not implemented in Domino because it is impractical. All the simulations were conducting using
HSPICE. The device models used should have 5 - 10% accuracy compared to the physical measurements.

### 3.6.2 CLA Adder Setup

![Diagram of a 16-bit CLA adder]

Figure 3.24: Architecture of a 16 bit CLA adder

On the block level, a 16 bit CLA adder [84] was used as a test figure for each of the five logic styles. Figure 3.24 illustrates the architecture of the 16 bit CLA adder. CLA adder was particularly selected to compare the different logic families because of the following reasons

- CLA adder utilizes a variety of logic gates with small and large fan-in and fan-out gates. It also includes simple gates (AND and XOR) as well as complex gates (block propagate and block generate).

- The 16 bit CLA adder contains nine cascaded logic levels which are suitable for testing the performance of cascaded logic gates in each case.

- CLA adder is not a regular architecture. Therefore, it is a good example for an arbitrary logic circuit.
The critical path delay of the CLA was calculated, where the carry propagated through the four "4 bit CLA adder"

3.7 Results and Analysis

3.7.1 Gate Results

To simplify the analysis of the simulation results, the logic gates were partitioned into two groups. The first includes the NAND, NOR and AOI gates (Group I). The second group includes the MUX, XOR, and the FA (Group II). Group I gates are usually implemented using single ended structures. The simulation results for the individual gates\(^1\) are illustrated in Table 3.7.1.

Group I gates

Figure 3.25 shows the average normalized delay of Group I gates. So far DCVS logic is considered the fastest logic style to implement Group I gates. This is attributed to it's dynamic nature, while suffering from no contention currents that might reduce it's evaluation time. Group I gates implemented in CML also possess high speeds. As mentioned in Section 3.4.1, this is because CML's logic devices do not undergo a slow transition from cut-off to saturation mode. On the other hand, gates implemented in CPL are slow, because of the large overhead the keeper and inverter produce on each output node. Domino and CMOS implement gates

\(^1\)Schematics of the various logic gates implemented using each logic style are shown in appendix (A)
Table 3.5: Logic gates comparison

<table>
<thead>
<tr>
<th>Gate Type</th>
<th>Logic Style</th>
<th>Power (Norm.)</th>
<th>Delay (Norm.)</th>
<th>EDP (Norm.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.25 0.35 0.6 0.8</td>
<td>0.25 0.35 0.6 0.8</td>
<td>0.25 0.35 0.6 0.8</td>
</tr>
<tr>
<td>NAND</td>
<td>CMOS</td>
<td>1.0 2.28 3.54 10.9</td>
<td>1.0 1.29 1.65 2.98</td>
<td>1.0 3.79 9.63 90.8</td>
</tr>
<tr>
<td></td>
<td>CPL</td>
<td>4.93 9.41 12.8 32.8</td>
<td>1.28 1.52 2.03 3.66</td>
<td>8.02 22 53 438</td>
</tr>
<tr>
<td></td>
<td>Domino</td>
<td>6.8 15 17 44.1</td>
<td>0.77 0.91 1.34 2.35</td>
<td>4.06 12.5 30 244</td>
</tr>
<tr>
<td></td>
<td>DCVS</td>
<td>4.9 11.1 17.9 41.8</td>
<td>0.8 0.95 1.19 2.45</td>
<td>3.13 10.1 25.4 248</td>
</tr>
<tr>
<td></td>
<td>MCML</td>
<td>2.67 7.57 17.1 99</td>
<td>0.84 0.92 1.48 2.32</td>
<td>1.89 6.37 37.6 533</td>
</tr>
<tr>
<td>NOR</td>
<td>CMOS</td>
<td>1.0 2.3 3.69 11.2</td>
<td>1.0 1.23 1.53 2.74</td>
<td>1.0 3.49 8.62 83.8</td>
</tr>
<tr>
<td></td>
<td>CPL</td>
<td>5.36 8.57 12.3 31.3</td>
<td>1.19 1.42 1.89 3.4</td>
<td>7.57 17.3 43.6 360</td>
</tr>
<tr>
<td></td>
<td>Domino</td>
<td>7.14 12.9 13.4 40</td>
<td>0.59 0.75 1.13 1.93</td>
<td>2.51 7.32 17 149</td>
</tr>
<tr>
<td></td>
<td>DCVS</td>
<td>4.75 10.8 17.4 40</td>
<td>0.73 0.87 1.09 2.24</td>
<td>2.53 8.15 20.5 200</td>
</tr>
<tr>
<td></td>
<td>MCML</td>
<td>2.59 7.36 16.6 96.4</td>
<td>0.77 0.84 1.35 2.11</td>
<td>1.52 5.15 30.4 431</td>
</tr>
<tr>
<td>XOR</td>
<td>CMOS</td>
<td>1.0 2.2 2.72 8.91</td>
<td>1.0 1.55 2.06 3.65</td>
<td>1.0 5.31 11.5 119</td>
</tr>
<tr>
<td></td>
<td>CPL</td>
<td>1.67 2.5 4.15 7.93</td>
<td>0.95 1.14 1.48 2.56</td>
<td>1.51 3.27 9.13 52</td>
</tr>
<tr>
<td></td>
<td>Domino</td>
<td>3.48 7.41 10.6 49.1</td>
<td>0.66 0.85 1.16 2.03</td>
<td>1.51 5.31 14.2 202</td>
</tr>
<tr>
<td></td>
<td>DCVS</td>
<td>1.62 4.57 6.67 22.2</td>
<td>0.84 0.92 1.21 2.12</td>
<td>1.15 3.85 9.75 99.8</td>
</tr>
<tr>
<td></td>
<td>MCML</td>
<td>0.88 2.51 5.67 41</td>
<td>0.7 0.77 1.42 2</td>
<td>0.46 1.46 11.4 162</td>
</tr>
<tr>
<td>MUX</td>
<td>CMOS</td>
<td>1.0 2.02 3.75 9.55</td>
<td>1.0 1.19 1.49 2.75</td>
<td>1.0 2.87 8.34 72.4</td>
</tr>
<tr>
<td></td>
<td>CPL</td>
<td>1.66 2.96 4.16 10.4</td>
<td>0.47 0.59 0.75 1.5</td>
<td>0.37 1.03 2.37 23.3</td>
</tr>
<tr>
<td></td>
<td>Domino</td>
<td>- - - -</td>
<td>- - - -</td>
<td>- - - -</td>
</tr>
<tr>
<td></td>
<td>DCVS</td>
<td>2.14 5.51 7.27 46.2</td>
<td>0.48 0.6 0.85 1.26</td>
<td>0.49 1.98 5.3 73</td>
</tr>
<tr>
<td></td>
<td>MCML</td>
<td>1.84 3.75 10 65.1</td>
<td>0.63 0.73 0.93 1.38</td>
<td>0.73 2 8.8 125</td>
</tr>
<tr>
<td>AOI</td>
<td>CMOS</td>
<td>1.0 1.49 2.35 5.72</td>
<td>1.0 1.4 1.83 3</td>
<td>1.0 2.91 7.87 51.5</td>
</tr>
<tr>
<td></td>
<td>CPL</td>
<td>1.68 2.67 3.95 11.1</td>
<td>0.87 1.09 1.45 2.62</td>
<td>1.26 3.14 8.24 76</td>
</tr>
<tr>
<td></td>
<td>Domino</td>
<td>1.84 3.47 5.37 18.7</td>
<td>0.95 1.23 1.65 2.7</td>
<td>1.65 5.27 14.6 136</td>
</tr>
<tr>
<td></td>
<td>DCVS</td>
<td>2.54 4.74 7.72 42.5</td>
<td>0.52 0.6 0.8 1.4</td>
<td>0.68 1.73 4.94 83.6</td>
</tr>
<tr>
<td></td>
<td>MCML</td>
<td>1.89 3.56 7.58 32.3</td>
<td>0.6 0.7 1.19 1.92</td>
<td>0.69 1.75 10.7 119</td>
</tr>
<tr>
<td>FA</td>
<td>CMOS</td>
<td>1.0 1.6 2.54 8.97</td>
<td>1.0 1.27 1.49 2.73</td>
<td>1.0 2.57 5.62 67</td>
</tr>
<tr>
<td></td>
<td>CPL</td>
<td>1.37 3.33 4.52 15.6</td>
<td>0.89 1.03 1.28 2.24</td>
<td>1.1 3.56 7.46 78.3</td>
</tr>
<tr>
<td></td>
<td>Domino</td>
<td>2.49 4.85 5.23 33.3</td>
<td>0.52 0.64 0.98 1.61</td>
<td>0.67 2 5 86</td>
</tr>
<tr>
<td></td>
<td>DCVS</td>
<td>2 3.67 4.82 17.4</td>
<td>0.55 0.67 0.89 1.5</td>
<td>0.59 1.63 3.82 39.3</td>
</tr>
<tr>
<td></td>
<td>MCML</td>
<td>1.32 2.61 7.85 37.4</td>
<td>0.53 0.58 0.92 1.1</td>
<td>0.37 0.89 6.5 44.7</td>
</tr>
</tbody>
</table>

with moderate speeds. It should be noted however, that the fastest NOR gates are implemented in domino logic.
Figure 3.25 shows also that the enhancement in speed over the generations is reduced for all logic styles except CMOS. The speed of CMOS circuits continue to systematically improve, while little speed enhancement (small slope) is noticed for the other logic styles. This is consistent with the qualitative analysis in Section 3.4 which indicated a speed reduction to the logic styles in the DSM regime. Therefore, technology scaling has the little effect on the speed of circuits implemented in CMOS.

![Graph showing normalized delay vs. technology (µm)](image)

Figure 3.25: Average normalized delay for Group I (AND, OR, AOI)

Power comparison results for Group I are shown in Figure 3.26. CMOS power dissipation is the by far the lowest for all technologies. This is attributed to its low short-circuit currents and switching activity especially for monotonic gates. Dynamic logic styles (Domino and DCVS) in general are power inefficient, and are thus not recommended in low-power systems. This is mainly attributed to
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their high switching activity, and high clock tree power. CPL also has high power dissipation because of the extra hardware used to restore the output voltage to \( V_{dd} \).

![Graph showing normalized power/MHz vs. Technology (\( \mu m \)) for different logic styles: Conv. CMOS, CPL, Domino, DCVS, and CML.](image)

Figure 3.26: Average normalized power/MHz for Group I (AND, OR, AOI)

Figure 3.26 shows that logic styles continue to dissipate less power over the generations at different rates. The quantitative results in Figure 3.26 clearly show that:

- CPL has the least improvement in power dissipation. This is attributed to the large short-circuit currents produced in the DSM regime (Refer to Section 3.4.5).

- The power efficiency of CMOS continues to improve over the years.

- CML has the highest improvement in power over the years. As mentioned in Section 3.3.5, this is because CML is preferred in high frequency applications.
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In order to reduce the overhead of its static biasing power. High frequency applications mostly take place in small feature-size technologies.

Taking into consideration the delay and power values in Figures 3.25 and 3.26, a plot for the Energy-Delay product for Group I gates can now be plotted. This plot is shown in Figure 3.27. CMOS has the lowest EDP values because of its low power dissipation. MCML has a continually decreasing EDP over the generations which is attributed to its low delay and its power-efficient behavior in the DSM regime. Dynamic logic styles; Domino and DCVS, have almost the same EDP at long channel (0.8\(\mu\)m) technology. However, for smaller feature sizes, DCVS possesses a lower EDP because it does not suffer from contention (unlike Domino). Circuits implemented in CPL experience the highest EDP. This is due the large overhead of the restoration buffers, increased delay and growing short-circuit power dissipation in DSM technologies.

Group II gates

Figure 3.28 shows the average delay of Group II gates. MCML logic is the fastest logic style to implement Group II gates. This is because CML’s differential nature best suits the implementation of XOR and MUX circuits. Group II gates implemented in DCVS also possess high speeds. This is again attributed to dynamic nature, while suffering from no contention currents that might reduce it's evaluation time. Group II gates are implemented in NP-Domino, which employs a complex structure (Figures 3.11 and 3.12), instead of conventional domino. However, NP-Domino still provides high speeds compared to static styles. This is mainly
attributed to its dynamic nature. Gates implemented in static styles; CMOS and CPL, are slow. However, CPL implements the complex structures of Group II much more efficiently than CMOS. Although CPL's performance is strongly degraded in DSM technologies, it still has an upper hand over CMOS in implementing MUX and XOR circuits. Therefore, XOR and MUX are considered the least efficient gates to be realized using the CMOS implementation, because these gates require inverted signals as inputs.

Similar to Figure 3.25, Figure 3.28 shows that the enhancement in speed over the generations is reduced for all logic styles except CMOS. The speed of CMOS circuits continue to systematically improve, while little speed enhancement (small slope) is noticed for the other logic styles. This is again consistent with the qualitative analysis in Section 3.4 which stated a speed reduction to the logic styles in the DSM
Figure 3.28: Average normalized delay for Group II (XOR, MUX, FA)

regime. Therefore, technology scaling has the least effect on circuits implemented in CMOS. CPL suffers from a sharp speed drop, but is still faster than CMOS in MUX and XOR gates.

Power comparison results for Group II are shown in Figure 3.29. Although CMOS experiences a large delay, its power dissipation is the lowest of all technologies. This is mainly attributed to its low short-circuit currents and switching activity. Again, dynamic logic styles (Domino and DCVS) are power inefficient, and are thus not recommended in low-power systems. This is mainly attributed to their high switching activity, and clock. On the other hand, CPL is relatively power-efficient in implementing XOR and MUX circuits.

The EDP values (see Figure 3.30) show that MCML has better EDP values in small feature sizes, because of the small delay and power. MCML is followed by
Figure 3.29: Average normalized power/MHz for Group II (XOR, MUX, FA)

DCVS, CPL, which proves that the differential logic styles are more suitable for complex logic gates. Performance of NP-Domino is not high enough because of the P logic blocks. Therefore NP-Domino’s EDP is almost equal that of CMOS.

Therefore, XOR and MUX are considered the least efficient gates to be realized using the CMOS implementation, because these gates require inverted signals as inputs. CMOS is more efficient for implementing simple monotonic gates, such as NAND, NOR and AOI. Differential logic styles implement non monotonic gates (XOR, MUX and FA) more efficiently. The high dynamic power associated with dynamic circuits is partly attributed to its high switching activity.
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![Figure 3.30: Average Normalized EDP for Group II (XOR, MUX, FA)](image)

3.7.2 CLA results

Table 3.6 shows results of the the CLA adder. The normalized power, delay and EDP are indicated. It is clear from the table that Conventional CMOS implementations have the worst delay for all technology generations, and attains average power dissipation. CMOS delay is high because the critical path in the CLA adder has complex gates which are not suitable for CMOS. The power dissipation is high because of the high glitching activity, due to the large logic depth of the adder. Conventional CMOS is therefore, the least efficient way to implement the CLA adder. Domino logic comes as the second worst implementation because of using NP-Domino to implement the XOR gates.

The differential logic structures have better EDP value. This occurs because of the many AOI and XOR structures that are used to build the CLA adder. It
should be noted that in the implementation of the CLA using CPL logic, each gate was built using only one logic branch to reduce the power dissipation.

Table 3.6: CLA comparison

<table>
<thead>
<tr>
<th>Logic Style</th>
<th>Power (Norm.)</th>
<th>Delay (Norm.)</th>
<th>EDP (Norm.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.25</td>
<td>0.35</td>
<td>0.6</td>
</tr>
<tr>
<td>CMOS</td>
<td>1.0</td>
<td>2.12</td>
<td>5.82</td>
</tr>
<tr>
<td>CPL</td>
<td>1.23</td>
<td>1.43</td>
<td>2.49</td>
</tr>
<tr>
<td>Domino</td>
<td>1.33</td>
<td>7.86</td>
<td>11.6</td>
</tr>
<tr>
<td>DCVS</td>
<td>1.57</td>
<td>2.96</td>
<td>3.9</td>
</tr>
<tr>
<td>MCML</td>
<td>1.96</td>
<td>3.31</td>
<td>4.22</td>
</tr>
</tbody>
</table>

3.8 Summary

Many factors are important in optimizing MOS transistor performance. Gate oxide thickness should be as thin as possible to improve short channel characteristics, maximize the drain current, and facilitate supply voltage scaling for reduced power. However, the minimum gate oxide thickness is dictated by reliability, defect density, and gate capacitance considerations. Threshold voltage should also be set low to maximize the drain current and to facilitate the reduced supply voltage, but not low as to increase the OFF current and standby power to unacceptable levels or to result in functional failure of dynamic circuits.

As technology scales down, Conventional CMOS logic is the least affected logic style. Its device sizes become relatively smaller, because the PMOS will have almost the same mobility as the NMOS device. Thus, PMOS devices will not need any sizing up to achieve a desirable performance. The performance enhancement for
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each new technology will generally decrease with each new generation of technology.

CPL performance degrades much faster than other logic styles because of the reduction of the ratio $V_{dd}/V_{th}$ in technology scaling. Hot carrier effect makes it even worse by increasing $V_{th}$ over the long term. CPL area tends to grow up, increasing power dissipation and area.

Domino's performance and power deteriorates, because of leakage and contention caused by the keeper transistor. DCVS is also affected by leakage power, but it does not have any contention problems during evaluation. Because interconnects are not scaled linearly with technology, the percentage of power consumed in the clock tree increases.

Although MCML tops the logic styles in many circuit implementations in terms of minimum EDP, it is not yet widely used. This occurs because of the complexity of MCML design cycle and the constant current source which is not suitable for digital systems especially during standby. Because of the hot carrier effects, MCML may have some trouble with $V_{th}$ variations. But if MCML is used at a lower supply voltage, the effect of the hot carrier becomes less important.
Chapter 4

Dynamic Current Mode Logic, A New Low-Power High-Performance Logic Family

Reduced-swing logic styles have been known for long time. However, they have not been widely used in digital design because of their high static power dissipation and complex design. This chapter introduces a new reduced swing logic family called Dynamic Current Mode Logic (DyCML). Combining the advantages of MCML (MOS Current Mode Logic) circuits with those of dynamic logic families, DyCML logic circuits achieve high-performance at low supply voltage, and low-power dissipation. Unlike CML circuits, DyCML does not have a static current source, which makes it a good candidate for portable devices and battery powered systems.

The first section of this chapter, explains the concept of reduced swing logic circuits. The following section outlines the history of MCML circuits, as an example
of reduced swing logic, followed by a qualitative analysis of its advantages and disadvantages. Then, the DyCML circuit architecture, and theory of operation is introduced. Following section describes the details of the implementation, and the simulation results. The last section presents the experimental results followed by a summary.

4.1 Introduction

As technology scales down, the transistor capacitance and gate parasitics are reduced, leading to smaller gate switching power. However, interconnect capacitance does not scale at the same ratio. This occurs because of the physical limitations on the minimum width of aluminum interconnects that can be deposited on the chip. Copper interconnect widths can be reduced more than the equivalent aluminum interconnects [17]. Consequently, Copper interconnects seem to solve this problem for two or three more process generations. However, this will not be enough for future process generations. Therefore, it is important to develop new logic styles that reduce power dissipation in the interconnects.

The effect of the interconnects on dynamic power dissipation can be explained using the following equation:

$$P_{Switching} = F_{Switching} V_{dd} V_{swing} C_{interconnect}$$  \hspace{1cm} (4.1)

where $F_{Switching}$ is the switching rate of the logic gate driving the interconnect wire, $V_{dd}$ is the supply voltage, $V_{swing}$ is the output voltage swing, which is normally equal
to $V_{dd}$ and $C_{interconnect}$ is the interconnect capacitance.

The interconnect power dissipation may be reduced by reducing the switching activity, supply voltage, voltage swing, or the interconnect capacitance itself. Reducing the supply voltage is not recommended because it degrades the performance. Lowering the output voltage swing reduces the interconnect power dissipation as long as the voltage swing can tolerate the noise.

Reduced output swing may be obtained in two schemes as follows:

1. The logic levels are $V_{dd}$ and $V_{dd} - V_{swing}$. In this case, the logic evaluation relies on NMOS transistors such as CML logic. PMOS transistors are either completely OFF, or partially OFF. Therefore, they are not likely to be used for logic evaluation, because their driving capabilities will be limited.

2. The logic levels are 0 and $V_{swing}$. In this case, the logic relies on PMOS transistors leading to slower gates. The NMOS transistors are either OFF or partially OFF. Thus, the NMOS driving is limited, and should not be used for logic function evaluation.

Because PMOS driving capability is less than the equivalent NMOS, the second style is not used because it is slower.

CMOS and other full swing logic circuits may be defined as Voltage Mode Logic (VML) circuits. These circuits rely on the value of the input voltage(s) to switch the different gate transistors to either the ON or the OFF state. This differs from the reduced voltage swing circuits, where some transistors are completely ON while the other transistors are partially ON. Such transistors do not work properly in
voltage mode logic. Current mode logic, where all the transistors are ON (partially or fully), is preferred for such cases. The value of the output logic of the gate is based on the difference between currents passing through the two branches of the circuit, as in the case of MOS current mode logic MCML.

4.2 MOS Current Mode Logic (MCML)

Designers have used Mode Logic (CML) for a long time in high speed logic circuits. Unlike traditional logic styles, CML power is fixed and not a function of operating frequency. For mixed signal designs, CML has been the logic style of choice, because of its low switching noise, stable supply rails and high noise immunity at high operating frequencies. Unfortunately, CML has not received much interest in digital VLSI design. The complex design cycle, the large area and most of all, the static power dissipation have prohibited digital VLSI designers from using it on large scale designs.

CML was originally developed for bipolar technology, as an extension for differential pair circuit, which is used widely in analog designs. When MOSFET technology evolved later, the differential implementation pair was not feasible because of the large variation in $V_{th}$. Therefore, MOS CML was not possible until Elmasry introduced an implementation based on depletion transistors [12]. However, depletion technologies became obsolete in the 1980's, while CMOS technologies became the de-facto of digital design. CMOS technology has made MOS CML possible [79].

An MCML inverter is shown in Figure 4.1. MCML's architecture and theory of operation are explained in detail in chapter 3. In [78], an analysis for energy and
delay of MCML circuits is given. To summarize, the advantages of MCML are:

- High speed since it does not operate in the cut-off region.

- Low switching noise because of the constant current source.

- High noise immunity because of its differential nature.

- Capability to operate at low supply voltage.

- Efficient implementation of arithmetic circuits (XOR styles).

- Controllable output voltage swing.

- Small output swing efficiency in driving data busses, and high load signals, which reduces dynamic power dissipation and delay.

MCML's disadvantages are:
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- DC current source wastes power during standby which is not suitable for digital circuits.

- The number of series transistors is equal to the number of input variables except for the case when some variables are exclusive (not "1" simultaneously).

- The large load resistors require special fabrication technology.

- A special tree for reference voltage \( V_{ref} \) distribution needs to be added, which increases the complexity of the layout stage.

It is clear that most of the problems associated with MCML are caused by the static current source and the balancing of loads. As a solution Mizumo *et.al.* have suggested an adaptive pipeline technique to reduce the power in non critical paths in an MCML system [78].

### 4.3 DyCML Circuit Architecture and Operation

To achieve the high speed characteristics of MCML, but exclude its drawbacks, the current source and load resistors of the MCML gate should be redesigned. Dynamic Current Mode Logic (DyCML) employs a dynamic current source with a virtual ground to eliminate the static power and other side effects associated with the conventional static current source. The new architecture also utilizes active loads, instead of the traditional load resistors to reduce power dissipation.

Figure 4.2 shows the basic architecture of a DyCML logic gate. It consists of the following: an MCML block for logic function evaluation, precharge circuit(\( Q_2, \))
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![DyCML Circuit Diagram](image)

Figure 4.2: Architecture of a DyCML gate

$Q_3, Q_4$, dynamic current source $(Q_1, C_1)$, and a latch to preserve logic value after evaluation $(Q_5, Q_6)$. The operation of the DyCML is described as follows: during the low phase of the clock, the precharge transistors $Q_3, Q_4$ turn ON to charge the output nodes to $V_{dd}$, while transistor $Q_2$ turns ON to discharge capacitor $C_1$ to $G_{ND}$. Meanwhile, transistor $Q_1$ is OFF, eliminating the DC path from $V_{dd}$ to $G_{ND}$.

During the high clock phase, the precharge transistors $Q_2, Q_3$ and $Q_4$ turn OFF, while transistor $Q_1$ switches ON creating a current path from the two precharged output nodes to the capacitor $C_1$. The latter acts as a virtual ground. These two paths have different impedances depending on the logic function and inputs; therefore, one of the output nodes drops faster than the other node. The cross
connected transistors $Q_5$, $Q_6$ speed up the evaluation, and maintain the logic levels after evaluation. During the evaluation phase, when one of the output nodes voltage drops less than $V_{dd} - |V_{TP}|$, the transistor whose gate is connected to this node turns ON, charging the other output node back to $V_{dd}$. Figure 4.3(b) shows the voltages at different nodes in a DyCML gate.

Transistor $C_1$ is used as a capacitor. It acts as a virtual ground to limit the amount of charge transferred to the output node(s). The value of this capacitor is dependent on the value of the load capacitance (fan out), and the required output
voltage swing. From Figure 4.3(b), it is clear that $V_{ds}$ of transistor $Q_1 \approx 0$ after the evaluation, and the voltage of node $d$ is $\approx V_{dd} - V_{swing}$. Since the charge stored on transistor $C_1$ equals the charge drained from the output nodes, the following equations are used to calculate the size of transistor $C_1$.

$$\begin{align*}
V_{swing} \cdot C_L &= W_{C1} \cdot L_{C1} \cdot C_{ox} \cdot (V_{dd} - V_{swing}) \\
W_{C1} \cdot L_{C1} &= \frac{V_{swing} \cdot C_L}{C_{ox} \cdot (V_{dd} - V_{swing})}
\end{align*}$$

(4.2)  \quad (4.3)

where $V_{swing}$ is the output voltage swing, $W_{C1}$ and $L_{C1}$ are the width and length of transistor $C_1$, respectively, $C_{ox}$ is the gate oxide capacitance per unit area, and $C_L$ is the load capacitance per output node. The parasitic capacitances of the MCML block are included in $C_L$, as well as the gate capacitance of transistors $Q_5$, $Q_6$, and the parasitic capacitances of the precharge transistors $Q_3$, $Q_4$. Although the voltage of only one output node drops, a small current (charge) flows from the other output node to $C_1$, until the latch switches ON. Thus, transistor $C_1$ should be sized up to accommodate this extra charge. From simulation results, the required increase in $C_1$ size was found to be $\approx 20\%$.

The area of transistor $C_1$ is a minor fraction of the total gate area. For example, for a DyCML gate with a fan out of 8, implemented in $0.6 \mu m$, transistor $C_1$ area should be $10 \mu m^2$, while the logic gate area is around $250 \mu m^2$, i.e., the capacitor size is about $4\%$ of the gate area. The size of transistor $C_1$ is small because of the
following:

- $V_{\text{swing}}$ is around 20% of $V_{dd}$.

- $C_{ox}$ is large especially for new fabrication technologies where the thickness of the gate oxide is reduced.

- The input transistors ($C_L$) of the DyCML logic gate are small because these transistors are responsible for steering the current only. The logic transistors are not supposed to completely charge or discharge the output load.

### 4.3.1 Operation of the Dynamic Current Source

Transistor $Q_1$ and $C_1$ construct a dynamic current source, which enhances the performance of the DyCML gates dramatically. The operation of the current source is as follows: at the beginning of the evaluation phase, transistor $Q_1$ acts as a current source with its gate biased with $V_{dd}$, driving a large current from the MCML block. As the current charges the capacitor, node $d$ voltage starts to rise, limiting the current flowing through $Q_1$ until it eventually turns OFF when its $V_{ds}$ becomes zero. This large instantaneous current speeds up evaluation leading to a smaller delay. The instantaneous current is shown in Figure 4.4(b) whereas Figure 4.4(a) shows $V_{gs}$ and $V_{ds}$ of transistor $Q_1$.

Dynamic power dissipation of DyCML gates is small compared with other dynamic differential logic styles because of the reduced output swing and small input transistors. The latch connected transistors $Q_5$, $Q_6$ eliminate the subthreshold leakage problem that degrades the stability of dynamic logic circuits.
DyCML does not suffer a static power dissipation because transistors $Q_1$ and $Q_2$ would never turn ON simultaneously. Only dynamic power exists, and it is independent on the input combinations. This occurs because the voltage at one of the output nodes is $V_{dd}$, whereas the other drops to $V_{dd} - V_{swing}$ after each
precharge/evaluation cycle.

The proposed DyCML gate operates properly at a supply voltages as low as $V_{TN} + |V_{TP}|$. This value guarantees that during the evaluation phase, the latch ($Q_5$, $Q_6$) switches ON to avoid any charge leakage.

4.3.2 Cascading DyCML Gates

DyCML gates may be cascaded in two different fashions by using:

- a Clock Delay (CD) mechanism where the clock signal is buffered from one gate to another.

- a self timing scheme where a gate generates the clock signal for the gates in the following logic level.

Clock Delay (CD)

Clock delay is a well known scheme in dynamic circuits. The clock signal is delayed between cascaded gates by adding a buffer to reduce the short circuit current occurring at the start of the evaluation phase. Figure 4.5 shows the delayed scheme structure.

A single clock buffer may be used to generate the clock signal feeding more than one gate. This is possible as long as the gates have equal logic depths. This scheme is the simplest and gives the best power and delay results. However, it must be clear that the clock delay should be larger than the gate delay. From the simulation results, it was found that even complex DyCML logic gates with large
fan outs would have half the delay of the clock buffer. Therefore this condition is satisfied because of the speed of the DyCML gate.

**Self Timed Scheme (ST)**

Self timing requires each gate to generate a completion signal for the following logic level. In DyCML, this signal may be the voltage on the transistor/capacitor $C_1$ (node d in the DyCML gate schematic). A special buffer is used to convert this signal to a full swing signal to be used as the clock signal for the next block. Figure 4.6 shows the architecture of this buffer. It consists of a cascade of two clocked inverters. The PMOS transistor of the second buffer is removed to reduce the delay.
of the generated clock signal. The input to the first inverter EOE (the End Of the Evaluation) is the voltage on the transistor $C_1$ from the previous logic level.

The buffer operates as follows: when the clock (CLK) is low, transistor $Q_1$ turns ON charging node $i$ to $V_{dd}$ which turns transistor $Q_5$ OFF. Transistor $Q_3$ turns ON and discharges the output node to "0”. Since the transistor $C_1$'s gate is discharged to "0” and the clock is low, transistor $Q_4$ turns OFF during this clock phase.

When the clock signal becomes high, transistor $Q_1$ turns OFF while transistor $Q_3$ turns OFF. Until EOE input starts to rise, no current will pass from node $i$ to the ground, keeping transistor $Q_5$ OFF. When the input starts to rise, transistor $Q_4$ switches on, discharging the node $i$ to "0”. Consequently, transistor $Q_5$ turns ON to charge the output node to $V_{dd}$. Figure 4.3.2 shows the voltages of various nodes in the buffer.

When the supply voltage drops, the delay of each gate will vary depending on the complexity and sizing of the gate's transistors. This clocking scheme is more appropriate for circuits with large variations in the supply voltage. The reason is
that each logic level will not start evaluation until the previous level has already evaluated, unlike the CD technique where the gate will start evaluation as soon as the delayed clock signal arrives. The price for the increased stability is higher delay, and power dissipation because of the buffers.

4.3.3 DyCML-CMOS Interfacing

DyCML gates may be used in conjunction with CMOS gates in the same design. Inputs of DyCML logic may be connected directly to CMOS gates' outputs. No buffering or interfacing circuits are required. To connect the output DyCML gates to the input of CMOS gates, a special buffer is required to convert the reduced swing signal to a full swing signal. Many differential-single ended buffers exist.
Unfortunately, most of them are complex and they rely on a DC current bias. To take advantage of the presence of a clock signal in DyCML logic, a new conversion circuit is designed as shown in Figure 4.8. It consists of a clocked inverter followed by a regular CMOS inverter. The operation of the buffer is as follows: when the clock is "0", transistor $Q_2$ is ON discharging node $i$ to ground, and therefore, the output node becomes high. Since the DyCML gate outputs are precharged to $V_{dd}$ when the clock is low, transistor $Q_1$ is OFF. When the clock becomes high, transistor $Q_2$ turns OFF. Depending on the input signal (the output of the DyCML gate), transistor $Q_1$ will either turn ON leading to a "0" output, or stay OFF keeping the output at "1". To speed up the interfacing circuit, the voltage swing of the DyCML needs to be increased. This increase is required only at the gates driving the CMOS logic gates. The voltages on the interfacing circuit are shown in Figure 4.3.3.
4.4 Circuit Implementation and Simulation Results

To evaluate the performance of the DyCML logic style, a set of logic gates were designed, and simulated using 0.6 $\mu$m CMOS (HP/MOSIS/CMC) technology. This technology has an effective channel length of 0.5 $\mu$m, and threshold voltages of about 0.7 and 0.9 volts for the NMOS and PMOS transistors, respectively. Then, DyCML logic is compared to five well known logic styles; namely: standard CMOS, Complementary Pass Logic (CPL), Domino, Dynamic Differential Cascode Voltage Switch (DDCVS), and MCML. To verify the visibility of DyCML logic on the block
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level, a 16 bit carry lock ahead adder is designed, and compared with other logic styles.

4.4.1 Gate Simulation and Comparison

Stability

![DyCML circuit diagram](image)

A divide-by-2 circuit (T FF) is designed to determine the effect of supply voltage scaling on the performance of the DyCML logic. The schematic of the circuit is shown in Figure 4.10. The maximum operating frequency of the circuit is defined as the maximum frequency at which the divide-by-2 circuit is able to generate a voltage swing of 20%\(V_{dd}\) at the output nodes. Figure 4.11 shows the maximum frequency versus supply voltage for the divide by 2 circuit.

The simulation results show that the maximum toggle frequency of DyCML exceeds 3 GHz, which is 60% higher than the equivalent CMOS circuit. The high
speed is achieved mainly, because of the reduced output swing, which requires a smaller amount of charge to be transferred through the logic block. Also, because the logic transistors are ON at the start of evaluation phase unlike CMOS logic where some transistors are OFF, they should be turned ON before the output nodes toggle states.

**Gate Level Comparison**

As explained earlier in chapter 3, the comparison of different logic styles should be generic. Realistic test circuit architecture, and test conditions are mandatory for a reliable comparison between different logic styles. The test scheme shown in Figure 4.12 is used to compare the different logic styles. For a complete description and
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Figure 4.12: Simulation setup for logic gates

Explanation of the simulation setup, refer to section 3.6.1.

For comparison purposes, five of the most frequently used logic gates were chosen, namely, NAND/AND, NOR/OR, XOR, MUX, and AOI. The full adder is also included, as it has been used historically to evaluate logic families. The two different cascading techniques for DyCML (CD, ST) were compared to CMOS, CPL, Domino, DDCVS and MCML logic styles. The simulations were executed at 100 MHz frequency while the voltage supply is 3.3 volts. Because of the non-inverting nature of conventional Domino logic, the XOR and full adder were implemented using NP-Domino, whereas the MUX was not implemented in Domino because it is impractical.

Table 4.4.1 shows the simulation results for the different logic styles. All the results are normalized with respect to CMOS results to simplify the comparison.

For simple logic gates (AND, OR, AOI), CMOS has the lowest power dissipation because of the overhead of the extra circuitry in DyCML gates. For more complex gates, (XOR, MUX, FA), DyCML had the smallest power dissipation. The self timed (ST) DyCML had 20 to 30% more power compared to the clock delayed
(CD) DyCML version. Other logic styles have higher power dissipation for both simple and complex logic gates.

The delay of DyCML gates is the lowest among all the logic styles. As mentioned earlier, this is a result of the high evaluation current, reduced output voltage swing, and the logic transistors that do not operate in the cut off region. The second best delay is obtained using DDCVS followed by Domino, MCML, CPL, and CMOS, respectively. The DyCML (ST) had 17 to 30% higher delay compared to the DyCML (CD) because of the self timing circuitry.

Since energy-delay is equal to delay^2.power, DyML has the best EDP product among all the logic styles.
From the simulation results, it is clear that DyCML circuits achieve high speed at a reasonable power dissipation. DyCML is more suitable for complex logic gates, where the power overhead of the extra circuitry vanishes with respect to the power of the logic evaluation block.

### 4.4.2 Block Level Comparison

![Figure 4.13: Block diagram of a 16 bit CLA adder](image_url)

In order to verify the functionality of DyCML on the block level, a 16 bit Carry Look Ahead (CLA) adder [84] is used. A simple CLA block diagram is shown in Figure 4.13. Figure 4.14 illustrates a generate gate implemented in DyCML logic as an example for complex logic gates. The gate utilizes the exclusive relationship between propagate and generate signals to reduce the number of transistors, and the gate complexity. The logic expression for this gate is

\[
\]

The reasons for choosing CLA adder as a comparison Figure are explained in
Figure 4.14: Generate gate of a 4Bit carry look ahead adder

section 3.6.2. Table 4.2 presents the power (including clock power if applicable), delay, power-delay product, and energy-delay product results for the seven logic styles. All the results are normalized to CMOS logic results. Both versions of DyCML proved to have the smallest delay among all the logic styles, because of the large evaluation current and reduced output swing. DyCML also had limited power dissipation due to its reduced output swing. DyCML tops all logic styles for
minimum EDP, which proves that the CLA adder is efficiently implemented using DyCML. The clock power in DyCML is only \( \approx 35\% \) of the total power dissipation, because all the evaluation and precharge transistors are minimum size transistors.

<table>
<thead>
<tr>
<th>Logic style</th>
<th>Power (norm)</th>
<th>Delay (norm)</th>
<th>PDP (norm)</th>
<th>EDP (norm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMOS</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>CPL</td>
<td>0.42</td>
<td>0.63</td>
<td>0.26</td>
<td>0.16</td>
</tr>
<tr>
<td>Domino</td>
<td>2.0</td>
<td>0.52</td>
<td>1.04</td>
<td>0.54</td>
</tr>
<tr>
<td>DCVS</td>
<td>0.67</td>
<td>0.38</td>
<td>0.25</td>
<td>0.09</td>
</tr>
<tr>
<td>MCML</td>
<td>0.72</td>
<td>0.37</td>
<td>0.27</td>
<td>0.1</td>
</tr>
<tr>
<td>DyCML (CD)</td>
<td>0.47</td>
<td>0.27</td>
<td>0.13</td>
<td>0.034</td>
</tr>
<tr>
<td>DyCML (ST)</td>
<td>0.57</td>
<td>0.34</td>
<td>0.19</td>
<td>0.065</td>
</tr>
</tbody>
</table>

Table 4.2: CLA comparison

4.5 Experimental Results

The 16-bit DyCML(CD) CLA adder test chip was fabricated in a 0.6\( \mu m \) CMOS process. The chip has a built in clock recovery circuit, and a scan chain to force the CLA inputs into the chip. To monitor the outputs, reduced to full swing buffers are used to convert the outputs of the CLA to full swing signals before the output pads. The adder and buffers are designed on \( 690 \times 160\mu m^2 \) compared to \( 870 \times 150\mu m^2 \), for the equivalent CMOS implementation. The microphotograph of the chip is shown in Figure 4.15.

The chip was tested on frequencies ranging from 0 to 400\( MHz \). The testing was done in two phases. The first phase checks for the functionality. In this test, a set of random input vectors is shifted into the chip, and the output is compared to
the expected results. The test vector generation and validation is carried out using IMS XL100 logic tester running at 50 MHz. The CLA chip operates successfully down to a supply voltage of 2.2 at 50 MHz. Because of the limitation on the clock frequency of the IMS tester, another test setup had to be implemented to measure maximum operating frequency, power, and delay.

The second test scheme forces the test vectors that yield the worst case delay. These vectors are A=0’s, B=1’s, and Cin toggling between “1” and “0” at half the clock frequency. Because the power of DyCML is not a function of the input combinations, this test can be used to measure the power. The output signals were recorded using a 50 GHz Tektronix 11801C digital sampling scope. Figure 4.16 shows the measured waveforms. The signals from left to right are the clock signal,
carry out of the first 4-bit CLA block, carry in to the last CLA block, and the last output sum bit $S_{15}$. The measured delay was 7% less than the simulated delay, while the measured power was 4.5% less than simulated layout, which falls within process variation limits. The measured delay of the CLA adder is 1.24 nSec. At 400 MHz and 3.3V supply, the chip consumes 19.2mW. The measurement results include the power and delay of the conversion buffers.

Figure 4.16: Measured Delay
4.6 Summary

In this chapter, a new logic style called DyCML was introduced. DyCML family combines the advantages of both MCML logic circuits and dynamic logic styles. A major advantage of the DyCML is the dynamic current source, which achieves smaller delays compared to the basic MCML circuits. Other advantages inherited from MCML are high-performance, noise immunity, and robustness to supply voltage scaling. DyCML gates reduce power dissipation by reducing the output voltage swing.

Simulation results show that DyCML circuits have better delay, power-delay and energy delay products compared to five of the most famous logic styles. A 16-bit CLA adder is fabricated in 0.6 μm CMOS technology to validate the simulation results. Experimental results show that DyCML circuits achieve high-speed with low power dissipation. The area of DyCML circuits is comparable to the area of the equivalent CMOS circuits.
Chapter 5

New High-Speed Dynamic Logic Styles for CMOS and MTCMOS Technologies

As CMOS technology scales down in deep submicron regime, performance of Domino circuits starts to degrade. Dynamic power dissipation increases also because of contention currents. This chapter introduces a new Domino logic style, referred to as High Speed-Domino (HS-Domino). HS-Domino resolves the speed-Noise Margin (speed-NM) trade-off in Domino circuits and extends the Domino's operation into the deep submicron regime, with no degradation in the gate's noise margin. The second part of the chapter presents a new MTCMOS scheme for Dynamic logic styles. This scheme has been applied to HS-Domino and Domino Differential Cascode Voltage Switch logic (DDCVS). The MTCMOS scheme reduces the subthreshold leakage current during standby, while attaining high performance and sufficient
noise margins. The new scheme does not require extra gating hardware.

5.1 Introduction

In a digital CMOS circuit, switching power dominates the total power dissipation. As explained in chapter 2, reducing the supply voltage is the most efficient approach to reduce switching power dissipation. Lowering the supply voltage is also important in Deep SubMicron (DSM) technologies to avoid several reliability problems. However, reducing the supply voltage alone causes serious degradation in the circuit’s performance.

One way to maintain performance is to scale down both the supply voltage and the threshold voltage $V_{th}$. Again, reducing the threshold voltage, increases the subthreshold leakage current exponentially. At very low $V_{th}$ and with the new System On Chip (SOC) trend, the leakage becomes a large fraction of the total power. Furthermore, dynamic logic circuits such as Domino and DCVS have significantly worse tolerance to device subthreshold leakage compared to static CMOS, because they use precharge logic [62]. Therefore, it is considered risky to utilize the low threshold voltage (LVT) devices to improve the critical path delay in dynamic circuits [85].

In the next section, the operation of Domino logic is presented and the speed-NM problem in Domino logic is explained in detail.
5.2 Domino Logic

Figure 5.1 shows a Clock Delayed Domino (CD-Domino) logic gate. It consists of: a PMOS precharge transistor ($Q_1$), an NMOS block for logic function evaluation, a static CMOS inverter $I_1$ to drive the gate output, a PMOS keeper transistor ($Q_2$) to restore the logic at the Domino node, and two clock drivers ($I_2$ and $I_3$).

![Diagram of Domino Logic]

Figure 5.1: An 8-input Clock-Delayed OR Domino gate

CD-Domino is similar to the conventional Domino, except that the NMOS evaluation transistor is removed to speed up evaluation. To reduce the short circuit currents and avoid racing condition, a buffer is added to delay the clock signal from each logic level to the following one. In Figure 5.1, inverters $I_1$ and $I_2$ act as buffers to delay the clock signal.

\footnote{CD-Domino is widely known in the industry as D2 Domino, while conventional Domino is known as D1 Domino}
5.2. **DOMINO LOGIC**

The CD-Domino operates as follows: during the precharge phase (when the clock is LOW), transistor $Q_1$ turns ON to charge the Domino node to "1", the inverter $I_1$ output becomes "0", and the keeper transistor $Q_2$ turns ON to maintain the voltage of the Domino node.

When the clock signal becomes HIGH, the CD-Domino gate operates in evaluation mode. During evaluation, the CD-Domino gate has two possibilities. First, the input data creates a path from the Domino node to $G_{ND}$ to discharge the Domino node to "0". Consequently, the inverter $I_1$ output becomes "1" and the keeper transistor $Q_2$ turns OFF. At the beginning of evaluation, the keeper transistor is ON. Therefore, when a path is created from the Domino node to $G_{ND}$, transistor $Q_2$ tries to keep this node at $V_{dd}$ while the NMOS block is trying to discharge the same node to $G_{ND}$. This is called contention, where one device is trying to change a node to "1" while another device is trying to pull it down to "0". Contention slows down evaluation because the NMOS block has to pass current equivalent to that of the keeper in addition to the Domino node discharge current. Contention increases dynamic power dissipation also because of the large current passing from $V_{dd}$ to $G_{ND}$ during evaluation. Therefore, it is preferred to reduce the keeper size to enhance evaluation speed and reduce the contention power.

Second evaluation scenario occurs when the input combination does not create a path from the Domino node to $G_{ND}$. In this case, the Domino node remains "1" and the gate output remains "0". The keeper transistor stays ON to maintain the Domino node voltage at $V_{dd}$ and to compensate for any leakage currents or charge sharing. Therefore, a larger keeper transistor is useful to increase the stability of
the domino gate. Unfortunately, larger keeper leads to slower evaluation and more power dissipation.

5.2.1 Noise Margin and Delay of CD-Domino Circuits

The NM is defined as the input voltage change that causes a 10% drop of $V_{dd}$ at the Domino node [62]. In this work, the NM is set to 10% of $V_{dd}$.

![Graph showing noise margin of Domino logic versus $V_{th}$](image)

Figure 5.2: Noise margin of Domino logic versus $V_{th}$

Figure 5.2 shows the NM of an 8-input conventional Domino OR gate for different $V_{th}$ values, while keeping the ratio $W_{keeper}/W_n$ constant and equal to 1/10, where $W_{keeper}$ and $W_n$ are the widths of the PMOS keeper and NMOS pull down devices respectively. The 8-input NOR gate has been used, because Domino logic is usually used for wide fan-in OR gates. OR gate have the worst case leakage current when all the inputs are “0”. In this case, all the input transistors turn OFF, and
leakage current flows from the Domino node to $G_{ND}$ through each input transistor. Figure 5.2 shows that the noise margin drops by 1mV for every 1mV decrease in $V_{th}$.

Figure 5.3 illustrates the normalized delay of a 3-stage chain of 8-input conventional Domino NOR gates with a fan-out of 3 versus $V_{th}$ for two cases. In the first case, a constant $W_{keeper}/W_n$ ratio is used (i.e. ignoring the noise margin). In the second case, the $W_{keeper}/W_n$ ratio is increased to keep the noise margin at least 10% of $V_{dd}$. The second case is referred to as controlled or constant NM.

![Diagram](image-url)  

Figure 5.3: Normalized delay of CD-Domino versus $V_{th}$

The constant $W_{keeper}/W_n$ curve shows that the performance of CD-Domino increases as $V_{th}$ decreases. However, this curve neglects noise margin, which leads to impractical design. The constant (controlled) noise margin curve shows that as
the threshold voltage is reduced, delay increases. This occurs because when the threshold voltage drops below certain value (0.3V in this case) the noise margin becomes less than 10% of $V_{dd}$. Therefore, the keeper has to be sized up to keep the NM $\geq$ 10% of $V_{dd}$. Larger keeper size leads to more contention current and increases the evaluation time. This conflict between performance and noise margin is called speed-NM trade-off, where the designer has to compromise one of the two parameters to increase the other.

Therefore, Domino circuits are not suitable for DSM technologies because of the high leakage currents and degraded performance. In the next section, a new Domino logic circuit is presented to solve this problem and extend the Domino performance into future fabrication technologies.

### 5.3 High Speed Domino (HS-Domino)

In this section, a new logic style called HS-Domino is introduced. HS-Domino solves the contention problem by turning the keeper transistor OFF at the start of the evaluation cycle. The architecture of an HS-Domino gate is illustrated in Figure 5.4. The gate output is connected to the keeper through an NMOS ($N_1$) and a PMOS ($P_1$). The gates of both transistors are connected to the delayed clock signal.

This HS-Domino gate operates as follows: when the clock is LOW during precharge, transistor $N_1$ is OFF, $P_1$ is ON charging the gate of the keeper transistor $Q_2$ to $V_{dd}$. Therefore, the keeper transistor turns OFF, and the Domino node is precharged to $V_{dd}$. 
During the evaluation phase, the operation of the HS-Domino is similar to that of CD-Domino except for the keeper transistor. In HS-Domino, the keeper transistor is OFF at the beginning of evaluation phase. This eliminates the contention between the keeper and the pull-down devices during evaluation. Therefore, the Domino gate evaluates faster and no contention current exists. When the delayed clock signal becomes “1”, if the gate has already evaluated and the output of the inverter \( I_1 \) is “1”, transistor \( N_1 \) will be OFF and the keeper transistor remains OFF. Alternatively, if the gate has evaluated to “0”, transistor \( N_1 \) turns ON to discharge the gate of the keeper transistor. Therefore the keeper turns ON to maintain the voltage of the Domino node at \( V_{dd} \) and to compensate for leakage currents.

Usually the delay between the clock signal and the delayed clock signal is larger than the evaluation time of the gate. Therefore, the Domino gate may finish evaluation before the keeper transistor begins to turn ON. Transistors \( N_1 \) and \( P_1 \) are
minimum size transistors to slow down the switching of the keeper and allow more time for contention-free evaluation.

In HS-Domino, the keeper width may be sized up as $V_{th}$ scales down to maintain a constant (controlled) NM, without worrying about increasing the contention, and speed degradation. Figure 5.5 shows how the keeper is sized up to maintain the noise margin $\geq 10\%$ in HS-Domino.

Figure 5.5: $W_{\text{keeper}}/W_n$ ratio versus $V_{th}$

5.3.1 Speed Comparison

In order to compare the performance of HS-Domino with that of CD-Domino, a 3-stage chain of 8-input OR gates was simulated in 0.25 $\mu m$ CMOS technology.
In the simulation, each gate had a fan-out of 3. The delay versus $V_{th}$ is shown in Figure 5.6.

![Graph showing normalized delay versus $V_{th}$ for different dynamic styles.]

Figure 5.6: Speed of the different dynamic styles

The delay curves of the CD-Domino with constant NM and constant $W_{\text{keeper}}/W_n$ ratio are plotted to illustrate the speed advantage of HS-Domino circuits. Figure 5.6 shows how the delay of HS-Domino circuit continues to decrease as $V_{th}$ is scaled down, without tampering the NM. Hence, HS-Domino resolves the speed-NM trade-off. A slight speed difference starts to develop between the modified circuit and conventional Domino with constant $W_{\text{keeper}}/W_n$ ratio as $V_{th}$ decreases. This is due to the increases loading at the Domino node as the keeper is sized up to keep the NM intact.
5.3.2 Power Dissipation of HS-Domino

Figure 5.7 compares HS-Domino circuit with the CD-Domino in terms of dynamic power at 500MHz.

![Normalized dynamic power versus Vth](image)

Figure 5.7: Normalized dynamic power versus $V_{th}$

The power dissipation of CD-Domino circuit is plotted for two cases; constant NM and constant $W_{keeper}/W_{n}$ ratio. Although the HS-Domino with constant NM introduces slightly higher clock loading, it reduces power dissipation by about 15% compared to either cases of CD-Domino. At low $V_{th}$ values, the power of the HS-Domino approaches that of CD-Domino with fixed keeper size, because the keeper size is increased in HS-Domino to maintain the noise margin which increased the loading at the Domino node. However, the increase in power dissipation in HS-
5.3. **HIGH SPEED DOMINO (HS-DOMINO)**

Domino is much less than that of constant NM CD-Domino. Consequently, HS-Domino consumes less power for a wide range of $V_{th}$ values because the contention is eliminated. The added hardware, transistors $N_1$ and $P_1$, are minimum size devices which have a minor effect on the total power dissipation.

![Normalized leakage power versus $V_{th}$](image)

Figure 5.8: Normalized leakage power versus $V_{th}$

Figure 5.8 illustrates the normalized leakage power of HS-Domino and the two types of CD-Domino. The leakage current is almost the same for the three cases and it increases by an order of magnitude for every 85mV reduction in $V_{th}$.

Therefore, HS-Domino solves the speed-NM trade-off, but it does not affect leakage power. For low $V_{th}$ devices, the leakage current is increasing rapidly which requires larger keeper size and consequently, dynamic power dissipation increases.

In 1995, MTCMOS technology was proposed as a solution to reduce leakage
current in deep submicron processes. MTCMOS uses low $V_{th}$ (LVT) devices to reduce delay during normal operation and uses high $V_{th}$ (HVT) devices to reduce leakage current during standby [86].

Next section explains the MTCMOS implementation of CD-Domino. The following section introduces MTCMOS implementation for HS-Domino and compares the new implementation with MTCMOS CD-Domino logic.

5.4 MTCMOS Implementations for Domino Logic

Usually, leakage power dissipation is much smaller than dynamic power. During normal operation, leakage power may be neglected. However, leakage power is more important during the inactive or standby modes especially for battery powered systems. Such systems operate in the active mode for a short amount of time while more than 90% they are in standby mode. Therefore, MTCMOS implementation reduces the leakage power during standby to increase battery lifetime.

Domino circuits may be switched to standby mode either during precharge or evaluation. In order to evaluate these two options and determine which transistors to become LVT or HVT, four operating modes have to be considered as follows:

1. Evaluation phase

2. Precharge phase

3. Standby @ Evaluation

4. Standby @ Precharge
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Devices in the evaluation path are preferred to be LVT devices to avoid speed degradation. Devices that are used only during precharge may be either LVT or HVT, because they do not affect performance. Table 5.1 summarizes the preference of each device in a CD-Domino gate in each operating mode to increase speed and reduce leakage power. The schematic of the CD-Domino gate is shown in Figure 5.1.

Table 5.1: Type of Transistors in the Domino Logic

<table>
<thead>
<tr>
<th>Mode</th>
<th>Q1</th>
<th>Q2</th>
<th>Q4</th>
<th>Q5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precharge</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Standby @ Precharge</td>
<td>X</td>
<td>X</td>
<td>H</td>
<td>X</td>
</tr>
<tr>
<td>Standby @ Evaluation</td>
<td>H</td>
<td>H</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Evaluation</td>
<td>X</td>
<td>X</td>
<td>L</td>
<td>X</td>
</tr>
</tbody>
</table>

where “H” symbolizes a HVT device, “L” is a LVT device, and “X” is a Don’t care state (ie. may be either HVT or LVT). Dividing Table 5.1 into two tables, either standby @ precharge (Table 5.2) or standby @ evaluation (Table 5.3)

Table 5.2: Standby @ Precharge : Rejected

<table>
<thead>
<tr>
<th>Mode</th>
<th>Q1</th>
<th>Q2</th>
<th>Q4</th>
<th>Q5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precharge</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Standby @ Precharge</td>
<td>X</td>
<td>X</td>
<td>H</td>
<td>X</td>
</tr>
<tr>
<td>Evaluation</td>
<td>X</td>
<td>X</td>
<td>L</td>
<td>X</td>
</tr>
</tbody>
</table>

It is obvious from Table 5.2 that transistors Q2 and Q4 should be HVT and LVT during the standby mode and evaluation mode respectively. This discrepancy indicates that the standby mode cannot take place as precharge.

On the other hand, Table 5.3 shows no contradiction in the kind of device during any mode of operation. Thus, the standby mode is chosen to be during evaluation.
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Table 5.3: Standby @ Evaluation : Correct

<table>
<thead>
<tr>
<th>Mode</th>
<th>Q1</th>
<th>Q2</th>
<th>Q4</th>
<th>Q5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precharge</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Standby @ Evaluation</td>
<td>H</td>
<td>H</td>
<td>X</td>
<td>H</td>
</tr>
<tr>
<td>Evaluation</td>
<td>X</td>
<td>X</td>
<td>L</td>
<td>X</td>
</tr>
</tbody>
</table>

5.4.1 MTMOS CD-Domino Logic

In a recent report, an MTMOS Domino implementation has been devised [87]. This implementation focuses on reducing the leakage while achieving high performance. However, no attention has been paid to noise margins, which is impractical in Dynamic logic. Figure 5.9 illustrates the schematic of the MTMOS Domino gate, where LVT devices are highlighted. In this implementation, sleep mode is used during evaluation which complies with table 5.3.

![MTMOS CD-Domino OR gate](image)

**Figure 5.9: An 8-input MTMOS CD-Domino OR gate**

During evaluation, the gate may have “0” to “1” transition at the output node. All the devices involved in this transition should be LVT devices to speed up eval-
uation. These transistors are the logic block transistors, transistor $Q_4$, the NMOS transistor of $I_2$, and the PMOS transistor of $I_3$. The keeper transistor is important only after the evaluation.

During standby, the gate operates in evaluation mode and all the inputs are “1”s. Therefore, transistors $Q_1$, $Q_2$, $Q_5$, the PMOS of $I_2$, and the NMOS of $I_3$ are OFF, passing leakage current from $V_{dd}$ to $G_{ND}$. All these transistors are HVT devices. Therefore, this scheme reduces the evaluation delay by using the LVT devices and the leakage currents by using HVT devices.

One problem with such a mechanism is that forcing “1”s at the input, means that these inputs should be gated. This is required only for the external inputs to the Domino block, because during standby, all the Domino gates inside the block have output “1”. The gating circuitry usually consists of OR gates, which increases the dynamic & leakage power, delay, and area of the circuit. This implementation does not take noise margin into consideration. The worst case NM of an 8-input conventional Domino OR gate for different $V_{th}$, while keeping the ratio $W_{keeper}/W_n$ constant, is similar to that shown in Figure 5.2.

5.5 MTCMOS High Speed Domino Logic (MHS-Domino)

To resolve the speed-NM trade-off, and thus remove the contention, as well as achieving ultra low leakage values, the MTCMOS HS-Domino (MHS-Domino) circuit shown in Figure 5.10 is devised.
The MHS-Domino gate is similar to the HS-Domino gate, except that the keeper source is connected to \( \textit{SLEEP} \) signal instead of \( V_{dd} \). Transistors of the NMOS logic block, \( Q_2, Q_4, P_1, N_1 \), the NMOS transistor of \( I_2 \), and the PMOS transistor of \( I_3 \) are LVT transistors to speed up evaluation. The MHS-Domino circuit employs a Sleep Signal Generator (SSG), which is realized by a simple inverter as shown in the schematic. The PMOS device of the SSG must be kept HVT in order to reduce the leakage during standby. The \( \textit{SLEEP} \) signal is "0" for normal operation and "1" for standby.

During normal operation, the operation of MHS-Domino gate is the same as HS-Domino. In this mode, \( \overline{\textit{SLEEP}} \) signal is "1". Therefore, the keeper source is connected to \( V_{dd} \) through the SSG block. In this scheme, all the transistors involved during evaluation are LVT devices to reduce delay.

In standby mode, the \( \textit{SLEEP} \) signal is "1", \( \overline{\textit{SLEEP}} \) becomes "0", and clock
is high. The Domino node has two possible outputs, "1" or "0". When the domino node is "0", the gate output is "1". Therefore the input to the following gate is "1". When the Domino node is "1", the output is "0" which turns the keeper transistor ON discharging the Domino node to $\overline{SLEEP}$ signal and causing the gate output to turn into "1". This transition is fast because the keeper transistor is LVT. Therefore, at the beginning of standby operation, all MHS-Domino gates change their output to become "1" without using input gating which reduces hardware and power. After the initial transitions, transistors $Q_1$, $Q_4$, the NMOS of $I_2$, the PMOS $I_3$, and the PMOS of the SSG turn OFF. All these transistors have HVT to reduce the leakage current.

5.5.1 Speed Comparison

To illustrate the speed advantage of MHS-Domino circuit, the normalized delay of a 3-stage chain of an 8-input Domino OR gates with a fan-out of 3 for the new MHS-Domino circuit versus $V_{th}$ is shown as the 3rd curve in Figure 5.11. The delay curves of the MTCEMOS Domino with constant NM and constant $W_{keeper}/W_n$ ratio are plotted on the same graph to illustrate the speed advantage of the MHS-Domino circuit. Figure 5.11 shows the delay of the MTMCOS modified circuit at constant NM continues to decrease as $V_{th}$ is scaled down because there is no contention current.
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![Graph showing normalized delay vs. Vth](image)

**Figure 5.11**: Normalized delay of DVT Domino versus $V_{th}$

### 5.5.2 Dynamic Power Comparison

Figure 5.12 compares the MHS-Domino circuit with the MTCMOS CD-Domino circuit in terms of dynamic power.

Although the MHS-Domino circuit introduces slightly higher loading, and an SSG, it actually has significantly lower power dissipation than the conventional version. This is attributed to the following:

1. Elimination of the contention in the modified domino gate, which means that there are no short-circuit currents during switching.

2. $N_1$ and $P_1$ are minimum sized devices, contributing to a very small loading effect.
Figure 5.12: Normalized dynamic power in MTCMOS Domino versus $V_{th}$

3. The sleep signal generator hardly consumes any dynamic power because its output is always “1” during the active mode, and “0” during standby. Thus, no switching occurs except during transition from one mode to the other. These transition are not frequent and its power dissipation is negligible.

5.5.3 Leakage Comparison

A comparison between the normalized leakage power of the MTCMOS CD-Domino and MHS-Domino is shown in Figure 5.13. The leakage curves are plotted versus $V_{th}$ for the MTCMOS Domino gate for constant NM and constant $W_{keeper}/W_n$ ratio (NM is ignored).
Figure 5.13: Normalized leakage power in MTCMOS Domino versus $V_{th}$

MHS-Domino consumes only 4% more leakage power than the MTCMOS CD-Domino (ignoring NM), while it also consumes slightly more leakage than the conventional MTCMOS case at constant NM until a $V_{th}$ of $\approx 220\text{mV}$. For $V_{th}$ below 220mV, the MHS-Domino at constant NM has a leakage advantage over the conventional version at constant NM. It is necessary to offset the power penalty paid in turning devices ON and OFF, especially due to switching the devices from standby to active states, and vice versa. This power penalty becomes less significant if the system spends most of its time in the idle state (95%).

Therefore, MHS-Domino eliminates the contention, enhances the performance, reduces power dissipation and reduces leakage current during standby.

The scheme used to convert HS-Domino to an MTCMOS logic style is generic.
and may be applied to any other dynamic logic style. In the following section, this scheme is extended to Domino Dual Cascode Voltage Switch logic (DDCVS). A brief introduction to the conventional DDCVS is given first.

5.6 MTCMOS Implementation for DDCVS Logic (MDDCVS)

The architecture of DDCVS circuits and theory of operation has been explained in detail in section 3.3.4. The rest of this chapter concentrates on leakage power dissipation in DDCVS logic, and how to use the new MTCMOS scheme to reduce this leakage power.

Figure 5.14 illustrates a two input XOR gate using DDCVS logic. The cross coupled transistors $Q_1$ and $Q_2$ are OFF at the beginning of evaluation phase. Therefore, no contention current exists during evaluation and the keeper devices may be sized up to achieve a sufficient NM, without worrying about degrading the gate's speed.

Although the speed-NM problem is in DDCVS circuits, leakage becomes a challenge as CMOS technologies scale down into the submicron regime. Therefore, a new MTCMOS DDCVS (MDDCVS) is devised. The new circuit exhibits extremely low leakage during the sleep mode (standby mode), while maintaining the speed of LVT devices and dynamic power dissipation during the active mode.
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![Diagram of XOR DDSVSL Gate](image)

Figure 5.14: An XOR DDSVSL Gate

### 5.6.1 MDDCVS Architecture and Operation

MDDCVS has a similar implementation to the original DDCVS, except for a sleep signal generator (SSG), which connects the sources of the PMOS keeper devices to \(V_{dd}\) during the active mode, or to \(G_{ND}\) during the sleep mode. Figure 5.15 shows a typical clock-delayed MDDCVS stage.

During normal operation the \(SLEEP\) signal is high and the MDDCVS circuit operates exactly like a regular DDCVS circuit. Because precharge time is not critical, transistors involved in the precharge process may be LVT or HVT devices. These
transistors are $Q_3$, $Q_4$ and the NMOS transistors of inverters $I_1$, $I_2$. On the other side, transistors involved in the evaluation should be LVT to speed up the logic gate. The transistors responsible for evaluation are the NMOS block transistors and the PMOS transistors of $I_1$ and $I_2$.

During the standby mode, the clock is HIGH in order to turn OFF the HVT $Q_3$ and $Q_4$ devices. The SLEEP signal becomes HIGH, which supplies $G_{ND}$ to the
sources of transistors $Q_1$ and $Q_2$.

Whether standby occurs right after precharge or evaluation, this is not an issue. In both cases, whatever the input values to the gate are, a state will always be reached where one branch is ON and the other is OFF. Assuming that the value of the inputs to the N-block cause $N_1$ to be LOW and thus $N_2$ to be HIGH. $Q_2$ is turned ON, allowing node $N_2$ to start discharging through $Q_2$, until it eventually reaches "0". If the inputs were to cause $N_2$ to go LOW and $N_1$ HIGH, $Q_1$ will turn ON, allowing node $N_1$ to start discharging through $Q_1$, until it eventually reaches "0". Therefore, independent on the inputs to the gate, both $N_1$ and $N_2$ will be "0" during the standby mode. The time taken to reach "0" for both $N_1$ and $N_2$ was calculated to be $\approx 200$ psec. Therefore, nodes $F$ and $\overline{F}$ will both go HIGH, which cause the input NMOS devices in the successive stage to turn ON completely, and pull down the 2 internal nodes to $G_{ND}$ very quickly. In the second stage, the discharging time takes $\approx 60$ psec. Similarly with any other cascaded gates in the pipeline.

Therefore, the first stage consumes the longest time to reach the standby state, while the other consecutive gates in the pipeline take very short times. This is not critical, especially in mobile systems, where over 95% of the time is spent as idle time. The 200 psec is by far negligible compared to the long minutes a mobile system could be idle for.

An important advantage of the MDDCVS is that it does not require specific input values to the gate at the standby mode. This eliminates any increase in area, power, or delay as a result of gating the inputs to the DDCVS gate.
The PMOS of the SSG is OFF during standby, and is thus made HVT to cut-off any leakage. Similarly, during standby, nodes \( N_1 \) and \( N_2 \) will be LOW, which would turn OFF the NMOS device in inverters \( I_1 \) and \( I_2 \). Therefore those NMOS devices are made HVT. Furthermore, the \( I_3 \) PMOS and \( I_4 \) NMOS are HVT because they are also OFF during standby.

### 5.7 MDDCVS Simulation and Comparison

To verify the functionality and benefit of the DVT-DDCVSL, simulations were performed on a pipeline of 3 DVT-DDCVSL XOR gates operating at 500MHz and using 0.25\( \mu \)m CMOS technology at 2.5V supply voltage. XOR gates were used as a test vehicle because DCVS logic is normally used to implement XOR and MUX circuits due to its differential nature. Each gate in the pipeline had a fan-out of 3.

Figure 5.16 shows the normalized delay of the 3-stage chain of conventional DD-CVS gates with a fan-out of 3 versus \( V_{th} \) for 3 cases: single \( V_{th} \) DDCVS at constant keeper size (ignoring NM), single \( V_{th} \) DDCVS at constant NM, and MDDCVS at constant NM.

Similar to the Domino logic case, the NM was defined as the input voltage above ground that causes a 10% drop from \( V_{dd} \) at the DDCVS internal nodes (\( N_1 \) or \( N_2 \)). The NM was set to 10% of \( V_{dd} \). Figure 5.16 shows that MDCVS with constant NM has similar performance to the Single \( V_{th} \) with constant NM case. The constant keeper curve shows the maximum possible gain in speed with lowering the \( V_{th} \), which wrongfully ignores the NM. Again, the slight difference in speed starts to develop between the MTCMOS modified circuit and single \( V_{th} \) DDCVS with
constant $W_{keeper}/W_n$ ratio as $V_{th}$ decreases. This is due to the increased loading at the DDCVS internal nodes ($N_1$ and $N_2$) as the keeper transistors are sized up to keep the NM constant.

### 5.7.1 Dynamic Power Comparison

Figure 5.17 shows a comparison between the 3 cases previously mentioned in terms of dynamic power at 500MHz.

The Figure shows that the MDCVS consumes approximately the same dynamic power as the single $V_{th}$ DDCVS at constant NM.
Figure 5.17: Normalized dynamic power in DDCVS logic styles

5.7.2 Leakage Power

The leakage current for the three cases is shown in Figure 5.18. The figure shows that MDDCVS has a much smaller leakage consumption over single $V_{th}$ designs. This advantage is important to reduce leakage currents of LVT devices and enhance the speed by using LVT devices.
Figure 5.18: Normalized leakage power in MDDCVS versus $V_{th}$

5.8 Summary

A modified Domino circuit, called HS-Domino is developed. HS-Domino resolves the trade-off between performance and noise margins in DSM CMOS technologies. This logic style can now benefit from the scaling down of the technology and supply voltages since it could now tolerate the lower threshold voltages. The speed of the new Domino logic continues to improve as the threshold voltages are scaled down, while controlling the noise margin. The new circuit also dissipates less dynamic and leakage power.

An MTCMOS implementation of the new Domino logic style is also devised.
This dual threshold implementation achieves low leakage values during standby, while maintaining high speed and low dynamic power during the active mode. A dual threshold implementation of the DCVS logic gate is also presented. It achieves substantially low leakage values during standby, while attaining high performance and low dynamic power during the active mode.
Chapter 6

Low-Power High-Radix Floating Point Division Algorithm Using Quotient Approximation and Error Correction

In real time digital signal processing, high performance modules for division are essential for many powerful algorithms. Unfortunately, division process is much slower than all other arithmetic operations because division has to be executed sequentially. Division operation also consumes high power because of the repetitive multiply and subtract operations inherent in the division process.

In this chapter, a modified algorithm for high radix floating point division is presented. The algorithm uses a look-up table to estimate an approximate value for the quotient digit. The quotient digits has redundant bits to substitute for the
error in estimating the previous quotient digit.

The first section of this chapter is an introduction and classification of various division algorithms. Section 2 is a survey of some fast division techniques. In the third section, the new division algorithm is introduced. In the fourth section, the details of the VLSI implementation are discussed and the simulation results for radix-8 and radix-16 dividers are presented. Section 5 is a summary.

6.1 Introduction

The division operation is defined as follows:

\[ Q = \frac{X}{D} \]  \hspace{1cm} (6.1)

where \( Q \) is the quotient, \( X \) is the dividend and \( D \) is the divisor.

Unlike multiplication and addition, which may be executed in parallel, division has to be executed sequentially because each quotient digit is dependent on the previous remainder. Thus, division operations are slow creating a bottleneck for high-performance systems. Researchers have developed various division algorithms to speed up the division process. Some of these algorithms are not suitable for VLSI implementation because of their hardware requirement. Some other algorithms are complex to design. The Pentium Floating point DIVision bug (FDIV) is a clear example of what the complex division algorithms may lead to [88].
6.1.1 Types of Division Algorithms

Division algorithms are classified into two main categories: Multiplicative Division (MD) and Digit Recurrence Division (DRD) [89].

Multiplicative division multiplies both the dividend and divisor by a set of factors until the divisor $\approx 1$. The final value of the dividend becomes the quotient of the division process. Each step in the multiplicative division involves two $n$ bit multiplication operations, where $n$ is the total number of quotient bits. The multiplicative division execution time is proportional to $(\log_2 n)$. Multiplicative algorithms are not suitable for VLSI implementation because of their large area and power dissipation.

The digit recurrence algorithm consists of $n$ iterations of a recurrence, in which each iteration (step) produces one digit of the quotient, most-significant digit first. Usually, DRD algorithms require less area and power compared to MD algorithms. Therefore, DRD algorithms are more appropriate for VLSI implementation. The execution time of digit recurrence algorithms is proportional to $n$, which makes them slower than multiplicative division algorithms.

6.1.2 SRT Division Algorithm

In 1957, Sweeney, Robertson and Tocher developed division algorithm that generates a signed digit quotient digit in each iteration [90], [91], [92]. The algorithm is called SRT after the names of its inventors. SRT algorithm utilizes arithmetic redundancy to reduce the required precision of comparisons between the divisor and residual. Most VLSI implementations of the division operation are based on
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the SRT algorithm because of its reduced complexity.

The radix-β RST recurrence algorithm for computing successive residuals is

\[ R_i = \beta R_{i-1} - q_i D \quad i = 1, 2, 3, \ldots, n \] (6.2)

where \( R_i \) is the residual after \( i^{th} \) step, \( D \) is the divisor and \( q_i \in \{-\rho, \rho\} \) is the \( i^{th} \) quotient digit. Here, upper case variables refer to complete words, while lower case variables refer to individual digit(s) of a word. The initial residual \( R_0 \) is set to the dividend \( X \) and, to ensure convergence, the residual at the \( i^{th} \) step must satisfy \( |R_i| < \rho D \beta^{-1} \) where \( \rho \) is the maximum value of the quotient digit.

The quotient is accumulated by appending successive quotient digits to the partial quotient \( Q_i \), i.e., \( Q_i = Q_{i-1} + q_i \beta^{-i} \). The representation of the quotient is redundant and usually employs the radix \( \beta \) signed digit number representation [84]. One consequence of the redundant representation is that the quotient has alternative representations e.g., in the Signed Binary Number Representation (SBNR) with the digit set \{−1, 0, 1\}, the number 10110 is equivalent to 10010 where \( \bar{1} \) denotes "−1". Therefore, at each step, there may exist a degree of choice in selecting a valid quotient digit from the given digit set.

Alternatively, quotient digits can be determined by examining a low precision estimate of the residual. For radix-2, this is typically the three most significant digits (MSDs). Any error introduced into the accumulating quotient can then be corrected on subsequent iterations. This is in contrast to conventional division where the full precision residual must be examined in determining a quotient digit. The previous algorithm requires \( n \) clock cycle for execution. The SRT algorithm
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(like all recurrence division algorithms) may be implemented in an array-like manner, but it is still sequential because of the dependence of the next quotient digit on the current remainder [93].

### 6.2 FAST Division Algorithms

As mentioned earlier, DRD algorithms are slow because of their sequential nature and because their execution time is proportional to $n$. SRT algorithm reduces the complexity of the division hardware with almost no effect on speed. Therefore, scientists developed various techniques to speed up division algorithms. High radix quotient bit selection is the simplest and most effective method to speed up division process. For example, a radix-$\beta$ ($\beta = 2^m$ where $m$ is the number of bits per quotient digit) division algorithm would require $n/m$ iterations compared to $n$ iterations for the equivalent radix-2 algorithm. However, as the radix increases, the added complexity of the quotient digit selection function increases the iteration delay and eliminates the advantage [84]. P-D charts simplify the quotient digit selection for simple radices (2, 4). However, creating the P-D chart itself is complex even for low radices. A mistake in the P-D look up table caused the famous Pentium processor bug in 1995 (radix-4).

Three main concepts have been developed to reduce the complexity of the quotient digit selection [94].

- **Pre-scaling**: both divisor and dividend are pre-scaled to preserve the value of the quotient, while the divisor is pre-scaled to a range close to unity [95].
Thus, the quotient digit is just the most significant part of the partial remainder. The new remainder is kept in the same interval as the previous one with a suitable update operation. Although pre-scaling involves two extra multiplication operations, the comparison hardware becomes smaller and faster. If the final remainder is required, an extra multiplication step should be used to restore the weight of the remainder.

- **Prediction:** the traditional division algorithms calculate the partial quotient digit in one clock cycle and the partial remainder in another clock cycle. Ercegovac et. al. [96] overlapped the selection of the new quotient digit with the update of the remainder to reduce the number of clock cycles required.

- **Quotient digit selection tables:** the complexity of quotient digit selection can be reduced significantly by using a look-up table, referred to as quotient-digit selection table (QST) as shown in figure 6.1. Usually, a multiplier is used instead of the MUX if \( D \) is not constant. The look up table is normally large (1 Mbits for radix-16 divider) which is impractical for VLSI implementation.
In [94], to reduce the ROM size, two smaller tables are used to determine the quotient digit at each step. This may be achieved by speculating the quotient bits, [95]. The modified algorithm with reduced quotient selection table is shown in Figure 6.2. In the algorithm, the correct quotient digit is either \( q \) or \((q + 1)\). Both possible new partial remainders; \( R_i^0 = \beta R_{i-1} - qD \) and \( R_i^1 = \beta R_{i-1} - (q + 1)D \) are updated in parallel with the quotient-digit correction process which determines the correct \( q \).

Figure 6.2: Modified SRT algorithm with QST approach

A detailed survey of division algorithms and their power dissipation can be found in [97].
6.3 Modified Division Algorithm

The purpose of this chapter is to develop a low-power high-radix floating point division algorithm. The algorithm is simple to design and can be used for any radix division. The algorithm uses a reduced size look up table to underestimate the new quotient digit with certain accuracy. To account for the error in speculating the previous quotient digit, the new quotient digit is allowed to overlap certain number of bits from the previous quotient digit. The look up table size is smaller in this algorithm because of the added redundancy in the quotient digit.

6.3.1 Algorithm Description

The following definitions will be used to describe the algorithm:

- The radix is $2^j$.

- The quotient $Q = \frac{\hat{X}}{\hat{D}}$ consists of $n$ digits.

- $D = D^H \cdot 2^b + D^L$ \hspace{1cm} (6.3)

where $D^H$ is the $l$ most significant bits of the partial remainder and $D^L$ is the $b$ least significant bits of $D$.

- $R_i = R_i^H \cdot 2^a + R^L$ \hspace{1cm} (6.4)
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where $R_i^H$ is the $k$ most significant bits of the partial remainder and $R_i^C$ is the $a$ least significant bits of $R_i$.

- The partial quotient of the $i^{th}$ iteration $q_i$ is $u$ bits wide to add redundancy which will be used later to substitute for errors in estimating the partial quotient, where $u > j$.

- The total quotient after the $i^{th}$ step is

$$Q_i = \sum_{w=0}^{i} q_w \beta^{-w}$$  \hspace{1cm} (6.5)

The values of $l$ and $k$ are function of the division radix. Some examples for these values will be given later in the next section.

The algorithm is described as follows:

1. Initialize the quotient $Q$ to 0, the remainder $R_0$ to the dividend $X$ and the step counter $i = 1$.

2. Using $R_{i-1}^H$ and the $l$ most significant bits of $D^H$, calculate the new $q_i$ using the equation

$$q_i = \left\lfloor \frac{R_{i-1}^H}{D^H \cdot 2^b} \right\rfloor$$  \hspace{1cm} (6.6)

3. Calculate the quotient $Q_i$ using Equation 6.5.
4. Calculate the value of the new remainder $R_i$ using the following equation:

$$R_i = R_{i-1} - q_i D$$  \hfill (6.7)

5. $i = i + 1$. If $i < n$ where $n$ is the number of digits of the quotient go to 2, else exit.

For the algorithm to converge, the following condition must be satisfied.

$$R_i \leq \frac{R_{i-1}}{2^j} \quad i = 1, 2, ..., n$$  \hfill (6.8)

Complete proof of the algorithm convergence and the calculations of $l$, $k$ and $u$ are shown in appendix B.

6.4 Algorithm Implementation and Simulation Results

6.4.1 Hardware Implementation

A block diagram of the division algorithm is shown in Figure 6.3. The divider works as follows: at startup, the initialize signal is high. The divisor is stored in the divisor register while the dividend is saved in the remainder register. The $l$ most significant bits from the divisor and the $k$ most significant bits of the remainder register are used as an address for a look up table (ROM). The output of the ROM is multiplied by the divisor and subtracted from the previous remainder to calculate
the new remainder.

The quotient reconstruction register is a shift + ADD register. At the positive clock edge, the value in the register is shifted \( j \) bits to the left and the new quotient digit is added using a CRA (Carry Ripple Adder). The new quotient is then stored in the register at the negative edge of the clock cycle. Because the divisor is a floating number (\( \leq 0.5 \text{ divisor} < 1 \)), the quotient digit range is limited. By investigating the different radices, it is possible to prove that the carry from adding the partial quotient digit to the total quotient will not propagate more than certain number of bits depending on the radix used and the \( l, k \) combination. The details are explained in appendix B. Therefore, the CRA adder does not have to be an \( n \) digit adder. For example, for radix-8 divider with \( l = 5 \) and \( k = 4 \), the adder should be 6 bits wide.
Figure 6.4: Modified algorithm with positive quotient digits only

To simplify the implementation even more, the subtractor and the multiplier may be merged together in one MAC (Multiplier Accumulator) block as shown in figure 6.4. Using CSA tree (Carry Save Adder) reduces the delay of the MAC block [84]. Because the remainder may be positive or negative, the look up table must have entries for both cases. Therefore, the table size is doubled. It was noticed that if the partial quotients in the look up table are calculated using \( D^H + 1 \) instead of \( D^H \), all the remainders and quotient digits will be positive. Thus, using \( D^H + 1 \) to construct the look up table will reduce the hardware complexity and requires half the size of the look up table for the positive results only. The price of this change is
a one bit increase in the width of the quotient digit to account for the added error because of using $D^H + 1$. The proof of convergence for this case is also shown in appendix B.

Table 6.1: Look up table dimensions for different radices

<table>
<thead>
<tr>
<th>Radix</th>
<th>$l$ (divisor)</th>
<th>$k$ (remainder)</th>
<th>$u$ (quotient width)</th>
<th>table size</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>64 rows x 4 bits</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>5</td>
<td>8</td>
<td>256 rows x 8 bits</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td>512 rows x 6 bits</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>256 rows x 6 bits</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>512 rows x 5 bits</td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>7</td>
<td>7</td>
<td>2048 rows x 7 bits</td>
</tr>
<tr>
<td>16</td>
<td>6</td>
<td>5</td>
<td>7</td>
<td>1024 rows x 7 bits</td>
</tr>
<tr>
<td>16</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>4096 rows x 6 bits</td>
</tr>
<tr>
<td>16</td>
<td>7</td>
<td>8</td>
<td>5</td>
<td>16384 rows x 5 bits</td>
</tr>
<tr>
<td>32</td>
<td>6</td>
<td>9</td>
<td>8</td>
<td>16384 rows x 8 bits</td>
</tr>
<tr>
<td>32</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>8192 rows x 10 bits</td>
</tr>
<tr>
<td>32</td>
<td>7</td>
<td>6</td>
<td>9</td>
<td>4096 rows x 9 bits</td>
</tr>
<tr>
<td>32</td>
<td>7</td>
<td>7</td>
<td>8</td>
<td>8192 rows x 8 bits</td>
</tr>
<tr>
<td>32</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>16384 rows x 7 bits</td>
</tr>
<tr>
<td>32</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>8192 rows x 8 bits</td>
</tr>
<tr>
<td>32</td>
<td>9</td>
<td>7</td>
<td>6</td>
<td>32768 rows x 6 bits</td>
</tr>
</tbody>
</table>

Table 6.4.1 shows some possible combinations for $k$, $l$ and $u$ for different radices. For floating point numbers, the most significant bit of the divisor should be “1”. This feature is used to reduce the number of rows in the look up table by half.

Choosing the best look up table combination is a function of the design parameters and based on the VLSI implementation of the divider. For example, if the MAC is implemented using a CSA tree with 3-2 counters, the optimum heights (number of levels in the tree) of the CSA tree would be 4, 6, 9 and 13 [84]. Be-
cause the CSA adds the partial products of the multiplication and the previous remainder, the number of partial products (quotient digit width) should be as close as possible to one of those numbers, 3, 5, 8 or 12 depending on the radix. This condition guarantees the maximum usage of the CSA tree. The look up table may be synthesized into a combinational logic block instead of the complex design of the ROM.

The MAC is used as a multiplier subtractor to calculate the term $R_{i-1} - q_i \cdot D$. Since $q_i$ is available, a two's complement circuit should be used to obtain the negative of $q_i$ before the multiplication. To avoid the extra delay and hardware another scheme was used to calculate the partial remainder as follows:

Assume that it is required to calculate $A - B$ where $A$ and $B$ are binary numbers. The two's complement of $A$ is $-A = \overline{A} + 1$. Therefore, if $\overline{A}$ is added to $B$, the result will be

$$\overline{A} + B = -A - 1 + B = -(A - (B - 1)) \tag{6.9}$$

Taking the one's complement of the result

$$-(A - (B - 1)) = -1 + (A - (B - 1)) = A - B \tag{6.10}$$

Therefore, the one's complement of the previous remainder will be added to the multiplication result and the final result will be complemented to get the new remainder. Using this scheme reduces the size of the MAC by removing the sign extension gates because all the partial products are positive. In the original case the
partial products are negative and therefore, require a sign extension to be aligned to the previous remainder.

6.4.2 Simulation Results

To evaluate the new division algorithm, radix-8 and radix-16 dividers were implemented using 0.6\(\mu\)m CMOS standard cells. The width of the dividend is the IEEE double precession floating point standard of 54 bits (53+(MSB=1)). The divisor is a single precession IEEE floating point number with width of 24 bits. Due to the complexity of the other division algorithms and the time required to implement each algorithm, only modified QST-SRT division algorithm [94] was chosen for comparison. For a detailed comparison and power analysis of various division algorithms, refer to [97]. A radix-8 and radix-16 dividers were also implemented using the modified QST-SRT algorithm.

The RTL (Register Transfer Language) description of the different dividers were written in Verilog and synthesized using Synopsys tools. The synthesis objectives were set to minimum power and delay consecutively. The look up tables in both divider architectures are synthesized into combinational logic blocks.

To evaluate the performance of the different dividers, a set of ten thousand test vectors were simulated using the different dividers in Verilog-XL. The switching activity extracted from the simulation was then exported to Synopsys environment, where Design Power was used to report the power dissipation. The simulations were executed at a frequency of 10 MHz. Synopsys Design Compiler was also used to report the delay of the different dividers.
### Table 6.2: Simulation results

<table>
<thead>
<tr>
<th>Radix</th>
<th>SRT-QST</th>
<th></th>
<th>The new algorithm</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>area (gates)</td>
<td>delay per cycle</td>
<td>power total</td>
<td>area (gates)</td>
</tr>
<tr>
<td>8</td>
<td>785</td>
<td>8.2ns</td>
<td>13 m Watt</td>
<td>890</td>
</tr>
<tr>
<td>16</td>
<td>1132</td>
<td>10.3ns</td>
<td>16.7 m Watt</td>
<td>1397</td>
</tr>
</tbody>
</table>

Simulation results show that the modified algorithm reduces the overall power by 22% and 12% for radix-8 and radix-16 respectively. The power dissipation is reduced because of the simpler hardware and small logic depth of the combinational logic. The power dissipated in the look up table is also small because the divisor is fixed during the division which reduces the switching activity.

The delay is reduced by 13% and 10% for radix-8 and radix-16 respectively because of the smaller logic depth of the new implementation. However the area increased by 13% and 24% respectively because of relatively large look up table size compared to the modified SRT-QST algorithm.

Therefore the modified algorithm produces a power and delay gain compared to the SRT-QST algorithm. The price for the gain in power and speed is an increase in the area of the look up table.

### 6.5 Summary

A new algorithm for high radix floating point division has been developed. The algorithm uses a look up table to simplify the process of quotient digit selection. The VLSI implementation of the algorithm has been discussed in details.

The new divider shows power and delay gain for radix-8 and radix-16 dividers.
The area of the divider is larger than the other division algorithms because of the look up table size. More importantly, the new adder architecture is simple and may be generalized for any radix. The algorithm avoids the complex P-D tables and the extra pre-scaling hardware that exists in many division algorithms.
Chapter 7

Conclusion

Design for low-power has become an important concern in digital VLSI design, specially for portable systems where the energy source, the battery, is limited. The reduction of the transistor size allows higher integration density and increases the operating frequency. The rapid switching of millions of transistors dissipates lots of power and overheats the chip. This excessive temperature reduces the reliability of the chip and raises the need for expensive and large cooling systems. However, the performance is still an important issue which can not be sacrificed for low-power because any portable system has to achieve a minimum processing power.

This work introduced new methodologies for low-power digital design, on process, circuit and algorithm levels. Energy delay product is used as a comparison figure in most of this dissertation, to emphasise the importance of speed in digital design.
7.1 Thesis Contributions

The contributions of this thesis are as follows:

**Impact of technology scaling on CMOS logic styles**

This work discusses CMOS technology scaling trends and limitations, and how it impacts the functionality of CMOS logic styles. The study covers five CMOS logic styles, namely, conventional CMOS, Complementary Pass Logic (CPL), Domino logic, MOS Current Mode Logic (MCML) and Differential Cascode Voltage Switch Logic (DCVS). The analysis shows also that future CMOS technologies will give an advantage for conventional CMOS circuits in terms of power and speed. This study helps VLSI designers choose the appropriate logic style for each design based on objectives of each design.

**Dynamic Current Mode Logic (DyCML)**

A new logic style, called DyCML, for high speed low-power design is presented. DyCML utilizes reduced voltage swing circuits to reduce delay and dynamic power dissipation. The dynamic architecture of DyCML gate avoids the static power dissipation of the equivalent MCML circuits. Simulation results showed that DyCML circuits had better delay, power delay and energy delay products compared to other logic styles. Experimental results proved the superiority of DyCML circuits at various operating conditions.
High Speed Domino logic (HS-Domino)

HS-Domino is a new contention free Domino logic style. HS-Domino resolves the trade-off between noise margins and speed that exists in the conventional Domino circuits. Though the performance of conventional Domino degrades in DSM technologies, because of the high leakage currents. HS-Domino scales down smoothly with minimum effect on power and speed.

New MTCMOS implementations for Domino and DDCVS logic gates

New Multiple Threshold CMOS (MTCMOS) implementations for domino and DCVS dynamic circuits, are also presented. The new implementations reduce the leakage power by orders of magnitude keeping the noise margin intact. They also maintain the high performance and low dynamic power of low $V_{th}$ circuits. Unlike other MTCMOS Domino logic implementations, the new architecture does not add extra hardware.

New high radix division algorithm

A high radix division algorithm for floating point numbers is introduced. The algorithm uses a look up table to estimate the quotient digit at each iteration. One of the major advantages of the new algorithm is that it can be generalized for any radix with minor changes in architecture. The algorithm reduces power and delay compared to other existing division algorithms.
7.2 Future Work

As much as this work introduced solutions for existing problems, it opened the door for new questions that could not be answered because of the limited time allocated to this work.

For example, the work on impact of technology scaling on logic styles discussed CMOS technologies down to 0.25 μm feature length. The question is now how the copper interconnects or low temperature devices will affect the performance of the various logic styles. Furthermore, how do these styles fit into the new technologies like SOI (Silicon On Insulator) and SIMOX-SOI (Separation by IMplantation of OXYgen).

The DyCML logic style re-introduced CML logic as a general purpose logic style instead of being limited to mixed signal applications only. Future work in this area involves applying the same circuit scheme for other circuits that require high evaluation currents like memory sense amplifiers. Another extension to this work is to transfer this circuit scheme to SOI technology and validate the circuit functionality.

Engineers expected that the dynamic logic styles will not be attractive in DSM technologies. This thesis introduced new circuit techniques to prove that this is not true and to extend their operation into the DSM era. Further enhancements to this work should include developing more accurate models for leakage currents and implement those circuits on real silicon to validate their functionality when such technologies become available.

The last part of this thesis introduced a simple low-power division algorithm.
7.2. **FUTURE WORK**

The new lookup table scheme may be extended to many other division algorithms. Detailed analysis of the lookup table may also lead to simple logic replacement which may reduce power dissipation even more.
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Appendix A

CMOS Logic Gates

Figure A.1: NAND implemented in CMOS
Figure A.2: NOR implemented in CMOS

Figure A.3: MUX implemented in CMOS
Figure A.4: XOR implemented in Conventional CMOS

Figure A.5: Full Adder implemented in Conventional CMOS
CPL Logic Gates

Figure A.6: NAND implemented in CPL

Figure A.7: NOR implemented in CPL
Figure A.8: XOR implemented in CPL

Figure A.9: Full Adder implemented in CPL
Domino Logic Gates

Figure A.10: AND implemented in Domino

Figure A.11: OR implemented in Domino
MCML Logic Gates

Figure A.12: MUX implemented in MCML

Figure A.13: XOR implemented in MCML
Figure A.14: Full Adder implemented in MCML
DDCVS Logic Gates

Figure A.15: AND/NAND/OR/NOR implemented in DCVS

Figure A.16: MUX implemented in DCVS
Figure A.17: XOR implemented in DCVS

Figure A.18: Full Adder implemented in DCVS
Appendix B

Convergence of The Division Algorithm

The division process is defined as

$$Q = \frac{A}{D}$$  \hspace{1cm} (B.1)

where $Q$ is the quotient, $A$ is the dividend and $D$ is the divisor.

In recurrence division, the quotient is calculated by shifting the previous quotient $k$ bits ($k$ is a function of the radix) and adding it to the partial quotient of the new recurrence. The following equation may be used to calculate the quotient after $j$ recurrences:

$$Q_j = \sum_{i=j}^{i=1} Q_{i-1}.2^k + q_i$$  \hspace{1cm} (B.2)
where $Q_j$ is the quotient after $j$ recurrences, $q_i$ is the $i$th partial quotient, $2^k$ is the division radix and $Q_0 = 0$.

The $i$th partial remainder is calculated as follows:

$$R_i = R_{i-1} - q_i.D$$  \hspace{1cm} (B.3)

where $R_i$ is the remainder of the $i$th recurrence and $R_0$ equals $A$.

Therefore, $R_i$ may be defined as

$$R_i = 2^u.R_i^H + R_i^L$$  \hspace{1cm} (B.4)

where $R_i^L$ is the least significant $u$ bits of $R_i$ and $R_i^H$ is the most significant $m$ bits of $R_i$ starting from the $u$th bit.

Similarly,

$$D = 2^v.D^H + D^L$$  \hspace{1cm} (B.5)

where $D^L$ is the least significant $v$ bits of $D$ and $D^H$ is the most significant $n$ bits of $D$ starting from the $v$th bit.

The new division algorithm calculates the approximate partial quotient $\hat{q}$ using the following equation

$$\hat{q} = \left[ \frac{2^b.R_i^H}{D^H + 1} \right]$$  \hspace{1cm} (B.6)

where $b$ is an arbitrary value used to shift the the result of the partial quotient.
multiplication before subtracting it from the previous remainder. The value of \( b \) depends on the division radix, \( u \) and \( v \). The details of calculating \( b \) is shown later on this proof. The value of the quotient in this case is underestimated. Therefore

\[
\hat{q} = \frac{2^b \cdot R_{i-1}^H}{D^H + 1} - e_f
\]  

(B.7)

where \( e_f \) is a positive value which represents the approximation error. \( e_f \) is limited by the following inequality

\[
0 \leq e_f \leq \frac{D^H}{D^H + 1}
\]  

(B.8)

Substituting B.4, B.5, B.6, B.7 into B.3 leads to:

\[
R_i = 2^u \cdot R_{i-1}^H + R_{i-1}^L - 2^{u-v-b} \cdot \hat{q} \cdot (2^u \cdot D^H + D^L)
\]

\[
= R_{i-1}^L + \frac{2^u \cdot R_{i-1}^H}{D^H + 1} + 2^{u-b} \cdot e_f \cdot D^H + 2^{u-v-b} \cdot e_f \cdot D^L - \frac{2^{u-v} D^L \cdot R_{i-1}^H}{D^H + 1}
\]

\[
= R_{i-1}^L + \frac{2^u \cdot R_{i-1}^H}{D^H + 1} - \frac{2^{u-v} D^L \cdot R_{i-1}^H}{D^H + 1} + e_f \cdot (2^{u-b} \cdot D^H + 2^{u-v-b} \cdot D^L)
\]  

(B.9)

The largest value for \( R_i \) occurs when \( e_f = \frac{D^H}{D^H + 1} \).

For the algorithm to converge, \( R_i \) must be less than \( \frac{R_{i-1}}{2^k} \). To prove this, the four components of equation B.9 must be studied.
APPENDIX B. CONVERGENCE OF THE DIVISION ALGORITHM

First is $R_{i-1}$ which consists of $u$ bits

\[ 0 \leq R_{i-1}^L \leq 2^u - 1 \quad (B.10) \]

Second is $\frac{2^u.R_{i-1}^H}{D^{H+1}}$. Since $D$ is a floating point number, the most significant bit should be 1. Therefore,

\[ \frac{2^u.R_{i-1}^H}{D^{H+1}} \leq \frac{2^u.(2^m - 1)}{2^{n-1} + 1} \quad (B.11) \]

i.e., if $n \geq m + 1$, equation B.11 will be in the order of $2^u$.

Third is $\frac{2^{u-v}.D^L.R_{i-1}^H}{D^{H+1}}$. Since $0 \leq D^L \leq 2^u - 1$ and $0 \leq R_{i-1}^H \leq 2^m - 1$, the largest value for this term occurs when $D^L$, $R_{i-1}^H$ are maximized and $D^H$ is minimized.

\[ 0 \leq \frac{2^{u-v}.D^L.R_{i-1}^H}{D^{H+1}} \leq \frac{2^{u-v}.(2^m - 1).(2^v - 1)}{2^{n-1} + 1} \]

\[ 0 \leq \frac{2^{u-v}.D^L.R_{i-1}^H}{D^{H+1}} \leq \frac{2^{m+u} - 2^u - 2^m + 2^{u-v} + 1}{2^{n-1} + 1} \approx 2^{u+m-n+1} \quad (B.12) \]

Therefore, if $n \geq m + 1$, equation B.12 becomes $\leq 2^u$.

Fourth component is $e_f.(2^{u-b}.D^H + 2^{u-v-b}.D^L)$. The maximum value for this term occurs when $e_f = \frac{D^H}{D^{H+1}}$ and $D^H$ is maximized. Therefore

\[ 0 \leq e_f.(2^{u-b}.D^H + 2^{u-v-b}.D^L) \leq \frac{2^{n-1}.2^{u-v-b}.(2^v - 1)}{2^{n-1} + 1} \quad (B.13) \]
Therefore, this term is $\leq 2^{u-b}$ which is less than $2^u$ because $b$ is a positive number.

Therefore, the largest value for Equation B.9 occurs when the third term is zero while all the other terms $\approx 2^u$. i.e.,

$$R_i \leq 3.(2^u) \leq 2^{u+2} \quad \text{(B.14)}$$

Since the original order of $R_{i-1}$ was $2^m + u$, the order of $R_i$ has dropped by $2^m - 2$. i.e., for the algorithm to converge, the number of bits taken from the remainder in the look up table ($m$) must be more than $k + 2$, where $2^k$ is the division radix.

From Equation B.10, $m \leq n - 1$.

Condition of convergence of the algorithm is

$$k + 2 \leq m \leq n - 1 \quad \text{(B.15)}$$
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