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Abstract

Embedded SRAMs can occupy the majority of the chip area in SOCs. The increase in

process variation and aging degradation due to technology scaling can severely compromise

the integrity of SRAM memory cells, hence resulting in cell failures. Enough cell failures

in a memory can lead to it being rejected during initial testing, and hence decrease the

manufacturing yield. Or, as a result of long-term applied stress, lead to in-field system

failures. Certain types of cell failures can be mitigated through improved timing control.

Post-fabrication programmable timing can allow for after-the-fact calibration of timing

signals on a per die basis. This allows for a SRAM’s timing signals to be generated based

on the characteristics specific to the individual chip, thus allowing for an increase in yield

and reduction in in-field system failures.

In this thesis, a delay line based SRAM timing block with digitally programmable timing

signals has been implemented in a 180 nm CMOS technology. Various timing-related cell

failure mechanisms including: 1). Operational Read Failures, 2). Cell Stability Failures,

and 3). Power Envelope Failures are investigated. Additionally, the major contributing

factors for process variation and device aging degradation are discussed in the context of

SRAMs. Simulations show that programmable timing can be used to reduce cell failure

rates by over 50%.
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Chapter 1

Introduction

A system-on-chip (SOC) is an integration of all the components for a computer or other

electronic system into a single integrated circuit (IC). Embedded memories can occupy

up to 70% of the total die area of modern SOCs [17]. As Complementary Metal Oxide

Semiconductor (CMOS) technology scales deep into the sub-100 nm regime, the density of

memory bitcells has significantly increased, resulting in larger embedded memories for the

same die area. This allows for much more memory intensive applications to be performed

on an SOC of a fixed area.

Due to its superior performance capabilities and compatibility with the CMOS logic

process, the six transistor (6T) Static Random Access Memory (SRAM) has been adopted

as the workhorse for many SOC embedded memories. The cell has scaled well with CMOS

processes, and has even become a method for characterizing and comparing processes

against one another. The general industry standard for the SRAM cell in terms of area

scaling has been relatively constant at 0.5x / generation. This trend is shown in Figure 1.1.

Shown in the inset is the layout for a state-of-the-art 0.171 µm2 bitcell designed in a 32 nm

process [46].

Since memories consume the vast majority of SOC die area, and are predominately

1
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Figure 1.1: 6T SRAM cell area as a function of CMOS technology scaling [35]

comprised of minimum, or near minimum, sized transistors, proper functionality of the

SOC is heavily influenced by the functional correctness of its memory array. As device

dimensions continue to shrink however, memory cells become more susceptible to process

variation and aging effects, and hence increased failure rates [31, 2, 29, 48, 19]. Addition-

ally, for power saving purposes, circuits are typically operated at low voltages. Cell failure

is significantly more noticeable when the device is operating at these lower voltages, par-

ticularly its minimum operating voltage, V DDMIN. The main failure mechanisms include:

inability to write to or read from the cell, signal or power margin failures, read stability

failures, and retention failures [32].

Figure 1.2 shows the growing failure rate as a result of voltage and device scaling with

shrinking technology nodes. The vertical axis shows the fail count per n-Mbits of an SRAM

array and the horizontal axis shows four technology nodes. The figure shows that as CMOS

technology scales, the amount of hard failures (unwanted open or short circuits) decrease
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Figure 1.2: Hard and soft fail predications versus technology node [32]

within new processes; however, the amount of soft failures (those listed above) are on

the rise. As a mitigation technique, large SRAM arrays often include redundant columns

for replacing those that contain failing cells. This is an effective technique against defect

based failures; however, the soft failure rate can exceed the maximum repair capacity of the

SRAM, and lead to incorrect memory functionality. This in turn results in manufacturing

yield loss.

Although the issues caused by technology scaling predominately stem from the device-

level, it is in part the responsibility of the circuit designer to cope with these difficulties

at the circuit-level. It has been shown that certain types of SRAM soft failures can be

mitigated through improved timing control [3]. Various timing schemes have been im-

plemented to better track activity inside the memory array to allow for tighter timing

margins [32, 9, 13]. Additionally, the implementation of post-fabrication programmable

timing has allowed for after-the-fact timing adjustment to reduce failure rates, and in turn

maximize yield [6, 21].

3



Soft failures in SRAMs are not to be confused with soft errors. Soft errors are caused by

external sources of radiation interacting with the silicon substrate leading to the corruption

of stored data [5]. Where as, soft failures are caused by the weakening of particular memory

cells due to variability in the manufacturing process and device aging.

1.1 Research Contributions

In this work, the impact of control signal timing on several SRAM figures of merit is

investigated with the goal of reducing the soft failure rate, and in turn improving the

overall manufacturing yield. It is also shown that post fabrication signal timing control

can be used to aid in extending the lifetime of SRAMs by allowing for more graceful aging

degradation. Additionally, a delay line based SRAM timing block with programmable

timing signals has been implemented in a 180 nm bulk CMOS technology. The timing

block has been designed to operate at a maximum frequency of 500 MHz, and is capable of

full-speed operation while using a low-speed test clock. The cell access and sensing times

(two of the most critical timing parameters) can each be varied by over 400 ps under typical

operating conditions over a set of 20 digital control codes. Implementation was done at

the 180 nm node due to its availability, low cost relative to other technology nodes, and

the fact that the timing block was designed in isolation as a functional proof of concept

rather than as a component of a full SRAM. Fabrication will be done at a later date.

1.2 Thesis Organization

The remainder of this thesis is organized as follows. Chapter 2 provides an overview of

the basic operation of SRAMs. Chapter 3 discusses process variation and aging mecha-

nisms, and how they affect SRAMs. Chapter 4 discusses timing related failure mechanisms.

4



Chapter 5 describes the implementation of the programmable timing block. Chapter 6 pro-

vides simulation results, and describes the design of the test chip. And finally, Chapter 7

concludes the thesis.

5



Chapter 2

SRAM Design & Operation

A typical SRAM configuration consists of: an array of addressable storage cells, an address

decoder for determining which set of cells to access for a particular address, peripheral

circuitry for accessing the cells in the array, and a timing block for generating any necessary

control signals. The 6T SRAM cell is currently the defacto standard data storage cell [35].

The following chapter provides a brief overview of its operation, and how it interfaces with

the other components of the SRAM.

2.1 High-Level SRAM Operation

Figure 2.1 provides an example of the basic SRAM memory structure. The size of the

memory is defined by the number of bits stored within the array. A bit is the elemental

piece of binary data stored in a single memory cell. Cells, or bits, are organized into a set

of N horizontal rows each containing M bits of data. Values for each of these are typically

powers of two (e.g. 64, 128, 256, or 512) to maximize address space usage. The size of the

array is then given by N ×M bits. Each row of data is selected one at time by means of

an address decoder. The address decoder takes a K bit address and uses it to select the

6
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Figure 2.1: SRAM High-level Block Diagram

access control signal of one of the N = 2K horizontal rows. The row’s access control signal

is known as the wordline (WL). Once a row has been selected, it can be either read from

or written to by the peripheral circuitry. Each column has a complementary set of bitlines

(BL/BLB) for access into the selected row’s storage cells.

Often times, each row will contain multiple words of data. A word consists of W bits

and represents the logical data size for the SRAM. Having multiple words on a single row

can lead to physically more compact designs since the SRAM can take on a more square

shape. Furthermore, interleaving the bits of multiple words within a single row allows for
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the sharing of peripheral circuitry across multiple columns of the array. This is shown in

Figure 2.2 where two 32-bit words are interleaved within a single 64-bit row. This allows

for a reduction in the amount of column peripheral circuitry by a factor of two. The figure

shows the sharing of the bitline multiplexers, sense amplifiers, and write drivers.

Both of these optimizations can lead to lower-power, more dense, and potentially higher

speed designs depending on the details of the particular SRAM implementation. They do

come at the cost of more complex address decoding however, since a particular word must

be selected from the row being accessed. Cells in a non-selected column of a selected row

8



are known as half-selected cells. Half-selected cells can lead to data stability issues, and are

discussed in Section 2.6.3 when considering the concept of read access static noise margin.

Both reading and writing operations require a sophisticated timing sequence. Most

modern SRAMs are self-timed, meaning that all of their internal timing is generated by

a timing block within the SRAM itself. The generation of each of these timing signals is

critical to the successful operation of the SRAM. Any shortcomings in the generation of

these signals can cripple an otherwise fully functional SRAM, hence rendering it unusable.

Each of these components are described in more detail in the following sections.

2.2 Operation of the 6T SRAM Cell

Every memory cell consists of two essential components: a storage cell and a transfer gate.

The storage cell holds the data and determines the ability of the circuit to withstand noise.

The transfer gate allows data to be written into and read from the storage cell. Figure

2.3 shows the schematic of a 6T SRAM cell. The storage cell is composed of two back-

to-back inverters (P1 and N1, P2 and N2). NMOS transistors N1 and N2 are known as

the drive transistors, and PMOS transistors P1 and P2 are known as the load transistors.

The transfer gate is formed by transistors N3 and N4. These are known as the access

transistors. The 6T SRAM cell has three modes of operation: read, write, and retention.

Since an SRAM array contains many thousands (sometimes millions) of cells, and only

one word can be accessed at a given time, a SRAM cell will typically be in the unaccessed

retention mode for the vast majority of time. In this operating condition the wordline

(WL) is turned off, isolating the complementary bitlines (BL/BLB) from the storage cell.

Moreover, the bitlines are held at VDD, minimizing leakage and maintaining the bitlines in

a precharged state in preparation for a read or write operation.

To read from or write to the storage cell, it must first be accessed. The timing diagrams

9



2

1

BL BLB

WL WL

N3 N4

N3

N4

N1

P1

N2

P2

VDD

VSS

B
L

B
L

B

WL

X Y

Figure 2.3: Schematic of the 6T SRAM Cell

for the read and write operations are shown in Figures 2.4(a) and 2.4(b) respectively. To

access the storage cell, the precharge signal (PRE), not shown in Figure 2.3, is set to

evaluate. This allows the bitlines to float at VDD. The WL is then turned on. This

connects the bitlines to the storage cell via the access transistors. For the read operation,

since the bitlines are precharged high, one access transistor will have zero voltage across

it while the other will be have a potential difference across it equal to VDD. Current flows

from the bitlines through the access transistor to the node that is storing a ‘0’, and down

to ground through the drive transistor. In this way, one bitline will begin discharging, and

can be read out as a ‘0’ by the peripheral circuitry. Without loss of generality, assuming

that Node X in Figure 2.3 is initially ‘0’ (and hence Node Y is a ‘1’), the bitline BL will

discharge through the access transistor N3 and drive transistor N1. At the same time BL is

being discharged however, Node X will tend to rise due to the current flowing into the node

via the access transistor. Hence, N1 must be stronger than N3 to prevent Node X from

rising above the switching threshold of the P2/N2 inverter to prevent the cell from flipping.

10



This constraint determines the read stability of the cell. The voltage rise inside the cell

depends upon the strength of the driver transistor relative that of the access transistor.

This ratio is known as the cell ratio (CR), and is given by

CR =
WN1/LN1

WN3/LN3

(2.1)

whereWN1, LN1, WN3, and LN3 are the width and length of the driver and access transistors

respectively. The CR should be greater than 1.2 to prevent the internal node voltage of

the cell from rising above the threshold of the complementary inverter [33].

For a write operation, the bitlines are driven to complementary values by a write driver

accessed via the write enable signal (WE). Due to read stability restrictions, and the fact

that NMOS access transistors are not able pass VDD, the write operation is not completely

symmetric. The write operation essentially writes a ‘0’ into one node of the storage cell

by discharging the stored ‘1’ value, and the internal feedback of the cell writes the other

node. For example, if Node X is initially ‘0’, and Node Y is a ‘1’, then BLB will be pulled

down to ‘0’ to write into the cell. The load transistor P2 will oppose this operation. Hence,

P2 must be weaker than the access transistor N4 so that BLB can be pulled low enough.

This constraint determines the writeability of the cell. Once Node Y has been pulled low

enough, N1 will turn off, P1 will turn on, and Node X will be pulled high. Once Node X

is high, it will turn off P2, turn on N2, and hence latch the new data into the cell. The

strength of load transistor relative to the access transistor is known as the pull-up ratio

(PR), and is defined by

PR =
WP2/LP2

WN4/LN4

(2.2)

where WP2, LP2, WN4, and LN4 are the width and length of the load and access transistors

respectively. The condition for a successful write operation can typically be performed

11
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using minimum sized load and access transistors for the given technology node. The

intrinsic weakness of PMOS transistors relative to NMOS transistors will ensure the load

transistor is weaker than the access transistor, and allow for writeability of the cell.

To ensure both read stability and writeability, the drive transistors (N1 & N2) must

be strongest, access transistors (N3 & N4) of intermediate strength, and load transistors

(P1 & P2) weak. Additionally, for high array densities, all the transistors must be close to

minimum size for the given technology, and the SRAM cells must be designed to operate

correctly under all process corners at all voltage and temperature variations.

2.3 Peripheral Circuitry

2.3.1 Row & Column Address Decoders

Row and column decoders are used within an SRAM to reduce the required number of

select signals and additionally to reduce the capacitive load on the word- and bit-lines.

The row decoder is able to reduce the number of select signals used to address the memory

rows by log2N , where N is the number of rows in the memory array. Column decoders are

used to select a particular word from a multi-word row in the memory. This is typically
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done using a pass gate style multiplexer. The total number of addressing bits used to

access a particular word in the memory can be divided into three separate segments. For

instance, in one particular arrangement, the least significant bits are used for column select

addressing, the middle bits for the row selection, and the most significant bits, if there are

multiple memory arrays on the chip, for the page or bank addressing. Segmenting the

addressing bits in this fashion aids in the facilitation of spatial locality when the SRAM

is being used as a cache [14]. As an example, a 64-kbit array partitioned into two pages

(1 = log2(2)), each containing 256 rows (8 = log2(256)) and four 32-bit words per row

(2 = log2(4)) requires 11 address bits (11 = 1 + 8 + 2) to address each 32-bit word.

2.3.2 Precharge & Equalization Circuitry

To help reduce read and write cycle time, the precharge and equalization phase can be done

while the address is being decoded. During this time, all the bitlines within the memory

array are set to a predetermined voltage level, and each BL/BLB pair is equalized to help

minimize any asymmetrical behaviour between the two as a result of device mismatch.

Once the bitlines have been precharged and the address has been decoded, the bitlines are

allowed to float. At this point, either a read or write operation may take place. Common

precharge voltage levels include VDD, VDD/2, VDD−VTH , or ground. A common precharge

and equalize circuit is illustrated in Figure 2.5.

2.3.3 Write Driver

When writing into the array, the write driver is responsible for quickly discharging one of

the precharged bitlines below the write margin from each BL/BLB pair being used for

writing. Considering Figure 2.3 as an example, in the event that a ‘0’ is being written

into node X, the BL will be discharged. Contrarily, if a ‘0’ is being written into node Y,
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then the BLB will be discharged. Typically, the write driver will be activated by the write

enable (WE) signal generated by the timing block.

2.3.4 Sense Amplifier

The read operation is typically the slowest memory operation, and as such defines the

minimum delay of the SRAM cell [35]. Bitlines experience a large capacitance due to their

physical metal length and large number of cell access transistors connected to them. As

such, a significant amount of time is required for a bitline to fully discharge. Rather than

waiting for this to occur on its own, a sense amplifier is used to detect a small differential

voltage on the bitlines, and quickly generate a full-swing output. The timing control of the

sense amplifier is critical for the correct functionality of the SRAM. If the sense amplifier

enable signal (SAE) is enabled before a sufficient amount of differential voltage is generated,

the output may resolve incorrectly. If the sense amplifier is turned on too late however,

the read time will be longer than necessary and excessive power will be dissipated. Power

dissipation during a read cycle is further discussed in Section 4.3.

There are many sense amplifier variants. Figure 2.5 shows an example of a latch-type

sense amplifier implemented in a SRAM column. This particular implementation is based

off a pair of cross-coupled inverters, similar to that of the 6T SRAM cell. The forward

feedback action of the inverters is used to accelerate the discharging of one of the bitlines.

Before reading can begin, precharge and equalization circuitry is used to bias and equalize

the bitlines at VDD, and put the inputs of the sense amplifier into a metastable region.

Here, two separate sets of precharge and equalization circuitry is used (one for the bitcell

column, and another for the sense amplifier). This is done so that the sense amplifier can

be isolated from the bitlines (through the YMUX PMOSs), and full-swing can be generated

on the sense amplifier while only a small differential voltage is developed on the bitlines.

This saves the extra time and energy cost of fully discharging and then precharging the
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entire bitline capacitance. The reading process begins when the precharge and equalize

circuitry is turned off, allowing the bitlines and sense amplifier inputs to float. The WL

signal is then turned on. One of the bitlines will begin discharging through the storage cell.

Once a sufficient differential voltage has been developed on the complementary bitlines,

the WL and isolating YMUX transistors are turned off. The SAE signal is then quickly

turned on. This isolates the operation of the sense amplifier from the bitlines, and allows

the forward feedback action of the sense amplifier to quickly resolve its input/output to a

full-swing differential signal.

For the sense amplifier to resolve correctly, the differential input voltage must be greater

than some minimum detectable signal. To ensure reliable sensing, this minimum signal

should be large enough to overcome any process or environment fluctuations, as discussed

in Chapter 3 within the sense amplifier, but should be small enough to prevent excess delay

and power dissipation spent unnecessarily discharging and precharging the bitlines.

Differential voltage is developed on the bitlines by exposing them through the access

transistors to the storage cell. The wordline access time necessary to develop a given

differential voltage is derived as follows:

Beginning with the cell current,

ICell =
∆Q

∆t
(2.3)

where, ICell is the cell current sunk during a read operation, ∆Q is the charge draw from

the bitline load capacitance, and ∆tWL is the wordline access time, the charge, ∆Q, is

related to the bitline capacitance, CBL, and differential voltage, ∆V by,

∆Q = CBL ×∆V (2.4)

Substituting and rearranging equation 2.4 into equation 2.3 gives:
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∆tWL =
CBL ×∆V

ICell

(2.5)

Both ∆V and ICell are heavily influenced by process variation and mismatch within the

sense amplifier and memory cells. As will be discussed in later sections, any fluctuation due

to process variation and mismatch can lead to weaker cells, or reduced Icell. If less current

is drawn through the cell during reading, then the wordline access time must be increased

to develop the necessary differential voltage required for the sense amplifier. Additionally,

variation in the parameters of the sense amplifier transistors can lead to a higher required

∆V to resolve data correctly. This can also be corrected by increasing the wordline access

time window. This identifies the wordline access time and sense amplifier enable signal

as critical for correct operation of the SRAM, and quickly lend themselves as potential

candidates to significantly benefit from controllability.

2.4 Modern Timing Control Schemes

There are four different timing control methods typically used in SRAM design. These

include: direct clocking [43], delay line timing [37], self-timed replica control [3], and

pipelined timing [40]. Direct clocking applies the clock signal directly to the word line

and the sense amplifier. This method is limited in that it requires large timing margins

for reliable operations, and hence has been superseded by the other methods. Delay line

based timing, shown in Figure 2.6(a), uses a chain of inverters to create the required timing

intervals. Signals are then “tapped” off of the delay line and passed through logic elements

to create the necessary signaling. This allows for tighter margins relative to direct clocking,

however it is intrinsically an open loop system, and hence only loosely tracks global process

variations. Delay line based timing is investigated in more detail in Chapter 5.

Self-timed replica control, on the other hand, shown in Figure 2.6(b), adds to the delay
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line scheme by using a dummy row and column each containing the same number of SRAM

cells as the main array to mimic the load capacitances within the array. This allows the

timing mechanism to mimic the delays in the SRAM array, leading to better tracking of

the global and local process variations, and thus tighter timing margins and performance.

Once the dummy column’s bitlines have discharged below the switching threshold of the

dummy column’s sense amplifier, this is fed back into the control logic to turn off the WL

signal and turn on the SAE signal allowing output data to be resolved. The dummy column

can discharge its bitlines through multiple cells to account for any additional logic delay

before the sense amplifiers are enabled. This timing scheme is common in many SRAM

implementations [3, 27, 4, 25].

Finally, pipelined timing places a series of registers between the sense amplifier and the

data output buffers. This spreads the read delay across multiple clock cycles, and allows

the SRAM to be clocked at speeds much higher than the other timing methods. This

method is very attractive because it allows the SRAM cycle time to match that of the

processor cycle time. The synchronous data buses in large SRAM arrays such as L2 and

L3 caches are usually pipelined in modern microprocessor designs [36, 46].

Each of these methods provide their own set of trade-offs in terms of complexity, area

overhead, and potential for performance improvements. Although delay line timing pro-

vides the least tracking for process variation relative to the self-timed replica control and

pipelined timing, it requires much less area overhead and complexity of design. To accom-

modate for the limitation in process variation tracking, adjustable programmable delay

elements can be used to tune the timing characteristics of the timing block.
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2.5 Programmable Delay Calibration

Previous work has been done that integrates programmable controllability of the SAE

signal into an SRAM’s built-in self-test (BIST) unit [6, 21]. Although this work is limited

to adjusting only the SAE signal, and does not go into depth regarding the timing related

failure mechanisms, it provides a BIST-based calibration procedure for its programmable

elements during the power-on self-test (POST). This methodology can be used to determine

the proper control code for each individual chip. This is shown in Figure 2.7.

The procedure begins by testing the array with the most aggressive timing setting. If

there are failures, the algorithm will incrementally relax the timing via digital control code

until failures no longer appear. If elements in the array are still unable to pass functional

testing even with the most relaxed timing, then it is deemed to have failed and the die

is rejected. Since the controller is embedded inside the memory BIST, the area overhead

associated with the controller is almost negligible [21]. While this system only calibrates

the array during start-up, it could easily be extended to run periodically to recalibrate the
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memory in the event of additional device degradation over time.

2.6 Figures of Merit

Many figures of merit (FOM) are used to characterize the standard 6T SRAM cell. These

FOM include those relating to the traditional delay, area, and power metrics, as well as

memory specific metrics. These are discussed in the following subsections.

2.6.1 Area

The area of the SRAM cell is one of the most significant driving factors for all SRAM

design. As SOC’s continually demand more memory, the size of the bitcell must decrease

in order to increase the amount of memory for a fixed package size. This leads to an increase

in memory density. To achieve this, most SRAMs use minimum, or near minimum, sized

transistors for their bitcells. This minimum size is dictated by the technology node. As is

shown in Figure 1.1, SRAM cell area goes hand-in-hand with technology node scaling, and

hence has led the SRAM cell size to become a key metric used by companies to publicize and

promote their technology. The general industry standard is roughly a 0.5x area shrink per

technology generation. Although, continually scaling the bitcell and increasing the memory

density can lead to significant system-level benefits, it comes a substantial penalty in terms

of the other FOM.

2.6.2 Current Leakage

Current leakage occurs when there is an unwanted path for charge to flow from the voltage

supply down to ground. In deep sub-micron technologies transistor current leakage is a

constant issue. Since the devices are never fully off, there is always some sub-threshold
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leakage. In addition, leakage is more pronounced in smaller devices. This is an issue in

SRAMs since the bitcells are made using minimum sized devices. In large SRAM arrays,

as transistor counts can be on the order of millions, unwanted leakage accumulates and

can lead to substantial power dissipation.

2.6.3 Static Noise Margin

The static noise margin (SNM) is the most common metric of SRAM cell stability [38]. It

is defined by the amount of noise voltage a SRAM cell can tolerate before flipping [38]. It

can be measured in simulation by applying DC noise sources to the internal nodes of the

6T storage cell and observing the voltage transfer characteristic (VTC) response between

the two internal nodes. Figure 2.8 shows the VTC response under both the accessed and

retention conditions. The schematic testbench for measuring the SNM is shown in the

inset of the figure.

Due to the shape of the curve in Figure 2.8, it is commonly referred to as a butterfly

curve. The size of the eye opening within the curve provides a visual representation of

the cell’s stability. Once the curves have been plotted, the largest possible box is drawn

within each of the eye openings. Ideally, the boxes should be identical; however, one may

be smaller than the other due to mismatch or process variation within the cell. The SNM

of the SRAM is defined as the length of the side of the smaller of the two boxes. SNM

measurements can be performed under either access or retention conditions. This is done

by having the WL either on or off respectively during simulation. Under access conditions,

the additional contribution of the bitline capacitance weakens the feedback action of the

storage cell, and hence substantially reduces the access mode SNM as compared to the

retention mode. For this reason, worst-case SNM cell robustness is typically measured

during the access mode. This measure is also known as the read margin. When a cell is

half-selected or being read from, the internal node holding the ‘0’ value must remain below

22



0

0.2

0.4

0.6

0.8

1

1.2

0 0.2 0.4 0.6 0.8 1 1.2

X-Y Response

Retention Mode

Y-X Response

Retention Mode

VX

N3

N4

N1

P1

N2

P2

VDD

VSS

B
L

B
L

B

WL

X Y

+ -

+ -

Vn

Vn

VY

Y-X Response

Access Mode

X-Y Response

Access Mode

SNMRetention

SNMAccess

SNMRetention

SNMAccess

Figure 2.8: SNM measurement testbench and butterfly curves

23



DNM

SNMN
o

is
e

 M
a

rg
in

 (
N

M
)

Noise Duration

Figure 2.9: Dynamic Noise Margin

the read margin to prevent the read operation from corrupting the data within the cell.

2.6.4 Dynamic Noise Margin

Traditionally, noise margin metrics are static measurements based upon the assumption

that the amount of time required for a read or write operation is much larger than the

transient time of noise (i.e., SNM). In deep-nanometric SRAM circuits operating at very

high frequencies however, this assumption does not always hold [50]. The premise behind

dynamic noise margin (DNM) is that noise must be applied to the SRAM cell for a period

of time for the cell to become unstable. In fact, an SRAM cell has a time constant which

represents the amount of time it takes for a noise source to propagate through the storage

cell and flip the data. SRAM cell stability will be maintained so long as the access time is

kept below the time constant. This concept is illustrated in Figure 2.9.

When considered as a function of time, the noise margin begins very high. As noise

accumulates on the given node, the noise margin gradually decays until it reaches a steady
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state value. The steady state value is defined as the SNM and the transitionary noise

margin as the DNM [39].
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Chapter 3

Process Variability & Aging

Degradation Mechanisms

When designing an SRAM, process variability and aging degradation are two major con-

cerns that must be taken into account. Both non-idealities influence transistor perfor-

mance, and in turn the SRAM behaviour. Manufacturing process variability is the first

major concern, it produces an initial offset from nominal design values, and then device

aging degradation adds on additional variation over time. To account for these variabili-

ties, designers must ensure SRAMs operate correctly within a certain amount of tolerance

or variation. These guard bands are characterized in terms of the number of standard

deviations, σ’s, from the mean, or nominal design value, µ.

Systematic variability causes circuits to vary from die-to-die or wafer-to-wafer, while

random variability can cause variations in the properties of adjacent transistors [45]. Vari-

ability used to be primarily systematic. As feature sizes scale below 100 nm however,

random variability has begun to become increasingly problematic [2].

With continued scaling, the density of SRAM bitcells are able to increase, allowing for

more memory to be packed into a given area. The reduction in transistor size however,
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comes at an increase in variation of transistor process parameters from one device to the

other. Transistors are mainly susceptible to deviation from their nominal threshold voltage

(VTH), device length and width, as well as oxide thickness. Issues such as random dopant

fluctuation can lead to a variation in a transistor’s VTH , whereas line edge roughness

can vary a transistor’s length or width. The measurable effect of process variation can

lead to substantial deviation in circuit behaviour from that which is expected. In an

SRAM cell, variations may affect the SNM, writeability, or access time. Additionally,

the symmetric nature of the SRAM cell makes it especially vulnerable to mismatches

in the parameters of paired transistors. Although correct functionality can be ensured

by assuming the worst case values for all possible device parameters, this level of over-

design can be prohibitively conservative, and thus lead to rather uneconomical circuits.

Instead, by statistically modeling these variations, designers can make decisions based on

the amount of margin to provide.

Device parameter variations are typically modeled using a normal (Gaussian) distribu-

tion, as shown in Figure 3.1. Normal distributions are specified with a standard deviation,

σ, about the nominal or mean value, µ. A ±1 σ deviation about the mean includes 68.27%

of the sampled set, ±2 σ deviations includes 95.45%, and ±3 σ deviations includes 99.73%.

These values are summarized in Table 3.11.

Deviation can now be considered in multiple applications. It can refer to the variability

of a process parameter from its nominal value, yield of operationally correct bitcells on

a die, or even yield of passable dies on a wafer or manufacturing run. For example, if

95.45% of transistors tested exhibit a certain amount of VTH shift from their nominal

value, µ, then that amount of VTH deviation represents 2 σ of variability. Whereas, if a

1-Mbit (106 cell) SRAM is found to have 2 700 failing cells, it exhibits a 99.9937% cell-

level yield. Programmable timing attempts to reduce the cell failure rate and increase this

1Defects per million are calculated based on short-term, bi-lateral variability (i.e., a two-sided capability

study).
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Table 3.1: Standard Deviation Across Multiple σ and Defects per Million

# of Standard Deviations (σ) % of Total Defects/106

1 68.27 317 300

2 95.45 45 500

3 99.73 2 700

4 99.9937 63

5 99.99994 0.6

6 99.9999998 0.002

yield. Finally, if a SRAM is considered to be passible if it has less than a certain number

of failing cells, then if one million SRAM arrays are manufactured, and 45 500 fail, then it

has a 95.45% overall yield. This thesis focuses on variability at the transistor level, with

the measurable goal of improving yield at the cell-level by reducing cell failure. This in

turn can lead to improved yields at the high-volume manufacturing level.

3.1 Mechanisms for Transistor Variability

3.1.1 Random Dopant Fluctuation

One of the most significant sources for process variability is random dopant fluctuation [7].

Due to the finite number of dopant atoms in the extremely small MOSFET channel area,

there exists a fundamental variability in the threshold voltage. To achieve a channel dopant

concentration of 1019 atoms/cm3 in a MOSFET with channel length less than 50 nm

requires less than 100 dopant atoms. Any absence or addition of only a few dopant atoms

will lead to a variation in channel dopant concentration, and thus variation in threshold

voltage, VTH . Figure 3.2 shows the standard deviation of the threshold voltage σVTH
, as a

function of one over the square root of channel area (1/
√
W × L) for both a 90 nm and a
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Figure 3.2: VTH variability as a function of channel area for both a 90 nm and a 65 nm

process. The line is a guide to the eye and not necessarily a fit to the data [28].

65 nm process [28].

As technology scales, the device’s channel area will decrease, and thus lead to an increase

in threshold voltage variability. This threshold voltage variation due to random dopant

fluctuation increases proportionally with 1/
√
WL as described by Pelgrom [31].

3.1.2 Line Edge Roughness

Line edge roughness arises from a combination of the resolution limit of the lithography

process and material characteristics, resulting in non-uniformity in local line widths [34].

This roughness is on the order of a few nanometers and becomes significant for sub-micron

technology. Although the absolute variance of the line width decreases as the feature size

scales down, the line edge variance relative to the feature will increase. This leads to an

increase in device dimension variability for scaled devices.
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3.2 SNM Variability in the 6T SRAM Cell

For the ideal SRAM cell, shown in Figure 2.3, the voltage transfer characteristic of both

halves of the cell is perfectly symmetrical; as can be seen in Figure 2.8, both squares

within the eyes of the butterfly curve are of the same size. As the cell is affected by process

variability however, the properties of one transistor will vary from its paired transistor.

This mismatch between transistor pairs creates an asymmetry in the cell’s voltage transfer

characteristic. An example of this is shown in Figure 3.3. The measured SNM is the side

of the smaller of the two squares that can fit within the eyes of the butterfly curve.

The butterfly curves shown in Figure 3.3, obtained by Hamzaoglu et. al., were measured

in a 45 nm 1.2 V process [13]. In addition to showing the effect of transistor mismatch, the

plots also show how the SNM scales proportionally with voltage. This is consistent with

the work done by Seevinck et. al. [38].
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The SNM values for Figures 3.4, 3.5, and 3.6 were obtained by Pavlov and Sachdev

using a 6T cell in a 0.13µm CMOS process with VDD = 1.2V using special SRAM transistor

models [30]. The data is normalized with respect to the typical case (typical process corners,

ambient temperature, typical voltages) by the following equation:

SNMrealative =
SNMmeasured − SNMtypical

SNMtypical

× 100% (3.1)

Once the SNM variability is known, it can be correlated to the SRAM yield. It has

been shown that the µ− 6σ SNM value must be greater than 4% of VDD to obtain a 90%

yield on a 1 MB SRAM [42]. Asymmetries within the cell will lead to a reduction in the

SNM and an increase in the number of unstable SRAM cells, thus impacting the yield.

This typically translates into a requirement that SNMMIN ≥ 20% SNMTY PICAL [30]. The

SNM deviation from the mean as a function of threshold voltage deviation from the mean is

shown in Figure 3.4. The relationship is shown for slow, fast, and typical process corners,

as well as for variations in the driver, pull-up, and access transistors. VTH variation is

performed for one transistor at a time, while the other transistors remain at their nominal

VTH value. Sweeping the VTH of one transistor, effectively creates a mismatch between

that particular transistor and its corresponding pair transistor. This in turn creates an

asymmetry within the SRAM cell.

The VTH variation of the driver transistor causes the greatest variation in SNM. This

is due to its large W/L ratio compared to the other transistors within the SRAM cell [30].

The SNM variation caused by altering the VTH of the access transistor depends on which

way the VTH is altered. Decreasing the access transistor’s VTH decreases the SNM of the

cell, whereas increasing the VTH has only a marginal impact. Since the SNM is being

measured during a read access, lowering the VTH of the access transistor will effectively

reduce the cell ratio of one side of the cell, leading to an increase in the logical ‘0’ voltage

value, which in turn leads to a decrease in SNM. Finally, varying the VTH of the PMOS
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Figure 3.4: 6T SRAM cell SNM deviation vs. threshold voltage deviation on one of the

transistors [30]
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Figure 3.5: SRAM cell SNM vs. threshold voltage deviation of more than one transistor [30]

load transistor has a minimal impact on the SNM. This is due to its intrinsic weaker drive

strength and small W/L ratio relative to the NMOS access and driver transistors within

the cell. Note that when the VTH deviation is zero this indicates that all transistors are at

their nominal VTH values, and the cell is symmetric.

While Figure 3.4 shows the SNM deviation versus VTH deviation for a single transistor

within an SRAM cell, if more than one transistor exhibits a VTH deviation from its nominal

value, the SNM deviation can be more drastic. Figure 3.5 shows a variety of cases where

multiple transistors exhibit a VTH deviation.

N2( N1 = -25% ) represents the case where the VTH of transistor N2 is the dependant

variable, and transistor N1 has a constant deviation of -25% of its nominal VTH value. Note
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Figure 3.6: SRAM cell SNM deviation vs. transistor Length (L), and Width (W) [30]

that in this case, the cell obtains its maximum SNM (minimum deviation) when the two

transistors experience a -25% deviation and the cell is symmetrical. The P1( N1 = -25% ,

N2 = +25% , N3 = +40% , N4 = -40% ) provides one of the worst case SNM degradations

due to asymmetry of the transistor’s VTH .

Mismatch in the length, L, and width, W, of SRAM cell transistor pairs also contribute

to SNM deviation. Their contribution is marginal however, when compared to the VTH

deviation contribution. Figure 3.6 shows the SRAM cell’s SNM dependence on W and L

variation in a single transistor under typical conditions.

Regardless of the direction of the geometry deviation, the optimal SNM occurs at

nominal transistor sizing. This is because any deviation causes asymmetries within the

cell and hence SNM degradation. The most significant causes of SNM degradation occur
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for geometry deviations that lead to a decrease in the cell ratio. This includes decreasing

the driver transistor width or access transistor length, or increasing the driver transistor

length. Decreasing the cell ratio increases the logical ‘0’ voltage level stored within the

cell, which leads to a decrease in SNM. Overall, Figure 3.6 shows that a weaker (smaller

W/L ratio) driver transistor or a stronger access transistor decreases the SNM, and the

deviation in the load transistor has a minimal affect on the SNM.

3.3 Aging Mechanism

Over time, a transistor’s properties have a tendency to degrade and shift from their designed

nominal value. There are three mechanisms that are widely recognized in the semiconduc-

tor industry as the most prominent lifetime reliability concerns for transistors. These

include: gate-oxide breakdown, hot-carrier effects, and bias temperature instability [8].

3.3.1 Gate-Oxide Breakdown

Gate-Oxide breakdown can occur when there is a voltage drop across the gate stack.

During this time, traps can be created within the dielectric. Traps are electrically active

defects that capture carriers at energy levels within the bandgap. Traps created within

the dielectric can reduce the VTH of the device. Additionally, these defects may eventually

join together and form a conductive path through the stack, creating a leakage path. This

can be seen in Figure 3.7.

Breakdown has become an increasing cause for concern as the gate dielectric thickness

has be scaled down to the one nanometer range. By having a thinner gate oxide, a smaller

critical trap density is required to tunnel through the oxide, damaging the device, and

allowing leakage current to flow [18]. The scaling of the physical dimensions of the gate

36



VDD

Trap Conductive

Path
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stack can be slowed or reversed with the introduction of different materials in the stack

such as high-κ dielectrics. High-κ dielectrics are those with a high dielectric constant, κ,

compared to silicon dioxide, SiO2. These allow for an oxide capacitance comparable to

that of a thin SiO2 dielectric, while keeping the actual oxide thickness relatively high.

3.3.2 Hot Carrier Injection

Hot carrier injection (HCI), occurs when hot carriers (those with high kinetic energy) are

accelerated towards the drain by a lateral electric field across the channel and generate

secondary carriers through impact ionization. If either the primary or secondary carrier

gains enough energy, it can be injected into the gate stack. Carriers injected into the

gate stack can create traps within the oxide that can alter the VTH of the device. This

phenomenon is shown in Figure 3.8.

HCI has become less prominent with the reduction of operating voltage, but remains a
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serious concern due to the large local electric fields in scaled devices [18].

3.3.3 Bias Temperature Instability

Bias temperature instability (BTI), occurs in two different variants: Negative BTI (NBTI)

in PMOS devices and Positive BTI (PBTI) in NMOS devices, shown in Figure 3.9.

NBTI in PMOS transistors is often cited as the primary reliability concern in modern

CMOS processes [18]. It is characterized by a positive shift in the VTH of the device occur-

ring when it has been biased in strong inversion, but with a minimal lateral electric field

(VDS ≈ 0 V ) over a period of time. The VTH is generally attributed to hole trapping in the

dielectric bulk, and/or to the breaking of Si-H bonds at the gate dielectric interface caused

by holes in the inversion layer, and generates positively charged interference traps [12, 16].

This is shown in Figure 3.10.

When a stressed device is turned off (i.e., the bias is removed from the gate) the

transistor is able to “recover”. During this recovery phase, the trapped holes are released

and the free hydrogen diffuses back towards the substrate/dielectric interface, recombining

with the silicon to reform the Si-H bonds. This reverses the positive VTH shift to its

nominal value. PBTI in NMOS devices, shown in Figure 3.9(b), is similar to NBTI in
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PMOS devices, only the strong inversion is generated by biasing the gate at VDD and the

minimal lateral electric field is maintained by holding the source and drain close to ground.

PBTI in NMOS transistors has been found to be non-critical in silicon dioxide dielectrics,

however it does contribute to the aging of high-κ dielectric gate stacks that are now being

seen in newer technology nodes [11].

A comprehensive model for NBTI VTH shift is given in [44]. It is summarized here.

Interface traps, Nit, formed between the channel and the gate result in an increase in

charge in the gate stack. This causes a shift in VTH as follows:

∆VTH =
qNit

Cox

, where Cox =
εox
Tox

(3.2)

where Cox is the gate oxide capacitance per unit area, q is the electron charge, εox is the

dielectric constant, and Tox is the oxide thickness. The total number of interface traps

Nit is dependent on whether or not the transistor is in the stress or recovery state, and is

calculated as follows:

Stress:

Nit =
√
K2 · (t− to)0.5 +N2

it0 + δ (3.3)

K = A · tox ·
√
Cox(Vgs − VTH)

(
1− Vds

α(Vgs − VTH)

)
· exp

(
Eox

Eo

)
· exp

(
−Ea

kT

)
(3.4)

Recovery:

Nit = (Nit0 − δ) · b1−
√
η(t− to)/tc (3.5)

where t is the time elapsed in seconds, Nit0 is the amount of interface traps at initial time,

to, δ is a constant representing non-H based oxide traps and other charged residues, tox

is the oxide thickness, Cox is the oxide capacitance, Eox is the electric field across the
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Figure 3.11: ∆VTH for PMOS devices under NBTI stress and recovery conditions [44]

oxide, k is the Boltzmann constant, T is the temperature, and α Eo, Ea, and η are fitting

parameters.

Figure 3.11 shows ∆VTH due to NBTI for a PMOS transistor under both stressed and

recovery conditions [44]. In the stressed state, the PMOS first undergoes a rapid increase

in VTH and then the rate of increase begins to taper off. Once the stress is removed, and

the device is allowed to recover, VTH begin to decreases. The figure shows alternating

stress and recovery times of approximately 15 minutes over the period of one hour.

3.4 Aging in SRAM

Aging affects SRAM performance in much the same way as process variation. When tran-

sistors experience an applied electrical stress, their parameters, most notably VTH , have a
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tendency to shift from their nominal value. When these stresses are applied asymmetrically

on the SRAM cell, they create a mismatch between the cell’s transistor pairs, and cause a

reduction in the cell’s SNM. This SNM degradation leads to cell failure.

NTBI is the most significant aging mechanism present within SRAMs [41]. During

the SRAM’s retention mode, one PMOS load transistor and one NMOS driver transistor

in every memory cell will be subject to NBTI and PBTI stress respectively at any given

period of time. This can be seen in Figure 3.12.

The PMOS transistor responsible for retaining the ‘1’ has a VDS ≈ 0 V and a stress on

the transistor being applied by the grounded gate. This causes the PMOS to undergo NBTI

degradation, and cause a positive shift in that transistor’s VTH . Additionally, the NMOS

responsible for retaining the ‘0’ will undergo PBTI stress. This effect will be minimal

in silicon dioxide gate stacks; however, the effect on SRAM’s using high-κ dielectric gate

stacks will become significant. This can be seen in Figure 3.13.

As technology advances, and new high-κ materials are being used for the gate, BTI

aging effects become more severe for both the NMOS and PMOS devices. Additionally,

since PBTI stress affects the driver transistor, it has the potential to significantly impact
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the SNM of the cell. This is due to the fact that, as was seen in Figure 3.4, mismatch in

the driver transistor has the most significant impact on SNM of any of the 6T SRAM cell

transistor pairs.

Since memory arrays have a relatively low switching activity (since switching only

occurs when new data is written into a cell, and data can only be written one word/port at

a time in an array of potentially millions of data words), memory bitcells can be exposed

to BTI stress for extended periods of time. As this stress is only applied to one side of the

bitcell at any given time, asymmetries arise in the VTH ’s of the cell’s transistors, leading

to mismatch and a degraded SNM for the cell. With continued stress, this mismatch gets

worse over time, leading to a further degradation in SRAM SNM.
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Chapter 4

SRAM Timing Failures

The timing control block is a critical component in any SRAM design. It is responsible for

generating all of the internal signals for the correct read and write operation of the SRAM.

These signals include control for the precharge, word line, sense amplifier clocking, and

write driver activation. Several SRAM cell failure mechanisms are heavily influenced by

the cell’s control signal timing. These failures are 1) operational, when an operation is not

completed successfully, 2) stability related, if the cell’s data gets corrupted, or 3) power

related, if it causes the SRAM array to consume an excessive amount of power. These are

a subset of those failure mechanisms listed in Chapter 1. Variable timing circuitry allows

these failures to be corrected or at least reduced. Each of these failure mechanisms are

discussed below.

4.1 Operational Read Failure

Since a read is typically the slowest memory operation, its timing is the most vulnerable

to failure [35]. During a read operation, the amount of differential voltage generated on

the bitlines is directly proportional to two parameters: the width of the wordline signal
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and the strength of the SRAM cell. The width of the wordline signal is a function of

the timing block design; however, the strength of the SRAM cell is a function of process,

process variability, aging degradation, and the cell design. Large SRAM arrays can contain

hundreds of millions of transistors, all of which can differ from the ideal performance, both

systematically and randomly.

To observe the effects of variability on the amount of time required to generate the

required differential voltage on the bitlines for a successful read operation, Monte Carlo

simulations were performed on a 6T SRAM cell in a 65 nm standard CMOS process. The

results are presented in Figure 4.1. These simulations were repeated for reduced supply

voltages. Looking at the response when the supply voltage is at the full 1 V, it can be seen

that the required wordline width increases from approximately 240 ps for 0 σ to 450 ps

for 6 σ of variability. Using variable timing, the control signal of an SRAM array can be

optimized in silicon.

An array designed to cover 3 σ of variation using a static timing would have a wordline
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pulse width set to 310 ps. This would cover 99.73% of the variability cases. A flexible

timing scheme would have three benefits. It could increase the yield by providing extra

time for the read operation to complete in the cases of variability beyond 3 σ. For the

majority of dies whose variability is less than 3 σ, a flexible timing scheme would create

more optimal timing signals, allowing those dies to be operated at with a higher DNM

and reduced power dissipation because the cell is being accessed for a short period of time.

Moreover, the supply voltage can be reduced, while still maintaining a guard band of a

given number of σ.

Additionally, a fabricated array will have an unknown amount of variability. By using

flexible timing, the edges of the control signals can be moved to not only correct failures,

but also to characterize the array’s variability. By starting with the most aggressive timing

setting, and relaxing that timing until the SRAM performs correctly, or visa versa, with the

most relaxed timing, and pushing the timing until failure, the residual difference between

nominal timing setting and those of the chip-under-test can be characterized. This can

lead to “binning” of chips based on their amount of variability.

4.2 Cell Stability Failure

In an SRAM array containing multiple words per row, a cell is said to be half-selected

when it is accessed via the wordline, but its bitlines are not routed to the sense amplifier.

In the case of a half-selected cell, the dynamic noise margin is determined by the width

of the wordline access time window. Cells weakened due to process variation and aging

experience a lower DNM.

To illustrate this response, simulations were performed on a 6T SRAM cell in a 65 nm

standard CMOS process. Resistors are used to symmetrically weaken the cell, as shown

in Figure 4.2. If the resistance is relatively low, it models the effects of process variability,
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whereas if the resistance is large it models the effect of defects, such as high-resistance

contacts. As can be seen in Figure 4.3, failures are the result of both the resistance and

the wordline timing.

When the value of Rweak is low, or when the access time is low, the cell is stable;

however, if the resistance is large enough, and the access time is sufficiently long, the cell

can become unstable. This behavior shows a strong dependence on the supply voltage.

For example, a weakened SRAM cell with Rweak = 10 kΩ is stable with a supply voltage

of 1 V. If the supply voltage is reduced to 0.7 V however, the width of the wordline signal

must be kept to less than 100 ps or else the cell will become unstable. These results are

similar to those of Sharifkani and Sachdev [39]. In their work, they show measured results

that illustrate the relationship between cell stability and access time, as can be seen in

Figure 4.4.

Care must be taken when designing the timing for the SRAM array so that enough

time is available for the selected cells to develop the required differential voltage on the

bitlines for the sense amplifier to resolve the data; however, not so much time as to upset

the half-selected cells.
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4.3 Power Envelope Failure

Changing the SRAM control timing can have a large effect on the power dissipation of

an SRAM; this is especially true during a read operation. During a read operation, one

of the bitlines is discharged; however, it only needs to be sufficiently discharged for the

sense amplifier to be able to resolve the correct data value. Earlier, in Section 4.1, it was

shown that process, aging, and voltage can affect the required timing for an SRAM array.

It was shown that for 6 σ of variation at 1 V, a wordline width of 450 ps was required

to read successfully, compared with 250 ps for typical process conditions. If the wordline

width was set to 450 ps to cover the 6 σ variations, all of the dies with lower variability

would discharge their bitlines beyond that which was necessary, resulting in larger power

dissipation. Figure 4.5 illustrates this situation by showing the SRAM control signals and

the bitline voltages. For the situation where there are no variations with a wordline width

of 250 ps, a differential bitline voltage of 150 mV is developed. However, if this is increased

to 450 ps, the differential voltage developed on the bitlines is 270 mV. The word size

in modern SRAMs may be as large as 128-bits, and as such each of these columns will

dissipate unnecessary power during each read operation. A flexible timing approach allows

each die to have the optimal wordline width to prevent this from happening.

It is common for SRAM arrays to operate on lower supply voltages to reduce power,

especially leakage power. Figure 4.1 shows that lower supply voltages require longer access

times to generate the necessary differential voltage on the bitlines. With variable tim-

ing, the SRAM array could be characterized to determine the wordline width required to

generate sufficient differential voltage on the bitlines for a variety of supply voltages.

During a read operation, the array switching power is calculated as

Pswitch, array = NBLCBL∆VBLVDDfα (4.1)
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where NBL is the number of bitlines being discharged, CBL is the bitline capacitance, ∆VBL

is the developed bitline differential voltage used by the sense amplifier to sense the cell’s

stored value, VDD is the supply voltage, f is the operating frequency, and α is the switching

activity. To a first order, ∆VBL can be approximated by assuming a linear dependence

on the wordline width, TWL, where ∆VBL < VDD (as should always be the case for a

differentially sensed SRAM).

Provided that the bitlines do not fully discharge, as shown in [1], the array switching

power can be rewritten as

Pswitch, array = NBLICTWLVDDfα (4.2)

where IC is the bit-cell read current. Therefore, the switching power associated with the

SRAM is directly proportional to the wordline width. This provides additional incentive

for the designer to limit the wordline access time to only what is necessary to sense the

cell.

4.4 Timing Related Cell Failure Reduction

To measure the degree of cell failure reduction through programmable timing, Monte Carlo

simulations were run on a 6T SRAM cell in a 1.2 V, 65 nm standard CMOS process. The

results are shown in Figure 4.6. For a static wordline access time of 375 ps, 96% of cells

were able to develop a differential bitline voltage greater than 50 mV. As the sense amplifier

undergoes process variation or device aging, the required differential bitline voltage for the

sense amplifier to correctly resolve data increases. For a fixed wordline access time, process

variation and device aging within the 6T memory cells prohibits the necessary differential

bitline voltage from being developed. As the wordline access time is progressively increased

to 500 ps, 52.1% more cells can produce over 120 mV of differential bitline voltage than for
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the case of the static wordline access time. Additionally, if there is less variability within the

sense amplifier, and hence less differential bitline voltage is required for correctly sensing

the cell, the SRAM can reduce its wordline access time to save power and increase DNM.

53



Chapter 5

Flexible SRAM Timing Control

Architecture

A delay line based SRAM timing block has been implemented to show the ease of control-

lability of the SRAM’s timing signals. Four signals are generated based off of the rising

edge of an external input clock signal. These are the: Precharge (PRE), Wordline Enable

(WLE), Sense Amplifier Enable (SAE), and Write Enable (WE) signals. PRE determines

the duration of the precharge and evaluation phases within the SRAM, and ultimately

the maximum clock frequency. WLE is used by the address decoder to enable the actual

Wordline signal, WL. It is timed such that the WL is active inside PRE’s evaluation phase.

SAE is responsible for triggering the bitline’s sense amplifier after a sufficient bitline dif-

ferential voltage has been generated. SAE is only triggered on a read operation. Finally,

WE is responsible for allowing the write driver access to the bitlines for discharging them

when necessary. This is only available on a write operation.

As discussed in Chapter 4, the two most crucial timings are the wordline access time

and sense amplifier enable window. As shown in Figure 5.1, the wordline access time, also

known as wordline width, can be controlled by varying the arrival of the falling edge of the
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WL signal, and the sense amplifier enable window can be varied by the arrival time of the

rising edge of the SAE signal. Since the WL signal must be contained within the signal

PRE, only the falling edge of WL can be adjusted to increase the wordline access time.

The SAE signal’s falling edge has a constant arrival rate so it stays within the precharge’s

evaluation window. These concepts can be better understood with reference to the read

operation timing signals shown in Figure 2.4(a). The main focus of the timing block

implementation, as discussed in the remainder of this chapter, is on the controllability of

the delay of these two edges.

5.1 Delay Line

Each of the timing block’s output signals is constructed using a variable delay line based

on a pulse generator [47]. The delay line structure is shown in Figure 5.2. The input signal

is a common clock used for generating all of the timing block’s outputs. The common

clock signal is fed into a static delay line. For each output signal, the static delay line

is branched off or “tapped” at two separate locations. These tapped signals are then fed

through a variable delay element and then “AND”ed together to form the specific output

signal. Figure 5.3 illustrates the functionality of the delay line.

Signal IN represents the common input clock signal. The delay from this point to node

‘A’ (tIN−A) determines the low phase, or delay to, tD, the output signal. Notice that since
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an odd number of inverters is used to separate the tapping locations of node ‘A’ and node

‘B’, node ‘B’ is a delayed and inverted copy of node ‘A’. The delay from the input IN

to node ‘B’ is designated by tIN−B. The difference between these two delays is used to

generate the high phase, or pulse of the output signal, tPW . These are then fed into an

AND gate to generate the output signal OUT. This is summarized in Equations 5.1, 5.2,

and 5.3.

tD = tIN−A (5.1)

tPW = tIN−B − tIN−A (5.2)

OUT = A AND B (5.3)

By varying the tIN−A delay, the low phase of the output signal can by varied, and by

varying the tIN−B delay, the high phase of the output signal can be varied. Since the

delay signal is generated using only the rising edge of the input signal, the output signal

is independent of the input signal’s frequency. This condition is valid while the period

of the input signal is greater than period of the output signal generated by the delay

line, Tin > Tout. This implementation strategy allows for full-speed testing while using a

low-speed external input clock.

5.2 Digitally Controlled Delay Element

Variable delay is achieved with the digitally controlled delay element (DCDE) shown in

Figure 5.4. It is able to achieve a given delay time varied by a fine-grain, sub-gate-delay

step size based on a digital code.
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Figure 5.4: Digitally Controlled Delay Element

Transistors N1/P1, N2/P2 form two inverters to make up a standard delay element or

buffer, and N3 to N8 provide the variable delay functionality by modulating the discharge

resistance in the circuit’s pulldown path. When the input signal, IN, is logic high, two path

are available to discharge the charge stored at node ‘X’. There is a fixed path through N1,

and a current-starving variable path through N3. The gate of N8 is pulled up to VDD to

ensure that there is always a discharge path available through N3 to ground, and a digital

code (S4S3S2S1) is applied to the gates of N7 down to N4 determining which transistors are

turned on or off. This works to vary the effective resistance of the controlling transistors,

and thereby determine the delay of the pulldown path. A drawback to using a DCDE

that obtains its delay through a variable resistive network is that for a binary encoding

scheme, it is susceptible to monotonicity errors [24]. A monotonicity error occurs when

an incremental input code change results in an increase in delay rather than an decrease

in delay, or visa versa. The issue of non-monotonicities can be avoided however, by using

a thermometer encoding scheme rather than a binary one for issuing successive codes.

An example comparison between successive binary and thermometer codes is shown in

Table 5.1.
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Table 5.1: Binary and Thermometer Code Example

Decimal Code Binary Thermometer

0 0000 0000

1 0001 0001

2 0010 0011

3 0011 0111

4 0100 1111

For a thermometer coding scheme, successive input codes are created by turning on one

additional transistor at a time, where as the binary scheme uses a weighing scheme based

upon bit position. This provides the added benefit of being able to size transistors N3 to

N7, to provide a uniform step size between codes, as opposed to having a 1/x relationship

between step sizes for a binary encoding scheme [26]. These benefits come at the cost of

a reduction in available codes that can be applied to the DCDE (this will be addressed in

the next section). Figure 5.5 provides a plot of the delay element’s delay versus applied

digital code. When VDD is applied to all four control transistors, (Code = 1111), all of the

transistors are on, and the delay element produces its smallest delay. Conversely, when

GND is applied to the control transistors (Code = 0000), all of the control transistors

are off, and the delay element produces its largest delay. Additionally, this DCDE is

not susceptible to static power consumption, since there is never a static path directly

connecting VDD to GND. This is one of the significant drawbacks to the monotonic DCDE

presented in [24] and [26]. The static power consumption for each of these DCDE is

340 µW and 79.2 µW respectively. Whereas, the maximum static power consumption for

the presented DCDE is 3.3 nW. This is a reduction by five orders of magnitude.
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5.3 Extended Range Delay Element

The DCDE discussed in the previous section is capable of providing a fine, sub-gate-delay

step size between successive digital control codes. However, there is a limit to the range

of its delays. By adding an additional control code transistor in the pull-down path, a

binary encoding scheme would allow twice as many control codes; however, this would

come at the cost of increasing the probability of monotonicity errors between successive

codes. By using a thermometer encoding scheme, one additional transistor is required for

each additional code, leading to a significant area overhead. The scheme shown in Figure

5.6 provides a coarse binary control scheme to supplement the fine thermometer control

scheme of the DCDE.

The binary encoded control signal COARSE SELECT is used by a multiplexer to

select either the original input signal, IN, or a copy of it delayed by a selected number

60



x

COARSE 

SELECT

2 4

FINE

SELECT

IN OUT

Static Delay Elements Multiplexer DCDE

Figure 5.6: The extended range delay element uses a two stage delay element to select the

delay, the first stage uses a two-bit binary code to select the coarse delay, and a four-bit

thermometer code to select the fine delay

of static buffers. The signal is then fed into the DCDE from the previous section where

the thermometer encoded control signal, FINE SELECT, determines the fine-granularity

delay. This particular implementation uses a two-bit binary code coarse control signal in

conjunction with a four-bit thermometer code fine control signal, yielding a total of 20

control codes for each extended range delay element.

5.4 Timing Block

The techniques of the preceding sections have been combined to create a delay-line based

SRAM timing block, as shown in Figure 5.7. The timing block generates Precharge (PRE),

Wordline Enable (WLE), Sense Amplifier Enable (SAE), and Write Enable (WE) signals

based off of a single rising edge of an external input clock. For clarity, Figure 5.7 shows

only the creation of the WLE and SAE signals. The PRE and WE signals are created

in a similar manner only without the use of the extended range delay elements. The
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timing block could easily be extended to incorporate additional signaling specific to a

particular SRAM implementation. The main features of the block include: 1). extended

variable access time via variable WLE falling edge control, 2). extended sense amplifier

enable window via variable SAE rising edge control, and 3). full-speed testing using a

low-speed clock. These features are provided through the use of the extended range DCDE

and the pulse generator delay-line architecture respectively. Additionally, fine-tuned digital

controllability is provided for the propagation delay of each of the signal’s rising and falling

edges.
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Chapter 6

Simulation Results & Test Chip

The SRAM timing block has been implemented in a 180 nm CMOS process to verify the

functionality of the design. The test chip and design layout is shown in Figure 6.1. The

timing block and the shift register storing the control codes is highlighted in the figure.

In addition to the timing block, three other independent experiments will be conducted

on the test chip; however, they are not related to the work described in this dissertation.

To save on pins, control code data is shifted-in serially via a shift register. The complete

timing block and shift register occupies an area of 185 µm x 160 µm. A 42-bit shift register

was used to provide independent, fine-tuned controllability for the propagation delay of

both the rising and falling edges of all the signals being generated. If only the SAE and

WLE signals using the six-bit extended range delay elements were being controlled, only

a 12-bit shift register would be required, resulting in an approximate 4x reduction in area

for the shift register. Table 6.1 summarizes the test chip’s characteristics.

Figure 6.2 shows the timing block control signals under nominal operating conditions

during a read operation. All of the signals are generated based off of the input clock signal’s

rising edge. First, the wordline enable signal, WLE, rises and is sent to the address decoder

triggering the proper wordline signal, WL, for the row in the memory array being accessed.

63



Timing Block
Shift Register

Figure 6.1: Test chip layout in 180 nm CMOS

Table 6.1: Test Chip Characteristics

Feature Description

Technology TSMC 180 nm CMOS 1P6M

Package CFP80

Maximum Frequency 500 MHz

Area 185 µm x 160 µm

Supply Voltage 1.8 V

Special Features Extended WLE and SAE edge control
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The WLE signal is timed, based off of the address decoder delay, so that the WL signal

would be generated just after the rising edge of the precharge signal, PRE. The signal

PRE is used to differentiate between when the bitlines are pre-charging and when they

are being used to evaluate a given memory cell. After the memory cell has been accessed

for a sufficient amount of time, such that the sense amplifier’s required differential voltage

has been developed on the bitlines, the sense amplifier enable signal, SAE, is triggered.

Controlling the wordline access time and the arrival time of the SAE rising edge determines

the amount of differential voltage sensed by the sense amplifier. Once data has been read

by the sense amplifier, the SAE and PRE signal can fall allowing the start of the next

cycle. The timing signaling for a write operation is similar except that instead of issuing

the SAE signal, the write enable signal, WE, is used, allowing the write driver access to the

bitlines to write to the cell. The write enable window is bounded inside PRE’s evaluation

window.

Figure 6.3 shows a subset of the various WLE access times that can be achieved with

the programmable timing. Four of the possible 20 codes are shown. For each of these

codes, the four least significant bits (LSB) are set to zero (0000). These four bits represent

the thermometer code portion of the control code. By setting them to zero, all of the

control transistors in the delay element’s pulldown path will be turned off and the fine

granularity DCDE will experience the most delay. The two most significant bits (MSB)

are stepped in a binary sequence. These are the binary control code bits for the coarse

granularity extended range DCDE. As this portion of the code is swept from 00 to 11, the

delay of the extended delay element decreases and in turn, the WLE access time decreases.

This behavior follows that shown in Figure 5.1.

Figure 6.4 shows the various SAE propagation delays between the rising edge of the WL

and the rising edge of the SAE, when the bitlines are developing the necessary differential

voltage required to resolve the cell data. Under typical process corners, the SAE rising
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under process and temperature variation

edge can be varied by 430 ps across 20 control codes with an average step size of 22.6 ps

between successive codes. Similarly, the falling edge of the WLE signal can be varied by

420 ps across 20 control codes with an average step size of 22 ps between successive codes.

Table 6.2 presents simulated performance data for the SRAM timing block under different

control codes and operating conditions.

Under typical operating conditions both the WLE and SAE signals have a range of over

400 ps with an average step size between codes of approximately 20 ps. Under systematic

slow NMOS and PMOS process corners, SS, the range of both signals is over 550 ps with

average step size of approximately 30 ps, and under fast corners, FF, the range is smaller,

under 350 ps, with an average step size of approximately 18 ps. In both range and step

size, these variations track the required read and write access times under the respective
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Table 6.2: Simulated Performance Data Under Process and Temperature Variation

Signal Variability

SAE Rising Edge WLE Falling Edge

Conditions Range (ps) Avg. Step (ps) Range (ps) Avg. Step (ps)

TT - 25oC 430.4 22.6 416.3 21.9

SS - 85oC 574.8 30.2 553.9 29.1

FF - 0oC 342.3 18.0 328.0 17.2

corners. If the entire SRAM is operating under the SS corner, the NMOS transistors in

the SRAM cell will be weaker and hence more time will be required for read and write

operations. Since the systematic variation also affects the timing block, in the SS corner

condition, the timing block naturally provides more delay in its timing signals. The same

is true under the FF corner; the timing block is able to provide smaller delays when less

time is required for correct functional operation.
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Chapter 7

Conclusion

Embedded memories are fundamental building blocks of modern SOCs. As CMOS pro-

cesses scale deep into the sub-micron regime, the accompanying increase in process vari-

ability and aging leads to a significant increase in the soft failure rate and in turn yield loss.

This thesis investigates the ways in which SRAM timing can be used to improve transient

based SRAM figures of merit, and reduce the soft failure rate. Timing correctable soft

failures include: operational read failures, cell stability failures, and power envelope fail-

ures. This work has shown that post-fabrication programmability of the wordline access

time and sense amplifier enable window provides the designer with the ability to optimize

the SRAM timing to compensate for the process variability on a per die basis. A delay

line based SRAM timing block with digitally programmable timing signals has been imple-

mented in a 180 nm standard CMOS process to demonstrate the monotonic controllability

of its timing parameters. The wordline access time and sense amplifier enable window can

each be varied monotonically by more than 400 ps under typical operating conditions over

a set of 20 digital control codes. This timing block implementation can be used to first

characterize the specific soft failure rate of an SRAM array, and then optimize the timing

so as to maximize the yield.
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