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Abstract

The ring of polynomials over a finite field has many arithmetic properties similar to those of the ring of rational integers. In this thesis, we apply the Hardy-Littlewood circle method to investigate the density of rational points on certain algebraic varieties in function fields. The aim is to establish asymptotic relations that are relatively robust to changes in the characteristic of the base finite field. More notably, in the case when the characteristic is “small”, the results are sharper than their integer analogues.
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Introduction

1.1 Motivation

The problem concerning integral points lying on the hypersurface defined by an additive equation has occupied a prominent position in number theory over the past century. Let \( \mathbb{Z} \) be the ring of integers and let \( \mathbb{N} = \{0, 1, 2, \ldots\} \). For nonzero \( k \in \mathbb{N} \) and nonzero \( a_1, \ldots, a_s \in \mathbb{Z} \), one wishes to establish an asymptotic estimate for the density of integral points lying on the hypersurface

\[
a_1w_1^k + \cdots + a_s w_s^k = 0. \tag{1.1}
\]

For positive \( P \in \mathbb{R} \), the set of real numbers, let \( M_{s,k}(P) \) denote the number of integral solutions of (1.1) in the box \([−P, P]^s\). When \( k \) is sufficiently large, subject to a local solubility hypothesis, the work of Wooley [21] on Waring’s problem can be used to show that \( M_{s,k}(P) \gg P^{s-k} \) whenever \( s \geq k \log k + O(k \log \log k) \). Moreover, by the work of Ford in [6], we may prove that there are two positive constants \( D_1 = D_1(s, k; a_1, \ldots, a_s) \) and \( \mu_1 = \mu_1(k) \) such that

\[
M_{s,k}(P) = D_1 P^{s-k} + O(P^{s-k-\mu_1}),
\]

whenever \( s \geq k^2 \log k + O(k^2 \log \log k) \).

Because of the homogeneity of (1.1), if a nonzero integral point \( w = (w_1, \ldots, w_s) \) lies on (1.1), then the rational line determined by this point \( \{bw \mid b \in \mathbb{Q}\} \) is also contained in
Thus the above question is about the density of linear spaces of dimension 1. It is therefore natural to ask about linear spaces of higher dimension. Asymptotic estimates for the number of such spaces up to a given height have been considered in recent work of Parsell (see [13], [14], [15], and [16]). Let \( V \) be a rational linear space of dimension \( d \) when \( d \in \mathbb{N} \) and \( d \geq 2 \). Suppose that \( u_1, \ldots, u_d \in \mathbb{Z}^s \) form a basis of \( V \). Then

\[
V = \text{Span}\{u_1, \ldots, u_d\} = \{b_1u_1 + \cdots + b_du_d \mid b_1, \ldots, b_d \in \mathbb{Q}\}.
\]

\( V \) is contained in the hypersurface defined by (1.1) if and only if every vector \( v = (v_1, \ldots, v_s) \in V \) is a solution of (1.1). Write \( v = b_1u_1 + \cdots + b_du_d \). Thus,

\[
v_j = b_1u_{1,j} + \cdots + b_du_{d,j} \quad (1 \leq j \leq s).
\]

Note that \( v = (v_1, \ldots, v_s) \) is a solution of (1.1) if and only if

\[
a_1v_1^k + \cdots + a_sv_s^k = 0,
\]

i.e.,

\[
a_1(b_1u_{1,1} + \cdots + b_du_{d,1})^k + \cdots + a_s(b_1u_{1,s} + \cdots + b_du_{d,s})^k = 0.
\]

Using the multinomial theorem, for each \( j \) with \( 1 \leq j \leq s \), we have

\[
(b_1u_{1,j} + \cdots + b_du_{d,j})^k = \sum_{i_1 + \cdots + i_d = k} \frac{k!}{i_1! \cdots i_d!} b_1^{i_1} \cdots b_d^{i_d} u_{1,j}^{i_1} \cdots u_{d,j}^{i_d}.
\]

On collecting the coefficients of \( b_1^{i_1} \cdots b_d^{i_d} \) for each \( d \)-tuple \( (i_1, \ldots, i_d) \) with \( i_1 + \cdots + i_d = k \), we have

\[
\sum_{i_1 + \cdots + i_d = k} \frac{k!}{i_1! \cdots i_d!} (a_1u_{1,1}^{i_1} \cdots u_{d,1}^{i_d} + \cdots + a_su_{1,s}^{i_1} \cdots u_{d,s}^{i_d})b_1^{i_1} \cdots b_d^{i_d} = 0.
\]

Certainly, the above equation is true for every \( d \)-tuple \( (b_1, \ldots, b_d) \in \mathbb{Q}^d \) if and only if \( u_1, \ldots, u_d \) satisfy the following system

\[
a_1u_{1,1}^{i_1} \cdots u_{d,1}^{i_d} + \cdots + a_su_{1,s}^{i_1} \cdots u_{d,s}^{i_d} = 0 \quad (i_1 + \cdots + i_d = k).
\]

(1.2)

The number of equations of the system (1.2) is given by

\[
n_1 = \binom{k+d-1}{k}.
\]
Let $M_{s,k,d}(P)$ denote the number of solutions of the system (1.2) with $u_{i,j} \in [-P, P] \cap \mathbb{Z}$ $(1 \leq i \leq d, 1 \leq j \leq s)$. In [15], Parsell applied the Hardy-Littlewood circle method to estimate $M_{s,k,d}(P)$. In particular, he proved a generalization of Vinogradov’s mean value theorem, which concerns the number of solutions of an auxiliary symmetric system

$$u_{i_1} \cdots u_{i_d} + \cdots + u_{i_s} \cdots u_{i_d} = v_{i_1} \cdots v_{i_d} + \cdots + v_{i_s} \cdots v_{i_d} \quad (1 \leq |i| \leq k),$$

where $|i| = i_1 + \cdots + i_d$. The number of equations of the above system is

$$n_2 = \binom{k + d}{k} - 1.$$

The result in [15, Theorem 1.4] states that when $k$ is sufficiently large in terms of $d$, subject to a local solubility hypothesis, there are two positive constants $D_2 = D_2(s, k, d; a_1, \ldots, a_s)$ and $\mu_2 = \mu_2(k, d)$ such that

$$M_{s,k,d}(P) = D_2 P^{s - n_1 - k} + O(P^{s - n_1 - k - \mu_2}),$$

whenever

$$s \geq 2n_2k((2/3)\log n_2 + (1/2)\log k) + O(n_2k \log \log k).$$

Let $\mathbb{F}_q[t]$ be the ring of polynomials over the finite field $\mathbb{F}_q$ of $q$ elements whose characteristic is $p$. Because of the remarkable analogy between $\mathbb{Z}$ and $\mathbb{F}_q[t]$, we can consider a polynomial analogue of the above question. Let $k \in \mathbb{N}$ with $p \nmid k$. For fixed coefficients $c_1, \ldots, c_s \in \mathbb{F}_q[t] \setminus \{0\}$, we consider the hypersurface defined by

$$c_1z_1^k + \cdots + c_s z_s^k = 0.$$  

(1.5)

For $P \in \mathbb{R}$ with $P > 0$, let $N_{s,k}(P)$ denote the number of solutions of (1.5) in $\mathbb{F}_q[t]^s$ with $\deg z_j < P$ $(1 \leq j \leq s)$. When $k$ is sufficiently large, subject to a local solubility assumption, Liu and Wooley [11] proved that $N_{s,k}(P) \gg (q^P)^{s-k}$ whenever $s \geq k \log k + O(k \log \log k)$. They [12] also proved that there are two positive constants $D_3 = D_3(s, k; q; c_1, \ldots, c_s)$ and $\mu_3 = \mu_3(k, q)$ such that

$$N_{s,k}(P) = D_3 (q^P)^{s-k} + O((q^P)^{s-k-\mu_3})$$

whenever $s \geq 2n_3k \log(n_3k) + O(n_3k \log(n_3k))$, where $1 \leq n_3 = n_3(k) \leq k$. 
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In this thesis, we extend the result in [12] to higher dimensions. For \( d \in \mathbb{N} \) with \( d \geq 2 \), let \( x_1, \ldots, x_d \in \mathbb{F}_q[t]^s \) be linearly independent vectors and define
\[
\text{Span}\{x_1, \ldots, x_d\} = \{ f_1 x_1 + \cdots + f_d x_d \mid f_1, \ldots, f_d \in \mathbb{F}_q(t) \}.
\]
The hypersurface (1.5) contains this space if and only if
\[
c_1(f_1 x_{1,j} + \cdots + f_d x_{d,j})^k + \cdots + c_s(f_1 x_{1,s} + \cdots + f_d x_{d,s})^k = 0.
\]
Using the multinomial theorem, for each \( j \), we have
\[
(f_1 x_{1,j} + \cdots + f_d x_{d,j})^k = \sum_{i_1 + \cdots + i_d = k} \frac{k!}{i_1! \cdots i_d!} (f_1)^{i_1} \cdots (f_d)^{i_d} x_{1,j}^{i_1} \cdots x_{d,j}^{i_d}.
\]
This equation is true for every \( d \)-tuple \( (f_1, \ldots, f_d) \in \mathbb{F}_q(t) \) if and only if \( x_1, \ldots, x_d \) satisfy simultaneously the following equations
\[
c_1 x_{11}^{i_1} \cdots x_{d1}^{i_d} + \cdots + c_s x_{1s}^{i_1} \cdots x_{ds}^{i_d} = 0 \quad (i_1 + \cdots + i_d = k).
\]
Since \( \text{char} \mathbb{F}_q = p \), the above system is equivalent to the following system
\[
c_1 x_{11}^{i_1} \cdots x_{d1}^{i_d} + \cdots + c_s x_{1s}^{i_1} \cdots x_{ds}^{i_d} = 0 \quad \left( (i_1, \ldots, i_d) \in \mathcal{L} \right).
\]
where the set \( \mathcal{L} \) is defined by
\[
\mathcal{L} = \left\{ (i_1, \ldots, i_d) \in \mathbb{N}^d \mid i_1 + \cdots + i_d = k \quad \text{and} \quad p \nmid \frac{k!}{i_1! \cdots i_d!} \right\}.
\]
The cardinality of the set \( \mathcal{L} \) can be calculated explicitly as follows. For every \( i \in \mathbb{N} \), it can be represented uniquely as
\[
i = \sum_{h=0}^{\infty} a_h(i)p^h
\]
where \( a_h(i) \in [0, p - 1] \cap \mathbb{Z} \ (h \in \mathbb{N}) \). Write
\[
k = a_0(k) + a_1(k)p + \cdots + a_D(k)p^D.
\]
From Lemma 61, we have
\[
\text{card} \mathcal{L} = \prod_{h=0}^{D} \left( \frac{a_h(k) + d - 1}{a_h(k)} \right).
\]
For a positive number \( P \), let \( N_{s,k,d,c}(P) = N_{s,k,d}(P) \) denote the number of the solutions of the system (1.6) with \( x_{ij} \in \mathbb{F}_q[t] \) and \( \deg x_{ij} < P \) \( (1 \leq i \leq d, \ 1 \leq j \leq s) \). We shall frequently abbreviate a monomial of the shape \( x_1^{i_1} \cdots x_d^{i_d} \) by \( x^i \). Also, for \( i = (i_1, \ldots, i_d) \in \mathbb{N}^d \), we write \( p \nmid i \) if \( p \nmid i_l \) for some \( l \) with \( 1 \leq l \leq d \). Motivated by Parsell’s work in [15], to estimate \( N_{s,k,d}(P) \), we consider a generalization of Vinogradov-type mean value theorem. More precisely, we need to investigate the number of solutions of the system

\[
\sum_{i \in \mathbf{R}_0} x_i^i + \cdots + x_s^i = \sum_{i \in \mathbf{R}_0} y_1^i + \cdots + y_s^i \quad (i \in \mathbf{R}_0')
\]  

(1.7)

where \( \mathbf{R}_0' \) is a set of certain \( d \)-tuples satisfying

\[
\mathbf{L} \subseteq \mathbf{R}_0' \subseteq \{ i \in \mathbb{N}^d \mid 1 \leq |i| \leq k, \ p \nmid i \}. \quad (1.8)
\]

When \( k < p \), let \( \mathbf{R}_0 = \{ i \in \mathbb{N}^d \mid 1 \leq |i| \leq k \} \). Thus the system (1.7) has the same shape as the system (1.3). By applying the Linnik-Karatsuba method and the repeated efficient differencing process, we may obtain results that are of the same strength as the integer analogue considered in [15]. The case when \( k > p \) is much more complicated. Since

\[
x_1^p \cdots x_d^p \sum_{i \in \mathbf{R}_0} x_i^i = (x_1^1 \cdots x_d^s)^p,
\]

the second containment in (1.8) is necessary in order to guarantee that the equations of the system (1.7) are independent. However, one difficulty occurs as the Linnik-Karatsuba method used in the integer case is ineffective for the system (1.7). To surmount this barrier, we choose

\[
\mathbf{R}_0' = \{ i \in \mathbf{R}_0 \mid p \nmid i \},
\]

where

\[
\mathbf{R}_0 = \{ i \in \mathbb{N}^d \mid \exists l \in \mathbb{N} \text{ s.t. } a_l(k) \geq 1 \text{ and } |a_h(i)| \leq a_h+i(k) \ (h \in \mathbb{N}) \}.
\]

It transpires that the system (1.7) is equivalent to the following augmented system

\[
x_1^i + \cdots + x_s^i = y_1^i + \cdots + y_s^i \quad (i \in \mathbf{R}_0).
\]  

(1.9)

Furthermore, the Linnik-Karatsuba method is applicable to the system (1.9). Indeed, the conclusion on the system (1.9) mirrors an expected Vinogradov-type result for the system (1.7). From Lemma 69, we have

\[
\nu \leq \text{card} \mathbf{R}_0' < \nu \left( 1 + \frac{1 + d}{d^2} \right),
\]
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where
\[ \nu = \left( \left( \begin{array}{c} a_0(k) + d \\ d \end{array} \right) - 1 \right) \prod_{h=1}^D \left( \begin{array}{c} a_h(k) + d \\ d \end{array} \right). \]

Under a similar solubility condition as in [15], we employ a variant of the Hardy-Littlewood circle method to prove the following theorem.

**Theorem 1.** Let \( p \) be the characteristic of \( \mathbb{F}_q \). Suppose that \( p \nmid k \) and \( k \geq d + 2 \). Further suppose that the system (1.6) has a non-singular solution in the completion of \( \mathbb{F}_q(t) \) at \( \infty \) and a non-singular solution in the completion \( \mathbb{F}_q(t)_w \) of \( \mathbb{F}_q(t) \) at every irreducible element \( w \) in \( \mathbb{F}_q[t] \). Let \( \iota = \text{card} \mathcal{L} \) and \( r = \text{card} \mathcal{R}_0' \). Whenever
\[ s \geq 2rk \left( \log(\iota r) + \log \left( (2t - 1)r k \log k + 2k^{-1} \right) + 3 + \log 4 - \log \left( (1 - (\log k)^{-1}) \right) \right), \]
there is a positive constant \( C = C(s, k, d; q; c_1, \ldots, c_s) \) such that
\[ N_{s,k,d,c}(P) = C \left( q^P \right)^{sd-\iota k} + O \left( \left( q^P \right)^{sd-\iota k-\delta} \right), \]
where
\[ \delta = \min \left\{ \frac{1}{18kt}, \frac{1 - (\log k)^{-1}}{4trk(\log((2t - 1)r k \log k + 2k^{-1}))} \right\}, \]
and the implicit constant depends on \( s, k, d, q \) and \( c_1, \ldots, c_s \).

Let \( v_{q,d}(k) \) denote the least positive integer \( s \) for which the above asymptotic formula holds. It is remarkable that when \( k \) satisfies certain properties, both \( \iota \) and \( r \) only depend on \( d \). For example, when \( k = 1 + pD \) (\( D \in \mathbb{N} \setminus \{0\} \)), we may find that \( \iota = d^2 \) and \( r = d(d+1) \). Thus \( v_{q,d}(k) = O_{q,d}(k \log k) \), which is sharper than its integer analogue expressed in (1.4).

Furthermore, Theorem 1 establishes the existence of many rational linear spaces of dimension \( d \) on the hypersurface (1.1), provided that the conditions in Theorem 1 are satisfied. We define the height of a vector \( \mathbf{x} = (x_1, \ldots, x_n) \in \mathbb{F}_q[t]^n \) to be
\[ H(\mathbf{x}) = \frac{\max_{1 \leq i \leq n} \langle x_i \rangle}{\langle \gcd(x_1, \ldots, x_n) \rangle}, \]
where for \( x \in \mathbb{F}_q[t] \), \( \langle x \rangle = q^{\deg x} \). Now for a subspace \( V \subseteq \mathbb{F}_q(t)^s \) with basis vectors \( \mathbf{x}_1, \ldots, \mathbf{x}_d \in \mathbb{F}_q[t]^s \), we write
\[ H(V) = H(\mathbf{x}_1 \wedge \cdots \wedge \mathbf{x}_d). \]
If \( y_1, \ldots, y_d \in \mathbb{F}_q[t]^s \) is another basis for \( V \), then we have \( Y = XB \), where \( X \) and \( Y \) denote the \( s \times d \) matrices corresponding to each basis and where \( B \) is an invertible \( d \times d \) change-of-basis matrix. Since

\[
y_1 \wedge \cdots \wedge y_d = (\det B)x_1 \wedge \cdots \wedge x_d,
\]

we see that the definition of \( H(V) \) does not depend on the basis. Let \( N_{s,k,d}(P) \) denote the number of distinct linear spaces \( V \) of dimension \( d \) and height at most \( q^P \), lying on the hypersurface (1.5). We may deduce from Theorem 1 that

**Theorem 2.** Under the same conditions as the ones in Theorem 1, there are two positive constants \( C_1 = C_1(s,k,d;q; c_1, \ldots, c_s) > 0 \) and \( C_2 = C_2(s,k,d;q; c_1, \ldots, c_s) > 0 \) such that

\[
N_{s,k,d}(P) \geq C_1(q^P)^{s - \frac{k+1}{2} - d} - C_2(q^P)^{s - \frac{k+1}{2} - d - \delta},
\]

where \( \delta \) is defined as in Theorem 1.

### 1.2 The circle method for polynomial rings

Let \( A = \mathbb{F}_q[t] \) be the ring of polynomials over the finite field \( \mathbb{F}_q \). Let \( p \) be the characteristic of \( \mathbb{F}_q \). In what follows, write \( \mathbb{K}_\infty = \mathbb{F}_q((1/t)) \) for the completion of \( \mathbb{F}_q(t) \) at \( \infty \). We may write each element \( \alpha \in \mathbb{K}_\infty \) in the shape \( \alpha = \sum_{i \leq n} a_i t^i \) for some \( n \in \mathbb{Z} \) and coefficients \( a_i = a_i(\alpha) \in \mathbb{F}_q \) (\( i \leq n \)). We define \( \text{ord} \alpha \) to be the largest integer \( i \) for which \( a_i(\alpha) \neq 0 \) and write \( \langle \alpha \rangle = q^{\text{ord} \alpha} \). In this context, we adopt the convention that \( \text{ord} 0 = -\infty \) and \( \langle 0 \rangle = 0 \). Let \( T = \{ \alpha \in \mathbb{K}_\infty | \langle \alpha \rangle < 1 \} \). We may normalize any Haar measure \( d\alpha \) on \( \mathbb{K}_\infty \) in such a manner that \( \int_T 1 d\alpha = 1 \).

Let \( \text{tr} : \mathbb{F}_q \to \mathbb{F}_p \) denote the familiar trace map. Also let \( e_q : \mathbb{F}_q \to \mathbb{C}^\times \) be a non-trivial additive character defined for each \( a \in \mathbb{F}_q \) by taking \( e_q(a) = e(\text{tr}(a)/p) \), where we write \( e(z) \) for \( e^{2\pi i z} \).

We are now in a position to define an analogue of the exponential function. For \( \alpha = \sum_{i \leq n} a_i t^i \in \mathbb{K}_\infty \), define \( \text{res} \alpha = a_{-1} \). The exponential function \( e : \mathbb{K}_\infty \to \mathbb{C}^\times \) is induced by defining, for each element \( \alpha \in \mathbb{K}_\infty \), the value of \( e(\alpha) \) to be \( e_q(\text{res} \alpha) \). Then we
have the following orthogonality relation [10, Lemma 1],
\[ \int_{\mathbb{T}} e(x\alpha) d\alpha = \begin{cases} 1, & \text{when } x = 0, \\ 0, & \text{when } x \in \mathbb{F}_q[t] \setminus \{0\}. \end{cases} \]
Therefore, for \( n \in \mathbb{N} \setminus \{0\} \), \((x_1, \ldots, x_n) \in \mathbb{F}_q[t]^n\), and \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{K}_\infty^n \), we have
\[ \int_{\mathbb{T}^n} e(x_1\alpha_1 + \cdots + x_n\alpha_n) d\alpha = \prod_{i=1}^{n} \int_{\mathbb{T}} e(x_i\alpha_i) d\alpha_i = \begin{cases} 1, & \text{when } x_i = 0 \ (1 \leq i \leq n), \\ 0, & \text{otherwise}. \end{cases} \] (1.10)

For \( P \in \mathbb{R} \), let \( \hat{P} = q^P \) and \( I_P = \{x \in \mathbb{A} \mid \langle x \rangle < \hat{P}\} \). For \( \alpha = (\alpha_i)_{i \in \mathcal{L}} \in \mathbb{K}_\infty^\infty \) and \( P \in \mathbb{R} \) with \( P > 0 \), define
\[ f_j(\alpha) = f_j(\alpha; P) = \sum_{x \in I_{\hat{P}}^p} e\left( \sum_{i \in \mathcal{L}} c_j \alpha_i x^i \right) \quad (1 \leq j \leq s). \]
By (1.10), we see that
\[ N_{s,k,d}(P) = \int_{\mathbb{T}} \prod_{j=1}^{s} f_j(\alpha) d\alpha. \]

We analyze the above integral via the Hardy-Littlewood circle method. To this end, we divide \( \mathbb{T}^\mathcal{L} \) into the Farey arcs defined as follows: given \( a = (a_i)_{i \in \mathcal{L}} \in \mathbb{A}^\mathcal{L} \), \( g \in \mathbb{A} \) with \( \gcd(a, g) = 1 \), we define the Farey arc \( \mathcal{M}(g, a) \) about \( a/g \) by
\[ \mathcal{M}(g, a) = \left\{ \alpha \in \mathbb{T}^\mathcal{L} \mid \langle x_i - a_i \rangle < \hat{P}^{\frac{1}{2} - k} \ (i \in \mathcal{L}) \right\}. \] (1.11)
Write \( \langle c \rangle = \max_{1 \leq j \leq s} \langle c_j \rangle \). The set of major arcs \( \mathcal{M} \) is defined to be the union of all \( \mathcal{M}(g, a) \) with
\[ a \in \mathbb{A}^\mathcal{L}, \ g \in \mathbb{A}, \ g \text{ monic, } \gcd(a, g) = 1, \text{ and } 0 < \langle a_i \rangle < \langle g \rangle \leq \langle c \rangle \hat{P}^{\frac{1}{2}} \ (i \in \mathcal{L}). \] (1.12)
The conditions (1.11) and (1.12) ensure that the arcs \( \mathcal{M}(g, a) \) comprising \( \mathcal{M} \) are disjoint. Furthermore, we write \( \mathfrak{m} = \mathbb{T}^\mathcal{L} \setminus \mathcal{M} \) for the complementary set of minor arcs. In Chapter 2, we estimate the major arc contribution and obtain
\[ \int_{\mathcal{M}} \prod_{j=1}^{s} f_j(\alpha) d\alpha = C \hat{P}^{sd-ik} + O(\hat{P}^{sd-ik-\delta}), \] (1.13)
for some $\delta > 0$ whenever
\[ s \geq 2k(t + 1) + 1, \]
where the constant $C$ depends on $s$, $k$, $d$, $q$ and $c_1, \ldots, c_s$ and $C > 0$ if the system (1.6) satisfies the solubility hypothesis as in Theorem 1. In Chapter 3, we show that the contribution over minor arcs is of the form
\[ \int \prod_{m=1}^{s} f_j(\alpha) d\alpha = O(\hat{P}^{sd-tk-\delta}), \]
for some $\delta > 0$ whenever
\[ s \geq 2rk \left( \log(rk) + \log \left( \log \left( (2t - 1)rk \log k \right) + 2k^{-1} \right) + 3 + \log 4 - \log \left( 1 - (\log k)^{-1} \right) \right). \]

Then in Chapter 4, we combine the above estimates to prove Theorem 1.

**Notation** Generally, the variable $\epsilon$ denotes a small positive number whose value may change from statement to statement. The implicit constants in our analysis may depend at most on $\epsilon, s, k, d, q$ and $c_1, \ldots, c_s$. Since our methods involve only a finite number of steps, all implicit constants that arise remain under control.
Chapter 2

The major arc contribution

2.1 The generating functions

We recall that for $P \in \mathbb{R}$ with $P > 0$ and $\alpha = (\alpha_i)_{i \in \mathcal{L}} \in \mathbb{T}$,

$$f_j(\alpha) = \sum_{x \in T_P^d} e\left(\sum_{i \in \mathcal{L}} c_j \alpha_i x^i\right) \quad (1 \leq j \leq s),$$

and for $g \in A$ and $a = (a_i)_{i \in \mathcal{L}} \in A^i$,

$$M(g, a) = \{a \in \mathbb{T}^i \mid \langle g \alpha_i - a_i \rangle < \hat{P}^{1/2-k} \quad (i \in \mathcal{L})\}.$$

The first step is to establish control of the generating functions $f_j(\alpha)$ for $\alpha \in M(g, a) \subseteq \mathcal{M}$ by the auxiliary functions

$$S(g, a) = \sum_{x \in T_P^d} e\left(\sum_{i \in \mathcal{L}} \frac{a_i}{g} x^i\right),$$

and

$$S_j(g, a) = S(g, c_j a) \quad (1 \leq j \leq s).$$

For this purpose, we introduce two useful lemmas.

**Lemma 3.** The exponential function $e : \mathbb{K}_\infty \to \mathbb{C}^\times$ has the following properties.

1. $e$ is a continuous function.
2. $e(\alpha + \beta) = e(\alpha)e(\beta)$. 
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(3) $e(x) = 1$, if $x \in A$.

(4) If $m \in \mathbb{N}$ and $x \in A$, then

$$\int_{\ord\alpha < -m} e(x\alpha) \, d\alpha = \begin{cases} q^{-m}, & \text{if } \ord x < m, \\ 0, & \text{otherwise}. \end{cases}$$

(5) If $a, g \in A$, then

$$\frac{1}{\langle g \rangle} \sum_{x \in I_{\ord g}} e\left(\frac{ax}{g}\right) = \begin{cases} 1, & \text{if } g \mid a, \\ 0, & \text{if } g \nmid a. \end{cases}$$

(6) For $\alpha, \beta \in K_{\infty}$, if $\langle \alpha - \beta \rangle < q^{-1}$, then $e(\alpha) = e(\beta)$.

Proof. This is [10, Lemma 1].

For $i = (i_1, \ldots, i_d), j = (j_1, \ldots, j_d) \in \mathbb{N}^d$, write

$$\binom{i}{j} = \binom{i_1}{j_1} \cdots \binom{i_d}{j_d}.$$

Lemma 4. For $i \in \mathbb{N}^d$, define

$$\mathcal{R}_i = \left\{ j \in \mathbb{N}^d \mid p \nmid \binom{i}{j} \right\}.$$

For $x, y \in K_{\infty}$, we have

$$(x + y)^i = \sum_{j \in \mathcal{R}_i} \binom{i}{j} x^j y^{i-j}.$$
Thus,

\[(x + y)^i = \prod_{l=1}^{d} \sum_{j_l=0}^{i_l} \binom{i_l}{j_l} x_l^{j_l} y_l^{i_l-j_l} \]

\[= \sum_{j_1=0}^{i_1} \cdots \sum_{j_d=0}^{i_d} \binom{i_1}{j_1} \cdots \binom{i_d}{j_d} (x_1^{j_1} y_1^{i_1-j_1}) \cdots (x_d^{j_d} y_d^{i_d-j_d}) \]

\[= \sum_{j \in R_i} \binom{i}{j} x^j y^{i-j} \]

This completes the proof of the lemma.

Lemma 5. Suppose that \( \alpha = (\alpha_i)_{i \in L} \in \mathbb{T}^s \) and that \( \alpha = a/g + \beta \) with \( g \in A \), \( a = (a_i)_{i \in L} \in A \), \( \langle a_i \rangle < \langle g \rangle \leq \langle c \rangle \hat{P}^{\frac{1}{2}} \) and \( \langle \beta_i \rangle < \langle g \rangle^{-1} \hat{P}^{\frac{1}{2}} \) (\( i \in L \)). If \( \langle c \rangle \leq \hat{P}^{\frac{1}{2}} \), then

\[ f_j(\alpha) = (\langle g \rangle^{-d} S_j(g, a) f_j(\beta) \] (1 \( \leq j \leq s \).

Proof. Fix \( x \in \mathcal{I}^d_P \). We can write \( x \) uniquely as \( x = gy + z \) with \( z \in \mathcal{I}^d_{ord g} \) and \( y \in \mathcal{I}^d_Q \), where \( Q = P - ord g \). Since \((gy + z)^i \equiv z^i \) (mod \( g \)), by Lemmas 3 and 4, we have

\[ e \left( \sum_{i \in L} \frac{c_i a_i}{g} (gy + z)^i \right) = e \left( \sum_{i \in L} \frac{c_i a_i}{g} z^i \right). \]

It follows that

\[ f_j(\alpha) = \sum_{y \in \mathcal{I}^d_Q} \sum_{z \in \mathcal{I}^d_{ord g}} e \left( \sum_{i \in L} c_i a_i (gy + z)^i \right) \]

\[= \sum_{y \in \mathcal{I}^d_Q} \sum_{z \in \mathcal{I}^d_{ord g}} e \left( \sum_{i \in L} \frac{c_i a_i}{g} (gy + z)^i \right) e \left( \sum_{i \in L} c_i \beta_i (gy + z)^i \right) \]

\[= \sum_{z \in \mathcal{I}^d_{ord g}} e \left( \sum_{i \in L} \frac{c_i a_i}{g} z^i \right) \sum_{y \in \mathcal{I}^d_Q} e \left( \sum_{i \in L} c_i \beta_i (gy + z)^i \right) \]

\[= S_j(g, a) \sum_{y \in \mathcal{I}^d_Q} e \left( \sum_{i \in L} c_i \beta_i (gy + z)^i \right). \]

To treat the above sum, note that for each \( i \in L \),

\[ \text{ord} \beta_i < -\text{ord} g + (1/2 - k)P \quad \text{and} \quad |i| = k. \]
Moreover, since \( gy \in I_P^d \) and \( z \in I_{\text{ord}}^d \), we deduce from Lemma 4 that

\[
\text{ord} (c_j \beta_i (gy + z)^i - c_j \beta_i (gy)^i) \\
= \text{ord} c_j + \text{ord} \beta_i + \text{ord} ((gy + z)^i - (gy)^i) \\
< \text{ord} c - \text{ord} g + (1/2 - k)P + \max \{ \text{ord} ((gy)^{1-l}z^l) \mid 1 \in \mathcal{R}_i, 1 \neq 0 \} \\
\leq \text{ord} c - \text{ord} g + (1/2 - k)P + \max \{ (k - |l|)(P - 1) + |l|(\text{ord} g - 1) \mid 1 \in \mathcal{R}_i, 1 \neq 0 \} \\
= \max \{ \text{ord} c + (1/2 - |l|)P + (|l| - 1)\text{ord} g - k \mid 1 \in \mathcal{R}_i, 1 \neq 0 \}. 
\]

Since \( \text{ord} g \leq \text{ord} c + \frac{1}{2}P \) and \( \text{ord} c \leq \frac{1}{2}P \), we have

\[
\text{ord} (c_j \beta_i (gy + z)^i - c_j \beta_i (gy)^i) < -k \leq -1. 
\]

Thus, by Lemma 3, we obtain

\[
e \left( c_j \beta_i (gy + z)^i - c_j \beta_i (gy)^i \right) = 1, 
\]

i.e.,

\[
e \left( c_j \beta_i (gy + z)^i \right) = e \left( c_j \beta_i (gy)^i \right). 
\]

Therefore,

\[
f_j(\beta) = \sum_{\mathbf{z} \in I_{\text{ord}}^d} \sum_{\mathbf{y} \in I_Q^d} e \left( \sum_{\mathbf{i} \in \mathcal{E}} c_j \beta_i (gy + z)^i \right) \\
= \langle g \rangle^d \sum_{\mathbf{y} \in I_Q^d} e \left( \sum_{\mathbf{i} \in \mathcal{E}} c_j \beta_i (gy)^i \right) \\
= \langle g \rangle^d S_j(g, \mathbf{a})f_j(\beta).
\]

By (2.1) and (2.2), we conclude that

\[
f_j(\alpha) = \langle g \rangle^{-d} S_j(g, \mathbf{a})f_j(\beta).
\]

This completes the proof of the lemma.

For every \( g \in A \), write

\[
\mathcal{A}_g = \{ a = (a_i)_{i \in \mathcal{E}} \in I_{\text{ord}}^d \mid \gcd(a, g) = 1 \}, 
\]

and

\[
\mathcal{B}_g = \{ \beta = (\beta_i)_{i \in \mathcal{E}} \in \mathbb{T}^d \mid \langle \beta_i \rangle < \langle g \rangle^{-d} P^{1-k} (i \in \mathcal{E}) \}. 
\]
In view of the definition of the major arcs, we have

\[ \mathcal{M} = \bigcup_{\langle g \rangle \leq \langle c \rangle} \bigcup_{\begin{array}{c} \hat{g} \in A_g \\ g \text{ monic} \end{array}} \mathcal{M}(g, a). \]

Lemma 6.

\[ \int_{\mathcal{M}} \prod_{j=1}^{s} f_j(\alpha) d\alpha = \sum_{\langle g \rangle \leq \langle c \rangle} \sum_{a \in A_g} \left( \prod_{j=1}^{s} \langle g \rangle^{-d} S_j(g, a) \right) \int_{B_g} \prod_{j=1}^{s} f_j(\beta) d\beta. \]

Proof. For \( \mathcal{M}(g, a) \subseteq \mathcal{M} \), it follows from Lemma 5 that

\[ \int_{\mathcal{M}(g, a)} \prod_{j=1}^{s} f_j(\alpha) d\alpha = \left( \prod_{j=1}^{s} \langle g \rangle^{-d} S_j(g, a) \right) \int_{B_g} \prod_{j=1}^{s} f_j(\beta) d\beta. \]

Since all \( \mathcal{M}(g, a) \subseteq \mathcal{M} \) are pairwise disjoint, the result follows.

2.2 Preliminary observations in \( p \)-adic analysis

To obtain the asymptotic formula given by (1.13), we need to establish some results in \( p \)-adic analysis. Let \( K \) be a complete field with respect to a discrete non-archimedean valuation \(| \cdot |\). Let \( R = \{ x \in K \mid |x| \leq 1 \} \), \( \pi \) a primitive element, and \( F = R/(\pi) \). We also suppose that \( F \) is a finite extension over \( F_p \).

Definition 7. Let \( a \in K \setminus \{0\} \). Define

\[ \tau(a) = \log |a| / \log |\pi| \quad \text{and} \quad \tau(0) = \infty. \]

Let \( \varphi(x) = a_n x^n + \cdots + a_1 x + a_0 \in K[x] \). Define

\[ \tau(\varphi) = \min_{0 \leq i \leq n} \tau(a_i), \tag{2.3} \]

and

\[ \text{ind } \varphi = \max \{ j \mid 0 \leq j \leq n, \tau(a_j) = \tau(\varphi) \} \].
Lemma 8. Let \( \varphi(x) \in K[x] \setminus \{0\} \). Let \( \psi(x) = \varphi(\pi x) \) and \( \phi(x) = \pi^u \varphi(x) \) where \( u \in \mathbb{N} \). Then
\[
\text{ind } \phi = \text{ind } \varphi \quad \text{and} \quad \text{ind } \psi \leq \text{ind } \varphi.
\]
Let \( \varphi' \) and \( \psi' \) be the derivatives of \( \varphi \) and \( \psi \) with respect to \( x \) respectively. Suppose that \( \varphi' \neq 0 \). Then
\[
\text{ind } \psi' \leq \text{ind } \varphi'.
\]

Proof. Suppose that \( \varphi(x) = a_n x^n + \cdots + a_1 x + a_0 \). For convenience, write \( j = \text{ind } \varphi \) and \( \tau_i = \tau(a_i) \) \( (0 \leq i \leq n) \). Thus, we have \( \tau_j = \tau(\varphi) \) and
\[
\tau_i \geq \tau_j, \quad \text{if } i < j; \quad \tau_i > \tau_j, \quad \text{if } i > j. \tag{2.4}
\]
For any \( u \in \mathbb{N} \), \( \tau(\pi^u a_i) = u + \tau_i \) \( (0 \leq i \leq n) \). Thus,
\[
\tau(\pi^u a_i) = \begin{cases} 
\tau_i + u > \tau_j + u, & \text{if } i > j, \\
\tau_i + u \geq \tau_j + u, & \text{if } i < j.
\end{cases}
\]
Hence
\[
\text{ind } \phi = j = \text{ind } \varphi.
\]
Since
\[
\psi(x) = \varphi(\pi x) = (a_n \pi^n) x^n + \cdots + (a_1 \pi) x + a_0,
\]
it follows from (2.4) that for \( i > j \),
\[
\tau(a_i \pi^i) = \tau_i + i > \tau_j + j = \tau(a_j \pi^j). \tag{2.5}
\]
Thus
\[
\text{ind } \psi \leq j = \text{ind } \varphi.
\]
Since \( \psi'(x) = \pi \varphi'(\pi x) \), we have
\[
\text{ind } \psi'(x) = \text{ind } \varphi'(\pi x) \leq \text{ind } \varphi'(x).
\]
This completes the proof of the lemma.

Lemma 9. Let \( \varphi(x) \) and \( \psi(x) \) be defined as in Lemma 8. Let \( \lambda \in R \). The following hold.
(1) If \( \text{ind } \psi = \text{ind } \varphi \) and \( \tau(\varphi(\lambda)) \geq \tau(\varphi) + 1 \), then \( \tau(\lambda) \geq 1 \).
(2) If \( \varphi' \neq 0 \), \( \text{ind } \psi' = \text{ind } \varphi' \), and \( \tau(\varphi'(\lambda)) \geq \tau(\varphi') + 1 \), then \( \tau(\lambda) \geq 1 \).
Proof. (1) Let \( \varphi(x) = a_nx^n + \cdots + a_1x + a_0 \) and \( j = \text{ind} \varphi \). Write \( \tau_i = \tau(a_i) \) \((0 \leq i \leq n)\). By Lemma 8, we have \( \text{ind} \psi = \text{ind} \varphi = j \). Since \( \tau(a_i\pi^j) = \tau_i + i \) \((0 \leq i \leq n)\), we see that for \( i < j \), \( \tau_i + i \geq \tau_j + j \) and hence \( \tau_i > \tau_j \). In combination with (2.4), it follows that

\[
\tau_i > \tau_j \quad (i \neq j).
\]

(2) Since \( \psi' = \pi \varphi' \), we obtain that \( \text{ind} \psi'(x) = \text{ind} \varphi'(\pi x) \). If \( \text{ind} \psi' = \text{ind} \varphi' \), we have \( \text{ind} \varphi'(\pi x) = \text{ind} \varphi'(x) \). Hence the result follows from (1).

\[
(1) \quad \text{ind} \phi = \text{ind} \varphi \quad \text{and} \quad \tau(\phi) = \tau(\varphi).
\]

(2) If \( \text{ind} \varphi = \text{ind} \varphi \) and \( \tau(\varphi) \geq \tau(\varphi) + 1 \), then \( \tau(\lambda_1 - \lambda) \geq 1 \).

(3) Suppose that \( \varphi' \neq 0 \). Then \( \text{ind} \phi' = \text{ind} \varphi' \) and \( \tau(\phi') = \tau(\varphi') \).

(4) Suppose that \( \varphi' \neq 0 \). If \( \text{ind} \varphi_\lambda = \text{ind} \varphi \) and \( \tau(\varphi(\lambda)) \geq \tau(\varphi) + 1 \), then \( \tau(\lambda_2 - \lambda) \geq 1 \).

\[
(1) \quad \text{Write} \varphi(x) = a_nx^n + \cdots + a_1x + a_0 \quad \text{and} \quad \phi(x) = b_nx^n + \cdots + b_1x + b_0. \quad \text{Then}
\]

\[
b_i = \sum_{h=1}^{n} \left( \begin{array}{c} h \\ i \end{array} \right) a_h \lambda^{h-i} = a_i + \sum_{h=i+1}^{n} \left( \begin{array}{c} h \\ i \end{array} \right) a_h \lambda^{h-i} \quad (0 \leq i \leq n). \quad (2.7)
\]

Write \( j = \text{ind} \varphi \). Since \( \tau(\lambda) \geq 0 \), by (2.4) and (2.7), we deduce that

\[
\tau(b_i) > \tau(a_j), \quad \text{if} \quad i > j; \quad \tau(b_j) = \tau(a_j), \quad \text{if} \quad i = j; \quad \tau(b_i) \geq \tau(a_j), \quad \text{if} \quad i < j.
\]

Thus

\[
j = \text{ind} \phi \quad \text{and} \quad \tau(\phi) = \tau(\varphi).
\]

(2) Since \( \tau(\phi) = \tau(\varphi) \) and \( \phi(\lambda_1 - \lambda) = \varphi(\lambda_1) \), we find that

\[
\tau(\phi(\lambda_1 - \lambda)) = \tau(\varphi(\lambda_1)) \geq \tau(\varphi) + 1 = \tau(\phi) + 1.
\]

If \( \text{ind} \varphi = \text{ind} \varphi \), we have from (1) that \( \text{ind} \varphi = \text{ind} \phi \). Since \( \varphi(\lambda)(x) = \phi(\pi x) \), it follows from Lemma 9 that \( \tau(\lambda_1 - \lambda) \geq 1 \).
(3) Since \( \phi'(x) = \varphi'(x + \lambda) \), we can deduce (3) from (1).

(4) Note that \( \varphi'_\lambda(x) = \pi \varphi'(\pi x + \lambda) \). It follows from Lemma 8 that

\[
\text{ind} \varphi'(\pi x + \lambda) = \text{ind} \varphi'_\lambda(x) = \text{ind} \varphi'(x).
\]

By (2), we have \( \tau(\lambda_2 - \lambda) \geq 1 \).

**Lemma 11.** Let \( \varphi(x) = a_n x^n + \cdots + a_1 x + a_0 \in K[x] \setminus \{0\} \). For \( \lambda \in R \), let

\[
\varphi_\lambda(x) = \varphi(\pi x + \lambda) \quad \text{and} \quad \psi_\lambda(x) = \varphi(\pi x + \lambda) - \varphi(\lambda).
\]

The following hold.

(1) \( \tau(\varphi) + \text{ind} \varphi_\lambda \leq \tau(\varphi_\lambda) \leq \tau(\varphi) + \text{ind} \varphi \). Furthermore, if \( \tau(\varphi(\lambda)) \geq \tau(\varphi) + 1 \), then \( \tau(\varphi_\lambda) \geq \tau(\varphi) + 1 \).

(2) If \( \text{ind} \varphi > 0 \), then \( \tau(\varphi) + 1 \leq \tau(\psi_\lambda) \leq \tau(\varphi) + n \).

(3) Suppose that \( \varphi' \neq 0 \). Then \( 1 + \tau(\varphi') \leq \tau(\psi_\lambda') = \tau(\varphi'_\lambda) \leq n + \tau(\varphi') \).

(4) \( \text{ind} \varphi_\lambda \leq \varphi \) and \( \text{ind} \varphi'_\lambda \leq \text{ind} \varphi' \).

**Proof.** (1) Suppose that \( \varphi_\lambda(x) = b_n x^n + \cdots + b_1 x + b_0 \). Then

\[
b_i = \sum_{h=i}^{n} \binom{h}{i} a_h \lambda^{h-i} \pi^i = a_i \pi^i + \sum_{h=i+1}^{n} \binom{h}{i} a_h \lambda^{h-i} \pi^i.
\]

Let \( j = \text{ind} \varphi \). Then for each \( i \) with \( 0 \leq i \leq n \), we have \( |a_j| \geq |a_i| \) and hence \( |b_i| \leq |a_j||\pi^i| \).

Let \( l = \text{ind} \varphi_\lambda \). Then

\[
\tau(\varphi) + l = \tau(a_j) + l \leq \tau(b_i) = \tau(\varphi_\lambda).
\]

Since \( |a_j| > |a_i| \) when \( i > j \), we have \( |b_j| = |a_j||\pi^i| \). Thus, by (2.3), we find that

\[
\tau(\varphi_\lambda) \leq \tau(b_j) = \tau(a_j) + j = \tau(\varphi) + j.
\]

It follows that

\[
\tau(\varphi) + \text{ind} \varphi_\lambda \leq \tau(\varphi_\lambda) \leq \tau(\varphi) + \text{ind} \varphi.
\]

(2.10)

Now suppose that \( \tau(\varphi(\lambda)) \geq \tau(\varphi) + 1 \). If \( \text{ind} \varphi_\lambda > 0 \), by (2.10), we get \( \tau(\varphi_\lambda) \geq \tau(\varphi) + 1 \).

If \( \text{ind} \varphi_\lambda = 0 \), then

\[
\tau(\varphi_\lambda) = \tau(b_0) = \tau(\varphi(\lambda)) \geq \tau(\varphi) + 1.
\]
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(2) Note that $\psi_\lambda(x) = \varphi_\lambda(x) - \varphi_\lambda(0) = b_n x^n + \cdots + b_1 x$, where the $b_i$'s $(1 \leq i \leq n)$ are defined as in (2.8). Let $m = \text{ind } \psi_\lambda$. Then $|b_m| \leq |a_j||\pi^m|$. Since $j = \text{ind } \varphi > 0$, we have $m \geq 1$ and hence

$$\tau(\psi_\lambda) = \tau(b_m) \geq \tau(\varphi) + m \geq \tau(\varphi) + 1.$$ 

Moreover, we deduce from (2.3) and (2.9) that

$$\tau(\varphi) \leq \tau(a_j) + j \leq \tau(\varphi) + n.$$ 

(3) Since $\varphi'_\lambda(x) = \psi'_\lambda(x) = \pi \varphi' (\pi x + \lambda)$, we can see from (1) that

$$\tau(\varphi') + 1 \leq \tau(\varphi'_\lambda) = \tau(\psi'_\lambda) \leq \tau(\varphi') + (n-1) + 1 = \tau(\varphi') + n.$$ 

(4) It follows from (1) that

$$\tau(\varphi) + \text{ind } \varphi_\lambda \leq \tau(\varphi) + \text{ind } \varphi.$$ 

Hence $\text{ind } \varphi_\lambda \leq \text{ind } \varphi$. Note that $\varphi'_\lambda = \pi \varphi' (\pi x + \lambda)$. By Lemma 8, we have

$$\text{ind } \varphi'_\lambda(x) = \text{ind } \varphi'(\pi x + \lambda) \leq \text{ind } \varphi'(x).$$

\[\square\]

**Lemma 12.** Let $\varphi(x) \in K[x] \setminus \{0\}$ be of degree $n$. For $u, v \in \mathbb{N}$ with $u \geq v > n$, define

$$N_{u,v}(\varphi) = \{ \alpha \pmod{\pi^u} \mid \alpha \in R, \tau(\varphi(\alpha)) \geq v + \tau(\varphi) \}.$$ 

Then

$$\text{card } N_{u,v}(\varphi) \leq (\text{card } F)^{u+1} - u - \frac{n}{\pi}.$$ 

**Proof.** Suppose that $x_1, x_2 \in R$, $|x_1 - x_2| \leq |\pi|^u$, and $|\varphi(x_2)| \leq |\pi|^{\tau(\varphi)+v}$. We have

$$|\varphi(x_1) - \varphi(x_2)| \leq |\pi|^{\tau(\varphi)}|x_1 - x_2| \leq |\pi|^{\tau(\varphi)+v}.$$ 

Hence, the set $N_{u,v}(\varphi)$ is well-defined and

$$\text{card } N_{u,v}(\varphi) = (\text{card } F)^{u-v} \cdot \text{card } N_{v,v}(\varphi). \quad (2.11)$$ 

For $\lambda \in R$, define

$$\varphi_\lambda(x) = \varphi(\pi x + \lambda).$$
Write $\Lambda = \{ \lambda \in R \mid \tau(\varphi(\lambda)) \geq \tau(\varphi) + 1 \}$. If $\Lambda = \emptyset$, then $N_{u,v}(\varphi) = \emptyset$ and hence the result holds immediately. We now suppose that $\Lambda \neq \emptyset$ and consider two cases.

**Case 1:** Suppose that there exists some $\lambda \in \Lambda$ such that $\text{ind}\,\varphi_{\lambda} = \text{ind}\,\varphi$. Then for any $\xi \in \Lambda$, by Lemma 10(2), we have $\tau(\xi - \lambda) \geq 1$. Hence $\xi = \lambda + \pi y$ for some $y \in R$. Thus,

$$
\text{card } N_{v,v}(\varphi) = \text{card } \{ \alpha \pmod{\pi^u} \mid \tau(\varphi(\alpha)) \geq v + \tau(\varphi) \text{ and } \alpha \equiv \lambda \pmod{\pi} \} \\
= \text{card } \{ y \pmod{\pi^{u-1}} \mid \tau(\varphi(\pi y + \lambda)) \geq v + \tau(\varphi) \} \\
= \text{card } \{ y \pmod{\pi^{u-1}} \mid \tau(\varphi_{\lambda}(y)) \geq v + \tau(\varphi) \}.
$$

Let $\sigma = \tau(\varphi_{\lambda}) - \tau(\varphi)$. Then by Lemma 11(1), we have

$$1 \leq \sigma \leq n.
$$

On recalling (2.12), we see that

$$
\text{card } N_{v,v}(\varphi) = \text{card } \{ y \pmod{\pi^{u-1}} \mid \tau(\varphi_{\lambda}(y)) \geq v - \sigma + \tau(\varphi_{\lambda}) \} \\
= (\text{card } F)^{\sigma-1} \text{card } \{ y \pmod{\pi^{u-2}} \mid \tau(\varphi_{\lambda}(y)) \geq v - \sigma + \tau(\varphi_{\lambda}) \} \\
= (\text{card } F)^{\sigma-1} \text{card } N_{v-\sigma,v-\sigma}(\varphi_{\lambda}).
$$

**Case 2:** Suppose that for any $\lambda \in \Lambda$, $\text{ind}\,\varphi_{\lambda} \neq \text{ind}\,\varphi$. Then from Lemma 11(4), we have

$$\text{ind}\,\varphi_{\lambda} < \text{ind}\,\varphi.
$$

Let $\{\lambda_1, \ldots, \lambda_l\}$ be a complete set of representatives of $\{ \lambda \pmod{\pi} \mid \lambda \pmod{\pi^u} \in N_{v,v} \}$. Also, let $\sigma_i = \tau(\varphi_{\lambda_i}) - \tau(\varphi) (1 \leq i \leq l)$. By a similar argument as in Case 1, for each $\lambda_i \in \Lambda$, we see that

$$1 \leq \sigma_i \leq n,
$$

and that

$$
\text{card } \{ x \pmod{\pi^u} \mid \tau(\varphi(x)) \geq v + \tau(\varphi) \text{ and } x \equiv \lambda_i \pmod{\pi} \} \\
= (\text{card } F)^{\sigma_i-1} \text{card } N_{v-\sigma_i,v-\sigma_i}(\varphi_{\lambda}).
$$

Thus

$$\text{card } N_{v,v}(\varphi) = \sum_{i=1}^{l} \text{card } \{ x \pmod{\pi^u} \mid \tau(\varphi(x)) \geq v + \tau(\varphi) \text{ and } x \equiv \lambda_i \pmod{\pi} \} \\
\leq \text{card } F \cdot \max_{1 \leq i \leq l} (\text{card } F)^{\sigma_i-1} \cdot \text{card } N_{v-\sigma_i,v-\sigma_i}(\varphi_{\lambda}).
$$
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Suppose that this procedure is repeated $m$ times and we obtain that $N_{v_j,v_j}(\varphi_j)$ ($1 \leq j \leq m$), which satisfy that
\[
\deg \varphi_j = n, \quad 1 \leq v_j - v_{j-1} \leq n, \quad \text{and} \quad v_m \leq n, \quad (2.16)
\]
where $\varphi_0 = \varphi$ and $v_0 = v$. We note here that Case 2 occurs not exceeding $n$ times because of the inequality (2.14). Therefore, by estimating $\text{card} N_{v_m,v_m}$ trivially and combining (2.13) with (2.15), we find that
\[
\text{card} N_{v,v} \leq (\text{card} F_n^m \cdot (\text{card} F)^{v-v_m-m} \cdot \text{card} N_{v_m,v_m} \leq (\text{card} F)^n \cdot (\text{card} F)^{v-v_m-m} \cdot (\text{card} F)^{v_m} \leq (\text{card} F)^{n+v-m}. \quad (2.17)
\]
It follows from (2.16) that
\[
mn \geq v - v_m \geq v - n,
\]
which yields that $m \geq \frac{v}{n} - 1$. On recalling (2.11) and (2.17), we can deduce that
\[
\text{card} N_{u,v} \leq (\text{card} F)^{n+u-m} \leq (\text{card} F)^{n+1+u-\frac{v}{n}}.
\]
This completes the proof of the lemma.

**Lemma 13.** Let $\psi_1, \ldots, \psi_n$ be polynomials in $R[x_1, \ldots, x_n]$ with Jacobian $\Delta(\psi; x)$, and suppose that $a = (a_1, \ldots, a_n) \in R^n$ satisfies
\[
|\psi_j(a)| < |\Delta(\psi; a)|^2 \quad (1 \leq j \leq n).
\]
Then there exists a unique $b = (b_1, \ldots, b_n) \in R^n$ such that
\[
\psi_j(b) = 0 \quad (1 \leq j \leq n) \quad \text{and} \quad |b_i - a_i| < |\Delta(\psi; a)| \quad (1 \leq i \leq n).
\]
**Proof.** This is [7, Proposition 5.20].

**Lemma 14.** For $h \in \mathbb{N} \setminus \{0\}$ and $\gamma_1, \ldots, \gamma_s \in R \setminus \{0\}$, define
\[
M(\pi^h; \gamma) = \text{card} \left\{ x \pmod{\pi^h} \mid \gamma_1 x_1 + \cdots + \gamma_s x_s \equiv 0 \pmod{\pi^h} \quad (i \in \mathcal{L}) \right\}.
\]
Suppose that the system $\gamma_1 x_1 + \cdots + \gamma_s x_s = 0$ ($i \in \mathcal{L}$) has a non-singular solution $a \in R^{ds}$. Then there exists an integer $u = u(\gamma; a)$ such that whenever $h \geq u$, we have
\[
M(\pi^h; \gamma) \geq (\text{card} F)^{(h-u)(ds-v)}.
\]
Proof. We relabel the variables by writing
\[(z_1, \ldots, z_{ds}) = (x_{11}, \ldots, x_{d1}, \ldots, x_{1s}, \ldots, x_{ds}). \tag{2.18}\]
For every \(i \in \mathcal{L}\), we let \(\psi_i(z)\) denote the polynomial \(\gamma_1 x_i^1 + \cdots + \gamma_s x_i^s\) with \(x\) replaced by \(z\) as in (2.18). Let \(a = (a_1, \ldots, a_{ds}) \in \mathbb{R}^{ds}\) be a non-singular solution of the system \(\psi_i(z) = 0\) \((i \in \mathcal{L})\). Then there exist \(i_1, \ldots, i_\iota\) such that
\[\Delta(\psi; a_{i_1}, \ldots, a_{i_\iota}) \neq 0.\]
Thus we can find an integer \(u\) satisfying
\[|\Delta(\psi; a_{i_1}, \ldots, a_{i_\iota})|^2 = |\pi|^u - 1.\]
For \(i \not\in \{i_1, \ldots, i_\iota\}\), choose \(b_i \in R\) with \(b_i \equiv a_i \pmod{\pi^u}\). Write \(v_i = a_i\) for \(i \in \{i_1, \ldots, i_\iota\}\) and \(v_i = b_i\) otherwise. Then we see that for every \(i \in \mathcal{L}\),
\[\psi_i(v) \equiv \psi_i(a) \equiv 0 \pmod{\pi^u},\]
and hence
\[|\psi_i(v)| \leq |\pi|^u < |\Delta(\psi; a_{i_1}, \ldots, a_{i_\iota})|^2.\]
Fix such a choice for \(b\). We may regard \(\psi_i(z)\) as a polynomial in \(\iota\) variables \(z_{i_1}, \ldots, z_{i_\iota}\) after substituting \(z_i = b_i\) for \(i \not\in \{i_1, \ldots, i_\iota\}\). By applying Lemma 13, we obtain \(u_{i_1}, \ldots, u_{i_\iota} \in R\) such that
\[\psi_i(u, b) = 0 \pmod{\pi^h} \pmod{\mathcal{L}}.\]
Thus for every \(h \in \mathbb{N}\) with \(h \geq u\), we have
\[\psi_i(u, b) \equiv 0 \pmod{\pi^h} \pmod{\mathcal{L}}.\]
Furthermore, since there are \((\text{card } F)^{(h-u)(d_\iota)}\) possible choices for the \(b_i \pmod{\pi^h}\), we see that
\[M(\pi^h; \gamma) \geq (\text{card } F)^{(h-u)(d_\iota)}.\]
2.3 Estimates for exponential sums I

In this section, we aim to estimate the auxiliary functions

\[ S(g, a) = \sum_{x \in I_{\text{ord} g}} e\left(\sum_{i \in L} a_i \frac{x^i}{g}\right), \]

and

\[ S_j(g, a) = S(g, c_j a) \quad (1 \leq j \leq s). \]

Let \( w \in A \) be an irreducible element. Write \(|\cdot|_w\) for the usual \( w \)-adic valuation normalized, i.e., \(|w|_w = \langle w \rangle^{-1}\). Then \( R = \mathbb{A}_w, \pi = w \) and \( F = \mathbb{A}_w/(w) \). Thus, card \( F = \langle w \rangle \). For future reference, we now illustrate the definition of \( \tau \) in this situation. For \( a \in A \setminus \{0\} \), since

\[ \tau(a) = \log |a|_w / \log |w|_w, \]

\( \tau(a) \) is the greatest integer \( \tau \) for which \( w^\tau \) divides \( a \). For \( \varphi(x) = a_n x^n + \cdots + a_1 x + a_0 \in A[x], \)

\[ \tau(\varphi) = \min_{0 \leq i \leq n} \tau(a_i), \]

and

\[ \text{ind } \varphi = \max \{ j \mid 0 \leq j \leq n, \tau(a_j) = \tau(\varphi) \}. \]

On applying Lemmas 10, 11, and 12 to \( R = \mathbb{A}_w \) and \(|\cdot| = |\cdot|_w\), we obtain the following Lemmas 15 and 16.

**Lemma 15.** Let \( \varphi(x) \in A[x] \setminus \{0\} \) be of degree \( n \) with \( \tau(\varphi) = 0 \) and \( \varphi(0) = 0 \). For \( \lambda \in A \), let

\[ \psi_\lambda(x) = \varphi(wx + \lambda) - \varphi(\lambda). \]

Suppose that \( \varphi' \neq 0 \). The following hold.

(1) \( 1 \leq \tau(\psi_\lambda) \leq n \) and \( \tau(\psi'_\lambda) \leq n + \tau(\varphi') \).

(2) \( \text{ind } \psi'_\lambda \leq \text{ind } \varphi' \). If \( \text{ind } \psi'_\lambda = \text{ind } \varphi' \) and \( \varphi'(\lambda_1) \equiv 0 \pmod{w^{\tau(\varphi')+1}} \), then \( \lambda \equiv \lambda_1 \pmod{w} \).

**Proof.** (1) Since \( \tau(\varphi) = 0 \) and \( \varphi(0) = 0 \), we have \( \text{ind } \varphi > 0 \) and it follows from Lemma 11(2) that \( 1 \leq \tau(\psi_\lambda) \leq n \). In view of Lemma 11(3), we see that \( \tau(\psi'_\lambda) \leq n + \tau(\varphi') \).

(2) The result follows from Lemmas 10(4) and 11(4) immediately. \( \square \)
Lemma 16. Let $\varphi(x) \in \mathbb{A}[x] \setminus \{0\}$ be of degree $n$. For $u, v \in \mathbb{N}$ with $u \geq v > n$, let

$$N_{u,v}(\varphi) = \{ a \pmod{w^n} \mid a \in \mathbb{A}, \tau(\varphi(x)) \geq v + \tau(\varphi) \}.$$ 

Then

$$\text{card } N_{u,v}(\varphi) \leq \langle w \rangle^{n+1+u-\frac{v}{n}}.$$ 

Proposition 17. Let $\varphi(x) \in \mathbb{A}[x]$ be of degree $n$ with $\tau(\varphi) = 0$ and $\varphi(0) = 0$. For $l \in \mathbb{N}$, define

$$S\left(\frac{\varphi(x)}{w^l}\right) = \sum_{x \in I_{\text{ord } w^l}} e\left(\frac{\varphi(x)}{w^l}\right).$$ 

Suppose that $\varphi' \neq 0$. Then for all $l \in \mathbb{N}$ with $l > 2\tau(\varphi') + 1$, we have

$$\left| S\left(\frac{\varphi(x)}{w^l}\right) \right| < n^n \langle w \rangle^{(1 - \frac{1}{2n}) + \tau(\varphi')}.$$ 

(2.19)

Proof. For $\lambda \in \mathbb{A}$, define

$$\psi_\lambda(x) = \varphi(wx + \lambda) - \varphi(\lambda)$$

and define $g_\lambda(x) \in \mathbb{A}[x]$ by

$$\psi_\lambda(x) = w^{\tau_\lambda} g_\lambda(x)$$

where $\tau_\lambda = \tau(\psi_\lambda)$. We have

$$\deg g_\lambda = n, \quad g_\lambda(0) = 0, \quad \tau(g_\lambda) = 0, \quad g'_\lambda \neq 0.$$ 

By Lemma 15, we obtain

$$1 \leq \tau_\lambda \leq n, \quad \tau_\lambda + \tau(g'_\lambda) = \tau(\psi'_\lambda) \leq n + \tau(\varphi').$$ 

(2.20)

Fix $l \in \mathbb{N}$ with $l > 2\tau(\varphi') + 1$. For $\lambda \in \mathbb{A}$, define

$$S_\lambda = \sum_{x \in I_{\text{ord } w^l}} e\left(\frac{\varphi(x)}{w^l}\right).$$
Note that
\[
|S_\lambda| = \left| \sum_{x \in \mathcal{I}_{ \text{ord } w^l \mid x \equiv \lambda (\text{mod } w)}} e\left(\frac{\varphi(x)}{w^l}\right) \right|
\]
\[
= \left| \sum_{y \in \mathcal{I}_{ \text{ord } w^{l-1} \mid y \equiv \lambda (\text{mod } w)}} e\left(\frac{\varphi(wy + \lambda) - \varphi(\lambda)}{w^l}\right) \right|
\]
\[
= \left| \sum_{y \in \mathcal{I}_{ \text{ord } w^{l-1} \mid y \equiv \lambda (\text{mod } w)}} e\left(\frac{w^{\tau_\lambda} g_\lambda(y)}{w^{l-\tau_\lambda}}\right) \right|.
\]

If \( l > n \), by (2.20), we have \( l > \tau_\lambda \) and hence
\[
|S_\lambda| = \langle w \rangle^{\tau_\lambda-1} \left| \sum_{y \in \mathcal{I}_{ \text{ord } w^{l-\tau_\lambda} \mid y \equiv \lambda (\text{mod } w)}} e\left(\frac{g_\lambda(y)}{w^{l-\tau_\lambda}}\right) \right|. \tag{2.21}
\]

If \( l \leq n \), we have
\[
|S_\lambda| \leq \langle w \rangle^{l-1}. \tag{2.22}
\]

Next, we shall relate \( S\left(\frac{\varphi(x)}{w^l}\right) \) to \( S_\lambda \). For convenience, write \( \sigma = \tau(\varphi') \). Since \( l > 2\sigma + 1 \), we have
\[
S_\lambda = \sum_{y \in \mathcal{I}_{ \text{ord } w^{l-\sigma-1} \mid y \equiv \lambda (\text{mod } w)}} \sum_{z \in \mathcal{I}_{ \text{ord } w^{\sigma+1} \mid z \equiv \lambda (\text{mod } w)}} e\left(\frac{\varphi(y + w^{l-\sigma-1}z)}{w^l}\right)
\]
\[
= \sum_{y \in \mathcal{I}_{ \text{ord } w^{l-\sigma-1} \mid y \equiv \lambda (\text{mod } w)}} \sum_{z \in \mathcal{I}_{ \text{ord } w^{\sigma+1} \mid z \equiv \lambda (\text{mod } w)}} e\left(\varphi(y) + \varphi'(y)w^{l-\sigma-1}z\right)
\]
\[
= \sum_{y \in \mathcal{I}_{ \text{ord } w^{l-\sigma-1} \mid y \equiv \lambda (\text{mod } w)}} e\left(\frac{\varphi(y)}{w^l}\right) \sum_{z \in \mathcal{I}_{ \text{ord } w^{\sigma+1} \mid z \equiv \lambda (\text{mod } w)}} e\left(\varphi'(y)\frac{z}{w^{\sigma+1}}\right).
\]

If \( \varphi'(\lambda) \not\equiv 0 (\text{mod } w^{\sigma+1}) \), for each \( y \equiv \lambda (\text{mod } w) \), we have
\[
\varphi'(y) \equiv \varphi'(\lambda) \not\equiv 0 (\text{mod } w^{\sigma+1}),
\]
which gives that \( S_\lambda = 0 \) by Lemma 3. Let \( \{\lambda_1, \ldots, \lambda_h\} \subseteq \mathcal{I}_{ \text{ord } w} \) be a complete set of representatives of
\[
\{ \lambda (\text{mod } w) \mid \varphi'(\lambda) \equiv 0 (\text{mod } w^{\sigma+1}) \}. \]
Thus,
\[ S\left( \frac{\varphi(x)}{w^l} \right) = \sum_{i=1}^{h} S_{\lambda_i}. \]  
(2.23)

We consider two cases.

Case 1: Suppose that there exists some \( \lambda_i \) such that \( \text{ind } \psi'_{\lambda_i} = \text{ind } \varphi' \). By Lemma 15, we have \( \lambda_j \equiv \lambda_i \pmod{w} \) \( (1 \leq j \leq h) \). Thus, \( h = 1 \) and (2.23) can be reduced to
\[ S\left( \frac{\varphi(x)}{w^l} \right) = S_{\lambda_i}. \]  
(2.24)

Case 2: Suppose that \( \text{ind } \psi'_{\lambda_i} < \text{ind } \varphi' \) \( (1 \leq i \leq h) \). Then
\[ \text{ind } g'_{\lambda_i} = \text{ind } \psi'_{\lambda_i} < \text{ind } \varphi' \]  
(2.25)

Since there are at most \( n-1 \) different \( \lambda \) \( \pmod{w} \) with \( \varphi'(\lambda) \equiv 0 \pmod{w^{\sigma+1}} \), it follows from (2.23) that
\[ \left| S\left( \frac{\varphi(x)}{w^l} \right) \right| \leq n \max_{1 \leq i \leq h} |S_{\lambda_i}|. \]  
(2.26)

If \( l \leq n \), from (2.22), (2.24) and (2.26), it follows that
\[ \left| S\left( \frac{\varphi(x)}{w^l} \right) \right| \leq n\langle w \rangle^{l-1} \leq n\langle w \rangle^{l(1 - \frac{1}{n})}. \]  
(2.27)

If \( l > n \), on applying (2.21), (2.24) and (2.26), we can reduce \( S\left( \frac{\varphi(x)}{w^l} \right) \) to a similar sum where the exponent of \( w \) is less than \( l \). More precisely, suppose that this procedure is repeated \( m \) times and we obtain \( S\left( \frac{g_m(x)}{w^{l_m}} \right) \) and \( \tau_i \) \( (1 \leq i \leq m) \) which satisfy the following properties as in (2.20):

\[
\begin{align*}
\deg g_i &= n, \ g_i(0) = 0, \ \tau(g_i) = 0, \ g'_i \neq 0, \\
1 \leq \tau_i &\leq n, \ \tau_i + \tau(g'_i) \leq n + \tau(g'_{i-1}), \ l_i = l_{i-1} - \tau_i, \\
l_j &> \max\{2\tau(g'_j) + 1, \ n\} \ (0 \leq j < m), \ l_m &\leq \max\{2\tau(g'_m) + 1, \ n\},
\end{align*}
\]  
(2.28)

where \( g_0 = \varphi \) and \( l_0 = l \). Note that Case 2 occurs less than \( n \) times because of the inequality (2.25). Therefore, from (2.21), (2.24) and (2.26), we have
\[ \left| S\left( \frac{\varphi(x)}{w^l} \right) \right| \leq n^{n-1}\langle w \rangle^{\tau_1 + \cdots + \tau_{m-1}} \left| S\left( \frac{g_m(x)}{w^{l_m}} \right) \right|. \]  
(2.29)
We now consider the situation when \( l_m \leq 2\tau(g_m') + 1 \). By (2.28), we have

\[
l - \tau_1 - \cdots - \tau_m = l_m \leq 2\tau(g_m') + 1,
\]

i.e.,

\[
\tau_1 + \cdots + \tau_m + 2\tau(g_m') \geq l - 1. \tag{2.30}
\]

Furthermore, since \( \tau_i + \tau(g_i') \leq n + \tau(g_i') \), we deduce that

\[
\tau_1 + \cdots + \tau_m + \tau(g_m') \leq mn + \tau(\varphi'). \tag{2.31}
\]

On combining (2.28), (2.30) with (2.31), we find that

\[
2mn + 2\tau(\varphi') \geq 2(\tau_1 + \cdots + \tau_m) + 2\tau(g_m') \geq 1 + l - 1 = l.
\]

Thus,

\[
m \geq \frac{l}{2n} - \frac{\tau(\varphi')}{n}.
\]

Then by estimating \( S\left(\frac{g_m(x)}{w^m}\right) \) trivially, from (2.29) and the above inequality, we see that

\[
\left| S\left(\frac{\varphi(x)}{w^l}\right) \right| \leq n^{n-1} \langle w \rangle^{\tau_1 + \cdots + \tau_m - m + l_m} = n^{n-1} \langle w \rangle^{l - m} \leq n^{n} \langle w \rangle^{(1 - 1/n) + \tau(\varphi')}.
\] \( \tag{2.32} \)

It remains to treat the case when \( 2\tau(g_m') + 1 < l_m \leq n \). On applying (2.27) to \( S\left(\frac{g_m(x)}{w^m}\right) \), we have

\[
\left| S\left(\frac{g_m(x)}{w^m}\right) \right| \leq n \langle w \rangle^{l - m - 1}. \tag{2.33}
\]

Since \( 1 \leq \tau_i \leq n \), we have \( l - l_m = \tau_1 + \cdots + \tau_m \leq mn \). Thus,

\[
\frac{l - n}{n} \leq \frac{l - l_m}{n} \leq m, \quad \text{i.e.,} \quad \frac{l}{n} \leq m + 1.
\]

From (2.29), (2.33) and the above inequality, it follows that

\[
\left| S\left(\frac{\varphi(x)}{w^l}\right) \right| \leq n^n \langle w \rangle^{\tau_1 + \cdots + \tau_m - m + l_m - 1} = n^n \langle w \rangle^{l - m - 1} \leq n^n \langle w \rangle^{l(1 - 1/n)}. \tag{2.34}
\]

By combining (2.27) with (2.32) and (2.34), the proposition follows. 

\[ \square \]
We are now ready to estimate the exponential sums when \( \langle w \rangle \) is small.

**Corollary 18.** Under the conditions of the above lemma, if \( \langle w \rangle \leq n \), then for \( l \in \mathbb{N} \setminus \{0\} \), we have

\[
| S \left( \frac{\varphi(x)}{w^l} \right) \right| < n^n \langle w \rangle^{l(1 - \frac{1}{2n}) + \frac{\tau(\varphi')}{n}}.
\]

**Proof.** From Proposition 17, it follows that the result is true for all \( l > 2\tau(\varphi') + 1 \). When \( 1 \leq l \leq 2\tau(\varphi') + 1 \), we have

\[
| S \left( \frac{\varphi(x)}{w^l} \right) \right| \leq \langle w \rangle^l = \langle w \rangle^{l(1 - \frac{1}{2n}) + \frac{l}{n}} < n^n \langle w \rangle^{l(1 - \frac{1}{2n}) + \frac{\tau(\varphi')}{n}}.
\]

This completes the proof of the corollary. \( \square \)

**Lemma 19.** Let \( n \in \mathbb{N} \setminus \{0\} \). For each \( d \)-tuple \( (i_1, \ldots, i_d) \) with \( 0 \leq i_1, \ldots, i_d \leq n \), let \( a_{i_1, \ldots, i_d} \in \mathbb{A} \). Define

\[
F(x) = \sum_{0 \leq i_1, \ldots, i_d \leq n} a_{i_1, \ldots, i_d} x_1^{i_1} \cdots x_d^{i_d},
\]

\[
\tau(F) = \min \{ \tau(a_{i_1, \ldots, i_d}) | 0 \leq i_1, \ldots, i_d \leq n \},
\]

and

\[
S \left( \frac{F(x)}{w^l} \right) = \sum_{x \in I_d^{ord \cdot w^l}} e \left( \frac{F(x)}{w^l} \right).
\]

Suppose that \( \tau(F) = 0 \) and that there exists some nonzero \( a_j \) with \( p \nmid j \). Let \( \tau_j = \tau(a_j) \). If \( \langle w \rangle \leq n \), then for all \( l \geq 1 \), we have

\[
| S \left( \frac{F(x)}{w^l} \right) \right| < l^{d-1} n^{(n+1)d} \langle w \rangle^{l(d - \frac{1}{2n}) + \frac{\tau_j}{n}}. \tag{2.35}
\]

**Proof.** We will prove this lemma by induction on \( d \). For \( d = 1 \), if there exists a nonzero \( a_j \) with \( p \nmid j \), then \( F'(x) \neq 0 \) and \( \tau(F') \leq \tau_j \). By Corollary 18, we have for all \( l \geq 1 \),

\[
| S \left( \frac{F(x)}{w^l} \right) \right| = | S \left( \frac{F(x) - F(0)}{w^l} \right) \right| < n^n \langle w \rangle^{l(1 - \frac{1}{2n}) + \frac{\tau(\varphi')}{n}} \leq n^n \langle w \rangle^{l(1 - \frac{1}{2n}) + \frac{\tau_j}{n}}.
\]
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Suppose that the lemma holds for \(d - 1\) variables and for any \(l \geq 1\). Consider the case of \(d\) variables. If \(l \leq \tau_j + n + 1\), since \(\langle w \rangle \leq n\), we have
\[
\left| S\left( \frac{F(x)}{w^l} \right) \right| \leq \langle w \rangle^{ld} = \langle w \rangle^{l(d - \frac{1}{n}) + \frac{l}{n}}
\]
\[
\leq n\langle w \rangle^{l(d - \frac{1}{n}) + \frac{l}{n}}
\]
\[
< l^{d-1} \cdot n^{(n+1)d} \cdot \langle w \rangle^{l(d - \frac{1}{n}) + \frac{l}{n}}.
\]

It remains to consider the case when \(l > \tau_j + n + 1\). Write \(j = (j_1, \ldots, j_d)\). Without loss of generality, assume that \(w \nmid a_j\) and \(p \nmid j_1\). Define
\[
\varphi_{i_1, \ldots, i_{d-1}}(x_d) = \sum_{i_d=0}^{n} a_{i_1, \ldots, i_d} x_d^{i_d} \quad (0 \leq i_1, \ldots, i_{d-1} \leq n),
\]
and
\[
S(x_d) = \left| \sum_{x_1, \ldots, x_{d-1} \in I_{\text{ord} w^l}} e\left( \frac{F(x_1, \ldots, x_{d-1}, x_d)}{w^l} \right) \right|.
\]
For each \(u \in \mathbb{N}\), write
\[
N_u = \{ x_d \in I_{\text{ord} w^l} \mid \tau(\varphi_{j_1, \ldots, j_{d-1}}(x_d)) = u \},
\]
and
\[
S_u = \sum_{x_d \in N_u} S(x_d).
\]
Let
\[
\Gamma_1 = \sum_{u \leq \tau_j + n} S_u, \quad \Gamma_2 = \sum_{\tau_j + n < u < l} S_u, \quad \text{and} \quad \Gamma_3 = \sum_{u \geq l} S_u.
\]
Then
\[
\left| S\left( \frac{F(x)}{w^l} \right) \right| \leq \Gamma_1 + \Gamma_2 + \Gamma_3.
\]
For \(x_d \in I_{\text{ord} w^l}\), let
\[
\mu(x_d) = \min \{ \tau(\varphi_{i_1, \ldots, i_{d-1}}(x_d)) \mid 0 \leq i_1, \ldots, i_{d-1} \leq n \}.
\]
Thus,
\[
S(x_d) = \left| \sum_{x_1, \ldots, x_{d-1} \in I_{\text{ord} w^l}} e\left( \frac{w^{l-\mu(x_d)} F(x_1, \ldots, x_{d-1}, x_d)}{w^l-\mu(x_d)} \right) \right|
\]
\[
= \left| \sum_{x_1, \ldots, x_{d-1} \in I_{\text{ord} w^l}} e\left( \sum_{0 \leq i_1, \ldots, i_{d-1} \leq n} x_1^{i_1} \cdots x_{d-1}^{i_{d-1}} (w^{l-\mu(x_d)} \varphi_{i_1, \ldots, i_{d-1}}(x_d)) \right) \right|.
\]
If \( x_d \in N_u \) with \( 0 \leq u \leq l - 1 \), then \( 0 \leq \mu(x_d) \leq u \) and

\[
\tau\left(w^{-\mu(x_d)}\varphi_{j_1, \ldots, j_{d-1}}(x_d)\right) = u - \mu(x_d).
\]

By the induction hypothesis, we have

\[
S(x_d) \leq (l - \mu(x_d))^{d-2} \cdot n^{(d-1)(n+1)} \cdot \langle w \rangle^{l - (d-1)\left(\frac{1}{n} + \frac{u - \mu(x_d)}{n}\right)}.
\]

For each \( u \) with \( 0 \leq u \leq \tau_j + n \), since \( \text{card} \ N_u \leq \langle w \rangle^l \) and \( \langle w \rangle \leq n \), by (2.39) we have

\[
\Gamma_1 = \sum_{u=0}^{\tau_j+n} S_u \leq \sum_{u=0}^{\tau_j+n} l^{d-2} \cdot n^{(d-1)(n+1)} \cdot \langle w \rangle^{l (d-1)\left(\frac{1}{n} + \frac{u - \mu(x_d)}{n}\right)}.
\]

For each \( u \) with \( \tau_j + n < u \leq l - 1 \), since \( \tau(\varphi_{j_1, \ldots, j_{d-1}}) \leq \tau(a_1) = \tau_j \), we have

\[
u - \tau(\varphi_{j_1, \ldots, j_{d-1}}) \geq u - \tau_j > n.
\]

Noticing that

\[
N_u \subseteq \{x_d \in I_{ord,w} \mid \tau(\varphi_{j_1, \ldots, j_{d-1}}(x_d)) \geq u\},
\]

we deduce from Lemma 16 and (2.41) that

\[
\text{card} \ N_u \leq \langle w \rangle^{n+1+l-\frac{u-n}{n}} \leq n^{n+1} \cdot \langle w \rangle^{l - \frac{n+1}{n}}.\tag{2.42}
\]

It follows from (2.37), (2.39), and (2.42) that

\[
\Gamma_2 = \sum_{u=\tau_j+n+1}^{l-1} S_u \leq \sum_{u=\tau_j+n+1}^{l-1} l^{d-2} \cdot n^{(d-1)(n+1)} \cdot \langle w \rangle^{l (d-1)\left(\frac{1}{n} + \frac{u - \mu(x_d)}{n}\right)}.
\]

For each \( u \) with \( \tau_j + n < u \leq l - 1 \), since \( \tau(\varphi_{j_1, \ldots, j_{d-1}}) \leq \tau_j \), we find that

\[
\bigcup_{u \geq l} N_u \subseteq \{x_d \in I_{ord,w} \mid \tau(\varphi_{j_1, \ldots, j_{d-1}}) \geq (l - \tau_j + \tau(\varphi_{j_1, \ldots, j_{d-1}}))\}.
\]

Since \( l - \tau_j > n + 1 \), it follows from Lemma 16 that

\[
\text{card} \bigcup_{u \geq l} N_u \leq n^{n+1} \langle w \rangle^{-\frac{1}{n} + \frac{n}{n}}.
\]
Observing that $S(x_d) \leq \langle w \rangle^{l(d-1)}$, we have
\[
\Gamma_3 \leq \langle w \rangle^{l(d-1)} \cdot n^{n+1} \langle w \rangle^{1-\frac{2}{n}} + \langle w \rangle^{l} d(n+1) \langle w \rangle^{l-\frac{1}{n} + \frac{2}{n}}.
\]
(2.44)
Therefore, by (2.38), (2.40), (2.43) and (2.44), we have
\[
\left| S\left( \frac{F(x)}{w^l} \right) \right| \leq \Gamma_1 + \Gamma_2 + \Gamma_3 \leq l^{d-1} n^{d(n+1)} \langle w \rangle^{l(d-\frac{1}{n}) + \frac{2}{n}}
\]
Thus, the lemma holds by induction.

To estimate the exponential sums where $\langle w \rangle$ is large, we need to establish some technical lemmas.

**Lemma 20.** Let $\varphi(x) = a_n x^n + \cdots + a_1 x + a_0 \in \mathbb{A}[x]$ with $w \not| a_n$ and $p \not| n$. Let $S\left( \frac{\varphi(x)}{w^l} \right)$ be defined as in Proposition 17. Then for all $l \geq 1$, we have
\[
\left| S\left( \frac{\varphi(x)}{w^l} \right) \right| < n^n \langle w \rangle^{l(1-\frac{1}{2n})}.
\]
(2.45)

**Proof.** Since $w \not| a_n$ and $p \not| n$, we have $\varphi' \neq 0$ and $\tau(\varphi) = \tau(\varphi') = 0$. It follows from Proposition 17 that for all $l \geq 2$,
\[
\left| S\left( \frac{\varphi(x)}{w^l} \right) \right| = \left| S\left( \frac{\varphi(x) - \varphi(0)}{w^l} \right) \right| < n^n \langle w \rangle^{l(1-\frac{1}{2n})}.
\]
(2.46)

It remains to show that the lemma holds for $l = 1$. Let $\mathbf{x} = (x_1, \ldots, x_n)$ and $\mathbf{y} = (y_1, \ldots, y_n)$. For each $1 \leq j \leq n$, write
\[
X_j = x_1^j + \cdots + x_n^j \quad \text{and} \quad Y_j = y_1^j + \cdots + y_n^j.
\]
We have
\[
\sum_{b_1, \ldots, b_n \pmod{w}} e\left( \frac{b_n x^n + \cdots + b_1 x}{w} \right)^{2n}
= \sum_{b, \mathbf{x}, \mathbf{y} \pmod{w}} e\left( \frac{b_n (X_n - Y_n) + \cdots + b_1 (X_1 - Y_1)}{w} \right)
= \sum_{\mathbf{x}, \mathbf{y} \pmod{w}} \prod_{j=1}^n \left( \sum_{b_j \pmod{w}} e\left( \frac{b_j (X_j - Y_j)}{w} \right) \right)
= \langle w \rangle^n N,
\]
(2.47)
where \( N = \text{card} \{ (x, y) \pmod{w} \mid X_j \equiv Y_j \pmod{w} \ (1 \leq j \leq n) \} \). By Newton’s formula, every \((x, y) \pmod{w}\) counted by \(N\) must satisfy
\[
(x - x_1) \cdots (x - x_n) \equiv (x - y_1) \cdots (x - y_n) \pmod{w}.
\]
Thus,
\[
N \leq n! \langle w \rangle^n. \tag{2.48}
\]

Fix \(\bar{b} \in A\). For any \(b \in A\), \(\varphi(bx) \equiv \varphi(\bar{b}x) \pmod{w}\) must imply that \(b^n a_n \equiv \bar{b}^n a_n \pmod{w}\). Since \(w \nmid a_n\), there are at most \(n\) choices for \(b \pmod{w}\) such that \(\varphi(bx) \equiv \varphi(\bar{b}x) \pmod{w}\).

Thus, for \(b_1, \ldots, b_n \in A\),
\[
\text{card} \{ b \pmod{w} \mid \varphi(bx) \equiv b_n x^n + \cdots + b_1 x \pmod{w} \} \leq n.
\]

Hence,
\[
\frac{1}{n} \sum_{\substack{b \in I_{\text{ord } w} \\
 b \neq 0 \pmod{w}}} \left| S \left( \frac{\varphi(bx)}{w} \right) \right|^{2n} \leq \sum_{b_1, \ldots, b_n \pmod{w}} \left( \sum_{x \pmod{w}} e \left( \frac{b_n x^n + \cdots + b_1 x}{w} \right) \right)^{2n}. \tag{2.49}
\]

Note that if \(\gcd(b, w) = 1\), then
\[
S \left( \frac{\varphi(bx)}{w} \right) = S \left( \frac{\varphi(x)}{w} \right).
\]

We deduce from (2.47), (2.48), and (2.49) that
\[
\frac{\langle w \rangle - 1}{n} \left| S \left( \frac{\varphi(x)}{w} \right) \right|^{2n} \leq n! \langle w \rangle^{2n}.
\]

Therefore,
\[
\left| S \left( \frac{\varphi(x)}{w} \right) \right| \leq n \langle w \rangle^{1 - \frac{1}{2n}}.
\]

This completes the proof of the lemma. \(\square\)

**Lemma 21.** Let \(n \in \mathbb{N}\) with \(p \nmid n\). For each \(i \in \mathbb{N}^d\) with \(|i| \leq n\), let \(a_i \in A\) with \(\gcd(a_{(n,0,\ldots,0)}, w) = 1\). Define
\[
F(x) = \sum_{i \in \mathbb{N}^d, |i| \leq n} a_i x^i \quad \text{and} \quad S \left( \frac{F(x)}{w^d} \right) = \sum_{x \in I_{\text{ord } w}^d} e \left( \frac{F(x)}{w^d} \right).
\]

Then for all \(l \geq 1\), we have
\[
\left| S \left( \frac{F(x)}{w^d} \right) \right| < n^l \langle w \rangle^{l(d - \frac{1}{2n})}.
\]
Proof. Fix any choice of \((x_2, \ldots, x_d)\). Then
\[
\sum_{i \in \mathbb{N}^d, |i| \leq n} a_i x^i = a_{(n,0,\ldots,0)} x_1^n + \sum_{|i| \leq n, i_1 < n} a_i x^i
\]
is a polynomial in terms of \(x_1\). By Lemma 20, we can obtain that for all \(l \geq 1\)
\[
\left| S\left( \frac{a_{(n,0,\ldots,0)} x_1^n + \sum_{|i| \leq n, i_1 < n} a_i x^i}{w^l} \right) \right| < n^n \langle w \rangle (1 - \frac{1}{2n}).
\]
Thus,
\[
\left| S\left( \frac{F(x)}{w^l} \right) \right| \leq \sum_{x_2, \ldots, x_d \in I_{ord w^l}} \left| \sum_{x_1 \in I_{ord w^l}} e\left( \frac{F(x)}{w^l} \right) \right|
\leq \langle w \rangle (d-1) \cdot n^n \cdot \langle w \rangle (1 - \frac{1}{2n})
= n^n \langle w \rangle (d-1) \cdot \frac{1}{2n}.
\]
This completes the proof of the lemma. \(\square\)

Lemma 22. For each \(i \in \mathbb{N}^d\) with \(|i| \leq n\), let \(a_i \in \mathbb{A}\). Define
\[
G(x) = \sum_{i \in \mathbb{N}^d, |i| \leq n} a_i x^i \quad \text{and} \quad S\left( \frac{G(x)}{w^l} \right) = \sum_{x \in I^d_{ord w^l}} e\left( \frac{G(x)}{w^l} \right).
\]
Suppose that gcd\((a, w)\) = 1 and \(\langle w \rangle > n\). Then there exists \((f_1, \ldots, f_d) \in \mathbb{A}^d\) such that
\(w \nmid G(f_1, \ldots, f_d)\).

Proof. We will prove this lemma by induction on \(d\). When \(d = 1\), since gcd\((a, w)\) = 1, we may consider \(G(x)\) as a nonzero polynomial in \(\mathbb{A}/(w)[x]\). Suppose that for each \(f \in \mathbb{A}/(w)\), \(G(f) = 0\). Then \(x^{(w)} - x \mid G(x)\) in \(\mathbb{A}/(w)[x]\). Thus \(n \geq \deg G(x) \geq \langle w \rangle\), contradicting \(\langle w \rangle > n\). Therefore, there must exist some \(f \in \mathbb{A}\) satisfying \(w \nmid G(f)\).
Assume that the lemma is true for \(d - 1\). Now we prove that the statement holds for \(d\). Since gcd\((a, w)\) = 1, there exists some \(j\) such that gcd\((a_j, w)\) = 1. Let \(I = \{i \in \mathbb{N}^d \mid |i| \leq n, (i_2, \ldots, i_d) \neq (j_2, \ldots, j_d)\}\).
Hence
\[
G(x) = g(x_1) x_2^{j_2} \cdots x_d^{j_d} + \sum_{i \in I} a_i x^i,
\]
where
\[ g(x_1) = \sum_{i_1=0}^{n-j_2-\cdots-j_d} a_{i_1,j_2,\ldots,j_d} x_1^{i_1}. \]

Since \( \gcd(a_1, w) = 1 \) and \( \langle w \rangle > n \geq n - j_2 - \cdots - j_d \), by applying the result in the case when \( d = 1 \) to \( g(x_1) \), we have that \( w \nmid g(f_1) \) for some \( f_1 \in \mathbb{A} \). Then
\[
G(f_1, x_2, \ldots, x_d) = g(f_1) x_2^{j_2} \cdots x_d^{j_d} + \sum_{i \in I} (a_{1} f_1^{i_1}) x_2^{i_2} \cdots x_d^{i_d}.
\]

By the induction hypothesis, there exists \((f_2, \ldots, f_d) \in \mathbb{A}^{d-1}\) such that
\[
w \nmid G(f_1, f_2, \ldots, f_d).
\]
By induction, the lemma follows. \( \square \)

**Lemma 23.** For each \( \mathbf{i} \in \mathbb{N}^d \) with \( |\mathbf{i}| = n \), let \( a_\mathbf{i} \in \mathbb{A} \). Define
\[
G(\mathbf{x}) = \sum_{\mathbf{i} \in \mathbb{N}^d, |\mathbf{i}| = n} a_\mathbf{i} \mathbf{x}^\mathbf{i} \quad \text{and} \quad S\left( \frac{G(\mathbf{x})}{w^d} \right) = \sum_{\mathbf{x} \in I^{d,0}_{\text{ord } w^d}} e\left( \frac{G(\mathbf{x})}{w^d} \right).
\]

Suppose that \( \gcd(a, w) = 1 \) and \( \langle w \rangle > n \). Then there exists
\[
F(\mathbf{x}) = \sum_{\mathbf{i} \in \mathbb{N}^d, |\mathbf{i}| \leq n} b_\mathbf{i} \mathbf{x}^\mathbf{i}
\]
with \( b_\mathbf{i} \in \mathbb{A} \) and \( \gcd(b_{(n,0,\ldots,0)}, w) = 1 \) such that for all \( l \geq 1 \),
\[
S\left( \frac{G(\mathbf{x})}{w^d} \right) = S\left( \frac{F(\mathbf{x})}{w^d} \right),
\]
where \( S\left( \frac{F(\mathbf{x})}{w^d} \right) \) is defined as in Lemma 21.

**Proof.** From Lemma 22, it follows that there exists \((f_1, \ldots, f_d) \in \mathbb{A}^d\) such that
\[
w \nmid G(f_1, \ldots, f_d).
\]
Suppose that \( w \mid f_i \) for each \( 1 \leq i \leq d \). Since every monomial in \( G(\mathbf{x}) \) has total degree \( n \), \( w \mid G(f_1, \ldots, f_d) \). This is a contradiction. Thus, without loss of generality, we assume that \( w \nmid f_1 \). For each \( 1 \leq i \leq d \), define \( f_{i,j} \) by the following rule:
\[
f_{i,j} = \begin{cases} 
  f_i, & \text{if } j = 1, \\
  1, & \text{if } i = j \geq 2, \\
  0, & \text{if } i \neq j \text{ and } j \geq 2.
\end{cases}
\]
Hence the matrix \((f_{i,j})_{1 \leq i,j \leq d}\) has determinant \(f_1\), which is a unit in \(\mathbb{A}/(w^l)\) because \(w \nmid f_1\). Thus, the matrix \((f_{i,j})\) is invertible over \(\mathbb{A}/(w^l)\). Therefore, we have a bijection from \((\mathbb{A}/(w^l))^d\) to \((\mathbb{A}/(w^l))^d\), defined by

\[
x \mapsto (f_1x_1, f_2x_1 + x_2, \ldots, f_dx_1 + x_d) = (f_{i,j})x.
\]

Hence

\[
S\left(\frac{G(x)}{w^l}\right) = S\left(\frac{G((f_{i,j})x)}{w^l}\right).
\]

Let

\[
F(x) = G((f_{i,j})x) = \sum_{i \in \mathbb{N}^d, |i| \leq n} b_ix^i.
\]

It remains to show that \(w \nmid b_{(n,0,\ldots,0)}\). Since

\[
F(x_1, x_2, \ldots, x_d) = G(f_1x_1, f_2x_1 + x_2, \ldots, f_dx_1 + x_d)
\]

\[
= \sum_{i \in \mathbb{N}^d, |i| = n} a_i(f_1x_1)^{i_1}(f_2x_1)^{i_2} \cdots (f_dx_1)^{i_d},
\]

we have

\[
F(x_1, 0, \ldots, 0) = G(f_1x_1, f_2x_1, \ldots, f_dx_1)
\]

\[
= \sum_{i \in \mathbb{N}^d, |i| = n} a_i(f_1x_1)^{i_1}(f_2x_1)^{i_2} \cdots (f_dx_1)^{i_d}
\]

\[
= \left(\sum_{i \in \mathbb{N}^d, |i| = n} a_if_1^{i_1}f_2^{i_2} \cdots f_d^{i_d}\right)x_1^n
\]

\[
= G(f_1, f_2, \ldots, f_d)x_1^n.
\]

Thus, \(w \nmid G(f_1, \ldots, f_d) = b_{(n,0,\ldots,0)}\). This completes the proof of the lemma. \(\square\)

**Lemma 24.** For each \(i \in \mathbb{N}^d, |i| = k\), let \(a_i \in \mathbb{A}\). Define

\[
G(x) = \sum_{i \in \mathbb{N}^d, |i| = k} a_ix^i \quad \text{and} \quad S\left(\frac{G(x)}{w^l}\right) = \sum_{x \in I_{ord}^d w^l} e\left(\frac{G(x)}{w^l}\right).
\]

Suppose that \(\gcd(a, w) = 1\). Then for all \(l \geq 1\),

\[
\left|S\left(\frac{G(x)}{w^l}\right)\right| \leq k^{(k+1)d^2d-1} \langle w \rangle^{1(d-\frac{1}{2})}.
\]
Proof. Since \( \gcd(a, w) = 1 \), there exists \( a_j \) such that \( (a_j, w) = 1 \) and then \( \tau(a_j) = 0 \). Since \(|j| = k\) and \( p \nmid k \), we have \( p \nmid j \). When \( \langle w \rangle \leq k \), from Lemma 19, it follows that for all \( l \geq 1 \),

\[
\left| S\left( \frac{G(x)}{w^l} \right) \right| < k^{(k+1)d-1} w^{\frac{1}{d}}.
\]

On the other hand, when \( \langle w \rangle > k \), by Lemmas 21, 22, and 23, we have that for all \( l \geq 1 \),

\[
\left| S\left( \frac{G(x)}{w^l} \right) \right| < k^{(k+1)d-1} w^{\frac{1}{d}}.
\]

This completes the proof of the lemma.

Lemma 25. For each \( i \in \mathbb{N}^d, |i| = k \), let \( a_i \in \mathbb{A} \). Suppose that \( g \in \mathbb{A} \) is monic and that \( \gcd(a, g) = 1 \). Define

\[
G(x) = \sum_{i \in \mathbb{N}^d, |i| = k} a_i x^i \quad \text{and} \quad S\left( \frac{G(x)}{g} \right) = \sum_{x \in \mathbb{N}^d} e\left( \frac{G(x)}{g} \right).
\]

Then

\[
\left| S\left( \frac{G(x)}{g} \right) \right| \leq k^{(k+1)d\nu(g)\Omega(g)d^{-1}} g^{d-1} \langle g \rangle^{d-\frac{1}{d}},
\]

where \( \nu(g) \) is the number of distinct monic irreducible divisors of \( g \) and \( \Omega(g) \) is the number of distinct monic divisors of \( g \).

Proof. Let \( g = w_1^{l_1} \cdots w_m^{l_m} \) be the canonical factorization of \( g \) into monic irreducible powers. Then \( m = \nu(g) \) and \( (1 + l_1) \cdots (1 + l_m) = \Omega(g) \). For each \( j \) with \( 1 \leq j \leq m \), let

\[
g_j = gw_j^{-l_j}
\]

and

\[
G_j(x) = g_j^{k-1}G(x).
\]

Since \( \gcd(g_j^{k-1}a, w_j) = 1 \), it follows from Lemma 24 that

\[
\left| S\left( \frac{G_j(x)}{w_j^{l_j}} \right) \right| < k^{(k+1)d-1} w_j^{\frac{1}{d}}. \tag{2.50}
\]
For each integer pair \((i, j)\) with \(1 \leq i \leq d\) and \(1 \leq j \leq m\), if \(y_{i,j}\) runs through a complete set of residues mod \(w_j^i\), then \(x_i = g_1y_{i,1} + \cdots + g_my_{i,m}\) runs through a complete set of residues mod \(g\). Moreover, we have

\[
G(g_1y_1 + \cdots + g_my_m) = \sum_{|i|=k} a_i (g_1y_{1,1} + \cdots + g_my_{1,m})^i \cdots (g_1y_{d,1} + \cdots + g_my_{d,m})^i\]

\[
\equiv \sum_{j=1}^{m} \sum_{|i|=k} a_j g_j^i y_{i,j}^i \cdots y_{d,j}^i \pmod{g} \quad (2.51)
\]

\[
\equiv \sum_{j=1}^{m} g_j G_j(y_j) \pmod{g}.
\]

From (2.51), we see that

\[
S\left(\frac{G(x)}{g}\right) = \sum_{x \pmod{g}} e\left(\frac{G(x)}{g}\right) = \sum_{y_1 \pmod{w_1^i}} \cdots \sum_{y_m \pmod{w_m^i}} e\left(\frac{G(g_1y_1 + \cdots + g_my_m)}{g}\right) = \sum_{y_1 \pmod{w_1^i}} \cdots \sum_{y_m \pmod{w_m^i}} e\left(\frac{g_1G_1(y_1) + \cdots + g_mG_m(y_m)}{g}\right) = \prod_{j=1}^{m} \left( \sum_{y_j \pmod{w_j^i}} e\left(\frac{g_jG_j(y_j)}{g}\right) \right) = \prod_{j=1}^{m} S\left(\frac{G_j(x)}{w_j^i}\right).
\]

Therefore, by (2.50), we have

\[
\left| S\left(\frac{G(x)}{g}\right) \right| = \prod_{j=1}^{m} \left| S\left(\frac{G_j(x)}{w_j^i}\right) \right| \leq \prod_{j=1}^{m} \left( k^{(k+1)d} t_j^{d-1} \langle w_j \rangle^{(d-\frac{1}{2})} \right) \leq k^{(k+1)d \nu(g)} \Omega(g)^{d-1} \langle g \rangle^{d-\frac{1}{2}}.
\]

This completes the proof of the lemma. \(\square\)
Recall that
\[ S(g, a) = \sum_{x \in \mathbb{F}_{ord}^d} e\left( \sum_{i \in \mathcal{L}} a_i x^i \right). \]
We now are ready to estimate \( S_j(g, a) = S(g, c_j a) \) (1 \( \leq j \leq s \)).

**Lemma 26.** Let \( g \in \mathbb{A} \) and \( a = (a_i)_{i \in \mathcal{L}} \) with \( \gcd(a, g) = 1 \). Then for each \( j \) with \( 1 \leq j \leq s \),
\[ |S_j(g, a)| = |S(g, c_j a)| \leq \langle c_j \rangle^d k^{(k+1)\nu(g)} \Omega(g)^{d-1} (g)^{d-\frac{1}{2\pi}}. \]

**Proof.** Let \( g_1 = g/\gcd(g, c_j) \) and \( b = c_j a/\gcd(g, c_j) \). Then \( \gcd(g_1, b) = 1 \) and
\[
S_j(g, a) = \sum_{x \pmod{g}} e\left( \frac{c_j}{g} \sum_{i \in \mathcal{L}} a_i x^i \right)
= \sum_{x \pmod{g}} e\left( \frac{1}{g_1} \sum_{i \in \mathcal{L}} b_i x^i \right)
= \langle \gcd(g, c_j) \rangle^d \sum_{x \pmod{g_1}} e\left( \frac{1}{g_1} \sum_{i \in \mathcal{L}} b_i x^i \right)
= \langle \gcd(g, c_j) \rangle^d S(g_1, b).
\]
Applying Lemma 25 to \( S(g_1, b) \), we obtain
\[
|S_j(g, a)| \leq \langle c_j \rangle^d |S(g_1, b)|
\leq \langle c_j \rangle^d k^{(k+1)\nu(h)} \Omega(g_1)^{d-1} \langle h \rangle^{d-\frac{1}{2\pi}}
\leq \langle c_j \rangle^d k^{(k+1)\nu(g)} \Omega(g)^{d-1} (g)^{d-\frac{1}{2\pi}}.
\]
This completes the proof of the lemma. \( \square \)

### 2.4 Singular series

We now introduce the **singular series**
\[
\mathcal{S}_{k,d,s} = \sum_{g \text{ monic}} S(g), \quad (2.52)
\]
where
\[
S(g) = \langle g \rangle^{-ds} \sum_{\gcd(a, g) = 1} \prod_{j=1}^{s} S_j(g, a). \quad (2.53)
\]
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Also for $Q \in \mathbb{R}$ with $Q > 0$, we define
\[
\mathcal{G}_{k,d,s}(Q) = \sum_{\langle g \rangle \leq \hat{Q}} S(g).
\] (2.54)

In this section, we aim to show that whenever $s$ is sufficiently large, $1 \ll \mathcal{G}_{k,d,s} \ll 1$ and $\mathcal{G}_{k,d,s} - \mathcal{G}_{k,d,s}(Q) \ll \hat{Q}^{-\delta}$ for some $\delta > 0$.

**Lemma 27.** When $s > 2k(\iota + 1)$, the following hold.

1. $\mathcal{G}_{k,d,s}$ absolutely converges.
2. $\left| \mathcal{G}_{k,d,s} - \mathcal{G}_{k,d,s}(Q) \right| \ll \hat{Q}^{1 + \iota - \frac{s}{2k} + \epsilon}$.

**Proof.** For each $g \in A \setminus \{0\}$, since $2^{v(g)} \leq \Omega(g)$, we have
\[
k^{(k+1)v(g)} \leq \Omega(g)^{2(\log k)(k+1)d},
\]
and it follows from [10, Lemma 8] that
\[
\langle c_j \rangle^d k^{(k+1)v(g)} \Omega(g)^{d-1} \ll \langle g \rangle^\epsilon.
\]
By Lemma 26, we see that
\[
\langle g \rangle^{-d \iota} \prod_{j=1}^{s} S_j(g, a) \ll \langle g \rangle^{-\frac{s}{2k} + \epsilon}.
\]
Thus,
\[
S(g) \ll \langle g \rangle^{1 - \frac{s}{2k} + \epsilon},
\]
which implies that
\[
\left| \mathcal{G}_{k,d,s}(Q) \right| \leq \sum_{m=0}^{Q} \sum_{\text{ord } g = m \text{ monic}} |S(g)| \ll \sum_{m=0}^{Q} q^{m + m(1 - \iota - \frac{s}{2k} + \epsilon)}.
\]
Note that if $s > 2k(\iota + 1)$, we obtain $1 + \iota - \frac{s}{2k} + \epsilon < 0$. It follows that
\[
\left| \mathcal{G}_{k,d,s} \right| \ll \sum_{m=0}^{\infty} q^{m(1 + \iota - \frac{s}{2k} + \epsilon)} \ll 1,
\]
and
\[
\left| \mathcal{G}_{k,d,s} - \mathcal{G}_{k,d,s}(Q) \right| \ll_{k,d,s,\epsilon} \hat{Q}^{1 + \iota - \frac{s}{2k} + \epsilon}.
\]
Thus the lemma follows. \qed
Note that
\[ S(g) = (g)^{-ds} \sum_{a \pmod{g}} \prod_{j=1}^{s} S_j(g, a). \]

**Lemma 28.** The function \( S(g) \) is multiplicative.

**Proof.** Suppose that \( g_1 \) and \( g_2 \) are monic polynomials in \( A \) with \((g_1, g_2) = 1\). Thus,
\[ S(g_1 g_2) = \langle g_1 g_2 \rangle^{-ds} \sum_{a \pmod{g_1 g_2}} \prod_{j=1}^{s} S_j(g_1 g_2, a). \]

As \( b_i \) runs over \( \{ x \pmod{g_i} \mid (x, g_i) = 1 \} \) \((i = 1, 2)\), by the Chinese Remainder Theorem, \((g_2 b_1 + g_1 b_2)\) runs over \( \{ x \pmod{g_1 g_2} \mid (x, g_1 g_2) = 1 \} \).

Therefore,
\[ S(g_1 g_2) = \langle g_1 g_2 \rangle^{-ds} \sum_{b_1 \pmod{g_1}} \sum_{b_2 \pmod{g_2}} \prod_{j=1}^{s} S_j(g_1 g_2, g_2 b_1 + g_1 b_2) \]
\[ = \langle g_1 g_2 \rangle^{-ds} \sum_{b_1 \pmod{g_1}} \sum_{b_2 \pmod{g_2}} \prod_{j=1}^{s} \sum_{x \pmod{g_1}} \sum_{y \pmod{g_2}} e\left(\frac{c_j}{g_1 g_2} \sum_{i \in C} (g_2 b_{i,1} x^i + g_1 b_{i,2} y^i)\right) \]
\[ = \langle g_1 g_2 \rangle^{-ds} \sum_{b_1 \pmod{g_1}} \sum_{b_2 \pmod{g_2}} \prod_{j=1}^{s} \sum_{x \pmod{g_1}} \sum_{y \pmod{g_2}} e\left(\frac{c_j}{g_1} \sum_{i \in C} b_{i,1} x^i\right) e\left(\frac{c_j}{g_2} \sum_{i \in C} b_{i,2} y^i\right) \]
\[ = \langle g_1 g_2 \rangle^{-ds} \sum_{b_1 \pmod{g_1}} \sum_{b_2 \pmod{g_2}} \prod_{j=1}^{s} S_j(g_1, b_1) S_j(g_2, b_2) \]
\[ = S(g_1) S(g_2). \]

This completes the proof of the lemma.

Since
\[ \mathcal{S}_{k,d,s} = \sum_{g \text{ monic}} S(g), \]
converges absolutely when \( s > 2k(\ell + 1) \) and \( S(g) \) is multiplicative, we have
\[ \mathcal{S}_{k,d,s} = \prod_{w \text{ monic \ irreducible}} \sigma(w), \]
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where
\[ \sigma(w) = \sum_{h=0}^{\infty} S(w^h). \]
Moreover, there exists a constant \( C = C(k, d, s) \) such that
\[ \frac{1}{2} < \left| \prod_{\text{monic, irreducible ord } w > C} \sigma(w) \right| < \frac{3}{2}. \quad (2.55) \]

For \( g \in \mathbb{A} \), let
\[ M(g) = \text{card}\{ x (\text{mod } g) \mid c_1 x_1^i + \cdots + c_s x_s^i \equiv 0 (\text{mod } g) \ (i \in \mathcal{L}) \}. \]

**Proposition 29.** We have
\[ \sum_{g \mid g_1 \text{monic, proper}} S(g_1) = \langle g \rangle^{i-ds} M(g), \]
where \( i = \text{card } \mathcal{L} \).

**Proof.** By Lemma 3(5), we have
\[
M(g) = \sum_{x (\text{mod } g)} \prod_{i \in \mathcal{L}} \langle g \rangle^{-1} \sum_{a_1 (\text{mod } g)} e\left( \frac{a_1}{g} (c_1 x_1^i + \cdots + c_s x_s^i) \right) \\
= \langle g \rangle^{-i} \sum_{x, a (\text{mod } g)} e\left( \frac{1}{g} \sum_{i \in \mathcal{L}} a_i (c_1 x_1^i + \cdots + c_s x_s^i) \right) \\
= \langle g \rangle^{-i} \sum_{a (\text{mod } g)} \prod_{j=1}^{s} \left( \sum_{x_j (\text{mod } g)} e\left( \frac{c_j}{g} \sum_{i \in \mathcal{L}} a_i x_j^i \right) \right) .
\]

Write \( g_1 = \gcd(a, g) \). Let \( g_2 = g/g_1 \) and \( b = a/g_1 \). Then
\[
\prod_{j=1}^{s} \left( \sum_{x_j (\text{mod } g)} e\left( \frac{c_j}{g_2} \sum_{i \in \mathcal{L}} b_i x_j^i \right) \right) = \prod_{j=1}^{s} \left( \sum_{x_j (\text{mod } g_2)} e\left( \frac{c_j}{g_2} \sum_{i \in \mathcal{L}} b_i x_j^i \right) \right) = \langle g_1 \rangle^{d_s} \prod_{j=1}^{s} \left( \sum_{x_j (\text{mod } g_2)} e\left( \frac{c_j}{g_2} \sum_{i \in \mathcal{L}} b_i x_j^i \right) \right) = \langle g_1 \rangle^{d_s} \prod_{j=1}^{s} S_j(g_2, b).
\]
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On recalling (2.56), we see that

\[ M(g) = \langle g \rangle^{-t} \sum_{g_1 | g} \sum_{\substack{a (\text{mod } g) \text{ monic} \ (a,g) = g_1}} \langle g_1 \rangle^{ds} \prod_{j=1}^{s} S_j(g/g_1, a/g_1) \]

\[ = \langle g \rangle^{-t} \sum_{g_1 | g} \langle g_1 \rangle^{ds} \langle g/g_1 \rangle^{ds} S(g/g_1) \]

\[ = \langle g \rangle^{-t+ds} \sum_{g_1 | g} \langle g/g_1 \rangle S(g/g_1). \]

Thus the proposition follows. \( \square \)

**Corollary 30.** Suppose that \( w \) is a monic irreducible polynomial in \( A \). Then we have

\[ \sigma(w) = \lim_{h \to \infty} \langle w \rangle^{h(ds)} M(w^h). \]

**Proof.** Applying Proposition 29 to \( M(w^h) \), we obtain that

\[ \sigma(w) = \sum_{h=0}^{\infty} S(w^h) = \lim_{h \to \infty} \sum_{l=0}^{h} S(w^l) = \lim_{h \to \infty} \langle w^h \rangle^{(ds)-i} M(w^h). \]

\( \square \)

Recall that \( w \) is an irreducible element in \( A \). On applying Lemma 14 to \( R = A_w \) and \( \pi = w \), we have the following result.

**Lemma 31.** Suppose that \( c_1 x_1^i + \cdots + c_s x_s^i = 0 \ (i \in \mathcal{L}) \) has a non-singular \( w \)-adic solution. Then there exists an integer \( n = n(w) \) such that whenever \( h \geq n \), we have

\[ M(w^h) \geq \langle w \rangle^{(h-n)(ds-i)}. \]

**Theorem 32.** Suppose that for every irreducible element \( w \in A \), the system

\[ c_1 x_1^i + \cdots + c_s x_s^i = 0 \ (i \in \mathcal{L}) \]

has a non-singular \( w \)-adic solution. When \( s > 2k(i+1) \), we have

\[ \mathcal{S}_{k,d,s} > 0. \]
Proof. By (2.55) and Corollary 30, there exists a constant $C = C(k, d, s)$ such that
\[
\frac{1}{2} < \prod_{w \text{ monic irreducible}, \text{ord } w > C} \sigma(w) < \frac{3}{2}.
\]
It suffices to deal with the monic irreducible elements $w$ with $\text{ord } w \leq C$. On combining Corollary 30 with Lemma 31, for all $w$ with $\text{ord } w \leq C$ we have
\[
\sigma(w) = \lim_{h \to \infty} \langle w \rangle^{h(ds-\iota)} M(w^h) \geq \langle w \rangle^{-n(ds-\iota)}.
\]
Thus,
\[
\mathcal{S}_{k,d,s} = \prod_{w \text{ monic irreducible}} \sigma(w) > 0.
\]
This completes the proof of the theorem.

2.5 Estimates for exponential sums II

In preparation for the next section, the goal of this section is to analyze the exponential sums of the form
\[
T_P(F) = \sum_{x \in I_{-P}^d} e\left(\sum_{i_1=0}^{n} \cdots \sum_{i_d=0}^{n} \alpha_{i_1,\ldots,i_d} x_1^{i_1} \cdots x_d^{i_d}\right),
\]
where $\alpha_{i_1,\ldots,i_d} \in \mathbb{K}_\infty$, $P \in \mathbb{R}$ with $P > 0$, and
\[
I_{-P} = \{ \beta \in \mathbb{K}_\infty \mid \beta = b_{-P+1}t^{-P+1} + \cdots + b_1 t^{-1} + b_0 \ (b_i \in \mathbb{F}_q) \}.
\]
Consider $(K, |\cdot|) = (\mathbb{K}_\infty, \langle \cdot \rangle)$, $R = \{ x \in \mathbb{K}_\infty \mid \langle x \rangle \leq 1 \}$ and $\pi = t^{-1}$. Thus for $\alpha \in \mathbb{K}_\infty$, we have
\[
\tau(\alpha) = \log \langle \alpha \rangle / \log \langle t^{-1} \rangle = -\text{ord } \alpha.
\]
Then whenever $\tau(\alpha) \geq 2$, $e(\alpha) = 1$. On applying Lemmas 10, 11 and 12, we obtain the following Lemmas.

Lemma 33. Let $f(x) \in \mathbb{K}_\infty[x]$ with $f' \neq 0$ and $\deg f \leq n$. For $a \in \mathbb{F}_q$, let $g_a(x) = f(t^{-1}x + a) - f(a)$. The following hold.
\begin{enumerate}
  \item If $f(0) = 0$, then $1 + \tau(f) \leq \tau(g_a) \leq n + \tau(f)$.
  \item $1 + \tau(f') \leq \tau(g'_a) \leq n + \tau(f')$.
  \item $\text{ind } g'_a \leq \text{ind } f'$. If $\text{ind } g'_a = \text{ind } f'$ and $\tau(f'(b)) \geq \tau(f') + 1$ for some $b \in \mathbb{F}_q$, then $a = b$.
\end{enumerate}
Proof. (1) Since $f \neq 0$ and $f(0) = 0$, we have $\text{ind } f > 0$. It follows from Lemma 11(2) that $1 + \tau(f) \leq \tau(g_a) \leq n + \tau(f)$.

(2) It follows from Lemma 11(2) directly.

(3) By Lemma 11(4), we have

$$\text{ind } g'_a \leq \text{ind } f'.$$

If $\text{ind } g'_a = \text{ind } f'$ and $\tau(f'(b)) \geq \tau(f') + 1$, we deduce from Lemma 10(4) that $\tau(a - b) \geq 1$.

Since $a, b \in \mathbb{F}_q$, we have $a = b$. \hfill \Box

Lemma 34. Let $f(x) \in \mathbb{K}_\infty[x] \setminus \{0\}$ with $\deg f \leq n$. For $u, v \in \mathbb{N}$ with $u \geq v > n$, let

$$N_{u,v}(f) = \{ \beta \in \mathbb{K}_\infty | \beta = b_{-u+1}t^{-u+1} + \cdots + b_{-1}t^{-1} + b_0 (b_i \in \mathbb{F}_q), \tau(f(\beta)) \geq v + \tau(f) \}.$$

Then

$$\text{card } N_{u,v}(f) \leq q^{n+1+u-\frac{u}{n}}.$$

Proof. Note that $\{ \beta \in \mathbb{K}_\infty | \beta = b_{-u+1}t^{-u+1} + \cdots + b_{-1}t^{-1} + b_0 (b_i \in \mathbb{F}_q) \}$ is a complete set of coset representatives of $(\pi^u)$ in $R$. Since $R/(\pi) = \mathbb{F}_q$, we see from Lemma 12 that $\text{card } N_{u,v}(f) \leq q^{n+1+u-\frac{u}{n}}$. \hfill \Box

Before proceeding to the next lemma, it is necessary to introduce some new notations. For $P \in \mathbb{N} \setminus \{0\}$ and $a \in \mathbb{F}_q$, let

$$I_{-P} = \{ \beta \in \mathbb{K}_\infty | \beta = b_{-u+1}t^{-u+1} + \cdots + b_{-1}t^{-1} + b_0 (b_i \in \mathbb{F}_q) \},$$

and

$$I_{a,-P} = \{ \beta \in \mathbb{K}_\infty | \beta = b_{-u+1}t^{-u+1} + \cdots + b_{-1}t^{-1} + a (b_i \in \mathbb{F}_q) \}.$$

Let $f(x) \in \mathbb{K}_\infty[x]$. Define

$$T_P(f) = \sum_{\beta \in I_{-P}} e(f(\beta)),$$

and

$$T_{a,P}(f) = \sum_{\beta \in I_{a,-P}} e(f(\beta)).$$

Moreover, for $\alpha \in \mathbb{K}_\infty$ and $S_1, S_2 \subseteq \mathbb{K}_\infty$, define

$$\alpha S_1 = \{ \alpha \beta | \beta \in S_1 \} \quad \text{and} \quad S_1 + S_2 = \{ \beta_1 + \beta_2 | \beta_i \in S_i (i = 1, 2) \}.$$
Lemma 35. Let \( f(x) \in K_\infty[x] \) with \( 2\tau(f') \leq \tau(f) \leq 0 \). Let \( P \in \mathbb{N} \) satisfy \( P + \tau(f) \geq 2 \). If \( \tau(f'(a)) = \tau(f') \) for some \( a \in \mathbb{F}_q \), then \( T_{a,P}(f) = 0 \).

Proof. Let \( u = -\tau(f') + 1 \). On combining \( \tau(f) \leq \tau(f') \leq 0 \) with \( P + \tau(f) \geq 2 \), we obtain

\[ 1 \leq u \leq -\tau(f) + 1 \leq P - 1. \]

Thus \( I_{a,-P} = I_{a,-u} + t^{-u}I_{-P+u} \) and

\[ T_{a,P}(f) = \sum_{\beta_1 \in I_{a,-u}} \sum_{\beta_2 \in I_{-P+u}} e(f(\beta_1 + t^{-u}\beta_2)). \tag{2.57} \]

Fix \( \beta_1 \in I_{a,-u} \) and \( \beta_2 \in I_{a,-P+u} \). On letting \( f(x) = \alpha_n x^n + \cdots + \alpha_1 x + \alpha_0 \), we find that

\[ f(\beta_1 + t^{-u}\beta_2) = \sum_{h=0}^{n} \sum_{i=0}^{h} \binom{h}{i} \beta_1^{h-i} \beta_2^i t^{-ui} = \sum_{i=0}^{n} \sum_{h=1}^{n} \binom{h}{i} \alpha_h \beta_1^{h-i} \beta_2^i t^{-ui}. \]

For \( h \geq i \geq 2 \), since

\[ 2\tau(f') \leq \tau(f) \leq \tau(\alpha_n), \quad \tau(\beta_1) \geq 0, \quad \text{and} \quad \tau(\beta_2) \geq 0, \]

we see that

\[ \tau(\alpha_h \beta_1^{h-i} \beta_2^i t^{-ui}) \geq \tau(f) + 2u = \tau(f) + 2(-\tau(f') + 1) \geq 2. \]

Thus

\[ e(f(\beta_1 + t^{-u}\beta_2) - f(\beta_1) - f'(\beta_1) t^{-u}\beta_2) = e(\sum_{i=0}^{n} \sum_{h=1}^{n} \binom{h}{i} \alpha_h \beta_1^{h-i} \beta_2^i t^{-ui}) = 1. \]

Hence

\[ e(f(\beta_1 + t^{-u}\beta_2)) = e(f(\beta_1) + f'(\beta_1) t^{-u}\beta_2). \]

Let \( \gamma = \beta_1 - a \). Since \( \beta_1 \in I_{a,-u} \), we have \( \gamma \in \mathbb{T} \), i.e., \( \tau(\gamma) \geq 1 \). Since

\[ f'(x) = n \alpha_n x^{n-1} + \cdots + 2 \alpha_2 x + \alpha_1, \]

we have

\[ f'(\beta_1) = f'(a + \gamma) = \sum_{i=0}^{n-1} \sum_{v=i}^{n-1} \binom{v}{i} (v+1) \alpha_{v+1} a^{v-i} \gamma^i. \]
Note that if $i \geq 1$, then

$$
\tau\left(\sum_{v=i}^{n-1} {v \choose i}(v + 1)\alpha_{v+1}a^{v-i}v_i\right) \geq \tau(f') + \tau(\gamma) \geq \tau(f') + 1.
$$

Otherwise, if $i = 0$, then

$$
\tau\left(\sum_{v=i}^{n-1} {v \choose i}(v + 1)\alpha_{v+1}a^{v-i}v_i\right) = \tau(f'(a)) = \tau(f').
$$

Hence $\tau(f'(\beta_1)) = \tau(f'(a)) = \tau(f') = 1 - u$. Write $f'(\beta_1) = \sum_{j=0}^{u-1} b_j t^j$ where $b_j \in \mathbb{F}_q$ ($j \leq u - 1$) and $b_{u-1} \neq 0$. Therefore

$$
\sum_{\beta_2 \in \mathbb{I}-P+u} e\left(f'(\beta_1)t^{-u}\beta_2\right) = \sum_{a_i \in \mathbb{F}_q} e\left(f'(\beta_1)t^{-u}\sum_{-P+u<i \leq 0} a_i t^i\right)
$$

$$
= \prod_{-P+u<i \leq 0} \sum_{a_i \in \mathbb{F}_q} e\left(f'(\beta_1)t^{-u}a_i t^i\right)
$$

$$
= \prod_{-P+u<i \leq 0} \sum_{a_i \in \mathbb{F}_q} e\left(\sum_{j=0}^{u-1} b_j a_i t^{i+j-u}\right).
$$

For $i = 0$ and $j \leq u - 2$, we have $i + j - u \leq u - 2 - u = -2$. Hence

$$
e\left(\sum_{j=0}^{u-2} b_j a_0 t^{0+j-u}\right) = 1.
$$

We have

$$
\sum_{a_0 \in \mathbb{F}_q} e\left(\sum_{j=0}^{u-1} b_j a_0 t^{0+j-u}\right) = \sum_{a_0 \in \mathbb{F}_q} e(b_{u-1} a_0 t^{-1}) = \sum_{a_0 \in \mathbb{F}_q} e_q(b_{u-1} a_0).
$$

On noting that

$$
\sum_{a_0 \in \mathbb{F}_q} e_q(a_0) = \sum_{j=0}^{p-1} e^{2\pi ij/p} \cdot \text{card}(\ker(tr)) = 0,
$$

since $b_{u-1} \neq 0$, we see that

$$
\sum_{a_0 \in \mathbb{F}_q} e_q(b_{u-1} a_0) = 0.
$$

Hence

$$
\sum_{\beta_2 \in \mathbb{I}-P+u} e\left(f'(\beta_1)t^{-u}\beta_2\right) = 0.
$$
From (2.57) and the above equality, it follows that

\[
T_{a,P}(f) = \sum_{\beta_1 \in I_{a,-u}} \sum_{\beta_2 \in I_{-P+u}} e(f(\beta_1) + f'(\beta_1)t^{-u}\beta_2)
\]

\[
= \sum_{\beta_1 \in I_{a,-u}} e(f(\beta_1)) \sum_{\beta_2 \in I_{-P+u}} e(f'(\beta_1)t^{-u}\beta_2)
\]

\[
= 0.
\]

This completes the proof of the lemma. \qed

**Lemma 36.** Let \( f(x) \in K_\infty[x] \) with \( 2\tau(f') \leq \tau(f) \leq 0 \). For every \( a \in \mathbb{F}_q \), let

\[
g_a(x) = f(t^{-1}x + a) - f(a) \quad \text{and} \quad \delta_a = \begin{cases} 
1, & \text{if } \text{ind } g'_a < \text{ind } f', \\
0, & \text{if } \text{ind } g'_a = \text{ind } f'.
\end{cases}
\]

Suppose that \( P \in \mathbb{N} \) satisfies \( P + \tau(f) \geq 2 \). Then there exists \( b \in \mathbb{F}_q \) such that

\[
|T_P(f)| \leq q^{|b|}|T_{b,P}(f)|.
\]

**Proof.** For every \( a \in \mathbb{F}_q \), since \( \tau(f'(a)) \geq \tau(f') \), from Lemma 35, we find that

\[
T_P(f) = \sum_{a \in \mathbb{F}_q} T_{a,P}(f) = \sum_{\tau(f'(a)) > \tau(f')} T_{a,P}(f).
\]

(2.58)

Suppose that every \( a \in \mathbb{F}_q \) satisfies \( \text{ind } g'_a < \text{ind } f \). We have

\[
|T_P(f)| \leq q \max_{a \in \mathbb{F}_q} |T_{a,P}(f)| = q^{|b|}|T_{b,P}(f)|
\]

for some \( b \in \mathbb{F}_q \). Otherwise, suppose that there exists \( b \in \mathbb{F}_q \) such that \( \text{ind } g'_b = \text{ind } f' \). By Lemma 33(3), for every \( a \in \mathbb{F}_q \) with \( \tau(f'(a)) > \tau(f') \), we have \( a = b \). By (2.58), we see that

\[
|T_P(f)| \leq |T_{b,P}(f)| = q^{|b|}|T_{b,P}(f)|.
\]

**Proposition 37.** Let \( f(x) \in K_\infty[x] \) with \( \deg f = n \) and \( 2\tau(f') \leq \tau(f) \leq 0 \). Let \( P \in \mathbb{N} \) satisfy \( P + \tau(f) \geq 2 \). Then

\[
|T_P(f)| \leq q^{n+P-\frac{1+\tau(f)+2\tau(f')}{2n}}.
\]

**Proof.** Since

\[
T_P(f) = \sum_{\beta \in I_{-P}} e(f(\beta)),
\]
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we have $|T_P(f)| = |T_P(f - f(0))|$. Without loss of generality, we assume that $f(0) = 0$.

For $a \in \mathbb{F}_q$, let $g_a(x) = f(t^{-1}x + a) - f(a)$. Then

$$|T_{a,P}| = \left| \sum_{\beta \in I_{a,-P}} e(f(\beta)) \right| = \left| \sum_{\gamma \in I_{P+1}} e(f(a + t^{-1} \gamma) - f(a)) \right| = |T_{P-1}(g_a)|.$$

It follows from Lemma 33 that for every $a \in \mathbb{F}_q$,

$$1 \leq \tau(g_a') - \tau(f') \leq n \quad \text{and} \quad 1 \leq \tau(g_a) - \tau(f) \leq n.
$$

Thus

$$P - 1 + \tau(g_a) \geq P - 1 + \tau(f) + 1 \geq 2.
$$

Let $b$ and $\delta_b$ be defined as in Lemma 36. We have

$$|T_P(f)| \leq q^{\delta_b} |T_{P-1}(g_b)| \quad \text{and} \quad P - 1 + \tau(g_b) \geq 2.
$$

If $2\tau(g_b') \leq \tau(g_b) \leq 0$, we apply Lemmas 35 and 36 to $T_{P-1}(g_b)$ and repeat this procedure until we obtain $T_Q(g)$ such that $\tau(g) \leq 2\tau(g') - 1$ or $\tau(g) > 0$. More concretely, suppose that we stop after getting $T_P(g_0) = T_P(f), T_{P-1}(g_1), \ldots, T_{P-m}(g_m)$, which satisfy

$$\deg g_i = n, \quad g_i' \neq 0, \quad \tau(g'_i) - \tau(g'_{i-1}) \leq n, \quad 1 \leq \tau(g_i) - \tau(g_{i-1}) (1 \leq i \leq m);$$

$$2\tau(g'_i) \leq \tau(g_i) \leq 0 (1 \leq i \leq m - 1); \quad \tau(g_m) \leq 2\tau(g'_m) - 1 \quad \text{or} \quad \tau(g_m) > 0; \quad (2.59)$$

$$|T_{P-i+1}(g_{i-1})| \leq q^{\delta_i} |T_{P-i}(g_i)| \quad (\delta_i = \delta_b, 1 \leq i \leq m).
$$

By Lemma 36, in (2.59), $\delta_i = 1$ if and only if $\text{ind} g_i < \text{ind} g_{i-1}$. Thus, this case occurs less than $n$ times. Therefore,

$$|T_P(f)| \leq q^n |T_{P-m}(g_m)| \leq q^{n+P-m}. \quad (2.60)$$

By (2.59), we have

$$\tau(g'_m) - \tau(f') \leq mn \quad \text{and} \quad \tau(g_m) - \tau(f) \geq m. \quad (2.61)$$

If $\tau(g_m) \leq 2\tau(g'_m) - 1$, by (2.61), we have

$$2mn \geq 2\tau(g'_m) - 2\tau(f') \geq \tau(g_m) + 1 - 2\tau(f') > \tau(f) + 1 - 2\tau(f'),$$

and hence

$$m \geq \frac{1 + \tau(f) - 2\tau(f')}{2n}. \quad 47$$
On recalling (2.60), we have

\[ |T_P(f)| < q^{n+P-\frac{1+\tau(f)-2\tau(f')}{2n}}. \]

It remains to consider the case when \( \tau(g_m) > 0 \). Since \( \tau(f) \leq \tau(f') \), we have

\[ mn \geq \tau(g_m) - \tau(f) \geq 1 - \tau(f) \geq 1 + \tau(f) - 2\tau(f'). \]

Thus

\[ |T_P(f)| < q^{n+P-\frac{1+\tau(f)-2\tau(f')}{2n}}. \]

This completes the proof of the proposition. \( \square \)

**Corollary 38.** Let \( f(x) \in \mathbb{K}_\infty[x] \) with \( \deg f \leq n \) and \( \tau(f) \leq 0 \). Let \( P \in \mathbb{N} \) satisfy \( P + \tau(f) \geq 2 \). Then

\[ |T_P(f)| \leq q^{n+P-\frac{1+\tau(f)-2\tau(f')}{2n}}. \]

**Proof.** If \( 2\tau(f') \leq \tau(f) \leq 0 \), then the result is true by Proposition 37. If \( 2\tau(f') > \tau(f) \), then

\[ |T_P(f)| \leq q^P \leq q^{n+P-\frac{1+\tau(f)-2\tau(f')}{2n}}. \]

\( \square \)

**Lemma 39.** For \( n \in \mathbb{N} \setminus \{0\} \), let

\[ F(x) = \sum_{i_1=0}^{n} \cdots \sum_{i_d=0}^{n} \alpha_{i_1, \ldots, i_d} x_1^{i_1} \cdots x_d^{i_d} \in \mathbb{K}_\infty[x], \]

and for \( \alpha \in \mathbb{N} \setminus \{0\} \), let

\[ T_P(F) = \sum_{x \in I^d \setminus \mathbb{P}} e(F(x)). \]

Let \( \tau(F) = \min \{ \tau(\alpha_{i_1, \ldots, i_d}) \mid 0 \leq i_1, \ldots, i_d \leq n \} \). If there exists \( j \) such that \( p \nmid j \) and \( \tau(\alpha_j) \leq 0 \), then whenever \( P + \tau(F) \geq 2 \) we have

\[ |T_P(F)| \leq (-\tau(F) + 2)^{(d-1)q^{(n+1)d+Pd-\frac{1+\tau(F)-2\tau(\alpha_j)}{2n}}}. \]

**Proof.** We will prove the lemma by induction on \( d \). When \( d = 1 \), since there exists \( j \) with \( p \nmid j \) such that \( \tau(\alpha_j) \leq 0 \), we have

\[ \tau(F) \leq \tau(F') \leq \tau(\alpha_j) \leq 0. \]
By Corollary 38, we see that
\[ |T_P(F)| \leq q^{n+P-\frac{1+\tau(F) - 2\tau(F')}{2n}} \leq q^{n+P-\frac{1+\tau(F) - 2\tau(\alpha_j)}{2n}}. \]

Assume that the lemma is true for \(d-1\). We first deal with the case when \(-\tau(\alpha_j) \leq 2n\).

Since
\[ (n+1)d - \frac{1+\tau(F) - 2\tau(\alpha_j)}{2n} \geq \frac{\tau(\alpha_j) - \tau(F)}{2n} \geq 0, \]
we find that
\[ |T_P(F)| \leq q^{Pd} \leq q^{(n+1)d + Pd - \frac{1+\tau(F) - 2\tau(\alpha_j)}{2n}}. \]

We now consider the case when \(-\tau(\alpha_j) \geq 2n+1\). Without loss of generality, suppose that \(j = (j_1, \ldots, j_d)\) satisfies \(p \nmid j_1\) and define
\[ \varphi(y) = \sum_{i=0}^{n} \alpha_{j_1, \ldots, j_{d-1}, i} y_i, \quad F_y(x) = F(x_1, \ldots, x_{d-1}, y), \]
\[ T_P(F_y) = \sum_{x \in I_{d-1}} e(F_y(x)), \quad \text{and} \quad T(y) = |T_P(F_y)|. \]

Since
\[ \tau(\varphi) = \min \{ \tau(\alpha_{j_1, \ldots, j_{d-1}, i}) \mid 0 \leq i \leq d \} \leq \tau(\alpha_j), \]
we have
\[ -\tau(\varphi) \geq -\tau(\alpha_j) \geq 2n+1. \]

For each \(u \in \mathbb{N}\), define
\[ N_u = \{ y \in I_{d-1} \mid \tau(\varphi(y)) = u + \tau(\varphi) \} \quad \text{and} \quad T_u = \sum_{y \in N_u} T(y). \]

Note that for each \(y \in I_{d-1}, \tau(\varphi(y)) \geq \tau(\varphi)\). Then \(I_{d-1} = \sqcup_{u \in \mathbb{N}} N_u\). Let
\[ S_1 = \sum_{u=0}^{n} T_u, \quad S_2 = \sum_{u=n+1}^{-\tau(\varphi)} T_u \quad \text{and} \quad S_3 = \sum_{u>-\tau(\varphi)} T_u. \]

Thus
\[ |T_P(F)| \leq \sum_{y \in I_{d-1}} T(y) = \sum_{u \in \mathbb{N}} T_u = S_1 + S_2 + S_3. \quad (2.62) \]

Claim 1. For \(y \in N_u\) with \(0 \leq u \leq -\tau(\varphi)\), we have
\[ T(y) \leq (-\tau(F) + 2)^{d-2} \cdot q^{(n+1)(d-1)+P(d-1) - \frac{1+\tau(F) - 2(u+\tau(\varphi))}{2n}}. \]
Proof. Let $\varphi_{i_1,\ldots,i_{d-1}}(y)$ be the coefficient of $x_1^{i_1}\cdots x_{d-1}^{i_{d-1}}$ in the expansion of $F_y$, i.e.,

$$\varphi_{i_1,\ldots,i_{d-1}}(y) = \sum_{i_d=0}^{n} \alpha_{i_1,\ldots,i_d} y^{i_d}.$$ 

For each $y \in I_{-P}$, we see that

$$\langle \varphi_{i_1,\ldots,i_{d-1}}(y) \rangle \leq \max \{ \langle \alpha_{i_1,\ldots,i_d} \rangle \mid 0 \leq i_d \leq n \}.$$ 

Thus

$$\tau(\varphi_{i_1,\ldots,i_{d-1}}(y)) \geq \min \{ \tau(\alpha_{i_1,\ldots,i_d,i_d}) \mid 0 \leq i_d \leq n \} \geq \tau(F).$$

(2.63)

Furthermore,

$$\tau(F_y) = \min \{ \tau(\varphi_{i_1,\ldots,i_{d-1}}(y)) \mid 0 \leq i_1, \ldots, i_{d-1} \leq n \} \geq \tau(F).$$

Since $P + \tau(F) \geq 2$, we have $P + \tau(F_y) \geq 2$. Note that $p \nmid (j_1, \ldots, j_{d-1})$ and $\varphi_{j_1,\ldots,j_{d-1}} = \varphi$. Hence for $y \in N_u$ with $0 \leq u \leq -\tau(\varphi)$, we have

$$\tau(\varphi_{j_1,\ldots,j_{d-1}}(y)) = \tau(\varphi(y)) = u + \tau(\varphi) \leq 0.$$ 

Now we are ready to apply the induction hypothesis to $T_p(F_y)$ with $y \in \bigcup_{u=0}^{-\tau(\varphi)} N_u$. We obtain that

$$T(y) = |T_p(F_y)| \leq (-\tau(F_y) + 2)^{d-2} \cdot q^{(n+1)(d-1)+P(d-1)-\frac{1+\tau(F_y)-2\tau(\varphi)}{2n}}$$

$$\leq (-\tau(F) + 2)^{d-2} \cdot q^{(n+1)(d-1)+P(d-1)-\frac{1+\tau(F)-2\tau(\varphi)}{2n}}.$$ 

This completes the proof of Claim 1.

Claim 2. $|T_p(F)| \leq (-\tau(F) + 2)^{d-1} q^{(n+1)d+Pd-\frac{1+\tau(F)-2\tau(\varphi)}{2n}}$.

Proof. Since $\text{card } N_u \leq \text{card } I_{-P} = q^P$, by Claim 1, we can see that

$$S_1 = \sum_{0 \leq u \leq n} T_u = \sum_{0 \leq u \leq n} \sum_{y \in N_u} T(y)$$

$$\leq (n+1) \cdot (-\tau(F) + 2)^{d-2} \cdot q^{(n+1)(d-1)+P(d-1)-\frac{1+\tau(F)-2\tau(\varphi)}{2n}}$$

(2.64)

$$\leq (n+1) \cdot (-\tau(F) + 2)^{d-2} \cdot q^{(n+1)d+Pd-\frac{1+\tau(F)-2\tau(\varphi)}{2n}}.$$ 

For $v \in \mathbb{N}$ with $v \geq n+1$, let

$$M_v = \{ y \in I_{-P} \mid \tau(\varphi(y)) \geq v + \tau(\varphi) \}.$$
Since $\tau(F) \leq \tau(\varphi_{j_1, \ldots, j_{d-1}}) = \tau(\varphi)$, we have $P \geq -\tau(F) + 2 \geq -\tau(\varphi) + 2$. It follows from Lemma 34 that for $v \in \mathbb{N}$ with $n + 1 \leq v \leq -\tau(\varphi) + 1$,

$$\text{card } N_v \leq \text{card } M_v \leq q^{n+1+P-\frac{n}{n}}. \quad (2.65)$$

From Claim 1 and (2.65), we have

$$S_2 \leq \sum_{n < u \leq -\tau(\varphi)} \text{card } N_u \cdot (-\tau(F) + 2)^{d-2} \cdot q^{(n+1)(d-1)+P(d-1)-\frac{1+\tau(F)-2(u+\tau(\varphi))}{2n}}$$

$$\leq \sum_{n < u \leq -\tau(\varphi)} (-\tau(F) + 2)^{d-2} \cdot q^{n+1+P-\frac{n}{n}} \cdot q^{(n+1)(d-1)+P(d-1)-\frac{1+\tau(F)-2(u+\tau(\varphi))}{2n}} \quad (2.66)$$

$$\leq (-\tau(\varphi) - n) \cdot (-\tau(F) + 2)^{d-2} \cdot q^{(n+1)d+P-\frac{1+\tau(F)-2\tau(\varphi)}{2n}}.$$ 

On noting that $T(y) \leq q^{P(d-1)}$ and $\tau(F) \leq 0$, we see from (2.65) that

$$S_3 = \sum_{u > -\tau(\varphi)} \sum_{y \in N_u} T(y) \leq (\text{card } M_{-\tau(\varphi)+1}) \cdot q^{P(d-1)}$$

$$\leq q^{n+1+P-\frac{-\tau(\varphi)+1}{n}} \cdot q^{P(d-1)} \quad (2.67)$$

Therefore, by combining (2.62), (2.64), (2.66) and (2.67), we have

$$|T_P(F)| \leq S_1 + S_2 + S_3$$

$$\leq (-\tau(\varphi) + 2) \cdot (-\tau(F) + 2)^{d-2} \cdot q^{(n+1)d+P-\frac{1+\tau(F)-2\tau(\varphi)}{2n}}$$

$$\leq (-\tau(F) + 2)^{d-1} \cdot q^{(n+1)d+P-\frac{1+\tau(F)-2\tau(\varphi)}{2n}}.$$

This completes the proof of Claim 2.

By combining Claims 1 and 2, since

$$\tau(\varphi) = \min \{ \tau(\alpha_{j_1, \ldots, j_{d-1}}) | 0 \leq i \leq d \} \leq \tau(\alpha_3),$$

we see that

$$|T_P(F)| \leq (-\tau(F) + 2)^{d-1} \cdot q^{(n+1)d+P-\frac{1+\tau(F)-2\tau(\alpha_3)}{2n}}.$$

The lemma follows by induction.
2.6 Singular integral

In Lemma 6, we establish the following relation for the major arc contribution.

\[
\int_{\mathfrak{M}} \prod_{j=1}^{s} f_j(\alpha; P) d\alpha = \sum_{\langle g \rangle \leq \langle c \rangle} \left( \prod_{j=1}^{s} \langle g \rangle^{-d} S_j(g, a) \right) \int_{\mathcal{B}} \prod_{j=1}^{s} f_j(\beta) d\beta,
\]

where

\[\mathcal{A}_g = \{ a = (a_i)_{i \in \mathcal{L}} \in I^e | \gcd(a, g) = 1 \},\]

and

\[\mathcal{B}_g = \{ \beta = (\beta_i)_{i \in \mathcal{L}} \in T^e \mid \langle \beta_i \rangle < \langle g \rangle^{-1} P^{1/2} - k (i \in \mathcal{L}) \} .\]

We have treated the above sum by estimating the singular series. In this section, we plan to analyze the the integrals of the shape

\[
\int_{\mathcal{B}} \prod_{j=1}^{s} f_j(\beta; P) d\beta. \tag{2.68}
\]

Some preparation is required before we can introduce our strategy. For \(\alpha = (\alpha_i)_{i \in \mathcal{L}}\) and \(x = (x_1, \ldots, x_s)\) where \(x_j = (x_{1j}, \ldots, x_{dj})\), write

\[G(\alpha; x) = G(\alpha; x_1, \ldots, x_s; c) = \sum_{i \in \mathcal{L}} \alpha_i (c_1 x_1^i + \cdots + c_s x_s^i),\]

and define the singular integral to be

\[\mathfrak{J} = \mathfrak{J}_{s,d,k} = \int_{\mathfrak{H}^{d+}} \left( \int_{T^{d+}} G(\alpha, x) dx \right) d\alpha .\]

We will first relate the integrals as in (2.68) to \(\mathfrak{J} P^{sd - ik}\) and then show that \(1 \ll \mathfrak{J} \ll 1\).

2.6.1 Preliminaries

Let \(G\) be a locally compact group and \(\mathcal{B}(G)\) be the class of Borel sets, i.e., the smallest \(\sigma\)-algebra containing the closed sets.

**Definition 40.** A function \(\mu : \mathcal{B}(G) \to \mathbb{R}\) is said to be an inner regular left invariant measure if the following conditions hold.
(1) For any $E \in \mathcal{B}(G)$, $\mu(E) \geq 0$.

(2) $\mu(\emptyset) = 0$.

(3) For any sequence $E_i$ of disjoint Borel sets, $\mu\left(\bigcup_{i \geq 1} E_i\right) = \sum_{i \geq 1} \mu(E_i)$.

(4) For any $g \in G$ and $E \in \mathcal{B}(G)$, $\mu(gE) = \mu(E)$.

(5) For any $E \in \mathcal{B}(G)$, $\mu(E) = \sup \{ \mu(K) : K \subseteq E, K \text{ compact, } K \in \mathcal{B}(G) \}$.

**Definition 41.** A left Haar measure on a locally compact group $G$ is the completion of an inner regular left invariant Borel measure.

**Theorem 42.** Let $G$ be a locally compact group. Then there is a left Haar measure $\mu$ on $G$.

**Proof.** This is [18, Theorem 14.14].

**Theorem 43.** Any two left Haar measures on a locally compact group $G$ are the same, apart from a multiplicative constant.

**Proof.** This is [18, Corollary 14.22].

Let $G = (\mathbb{K}_\infty, +, \langle \cdot \rangle)$. Then $G$ is a locally compact group. Let $\mu$ be the Haar measure on $G$ normalized by $\mu(\mathbb{T}) = 1$.

**Lemma 44.** For $Q \in \mathbb{Z}$, let $\mathcal{B}_Q = \{ t^Q E \mid E \in \mathcal{B}(G) \}$. Then $\mathcal{B}_Q = \mathcal{B}(G)$.

**Proof.** Let $f_Q : \mathbb{K}_\infty \rightarrow \mathbb{K}_\infty$ defined by $f_Q(\alpha) = t^Q \alpha$. Then $f_Q$ is a homeomorphism. Since $\mathcal{B}(G)$ is a $\sigma$-algebra containing all the closed sets, $\mathcal{B}_Q = f_Q(\mathcal{B}(G))$ is also a $\sigma$-algebra containing all the closed sets. Therefore, $\mathcal{B}_Q \supseteq \mathcal{B}(G)$. Since $Q$ can be chosen from $\mathbb{Z}$ arbitrarily, we have $\mathcal{B}_{-Q} \supseteq \mathcal{B}(G)$. Note that $\mathcal{B}(G) = \{ t^Q E \mid E \in \mathcal{B}_{-Q} \}$. We obtain $\mathcal{B}(G) \supseteq \{ t^Q E \mid E \in \mathcal{B}(G) \} = \mathcal{B}_Q$. Thus $\mathcal{B}_Q = \mathcal{B}(G)$.

**Lemma 45.** For $Q \in \mathbb{Z}$, define $\mu_Q : \mathcal{B}(G) \rightarrow \mathbb{R}$ by $\mu_Q(E) = \mu(t^Q E)$. Then $\mu_Q$ is a Haar measure on $G$ and $\mu_Q = \check{Q} \mu$.

**Proof.** Note that $\mu_Q$ satisfies Conditions (1), (2) and (3) of Definition 40 immediately. Let $f_Q$ be defined as in the proof of Lemma 44. Since $f_Q$ is a homeomorphism, $\mu_Q$ satisfies Condition (5). For any $\alpha \in \mathbb{K}_\infty$ and $E \in \mathcal{B}(G)$,

$$\mu_Q(\alpha + E) = \mu(t^Q \alpha + t^Q E) = \mu(t^Q E) = \mu_Q(E).$$
Therefore, \( \mu_Q \) satisfies Condition (4). Thus \( \mu_Q \) is a Haar measure on \( G \). Since \( \mu_Q(\mathbb{T}) = \mu(t^Q \mathbb{T}) = \hat{Q} \), from Theorem 43 we have \( \mu_Q = \hat{Q} \mu \).

\[
\text{Lemma 46. Let } \varphi = \sum_{i=1}^{n} r_i \chi_{E_i} \text{ be a non-negative simple function and } X \text{ a measurable subset of } G. \text{ Then}
\]

\[
\hat{Q} \int_{t^{-Q} X} \varphi(t^Q \alpha) d\alpha = \int_{X} \varphi(\alpha) d\alpha.
\]

\[
\text{Proof. Note that}
\]

\[
\varphi(t^Q \alpha) = \sum_{i=1}^{n} r_i \chi_{E_i}(t^Q \alpha) = \sum_{i=1}^{n} r_i \chi_{t^{-Q} E_i}(\alpha).
\]

Thus

\[
\int_{t^{-Q} X} \varphi(t^Q \alpha) d\alpha = \sum_{i=1}^{n} r_i \mu(t^{-Q} E_i \cap t^{-Q} X).
\]

Therefore

\[
\int_{X} \varphi(\alpha) d\alpha = \sum_{i=1}^{n} r_i \mu(E_i \cap X) = \sum_{i=1}^{n} r_i \mu_Q(t^{-Q}(E_i \cap X))
\]

\[
= \hat{Q} \sum_{i=1}^{n} r_i \mu(t^{-Q} E_i \cap t^{-Q} X)
\]

\[
= \hat{Q} \int_{t^{-Q} X} \varphi(t^Q \alpha) d\alpha.
\]

This completes the proof of the lemma.

\[
\text{Lemma 47. Let } Q \in \mathbb{Z} \text{ and } X \subseteq \mathbb{K}_\infty \text{ be measurable. If } f : \mathbb{K}_\infty \rightarrow \mathbb{C} \text{ is integrable, then}
\]

\[
\hat{Q} \int_{t^{-Q} X} f(t^Q \alpha) d\alpha = \int_{X} f(\alpha) d\alpha.
\]

\[
\text{Proof. Write } f = f_1 + i f_2 \text{ with } f_i : \mathbb{K}_\infty \rightarrow \mathbb{R} (i = 1, 2). \text{ Let } \{\varphi_{j,n}\}_{n \in \mathbb{N}} (j = 1, 2) \text{ be two monotonic increasing sequences of non-negative simple functions such that } \lim_{n \rightarrow \infty}(\varphi_{1,n} -}
\]
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\( \varphi_{2,n} = f_1 \). By Lemma 46, we have
\[
\int_X f_1(\alpha) d\alpha = \int_X \lim_{n \to \infty} (\varphi_{1,n}(\alpha) - \varphi_{2,n}(\alpha)) d\alpha \\
= \lim_{n \to \infty} \left( \int_X \varphi_{1,n} d\alpha - \int_X \varphi_{2,n} d\alpha \right) \\
= \hat{Q} \lim_{n \to \infty} \left( \int_{t-QX} \varphi_{1,n}(tQ\alpha) d\alpha - \int_{t-QX} \varphi_{2,n}(tQ\alpha) d\alpha \right) \\
= \hat{Q} \int_{t-QX} \lim_{n \to \infty} \left( \varphi_{1,n}(tQ\alpha) - \varphi_{2,n}(tQ\alpha) \right) d\alpha \\
= \hat{Q} \int_{t-QX} f_1(tQ\alpha) d\alpha.
\]
Similarly, we have
\[
\int_X f_2(\alpha) d\alpha = \hat{Q} \int_{t-QX} f_2(tQ\alpha) d\alpha.
\]
Thus
\[
\int_X f(\alpha) d\alpha = \hat{Q} \int_{t-QX} f(tQ\alpha) d\alpha.
\]
This completes the proof of the lemma. \( \square \)

Let \( \tau : K_\infty \to \mathbb{Z} \) be defined as in Section 2.5. In what follows, write
\[
\tau(c) = \min_{1 \leq j \leq s} \tau(c_j).
\]
For \( \alpha = (\alpha_i)_{i \in \mathcal{L}} \), write
\[
\tau(\alpha) = \min_{i \in \mathcal{L}} \tau(\alpha_i) \quad \text{and} \quad F(\alpha; x) = \sum_{i \in \mathcal{L}} \alpha_i x^i.
\]
For \( m \in \mathbb{Z} \), define
\[
J_m = \{ \alpha \in K_\infty | \text{ord} \alpha \leq m \}.
\]
Moreover, recall that for \( \alpha \in K_\infty \) and \( S_1, S_2 \subseteq K_\infty \),
\[
\alpha S_1 = \{ \alpha \beta | \beta \in S_1 \} \quad \text{and} \quad S_1 + S_2 = \{ \beta_1 + \beta_2 | \beta_i \in S_i (i = 1, 2) \}.
\]

**Lemma 48.** Let \( m, Q \in \mathbb{Z} \). Then
\[
\int_{J_m} e(G(\alpha; x)) d\alpha = \hat{Q}^{-i} \int_{J_{m+Q}} e(G(t^{-Q}\alpha; x)) d\alpha.
\]
Proof. On recalling that $G(\alpha; x) = \sum_{i \in L} \alpha_i (c_1 x_1^i + \cdots + c_s x_s^i)$, we find from Lemma 47 that

$$
\int_{J_m} e(G(\alpha; x)) d\alpha = \prod_{i \in L} \int_{J_m} e(\alpha_i (c_1 x_1^i + \cdots + c_s x_s^i)) d\alpha_i
$$

$$
= \prod_{i \in L} \hat{Q}^{-1} \int_{J_{m+Q}} e(t^{-Q} \alpha_i (c_1 x_1^i + \cdots + c_s x_s^i)) d\alpha_i
$$

$$
= \hat{Q}^{-1} \int_{J_{m+Q}} e(G(t^{-Q} \alpha, x)) d\alpha.
$$

This completes the proof of the lemma.

Lemma 49. Suppose that $P \in \mathbb{N}$ and $\alpha = (\alpha_i)_{i \in L} \in \mathbb{K}_\infty$ such that $P + \tau(\alpha) + \tau(c) \geq 1$. Then we have

$$
\hat{p}^{-ds} \sum_{x \in (t^{-P}I_p)^d} e(G(\alpha; x)) = \int_{\mathbb{T}^d} e(G(\alpha; x)) dx.
$$

Proof. Fix $x \in (t^{-P}I_p)^d$ and $z \in (t^{-P}T)^d$. Let $y = x + z$. For every $i \in L$,

$$
y^i - x^i = (x + z)^i - x^i = \sum_{j \in \mathcal{R}_i \setminus \{0\}} \binom{i}{j} z^j x^{i-j}.
$$

Since $x = (x_1, \ldots, x_d) \in (t^{-P}I_p)^d$ and $z = (z_1, \ldots, z_d) \in (t^{-P}T)^d$, for $i = (i_1, \ldots, i_d) \in L$ and $(j_1, \ldots, j_d) \in \mathcal{R}_i \setminus \{0\}$, we have

$$
\text{ord } x^{i-j} = \text{ord } x_1^{i_1-j_1} \cdots x_d^{i_d-j_d} \leq 0,
$$

and

$$
\text{ord } z^{j} = \text{ord } z_1^{j_1} \cdots z_d^{j_d} \leq -P - 1.
$$

Thus,

$$
\text{ord } (y^i - x^i) \leq \max_{j \in \mathcal{R}_i \setminus \{0\}} \text{ord } (z^j x^{i-j}) \leq \max_{j \in \mathcal{R}_i \setminus \{0\}} \text{ord } z^{j} \leq -P - 1.
$$

On recalling $F(\alpha; x) = \sum_{i \in L} \alpha_i x^i$, we find that

$$
\text{ord } (F(\alpha; y) - F(\alpha; x)) \leq \max_{i \in L} \text{ord } \alpha_i - P - 1 = -\tau(\alpha) - P - 1.
$$
Thus for each \( x_j \in (t^{-P}I_P)^d \) and \( y_j \in x_j + (t^{-P}T)^d \) (1 \( \leq j \leq s \)), we have

\[
\text{ord}(G(\alpha; y) - G(\alpha; x)) = \text{ord} \sum_{j=1}^{s} c_j (F(\alpha; y_j) - F(\alpha; x_j)) \\
\leq \max_{1 \leq j \leq s} \text{ord} c_j (F(\alpha; y_j) - F(\alpha; x_j)) \\
\leq -\tau(c) - \tau(\alpha) - 1.
\]

Since \( P + \tau(\alpha) + \tau(c) \geq 1 \), it follows that \( \text{ord}(G(\alpha; y) - G(\alpha; x)) \leq -2 \). Hence \( e(G(\alpha; y) - G(\alpha; x)) = 1 \), i.e., \( e(G(\alpha; y)) = e(G(\alpha; x)) \). Therefore, for each \( x = (x_1, \ldots, x_s) \in (t^{-P}I_P)^{ds} \), we have

\[
\hat{P}^{-ds} e(G(\alpha; x)) = e(G(\alpha; x)) \int_{x+(t^{-P}T)^{ds}} 1 dy \\
= \int_{x+(t^{-P}T)^{ds}} e(G(\alpha; x)) dy \\
= \int_{x+(t^{-P}T)^{ds}} e(G(\alpha; y)) dy. \tag{2.69}
\]

On noting that \( \bigcup_{x \in (t^{-P}I_P)^{ds}} (x + (t^{-P}T)^{ds}) = T^{ds} \), by (2.69), we have

\[
\hat{P}^{-ds} \sum_{x \in (t^{-P}I_P)^{ds}} e(G(\alpha; x)) = \int_{T^{ds}} e(G(\alpha; y)) dy.
\]

This completes the proof of the lemma.

\[\square\]

**Lemma 50.** Let \( m \in \mathbb{Z} \) and \( P \in \mathbb{N} \) with \( m \leq (1 - k)P + \tau(c) - 1 \). Then

\[
\int_{J_m} \prod_{j=1}^{s} f_j(\alpha; P) d\alpha = \hat{P}^{sd-k} \int_{J_{m+kP}} \left( \int_{T^{ds}} e(G(\alpha; x)) dx \right) d\alpha.
\]

**Proof.** On recalling \( \prod_{j=1}^{s} f_j(\alpha; P) = \sum_{x \in I_P^{ds}} e(G(\alpha; x)) \), we deduce from Lemma 48 that

\[
\int_{J_m} \prod_{j=1}^{s} f_j(\alpha; P) d\alpha = \sum_{x \in I_P^{ds}} \int_{J_m} e(G(\alpha; x)) d\alpha \\
= \hat{P}^{-kt} \sum_{x \in I_P^{ds}} \int_{J_{m+kP}} e(G(t^{-kP}\alpha; x)) d\alpha \tag{2.70} \\
= \hat{P}^{-kt} \int_{J_{m+kP}} \sum_{x \in I_P^{ds}} e(G(t^{-kP}\alpha; x)) d\alpha.
\]
On letting $y = t^{-P}x$, we see that
\[ \sum_{x \in I^d} e(G(t^{-kP} \alpha; x)) = \sum_{x \in I^d} e\left( \sum_{i \in \mathcal{L}} t^{-kP} \alpha_1 (c_1 x_i^1 + \cdots + c_s x_i^s) \right) = \sum_{y \in (t^{-P} I)^d} e(G(\alpha; y)). \]

For $\alpha \in J^k_{m+kP}$, we have
\[ P + \tau(\alpha) + \tau(\mathbf{c}) \geq P - (m + kP) + \tau(\mathbf{c}) = (1 - k)P - m + \tau(\mathbf{c}) \geq 1. \]

It follows from (2.70) and Lemma 49 that
\[
\int_{J^k_{m+kQ}} \prod_{j=1}^s f_j(\alpha; P) d\alpha = \hat{P}^{-k} \int_{J^k_{m+kP}} \sum_{y \in (t^{-P} I)^d} e(G(\alpha; y)) d\alpha
\]
\[ = \hat{P}^{d-k} \int_{J^k_{m+kP}} \left( \int_{T^d} e(G(\alpha; y)) dy \right) d\alpha. \]

This completes the proof of the lemma. \qed

**Remark 1** Throughout, for $m, Q \in \mathbb{Z}$, define
\[ \mathcal{J}(m, Q) = \int_{J^k_{m+kQ}} \left( \int_{T^d} e(G(\alpha; y)) dy \right) d\alpha. \]

Let $P \geq 2(1 - \tau(\mathbf{c}))$. For $g \in \mathbb{A}$, let
\[ m_g = \begin{cases} -\text{ord } g + \left( \frac{1}{2} - k \right)P, & \text{if } \frac{1}{2}P \notin \mathbb{N}; \\ -\text{ord } g + \left( \frac{1}{2} - k \right)P - 1, & \text{otherwise}. \end{cases} \]

By recalling
\[ \mathcal{B}_g = \{ \beta \in \mathbb{K}^\infty_{\infty} | \text{ord } \beta_i < -\text{ord } g + (1/2 - k)P \ (i \in \mathcal{L}) \}, \]
we have $\mathcal{B}_g = J^k_{m_g}$. Since $P \geq 2(1 - \tau(\mathbf{c}))$, it follows that
\[ m_g \leq (1/2 - k)P \leq (1 - k)P + \tau(\mathbf{c}) - 1. \]

By Lemma 50, we have
\[ \int_{\mathcal{B}_g} \prod_{j=1}^s f_j(\beta; P) d\beta = \hat{P}^{d-k} \mathcal{J}(m_g, P). \tag{2.71} \]

Next, we will treat $\mathcal{J}_{s,d,k}$ and $\mathcal{J}_{s,d,k} - \mathcal{J}(m_g, P)$.
2.6.2 Estimates for $\tilde{J}_{s,d,k}$

We first show that $J_{s,d,k}$ is bounded by a constant depending on $s, d, k$, and $q$. Recall that

$$F(\alpha; x) = \sum_{i \in \mathcal{L}} \alpha_i x^i,$$

and

$$f_j(\alpha; P) = \sum_{x \in I^d_P} e(c_j F(\alpha; x)) \quad (1 \leq j \leq s).$$

For $\alpha = (\alpha_i)_{i \in \mathcal{L}}$ and $P \in \mathbb{N}$, define

$$T_P(F; \alpha) = \sum_{x \in I^d_P} e(F(\alpha; x)).$$

**Lemma 51.** Suppose that $P \in \mathbb{N}$ and $\alpha = (\alpha_i)_{i \in \mathcal{L}}$ such that $P + \tau(\alpha) + \tau(c) \geq 1$. Then we have

$$\hat{P}^{-ds} \prod_{j=1}^s T_P(F; c_j t^{-k} \alpha) = \int_{\mathbb{T}^d} e(G(\alpha; x)) dx.$$

**Proof.** By Lemma 49, we have

$$\hat{P}^{-ds} \sum_{x \in (t^{-P} I_P)^{ds}} e(G(\alpha; x)) = \int_{\mathbb{T}^d} e(G(\alpha; x)) dx.$$

It remains to show that

$$\sum_{x \in (t^{-P} I_P)^{ds}} e(G(\alpha; x)) = \prod_{j=1}^s T_P(F; c_j t^{-k} \alpha).$$

Since $G(\alpha; x) = \sum_{j=1}^s c_j F(\alpha; x_j)$, it follows that

$$\sum_{x \in (t^{-P} I_P)^{ds}} e(G(\alpha; x)) = \prod_{j=1}^s \sum_{x_j \in (t^{-P} I_P)^d} e(c_j F(\alpha; x_j)). \quad (2.72)$$

On letting $x_j = t^{-1} y_j (1 \leq j \leq s)$, we see that $x_j \in (t^{-P} I_P)^d$ if and only if $y_j \in I_{-P}^d$. Thus,

$$\sum_{x_j \in (t^{-P} I_P)^d} e(c_j F(\alpha; x_j)) = \sum_{y_j \in I_{-P}^d} e(c_j F(\alpha; t^{-1} y_j)) \quad (1 \leq j \leq s).$$
Note that for each $j$ with $1 \leq j \leq s$, 
\[
c_j F(\alpha; t^{-1} y_j) = c_j \sum_{i \in \mathcal{L}} \alpha_i (t^{-1} y_j)^i = c_j t^{-k} \sum_{i \in \mathcal{L}} \alpha_i y_j^i = F(c_j t^{-k} \alpha; y). \tag{2.73}
\]

We deduce from (2.72) and (2.73) that 
\[
\sum_{x \in (t^{-r}I_P)^{d_s}} e(G(\alpha; x)) = \prod_{j=1}^{s} \sum_{y_j \in I_P^d} e(F(c_j t^{-k} \alpha; y)) = \prod_{j=1}^{s} T_p(F; c_j t^{-k} \alpha).
\]

This completes the proof of the lemma. \hfill \square

**Lemma 52.** Let $E = \frac{s}{t}(\frac{1}{2k} - \epsilon(d - 1)) \in \mathbb{R}$ with $\epsilon(d - 1) \in (0, \frac{1}{2k})$. Then there exists a constant $C = C(s, k, d; q; c; \epsilon) > 0$ such that 
\[
\left| \int_{T^{d_s}} e(G(\alpha; x)) \, dx \right| \leq C \prod_{i \in \mathcal{L}} (1 + \langle \alpha_i \rangle)^{-E}.
\]

**Proof.** Recall that $\tau(\alpha) = \min_{i \in \mathcal{L}} \tau(\alpha_i)$. We now consider two cases.

**Case 1:** $\tau(\alpha) > -k$, i.e., $\tau(\alpha_i) > -k$ ($i \in \mathcal{L}$). Hence 
\[
\langle \alpha_i \rangle = q^{-\tau(\alpha_i)} < q^k \ (i \in \mathcal{L}).
\]

Thus 
\[
\left| \int_{T^{d_s}} e(G(\alpha; x)) \, dx \right| \leq 1 < (1 + q^k)^{t^E} \prod_{i \in \mathcal{L}} (1 + \langle \alpha_i \rangle)^{-E}. \tag{2.74}
\]

**Case 2:** $\tau(\alpha) \leq -k$. Take $P \in \mathbb{N}$ with $P + \tau(\alpha) + \tau(c) \geq 1$. Fix $j \in \mathbb{N}$ with $1 \leq j \leq s$. Since $\tau(c) \leq \tau(c_j) \leq 0$, we have 
\[
\tau(c) + k + \tau(\alpha) \leq \tau(c_j t^{-k} \alpha) = \tau(c_j) + k + \tau(\alpha) \leq 0
\]

and 
\[
P + \tau(c_j t^{-k} \alpha) \geq P + \tau(\alpha) + \tau(c) + k \geq 1 + k \geq 2.
\]

Thus we deduce from Lemma 39 that 
\[
|T_p(F; c_j t^{-k} \alpha)| \leq (-\tau(c_j t^{-k} \alpha) + 2)^{d-1} \cdot q^{(k+1)d + Pd - \frac{1 - \tau(c_j t^{-k} \alpha)}{2k}} \leq (-\tau(c) - k - \tau(\alpha) + 2)^{d-1} \cdot q^{(k+1)d + Pd - \frac{1 - k - \tau(\alpha)}{2k}} < (-\tau(c) - k - \tau(\alpha) + 2)^{d-1} \cdot q^{(k+1)d + \frac{\tau(\alpha) + k}{2k} Pd}.
\]
For any \( \epsilon > 0 \), since \( \lim_{x \to \infty} \frac{-\tau(c) + \log_q x + 2}{x^k} = 0 \), there exits \( C_1 = C_1(q; c; \epsilon) > 0 \) such that

\[
(-\tau(c) + \log_q x + 2)^{d-1} \leq C_1^{d-1} x^{(d-1)}
\]

for \( x \geq 1 \). Since \( q^{-\tau(\alpha) - k} \geq 1 \), on letting \( C_2 = C_1^{d-1} q^{(k+1)d} \), we have

\[
(-\tau(c) - k - \tau(\alpha) + 2)^{d-1} q^{(k+1)d} \leq C_2 (q^{-\tau(\alpha) - k})^{(d-1)} q^{-\tau(\alpha) + k/2k} = C_2 q^{(\tau(\alpha) + k)(\frac{1}{2k} - \epsilon(d-1))}.
\]

Thus

\[
|T_p(F; c_j t^{-k} \alpha)| \leq C_2 q^{(\tau(\alpha) + k)(\frac{1}{2k} - \epsilon(d-1))} \hat{P}^d. \tag{2.75}
\]

Since \( \tau(\alpha) \leq 0 \), we have \( q^{\tau(\alpha)} (1 + q^{-\tau(\alpha)}) \leq 2. \) Since \( \frac{1}{2k} - \epsilon(d-1) > 0 \), we see that

\[
q^{\tau(\alpha)(\frac{1}{2k} - \epsilon(d-1))} \leq 2^{\frac{1}{2k} - \epsilon(d-1)}(1 + q^{-\tau(\alpha)})^{-\frac{1}{2k} - \epsilon(d-1)}.
\]

On letting \( C_3 = C_2 (2q^{\frac{1}{2k} - \epsilon(d-1)}) \), we deduce from (2.75) that

\[
|T_p(F; c_j t^{-k} \alpha)| \leq C_3 (1 + q^{-\tau(\alpha)})^{-\frac{1}{2k} - \epsilon(d-1)} \hat{P}^d. \tag{2.76}
\]

On noting that \( -\tau(\alpha) \geq -\tau(\alpha_i) (i \in \mathcal{L}) \), we find that

\[
1 + q^{-\tau(\alpha)} \geq \prod_{i \in \mathcal{L}} \left(1 + q^{-\tau(\alpha_i)}\right)^{\frac{1}{2}} = \prod_{i \in \mathcal{L}} (1 + \langle \alpha_i \rangle)^{\frac{1}{2}}.
\]

It follows from (2.76) that

\[
|T_p(F; c_j t^{-k} \alpha)| \leq \hat{P}^d C_3 \prod_{i \in \mathcal{L}} (1 + \langle \alpha_i \rangle)^{-\frac{1}{2k} - \epsilon(d-1)}.
\]

Since \( E = \frac{2}{k} \left( \frac{1}{2k} - \epsilon(d-1) \right) \), by Lemma 51, we have

\[
\left| \int_{\tau^d} e(G(\alpha; x)) \, dx \right| = \hat{P}^d \left| \prod_{j=1}^n T_p(F; c_j t^{-k} \alpha) \right| \leq C_3 \prod_{i \in \mathcal{L}} (1 + \langle \alpha_i \rangle)^{-E}. \tag{2.77}
\]

On letting \( C = \max(C_3, (1 + q^E)) \) and combining Case 1 with Case 2, we have

\[
\left| \int_{\tau^d} e(G(\alpha; x)) \, dx \right| \leq C \prod_{i \in \mathcal{L}} (1 + \langle \alpha_i \rangle)^{-E}.
\]

This completes the proof of the lemma.
Lemma 53. For \( m \in \mathbb{Z} \), let \( J_m = \{ \alpha \in \mathbb{K}_\infty \mid \text{ord } \alpha \leq m \} \). If \( m \in \mathbb{N} \), then

\[
\int_{J_m} (1 + \langle \alpha \rangle)^{-E} d\alpha = \int_{T} (1 + \langle \alpha \rangle)^{-E} d\alpha + (q - 1) \sum_{v=0}^{m} q^v (1 + q^v)^{-E}.
\]

Proof. For each \( m \in \mathbb{N} \), we have

\[
J_m = \{ \alpha \in \mathbb{K}_\infty \mid \text{ord } \alpha \leq m \} = T \bigcup \bigcup_{v=0}^{m} \bigcup_{x \in A \atop \text{ord } x = v} (x + T).
\]

Note that for each \( x \in A \) with \( \text{ord } x = v \),

\[
\int_{x+T} (1 + \langle \alpha \rangle)^{-E} d\alpha = (1 + q^v)^{-E} \int_{x+T} 1 d\alpha = (1 + q^v)^{-E}.
\]

Since \( \text{card } \{ x \in A \mid \text{ord } x = v \} = (q - 1)q^v \), we obtain that

\[
\int_{J_m} (1 + \langle \alpha \rangle)^{-E} d\alpha = \int_{T} (1 + \langle \alpha \rangle)^{-E} d\alpha + \sum_{v=0}^{m} \sum_{x \in A \atop \text{ord } x = v} \int_{x+T} (1 + \langle \alpha \rangle)^{-E} d\alpha
\]

\[
= \int_{T} (1 + \langle \alpha \rangle)^{-E} d\alpha + (q - 1) \sum_{v=0}^{m} q^v (1 + q^v)^{-E}.
\]

This completes the proof of the lemma. 

Lemma 54. For \( m \in \mathbb{Z} \), let \( J_m = \{ \alpha \in \mathbb{K}_\infty \mid \text{ord } \alpha \leq m \} \). Whenever \( s > 2k\nu \), there exist two constants \( C = C(s, k, d; q; c) > 0 \) and \( \tilde{C} = \tilde{C}(s, k, d; q; c) > 0 \) such that the following inequalities hold.

(1) \( |\mathcal{J}| \leq \int_{\mathbb{K}_\infty} \left| \int_{T^{ds}} e(G(\alpha; x)) dx \right| d\alpha \leq C. \)

(2) \( \int_{\mathbb{K}_\infty \setminus J_m} \left| \int_{T^{ds}} e(G(\alpha; x)) dx \right| d\alpha \leq \tilde{C} q^{-(m+1)/(3k\nu)} \quad (m \in \mathbb{N}). \)

Proof. (1) Recall that

\[
\mathcal{J} = \int_{\mathbb{K}_\infty} \int_{T^{ds}} e(G(\alpha; x)) dx d\alpha.
\]

Then

\[
|\mathcal{J}| \leq \int_{\mathbb{K}_\infty} \left| \int_{T^{ds}} e(G(\alpha; x)) dx \right| d\alpha.
\]

Take \( \epsilon = (6kd(2k\nu + 1))^{-1} \) and let \( E = \frac{1}{2k} \left( \frac{1}{2k} - \epsilon(d - 1) \right) \). By Lemma 52, there exists \( C_1 > 0 \) such that

\[
\left| \int_{T^{ds}} e(G(\alpha; x)) dx \right| \leq C_1 \prod_{i \in \mathcal{L}} (1 + \langle \alpha_i \rangle)^{-E}.
\] (2.78)
Thus
\[
\int_{K_\infty} \left| \int_{T^d} e(G(\alpha, x)) \, dx \right| \, d\alpha \leq C_1 \int_{K_\infty} \prod_{i \in L} (1 + \langle \alpha_i \rangle)^{-E} \, d\alpha
\]
\[= C_1 \prod_{i \in L} \int_{K_\infty} (1 + \langle \alpha_i \rangle)^{-E} \, d\alpha_i \] (2.79)
\[= C_1 \left( \int_{K_\infty} (1 + \langle \alpha \rangle)^{-E} \, d\alpha \right)^t.\]

Since \(K_\infty = \bigcup_{m \geq 0} J_m\) and \(J_m \subset J_{m+1}\), we deduce from Lemma 53 that
\[
\int_{K_\infty} (1 + \langle \alpha \rangle)^{-E} \, d\alpha = \lim_{m \to \infty} \int_{J_m} (1 + \langle \alpha \rangle)^{-E} \, d\alpha
\]
\[= \int_T (1 + \langle \alpha \rangle)^{-E} \, d\alpha + (q - 1) \sum_{v=0}^\infty q^v (1 + q^v)^{-E}. \] (2.80)

Since \(E > 0\) and \(1 + \langle \alpha \rangle > 1\), we see that \(\int_T (1 + \langle \alpha \rangle)^{-E} \, d\alpha < 1\). Moreover, whenever \(s \geq 2k\, t + 1\), we have
\[
E = \frac{s}{t} \left( \frac{1}{2k} - \frac{d - 1}{6dk(2k + 1)} \right) > \frac{2k\, t + 1}{t} \left( \frac{1}{2k} - \frac{1}{6k(2k + 1)} \right) = 1 + \frac{1}{3k}.\]

Hence
\[
(q - 1) \sum_{v=0}^\infty q^v (1 + q^v)^{-E} < (q - 1) \sum_{v=0}^\infty q^v (1 - E) < \infty.
\]

It follows from (2.80) that
\[
\int_{K_\infty} (1 + \langle \alpha \rangle)^{-E} \, d\alpha < 1 + (q - 1) \sum_{v=0}^\infty q^v (1 - E) < \infty.
\]

On letting \(C = C_1 \left( \int_{K_\infty} (1 + \langle \alpha \rangle)^{-E} \, d\alpha \right)^t\), we can deduce from (2.79) that
\[
\int_{K_\infty} \left| \int_{T^d} e(G(\alpha; x)) \, dx \right| \, d\alpha \leq C.
\]

(2) Fix \(m \in \mathbb{N}\). Since \(K_{\infty} \setminus J_m^t = \bigcup_{i \in L} \{ \alpha \in K_{\infty}^t \mid \text{ord} \, \alpha_i > m \}\), from (2.78), we have
that
\[
\int_{\mathbb{K}_\infty \setminus J_{m}} \left| \int_{\mathbb{T}^{d_s}} e(G(\alpha; x)) \, dx \right| \, d\alpha \leq \int_{\mathbb{K}_\infty \setminus J_{m}} C_1 \prod_{i \in L} (1 + \langle \alpha_i \rangle)^{-E} \, d\alpha \\
\leq C_1 \sum_{i \in L} \left( \int_{\mathbb{K}_\infty} (1 + \langle \alpha \rangle)^{-E} \, d\alpha \right)^{t-1} \int_{\text{ord } \alpha_i > m} (1 + \langle \alpha_i \rangle)^{-E} \, d\alpha_i \\
\leq tC_1 \left( \int_{\mathbb{K}_\infty} (1 + \langle \alpha \rangle)^{-E} \, d\alpha \right)^{t-1} \int_{\text{ord } \alpha > m} (1 + \langle \alpha \rangle)^{-E} \, d\alpha.
\]

On combining Lemma 53 with (2.80) and recalling \( E \geq 1 + (3k)^{-1} \), we find that
\[
\int_{\text{ord } \alpha > m} (1 + \langle \alpha \rangle)^{-E} \, d\alpha = \left( q - 1 \right) \sum_{u=m+1}^{\infty} q^u (1 + q^u)^{-E} < \left( q - 1 \right) \sum_{u=m+1}^{\infty} q^{(1-E)u} \\
= q^{(1-E)(m+1)}(q - 1) \sum_{u=0}^{\infty} q^{(1-E)u} \\
\leq q^{-(m+1)/(3k)}(q - 1) \sum_{u=0}^{\infty} q^{-u/(3k)}.
\]

On letting \( \tilde{C} = tC_1 \left( \int_{\mathbb{K}_\infty} (1 + \langle \alpha \rangle)^{-E} \, d\alpha \right)^{t-1} \left( q - 1 \right) \sum_{u=m+1}^{\infty} q^{-u/(3k)} \), we have
\[
\int_{\mathbb{K}_\infty \setminus J_{m}} \left| \int_{\mathbb{T}^{d_s}} e(G(\alpha; x)) \, dx \right| \, d\alpha \leq \tilde{C} q^{-(m+1)/(3k)}.
\]

This completes the proof of the lemma. \( \square \)

Next, we aim to show that \( J_{s,k,d} > 0 \).

**Lemma 55.** For \( P, m \in \mathbb{N} \), define
\[
V_s(P; m) = \text{card } \{ x \in I_P^{d_s} \mid \text{ord } (c_1 x_1^1 + \cdots + c_s x_s^1) < m \ (i \in L) \}.
\]
Suppose that the system \( c_1 x_1^1 + \cdots + c_s x_s^1 = 0 \ (i \in L) \) has a non-singular solution \( \eta \in \mathbb{K}_\infty^{d_s} \).

Let \( m' = -m + k(P - 1) - \tau(c) + 1 \). Then there exists an integer \( u = u(c, \eta) \) such that whenever \( u \leq m' \leq P \), we have
\[
V_s(P; m) \geq q^{(P-u)d_{s}-(m'-u)}.
\]
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Proof. For each $j$ with $1 \leq j \leq s$, let
\[
\tilde{c}_j = t^{\tau(c)}c_j \quad \text{and} \quad y_j = t^{-P+1}x_j.
\]
Then for every $i \in \mathcal{L}$, we have
\[
c_1x_1^i + \cdots + c_sx_s^i = t^{-\tau(c)}\tilde{c}_1(t^{P-1}y_1^i) + \cdots + \tilde{c}_s(t^{P-1}y_s^i)
= t^{-\tau(c)+k(P-1)}(\tilde{c}_1y_1^i + \cdots + \tilde{c}_s y_s^i).
\]
Since $I - P = t^{-P+1}I_P$, on noting that $-m' = m + \tau(c) - k(P - 1) - 1$, we have
\[
V_s(P; m) = \text{card}\{y \in I^d_p \mid \text{ord} (\tilde{c}_1y_1^i + \cdots + \tilde{c}_s y_s^i) \leq -m' \ (i \in \mathcal{L})\}
= \text{card}\{y \ (\text{mod} t^{-P}) \mid \text{ord} (\tilde{c}_1y_1^i + \cdots + \tilde{c}_s y_s^i) \equiv 0 \ (\text{mod} t^{-m'}) \ (i \in \mathcal{L})\}.
\]
Write
\[
U(m') = \text{card}\{y \ (\text{mod} t^{-m'}) \mid \text{ord} (\tilde{c}_1y_1^i + \cdots + \tilde{c}_s y_s^i) \equiv 0 \ (\text{mod} t^{-m'}) \ (i \in \mathcal{L})\}.
\]
When $m' \leq P$, we find that
\[
V_s(P; m) = q^{(P-m')ds}U(m'). \tag{2.81}
\]
By homogeneity, we can re-scale to ensure that $\eta \in R^{ds}$. Thus the system $\tilde{c}_1y_1^i + \cdots + \tilde{c}_s y_s^i = 0 \ (i \in \mathcal{L})$ has a non-singular solution in $R^{ds}$. It follows from Lemma 14 that there exists an integer $u = u(c, \eta)$ such that whenever $m' \geq u$, we have
\[
U(m') \geq q^{(m'-u)(ds-i)}.
\]
On recalling (2.81), we see that
\[
V_s(P; m) \geq q^{(P-m')ds}q^{(m'-u)(ds-i)} = q^{(P-u)ds-(m'-u)i}.
\]
This completes the proof of the lemma.

Lemma 56. For $P, m \in \mathbb{N}$, let $V_s(P; m)$ be defined as in Lemma 55. Then
\[
\int_{J_{m-1}} \prod_{j=1}^s f_j(\beta; P)d\beta = q^{-tm}V_s(P; m).
\]
Proof. Since
\[ \prod_{j=1}^{s} f_j(\beta; P) = \sum_{x \in I^d_{P}} e^{\left( \sum_{i \in L} \beta_i (c_1 x_1^i + \cdots + c_s x_s^i) \right)}, \]
we have
\[ \int_{J^{n-m-1}} \prod_{j=1}^{s} f_j(\beta; P) d\beta = \sum_{x \in I^d_{P}} \prod_{i \in L} \int_{\text{ord} \beta_i < -m} e^{\left( \beta_i (c_1 x_1^i + \cdots + c_s x_s^i) \right)} d\beta_i. \]

By Lemma 3(4), for every \( i \in L \) and \( x \in I^d_{P} \), we have
\[ \int_{\text{ord} \beta_i < -m} e^{\left( \beta_i (c_1 x_1^i + \cdots + c_s x_s^i) \right)} d\beta_i = \begin{cases} q^{-m}, & \text{if ord} \left( c_1 x_1^i + \cdots + c_s x_s^i \right) < m, \\ 0, & \text{otherwise}. \end{cases} \]
Thus
\[ \int_{J^{n-m-1}} \prod_{j=1}^{s} f_j(\beta; P) d\beta = q^{-m} V_s(P; m). \]

\( \square \)

Lemma 57. Suppose that the system \( c_1 x_1^i + \cdots + c_s x_s^i = 0 \) (\( i \in L \)) has a non-singular solution \( \eta \in K^d_{s} \). Then there exists an integer \( u = u(c, \eta) \) such that whenever \( P \geq \max\{2(1 - \tau(c)), 2(u + \tau(c) + k - 1)\} \), we have
\[ \int_{[1/2 P]} \left( \int_{T^d_{s}} e^{\left( G(\alpha; x) \right)} d\alpha \right) d\beta \geq q^{-sdu-(1-\tau(c)-k-u)t}. \]

Proof. Let \( m = kP - [1/2 P] \) and let \( m' = -m + k(P - 1) + 1 - \tau(c) \). When \( P \geq 2(1 - \tau(c)) \), we see that
\[ m' = [(1/2)P] - k - \tau(c) + 1 < P. \]
By Lemma 55, there exists an integer \( u = u(c, \eta) \) such that whenever \( m' \geq u \), we have
\[ V_s(P; m) \geq q^{(P-u)ds-(m'-u)t}. \]
When \( P \geq 2(u + k + \tau(c) - 1) \), we have
\[ m' = [(1/2)P] - k - \tau(c) + 1 \geq u. \]
Thus whenever $P \geq \max\{2(1-\tau(c)), 2(u+\tau(c)+k-1)\}$, it follows from Lemma 56 that

$$\int_{J_{-m-1}}^{J} \prod_{j=1}^{s} f_j(\beta; P) d\beta = q^{-m} V_s(P; m)$$

$$\geq q^{(P-u)ds-(m'-u)m}$$

$$= q^{(P-u)ds-(kP+1-\tau(c)-k-u)}$$

$$= q^{-sdw-(1-\tau(c)-k-u)} \widehat{P}^{sd-k}.$$

Since

$$-m - 1 = -kP + [(1/2)P] - 1 \leq (1 - k)P + \tau(c) - 1,$$

we obtain from Lemma 50 that

$$\int_{J_{-m-1}}^{J} \prod_{j=1}^{s} f_j(\beta; P) d\beta = \hat{P}^{sd-k} \int_{J_{-m-1+kP}}^{J} \left( \int_{T^d} e\left(G(\alpha; x)\right) dx \right) d\alpha.$$

On noting that $-m - 1 + kP = [\frac{1}{2}P] - 1$, we see that

$$\int_{J_{[\frac{1}{2}P]-1}}^{J} \left( \int_{T^d} e\left(G(\alpha; x)\right) dx \right) d\alpha \geq q^{-sdw-(1-\tau(c)-k-u)}.$$

\[ \square \]

**Theorem 58.** Suppose that the system $c_1x_1 + \cdots + c_sx_s = 0 \ (i \in \mathcal{L})$ has a non-singular solution in $K_\infty$. Then

$$\mathfrak{J} = \int_{K_\infty} \left( \int_{T^d} e\left(G(\alpha; x)\right) dx \right) d\alpha > 0.$$

**Proof.** Let $m = kP - [\frac{1}{2}P]$. Then $-m - 1 + kP = [\frac{1}{2}P] - 1$. Recall that for $n, Q \in \mathbb{Z}$,

$$\mathfrak{J}(n, Q) = \int_{J_{n+kQ}}^{J} \left( \int_{T^d} e\left(G(\alpha; y)\right) dy \right) d\alpha.$$

By Lemma 54(2), we deduce that

$$|\mathfrak{J} - \mathfrak{J}(-m - 1, P)| \ll q^{-(\frac{1}{2}P)/(3k\alpha)} < q^{P-1/(6k\alpha)}.$$

From Lemma 57, there exists an integer $u$ such that

$$\mathfrak{J} = \lim_{P \to \infty} \mathfrak{J}(-m - 1, P) \geq q^{-sdw-(1-\tau(c)-k-u)} > 0.$$

This completes the proof of the theorem. \[ \square \]
2.7 The major arc contribution

We are now in a position to obtain asymptotic estimates for the contribution of the major arcs.

**Theorem 59.** Suppose that for every irreducible element \( w \in A \), the system

\[
c_1 x_1 + \cdots + c_s x_s = 0 \quad (i \in \mathcal{L})
\]

has a non-singular \( w \)-adic solution. Further suppose that this system has a non-singular solution in \( K_\infty \). When \( s > 2k(i + 1) \), we have

\[
\int_{\mathfrak{M}} \prod_{j=1}^s f_j(\alpha; P) d\alpha = \mathfrak{J} \hat{P}^{s_d - ik} + O(\hat{P}^{s_d - ik - \delta})
\]

where \( 0 < \mathfrak{J} \ll 1 \) and \( \delta = \frac{1}{18k^2} \).

**Proof.** By Lemma 6, we have

\[
\int_{\mathfrak{M}} \prod_{j=1}^s f_j(\alpha)d\alpha = \sum_{\langle g \rangle \leq \langle c \rangle} \sum_{P \in A_g} \left( \prod_{j=1}^s \langle g \rangle^{-d} S_j(g, a) \right) \int_{B_g} \prod_{j=1}^s f_j(\beta)d\beta.
\]

Let \( P \geq 2(1 - \tau(c)) \). For \( g \in A \), let

\[
m_g = \begin{cases} 
-\text{ord } g + \lfloor (\frac{1}{2} - k) P \rfloor, & \text{if } \frac{1}{2} P \notin \mathbb{N}, \\
-\text{ord } g + (\frac{1}{2} - k) P - 1, & \text{otherwise.}
\end{cases}
\] (2.82)

On recalling (2.71), we obtain

\[
\int_{B_g} \prod_{j=1}^s f_j(\beta; P)d\beta = \hat{P}^{s_d - ik} \mathfrak{J}(m_g, P).
\]

On letting \( Q = -\tau(c) + \frac{1}{2} P \), we deduce that

\[
\int_{\mathfrak{M}} \prod_{j=1}^s f_j(\alpha; P)d\alpha = \hat{P}^{s_d - ik} \sum_{\langle g \rangle \leq \hat{Q}} S(g) \mathfrak{J}(m_g, P)
\]

\[
= \hat{P}^{s_d - ik} \left( \mathfrak{J} \mathfrak{S}(Q) + \sum_{\langle g \rangle \leq \hat{Q}} S(g) \left( - \mathfrak{J} + \mathfrak{J}(m_g, P) \right) \right)
\]

\[
= \hat{P}^{s_d - ik} \left( \mathfrak{J} \mathfrak{S} + \mathfrak{J}(\mathfrak{S}(Q) - \mathfrak{S}) + \sum_{\langle g \rangle \leq \hat{Q}} S(g) \left( - \mathfrak{J} + \mathfrak{J}(m_g, P) \right) \right).
\]
By Lemma 54, for $s \geq 2\ell k + 1$ and $g \in A$ with $\langle g \rangle \leq \hat{P}^{\frac{1}{4}}$, we see that

$$-\mathfrak{J} + \mathfrak{J}(m_g, P) \ll q^{-(m_g + kP + 1)/(3k)} \leq q^{-(\frac{1}{2}P - \text{ord} g)/(3k)} \leq \hat{P}^{-\frac{1}{18k}}.$$ 

Hence by Lemma 27 for $s \geq 2k(\ell + 1) + 1$, we find that

$$\sum_{\langle g \rangle \leq \hat{P}^{\frac{1}{4}} \atop g \text{ monic}} S(g)(-\mathfrak{J} + \mathfrak{J}(m_g, P)) = O(\hat{P}^{-\frac{1}{18k}}).$$

By combining Lemma 54 with Lemma 27, for $s \geq 2k(\ell + 1) + 1$, there exist $\delta_1 = \frac{1}{6k} - \epsilon > 0$ and $\delta_2 = \frac{1}{4k} - \epsilon > 0$ such that

$$\sum_{\hat{P}^{\frac{1}{4}} < \langle g \rangle \leq \langle c \rangle \hat{P}^{\frac{1}{2}} \atop g \text{ monic}} S(g)(-\mathfrak{J} + \mathfrak{J}(m_g, P)) = O(\hat{P}^{-\delta_1}),$$

and

$$\mathfrak{J}(\mathcal{S}(Q) - \mathcal{S}) = O(\hat{P}^{-\delta_2}).$$

On letting $\delta = \frac{1}{18k}$, we obtain

$$\int_{\mathfrak{M}} \prod_{j=1}^s f_j(\alpha; P) d\alpha = \mathfrak{J} \hat{P}^{s\delta - \ell k} + O(\hat{P}^{s\delta - \ell k - \delta}).$$

By Theorems 32 and 58, $0 < \mathfrak{J} \mathcal{S} \ll 1$. This completes the proof of the theorem. \qed
Chapter 3

The minor arc contribution

In this chapter, we will focus on the contribution of the minor arcs. More precisely, we want to find a condition on $s$ such that

$$\int \prod_{j=1}^{s} f_j(\alpha; P) d\alpha \ll \hat{P}^{s-d-k-\delta}$$

for some $\delta > 0$. To this end, we need to establish a generalization of Vinogradov’s mean value theorem in $\mathbb{F}_q[t]$ and Weyl-type estimates for $f_j(\alpha; P)$ over the minor arcs.

3.1 Preliminaries

We first introduce some new notations. Fix $k, d \in \mathbb{N}$ and $\theta \in \mathbb{R}$ with $0 < \theta \leq 1/k$. For every $i \in \mathbb{N}$, it can be represented uniquely as

$$i = \sum_{h=0}^{\infty} a_h(i) p^h$$

where $a_h(i) \in [0, p-1] \cap \mathbb{Z} (h \in \mathbb{N})$. Throughout, write $D = D(k) = \max\{h \in \mathbb{N} | a_h(k) > 0\}$. It is useful to define the function $\gamma_q : \mathbb{N} \to \mathbb{N}$ by

$$\gamma_q(i) = \sum_{h=0}^{\infty} a_h(i).$$

Also, for each $i = (i_1, \ldots, i_d) \in \mathbb{N}^d$, write

$$a_h(i) = (a_h(i_1), \ldots, a_h(i_d)) \quad \text{and} \quad \gamma_q(i) = (\gamma_q(i_1), \ldots, \gamma_q(i_d)).$$
Recall that for $j = (j_1, \ldots, j_d) \in \mathbb{N}^d$, $|j| = j_1 + \cdots + j_d$. For $0 \leq j < \gamma_q(k)$, we define

$$
\mathcal{R}_j = \left\{ i \in \mathbb{N}^d \mid |\gamma_q(i)| \leq \gamma_q(k) - j \right\} \cap \left\{ i \in \mathbb{N}^d \mid \exists l \in \mathbb{N} \text{ s.t. } a_l(k) \geq 1 \text{ and } |a_h(i)| \leq a_{h+i}(k) \ (h \in \mathbb{N}) \right\},
$$

and define

$$
\mathcal{R}_j' = \{ n \in \mathbb{R} \mid p \nmid n \} \quad \text{and} \quad \mathcal{R}_j'' = \{ m \in \mathbb{R} \mid p \mid m \}.
$$

For convenience, let $r_0 = \text{card} \mathcal{R}_0$ and $r = \text{card} \mathcal{R}_0'$. Moreover, recall that for each $i \in \mathbb{N}^d,$

$$
\mathcal{R}_i = \left\{ j \in \mathbb{N}^d \mid 0 \leq j_l \leq i_l (1 \leq l \leq d), \ p \nmid \left( \begin{array}{c} i_1 \\ j_1 \\ \vdots \\ i_d \\ j_d \end{array} \right) \right\}.
$$

**Lemma 60.** For $i \in \mathbb{N}^d$ with $|i| \leq k$, the following are equivalent.

1. $p \nmid \frac{k!}{i_1! \cdots i_d!(k-|i|)!}$.
2. For every $h \in \mathbb{N}$, $a_h(k) = a_h(i_1) + \cdots + a_h(i_d) + a_h(k-|i|)$.
3. For every $h \in \mathbb{N}$, $a_h(k) \geq a_h(i_1) + \cdots + a_h(i_d)$.

**Proof.** We first show that (1) $\iff$ (2). Let $\sigma : \mathbb{N} \to \mathbb{N}$ be the function defined by

$$
\sigma(z) = \sum_{h=0}^{\infty} \left\lfloor \frac{z}{p^h} \right\rfloor.
$$

Thus, we have $p^{\sigma(z)} \parallel z!$. Therefore $p \nmid \frac{k!}{i_1! \cdots i_d!(k-|i|)!}$ if and only if

$$
\sigma(k) = \sigma(i_1) + \cdots + \sigma(i_d) + \sigma(k-|i|),
$$

i.e.,

$$
\sum_{h=0}^{\infty} \left\lfloor \frac{k}{p^h} \right\rfloor = \sum_{h=0}^{\infty} \left( \left\lfloor \frac{i_1}{p^h} \right\rfloor + \cdots + \left\lfloor \frac{i_d}{p^h} \right\rfloor + \left\lfloor \frac{k-|i|}{p^h} \right\rfloor \right).
$$

Since $i_1 + \cdots + i_d + (k-|i|) = k$, the above identity is also equivalent to

$$
\sum_{h=0}^{\infty} \left\{ \frac{k}{p^h} \right\} = \sum_{h=0}^{\infty} \left( \left\{ \frac{i_1}{p^h} \right\} + \cdots + \left\{ \frac{i_d}{p^h} \right\} + \left\{ \frac{k-|i|}{p^h} \right\} \right). \quad (3.1)
$$

Furthermore, from the equation $i_1 + \cdots + i_d + (k-|i|) = k$ we deduce that for every $h \in \mathbb{N}$,

$$
\left\{ \frac{k}{p^h} \right\} \leq \left\{ \frac{i_1}{p^h} \right\} + \cdots + \left\{ \frac{i_d}{p^h} \right\} + \left\{ \frac{k-|i|}{p^h} \right\}.
$$
Thus (3.1) is equivalent to
\[
\left\{ \frac{k}{p^h} \right\} = \left\{ \frac{i_1}{p^h} \right\} + \cdots + \left\{ \frac{i_d}{p^h} \right\} + \left\{ \frac{k - |i|}{p^h} \right\} \quad (h \in \mathbb{N}).
\] (3.2)

For any \( z \in \mathbb{N} \setminus \{0\} \), since \( z = \sum_{h=0}^{\infty} a_h(z)p^h \), it follows that
\[
\left\{ \frac{z}{p^n} \right\} = \frac{1}{p^n} \sum_{l=0}^{n-1} a_l(z)p^l \quad (n \in \mathbb{N} \setminus \{0\}).
\]
Thus (3.2) is equivalent to
\[
a_h(k) = a_h(i_1) + \cdots + a_h(i_d) + a_h(k - |i|) \quad (h \in \mathbb{N}).
\] (3.3)
Hence we have \((1) \Leftrightarrow (2)\). To show \((2) \Leftrightarrow (3)\), we observe that \((2)\) implies
\[
a_h(k) \geq a_h(i_1) + \cdots + a_h(i_d) \quad (h \in \mathbb{N}).
\] (3.4)
It remains to show that (3.4) implies (3.3). Since \( |i| = \sum_{h=0}^{\infty} |a_h(i)|p^h \), we have
\[
k - |i| = \sum_{h=0}^{\infty} (a_h(k) - |a_h(i)|)p^h.
\]
It follows from (3.4) that \( a_h(k - |i|) = a_h(k) - |a_h(i)| (h \in \mathbb{N}) \). Therefore, \((3) \Rightarrow (2)\). This completes the proof of the lemma. \(\square\)

Recall that
\[
\mathcal{L} = \left\{ i \in \mathbb{N}^d \left| |i| = k, p^{\frac{k!}{i_1! \cdots i_d!(k - |i|)!}} \right. \right\}.
\]
As an application of the above lemma, we may represent \( i = \text{card} \mathcal{L} \) in terms of \( k, d \).

**Lemma 61.** Let
\[
\mathcal{L}_1 = \left\{ i \in \mathbb{N}^d \left| |a_h(i)| = a_h(k) \right. \right\},
\]
and
\[
\mathcal{L}_2 = \left\{ i \in \mathcal{R}_0' \left| |\gamma_q(i)| = \gamma_q(k) \right. \right\}.
\]
Then we have \( \mathcal{L} = \mathcal{L}_1 = \mathcal{L}_2 \). Furthermore,
\[
i = \text{card} \mathcal{L} = \prod_{h=0}^{D} \left( \begin{array}{c} a_h(k) + d - 1 \\ a_h(k) \end{array} \right).
\]
Proof. Since \( p \nmid k \), we have \( a_0(k) > 0 \). Thus \( p \nmid i \) for every \( i \in \mathcal{L}_1 \) and hence \( \mathcal{L}_1 \subseteq \mathcal{R}_0' \). Since \( |\gamma_q(i)| = \sum_{h=0}^{\infty} |a_h(i)| \), we have \( \mathcal{L}_1 \subseteq \mathcal{L}_2 \). From Lemma 60(2), we have

\[
\mathcal{L} = \{ i \in \mathbb{N}^d | |i| = k, a_h(k) = |a_h(i)| + a_h(k - |i|) (h \in \mathbb{N}) \} \subseteq \mathcal{L}_1. \tag{3.5}
\]

We therefore have \( \mathcal{L} \subseteq \mathcal{L}_1 \subseteq \mathcal{L}_2 \). It remains to show that \( \mathcal{L}_1 \subseteq \mathcal{L} \). Let \( i \in \mathcal{L}_2 \). Then \( |\gamma_q(i)| = \gamma_q(k) \) and \( i \in \mathcal{R}_0' \). In view of the definition of \( \mathcal{R}_0' \), there exists some \( l \in \mathbb{N} \) such that

\[
|a_h(i)| = a_{h+l}(k) (h \in \mathbb{N}). \tag{3.6}
\]

Thus

\[
\gamma_q(k) = |\gamma_q(i)| = \sum_{h=0}^{\infty} |a_h(i)| \leq \sum_{h=0}^{\infty} a_{h+l}(k) \leq \gamma_q(k).
\]

It follows that

\[
\sum_{h=0}^{\infty} |a_h(i)| = \sum_{h=0}^{\infty} a_{h+l}(k) = \gamma_q(k) = \sum_{h=0}^{\infty} a_h(k). \tag{3.7}
\]

Since \( a_0(k) > 0 \), by (3.7), \( l = 0 \). Then by (3.6), \( |a_h(i)| \leq a_h(k) (h \in \mathbb{N}) \). From the first equality in (3.7) we see that

\[
|a_h(i)| = a_h(k) (h \in \mathbb{N}), \tag{3.8}
\]

and hence

\[
|i| = \sum_{h=0}^{\infty} |a_h(i)| p^h = \sum_{h=0}^{\infty} a_h(k) p^h = k.
\]

On recalling (3.5), we have \( i \in \mathcal{L} \) and it follows that \( \mathcal{L}_2 \subseteq \mathcal{L} \). Since

\[
\mathcal{L} \subseteq \mathcal{L}_1 \subset \mathcal{L}_2 \subseteq \mathcal{L},
\]

we have \( \mathcal{L} = \mathcal{L}_1 = \mathcal{L}_2 \). Since \( |a_h(i)| = a_h(i_1) + \cdots + a_h(i_d) (h \in \mathbb{N}) \), it follows from (3.8) that

\[
\ell = \text{card} \mathcal{L} = \text{card} \mathcal{L}_2 = \prod_{h=0}^{d} \left( \frac{a_h(k) + d - 1}{a_h(k)} \right).
\]

\[\square\]

Lemma 62. (1) For \( i \in \mathbb{N}^d \), if \( j \in \mathcal{R}_1 \), then \( \mathcal{R}_j \subseteq \mathcal{R}_1 \) and \( |a_h(j)| \leq |a_h(i)| (h \in \mathbb{N}) \).

(2) For \( j \in \mathbb{N} \) with \( 0 \leq j \leq \gamma_q(k) \), if \( i \in \mathcal{R}_j'' \), then \( \mathcal{R}_1 \subseteq \mathcal{R}_j'' \).

(3) \( \mathcal{R}_0 = \bigcup_{i \in \mathcal{R}_0'} \mathcal{R}_i = \bigcup_{i \in \mathcal{R}_0} \mathcal{R}_i \).
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Proof. (1) From Lemma 60 we deduce that
\[ p \nmid \begin{pmatrix} i_1 \\ j_1 \\ \vdots \\ i_d \\ j_d \end{pmatrix} \]
if and only if for all \( 1 \leq l \leq d \) and \( h \geq 0 \),
\[ a_h(j_l) \leq a_h(i_l). \]

Thus, in view of the definition of \( \mathcal{R}_i \), if \( j \in \mathcal{R}_i \), then \( |a_h(j)| \leq |a_h(i)| \) \((h \in \mathbb{N})\). Furthermore, for \( n \in \mathcal{R}_j \) and \( j \in \mathcal{R}_i \), we have
\[ a_h(n_l) \leq a_h(j_l) \leq a_h(i_l). \]
and hence \( n \in \mathcal{R}_i \). In particular, \( i = j \) if and only if \( |\gamma_q(i)| = |\gamma_q(j)| \).

(2) Note that \( i \in \mathcal{R}_j'' \) implies that \( p \mid i \). Thus we have \( |a_0(i)| = 0 \). Take \( j \in \mathcal{R}_i \). Using a similar argument as in the previous part, we have that for all \( 1 \leq l \leq d \) and \( h \geq 0 \),
\[ a_h(j_l) \leq a_h(i_l). \]

Thus \( |a_0(j)| = 0 \) and \( |\gamma_q(j)| = |\gamma_q(i)| \leq \gamma_q(k) - j \), which implies that \( j \in \mathcal{R}_j'' \).

(3) Clearly, \( \bigcup_{i \in \mathcal{R}_0} \mathcal{R}_i \subseteq \bigcup_{i \in \mathcal{R}_0} \mathcal{R}_i \). Let \( i \in \mathcal{R}_0 \). For each \( l \in \mathcal{R}_i \) and \( h \in \mathbb{N} \), we have
\[ |a_h(l)| \leq |a_h(i)| \leq a_{h+l}(k). \] (3.9)

Hence \( \mathcal{R}_i \subseteq \mathcal{R}_0 \). Thus \( \bigcup_{i \in \mathcal{R}_0} \mathcal{R}_i \subseteq \mathcal{R}_0 \). It now suffices to show that \( \mathcal{R}_0 \subseteq \bigcup_{i \in \mathcal{R}_0} \mathcal{R}_i \). Suppose that \( j \in \mathcal{R}_0 \). There are two cases: \( p \nmid j \) and \( p \mid j \). In the first case, \( j \in \mathcal{R}_0 \subseteq \bigcup_{i \in \mathcal{R}_0} \mathcal{R}_i \). In the second case, \( |a_0(j)| = 0 \). Let \( i = (j_1 + 1, j_2, \ldots, j_d) \). Since there exists \( l \in \mathbb{N} \) such that \( a_l(k) \geq 1 \) and \( |a_h(j)| \leq a_{h+l}(k) \) for all \( h \in \mathbb{N} \setminus \{0\} \), we have
\[ |a_0(i)| = 1 \leq a_l(k) \quad \text{and} \quad |a_h(i)| = |a_h(j)| \leq a_{h+l}(k). \]

It follows that \( j \in \mathcal{R}_i \) and \( i \in \mathcal{R}_i' \). Hence \( j \in \bigcup_{i \in \mathcal{R}_0} \mathcal{R}_i \). We therefore conclude that \( \mathcal{R}_0 \subseteq \bigcup_{i \in \mathcal{R}_0} \mathcal{R}_i \). \( \square \)

Suppose that \((f)\) is a system of polynomials in \( A[x_1, \ldots, x_v] \) and \( w \) is an irreducible element in \( A \). For every \( v\)-tuple \( z \in A^v \), we write \( \text{rk Jac}(f; z; w) \) for the rank of the Jacobian matrix \( \text{Jac}(f; z) \) over \( A/(w) \).
Lemma 63. For \( v \in \mathbb{N} \setminus \{0\} \), let \( \mathcal{R} \) be a subset of \( \{ i \in \mathbb{N}^d | 1 \leq |i| \leq k \} \) of cardinality less than \( v \). For each \( i \in \mathcal{R} \), let \( f_i \) be a polynomial over \( \mathbb{A} \) in \( v \) variables of total degree not exceeding \( k \). For every irreducible \( w \in \mathbb{A} \), let \( C_w, \mathcal{R}(f; a) \) denote the set of solutions \( x \in (\mathbb{A}/(w))^v \) of the system

\[
f_i(x) \equiv a_i \pmod{w} \quad (i \in \mathcal{R})
\]

for which \( \text{rk Jac}(f; x; w) = \text{card} \mathcal{R} \). Also, let \( B_w, \mathcal{R}(f; u) \) denote the set of solutions \( x \in (\mathbb{A}/(w^k))^v \) of the system

\[
f_i(x) \equiv u_i \pmod{w^{|i|}} \quad (i \in \mathcal{R})
\]

for which \( \text{rk Jac}(f; x; w) = \text{card} \mathcal{R} \). Then we have

\[
\text{card} C_w, \mathcal{R}(f; a) \ll_{v,k,d} \langle w \rangle^{v-\text{card} \mathcal{R}} \quad \text{and} \quad \text{card} B_w, \mathcal{R}(f; u) \ll_{v,k,d} \langle w \rangle^{kv-K_\mathcal{R}},
\]

(3.10)

where \( K_\mathcal{R} = \sum_{i \in \mathcal{R}} |i| \).

Proof. (1) For each \( L \subseteq \{1,2,\ldots,v\} \) with \( \text{card} L = \text{card} \mathcal{R} \), write \( C_{w,\mathcal{R},L}(f; a) \) for the set of solutions counted by \( C_{w,\mathcal{R}}(f; a) \) and with \( \det(\partial f_i/\partial x_l)_{i \in \mathcal{R},l \in L} \neq 0 \). From [12, Lemma 4], it follows that

\[
\text{card} C_{w,\mathcal{R},L}(f; a) \ll_{k,d} \langle w \rangle^{v-\text{card} \mathcal{R}}.
\]

Thus,

\[
\text{card} C_{w,\mathcal{R}}(f; a) \leq \sum_{\substack{L \subseteq \{1,2,\ldots,v\} \\ \text{card} L = \text{card} \mathcal{R}}} \text{card} C_{w,\mathcal{R},L} \ll_{v,k,d} \langle w \rangle^{v-\text{card} \mathcal{R}}.
\]

(2) To show the second inequality in (3.10), we note that the number of choices for \( a \in (\mathbb{A}/(w^k))^\text{card} \mathcal{R} \) which satisfy

\[
a_i \equiv u_i \pmod{w^{|i|}} \quad (i \in \mathcal{R})
\]

is \( \langle w \rangle^{\sum_{i \in \mathcal{R}} (k-|i|)} \). Fix any choice for \( a \). By [12, Lemma 4], the number of solutions \( x \) modulo \( w^k \) of the system

\[
f_i(x) \equiv a_i \pmod{w^k} \quad (i \in \mathcal{R})
\]

is bounded by \( O_{v,k,d}(\langle w^k \rangle^{v-\text{card} \mathcal{R}}) \). Thus,

\[
\text{card} B_{w,\mathcal{R}}(f; u) \ll_{v,k,d} \langle w \rangle^{\sum_{i \in \mathcal{R}} (k-|i|)} \langle w \rangle^{v-\text{card} \mathcal{R}} \ll_{v,k,d} \langle w \rangle^{kv-K_\mathcal{R}},
\]

where \( K_\mathcal{R} = \sum_{i \in \mathcal{R}} |i| \). This completes the proof of this lemma.
Lemma 64. Let \( w \in \mathbb{A} \) be irreducible and \( v \in \mathbb{N} \) with \( v \geq r \). We denote by \( S_w \) the set of \( z = (z_1, \ldots, z_v) \), for which \( z_n \in (\mathbb{A}/(w))^d \) (\( 1 \leq n \leq v \)) and \( \text{rk} \text{Jac}((x^n)_{n \in R_0'}; z; w) < r \). Then we have
\[
\text{card } S_w \ll_{v,k,d} (w)^{v(d-1)+r-1}.
\]

Proof. For each \( z = (z_1, \ldots, z_v) \) with each \( z_n \in (\mathbb{A}/(w))^d \), if
\[
\text{rk} \text{Jac}((x^n)_{n \in R_0'}; z; w) < r,
\]
then there exist \( c_i \in \mathbb{A}/(w) \) (\( i \in R_0' \)), not all zero, such that for all \( 1 \leq l \leq d \) and \( 1 \leq n \leq v \),
\[
\sum_{i \in R_0'} c_i \partial x^i / \partial x_l(z_n) \equiv 0 \pmod{w}.
\]
Define
\[
R_1 = \{ i \in R_0' \mid p \nmid i \} \quad \text{and} \quad R_l = \{ i \in R_0' \mid p| i_1, \ldots, p| i_{l-1}, p \nmid i_l \} \quad (2 \leq l \leq d).
\]
Then \( R_0' \) is a disjoint union of \( R_1, \ldots, R_d \). Also, define \( R_l' = \{ i \in R_l \mid c_i \neq 0 \} \) (\( 1 \leq l \leq d \)). Since the \( c_i \) are not all zero, there must exist some \( l \) such that \( R_l' \) is nonempty. Let \( m = \min \{ l \mid R_l' \neq \emptyset \} \). For each \( i \in R_m \), since \( p \nmid i_m \) and \( \partial x^i / \partial x_m = i_m x^i x_m^{-1} \), we have
\[
\sum_{i \in R_m} c_i \partial x^i / \partial x_m = \sum_{i \in R_m} c_i i_m x^i x_m^{-1} \neq 0
\]
in \( \mathbb{A}/(w)[x] \). By the minimality of \( m \), for any \( i \in R_l \) with \( l < m \), \( c_1 = 0 \) and so
\[
\sum_{i \in R_l \mid l < m} c_i \partial x^i / \partial x_m = 0
\]
in \( \mathbb{A}/(w)[x] \). For \( l > m \), \( i \in R_l \) implies that \( p|i_m \) and hence \( \partial x^i / \partial x_m = 0 \). Thus
\[
\sum_{i \in R_0'} c_i \partial x^i / \partial x_m = \sum_{i \in R_m} c_i \partial x^i / \partial x_m \neq 0,
\]
which yields that the \( z_n \) are the roots of a nontrivial polynomial in \( \mathbb{A}/(w)[x] \). Thus, for a fixed choice of the \( c_i \), the number of choices for \( (z_1, \ldots, z_v) \) modulo \( w \) is \( O_{v,k,d}(w^{v(d-1)}) \). Also, the number of the choices for the \( c_i \) is \( O_{k,d}(w^{r-1}) \) because one of them can be normalized to 1. Hence the total number of possibilities for the \( z_n \) is \( O_{v,k,d}(w^{v(d-1)+r-1}) \). \( \square \)
Definition 65. We say that the system of polynomials \((\Psi)\) is of type \((j, P)\) if it satisfies the following three conditions.

1. \((\Psi)\) consists of polynomials \(\Psi_i \in \mathbb{A}[x_1, \ldots, x_d]\) \((i \in \mathcal{R}_0)\).

2. For all \(i \in \mathcal{R}_0\), \(n \in \mathcal{R}'_j\) and \(m \in \mathcal{R}''_j\), there exist \(T_{i,n}\) and \(T_{i,m}\) \(\in \mathbb{A}\) such that
   \[\Psi_i(x) = \sum_{n \in \mathcal{R}'_j} T_{i,n} x^n + \sum_{m \in \mathcal{R}''_j} T_{i,m} x^m.\]
   Furthermore, for each \(n \in \mathcal{R}'_j\), \(T_{i,n} = 0\) either if \(i \in \mathcal{R}'_0\) with \(|\gamma_q(i)| - |\gamma_q(n)| < j\) or if \(i \in \mathcal{R}''_0\). In addition, there exist \(i \in \mathcal{R}'_0\) and \(n \in \mathcal{R}'_j\) with \(|\gamma_q(i)| - |\gamma_q(n)| = j\) such that \(T_{i,n}\) is nonzero.

3. For every \(i \in \mathcal{R}_0\) and \(l \in \mathcal{R}_j = \mathcal{R}'_j \cup \mathcal{R}''_j\), \(\langle T_{i,l} \rangle \leq \hat{P}_{kj}\).

For simplicity, throughout this chapter, we write \(k'\) for \(\gamma_q(k)\).

Remark 2 (1) Let \((\Psi)\) be of type \((j, P)\). Then we have the coefficient matrix \(T = \begin{pmatrix} T_1 & T_2 \\ 0 & T_3 \end{pmatrix}\) such that
   \[\begin{pmatrix} (\Psi_i)_{i \in \mathcal{R}'_j} \\ (\Psi_j)_{j \in \mathcal{R}''_j} \end{pmatrix} = \begin{pmatrix} T_1 & T_2 \\ 0 & T_3 \end{pmatrix} \begin{pmatrix} (x^n)_{n \in \mathcal{R}'_j} \\ (x^m)_{m \in \mathcal{R}''_j} \end{pmatrix}.\]

Furthermore, by setting \(\mathcal{R}_{j,u} = \{i \in \mathcal{R}'_j \mid |\gamma_q(i)| = u\}\) and \(T_{u,v} = (T_{i,n})_{i \in \mathcal{R}_{q,u}, n \in \mathcal{R}'_{j,v}}\), we have
   \[T_1 = \begin{pmatrix} (T_{u,v})_{u \geq j + 1, v \in \{k'-j, \ldots, 1\}} \\ (T_{u,v})_{u \leq j, v \in \{k'-j, \ldots, 1\}} \end{pmatrix}.\]

From Condition (2) in Definition 65, we deduce that \(T_{u,v} = 0\) whenever \(u - v < j\). Note that in \(T_1\) we have \(v \geq 1\) and so \((T_{u,v})_{u \leq j} = 0\). Therefore, \(T_1\) is in the following row-echelon form
   \[T_1 = \begin{pmatrix} T_{k'-j, k'-j} & * & \cdots & * \\ 0 & T_{k'-1, k'-1-j} & \cdots & * \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & T_{j+1,1} \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & \cdots & 0 \end{pmatrix}.\]
Again, by Condition (2) in Definition 65, we find that the $T_{u,u-j}$ are not all zero.

(2) Clearly $T_1 \neq 0$. Let $r' = \text{rk} T_1$. Then $0 < r' \leq r$. In view of Condition (3) in Definition 65, the determinant of every $r' \times r'$ sub-matrix of $T_1$ can be bounded by $\bar{P}^{r'k^2}$. Furthermore, for each of these nonzero determinants, the number of its irreducible divisors $w$ of degree $[\theta P] + 1$ is bounded in terms of $k,d$ and $\theta$. Furthermore, the total number of irreducible divisors of all the nonzero determinants under consideration is bounded by a constant $c = c(k,d,\theta)$.

(3) Whenever $P$ is sufficiently large and $\epsilon$ is small enough, there exists a set consisting of $[1/\theta - \epsilon]$ irreducible polynomials of degree $[\theta P] + 1$, none of which divides any nonzero determinant as in the above remark. Throughout, let $\mathcal{P}(\theta, \epsilon)$ denote this set.

(4) For $\mathcal{R} \subseteq \mathcal{R}_0'$, define

$$T_{u,v,\mathcal{R}} = (T_{i,n})_{i \in \mathcal{R} \cap \mathcal{R}_0', u \neq n} \quad (3.11)$$

and

$$T_{\mathcal{R}} = \begin{pmatrix} T_{k',k'-j,\mathcal{R}} & 0 & \cdots & 0 \\ 0 & T_{k'-1,k'-1-j,\mathcal{R}} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & T_{j+1,1,\mathcal{R}} \end{pmatrix}. \quad (3.12)$$

Since the $T_{u,u-j}$ are not all zero, there exists a subset $\mathcal{R}$ of $\{i \in \mathcal{R}_0' \mid |\gamma_q(i)| \geq j + 1\}$ such that the matrix $T_{\mathcal{R}}$ has rank $\text{card} \mathcal{R}$. The construction of $\mathcal{P}(\theta, \epsilon)$ yields that $T_{\mathcal{R}} \mod w$ has rank $\text{card} \mathcal{R}$ whenever $w \in \mathcal{P}(\theta, \epsilon)$. In what follows, it is convenient to write $K(\Psi)$ for $\max_{\mathcal{R}} \sum_{i \in \mathcal{R}} |i|$ where $\mathcal{R}$ runs over all the subsets as above.

**Lemma 66.** Let $a \in \mathbb{A}^d$. Define $A = (a_{ij})_{i,j \in \mathcal{R}_0}$ with

$$a_{ij} = \begin{cases} \left( \begin{array}{c} i_1 \\ \vdots \\ i_d \end{array} \right) \left( \begin{array}{c} j_1 \\ \vdots \\ j_d \end{array} \right) (-\mathbf{a})^{1-j}, & \text{if } j \in \mathcal{R}_i, \\ 0, & \text{otherwise.} \end{cases}$$

Let $A_{u,v} = (a_{ij})_{i \in \mathcal{R}_0', j \in \mathcal{R}_0'}$. Then for every $u \in \{k', \ldots, 1\}$, $A_{u,u}$ is the identity matrix, denoted by $I_u$, and $A_{u,v} = 0$ whenever $u < v$. That is, the sub-matrix $A_1 = (A_{u,v})_{u,v \in \{k', \ldots, 1\}}$
is of the following form

\[
\begin{pmatrix}
I_{k'} & * & \cdots & * \\
0 & I_{k'-1} & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & I_1
\end{pmatrix}
\]

Proof. Suppose that \( i \in R_0' \) and \( j \in R_i \). By the proof of Lemma 62(1), we deduce that \(|\gamma_q(i)| \geq |\gamma_q(j)|\) as well as \(|\gamma_q(i)| = |\gamma_q(j)|\) if and only if \( i = j \). Moreover, since \( a_{i,i} = 1 \), we have \( A_{u,u} = I_u \) and \( A_{u,v} = 0 \) when \( u < v \).

Remark 3 Let \( A \) be defined as in Lemma 66. For \( j \in R_0'' \) and \( l \in R_j \), it follows from Lemma 62(2) that \( l \in R_0'' \). Thus, \( a_{j,i} = 0 \) whenever \( j \in R_0'' \) and \( i \in R_0' \). Suppose that \((\Psi)\) is of type \((j, P)\) and \((\Phi) = A(\Psi)\). More precisely, we have

\[
\begin{pmatrix}
(\Phi_i)_{i \in R_0'} \\
(\Phi_j)_{j \in R_0''}
\end{pmatrix} =
\begin{pmatrix}
A_1 & A_2 \\
0 & A_3
\end{pmatrix}
\begin{pmatrix}
(\Psi_i)_{i \in R_0'} \\
(\Psi_j)_{j \in R_0''}
\end{pmatrix}.
\]

As in Remark 2, we have

\[
\begin{pmatrix}
(\Psi_i)_{i \in R_0'} \\
(\Psi_j)_{j \in R_0''}
\end{pmatrix} =
\begin{pmatrix}
T_1 & T_2 \\
0 & T_3
\end{pmatrix}
\begin{pmatrix}
(x^n)_{n \in R_j'} \\
(x^m)_{m \in R_j''}
\end{pmatrix},
\]

and hence,

\[
\begin{pmatrix}
(\Phi_i)_{i \in R_0'} \\
(\Phi_j)_{j \in R_0''}
\end{pmatrix} =
\begin{pmatrix}
A_1T_1 & * \\
0 & A_3T_3
\end{pmatrix}
\begin{pmatrix}
(x^n)_{n \in R_j'} \\
(x^m)_{m \in R_j''}
\end{pmatrix}.
\]

Thus,

\[
\text{Jac}
\begin{pmatrix}
(\Phi_i)_{i \in R_0'} \\
(\Phi_j)_{j \in R_0''}
\end{pmatrix} =
\begin{pmatrix}
A_1T_1 & * \\
0 & A_3T_3
\end{pmatrix}
\begin{pmatrix}
\text{Jac}(x^n)_{n \in R_j'} \\
\text{Jac}(x^m)_{m \in R_j''}
\end{pmatrix}.
\]

Since \( p | m \) whenever \( m \in R_j'' \), we see that

\[
\text{Jac}
\begin{pmatrix}
(\Phi_i)_{i \in R_0'} \\
(\Phi_j)_{j \in R_0''}
\end{pmatrix} =
\begin{pmatrix}
A_1T_1\text{Jac}(x^n)_{n \in R_j'} \\
0
\end{pmatrix}.
\]
From Remark 2(1) and Lemma 66, it follows that

\[
A_1 T_1 = \begin{pmatrix}
I_{k'} & * & \cdots & * & * & \cdots & * \\
0 & I_{k'-1} & * & * & \cdots & * \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & I_{j+1} & * & * \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & I_j & \cdots & * \\
\vdots & \vdots & \ddots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & 0 & \cdots & I_1
\end{pmatrix}
\begin{pmatrix}
T_{k',k'-j} & * & \cdots & * \\
0 & T_{k'-1,k'-1-j} & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & T_{j+1,1} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0
\end{pmatrix}.
\]

Thus \(A_1 T_1\) is of the form

\[
\begin{pmatrix}
T_{k',k'-j} & * & \cdots & * \\
0 & T_{k'-1,k'-1-j} & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & T_{j+1,1} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0
\end{pmatrix}.
\]

For every \(w \in \mathcal{P} (\theta, \epsilon)\), whenever \(z\) satisfies that \(\text{rk} \text{Jac}((x^n)_{n \in R'_j}; z; w) = \text{card} R'_j\), on taking \(R\) as in Remark 2(4), we may observe that the rows of \(A_1 T_1\) indexed by \(i \in R\) form a sub-matrix \(M_R (\text{mod} w)\) of rank \(\text{card} R\) and hence

\[
\text{Jac}((\Phi_i)_{i \in R}; z; w) = M_R \text{Jac}((x^n)_{n \in R'_j}; z; w) = \text{card} R.
\]

### 3.2 The fundamental lemma

Let \(J_{s,k,d}(P)\) denote the number of solutions of the system

\[
x_1^i + \cdots + x_s^i = y_1^i + \cdots + y_s^i \quad (i \in R'_0),
\]

with \(x_n, y_n \in I_P^n\). In this section, we aim to establish a fundamental lemma for building up Vinogradov-type estimates for \(J_{s,k,d}(P)\). It is convenient to have available a lemma that provides the basis of our strategy in our subsequent deliberations.
Lemma 67. For every nonzero \( j \in \mathcal{R}_0 \), there exist \( n \in \mathcal{R}_0' \) and \( v \in \mathbb{N} \) such that \( j = p^v n \).

Proof. Suppose that \( j \in \mathcal{R}_0 \setminus \{0\} \). Then there exists \((n, v) \in \mathbb{N}^d \times \mathbb{N}\) such that

\[
j = p^v n = p^v \sum_{h \geq 0} a_h(n)p^{h+v} = \sum_{h \geq 0} a_h(n)p^{h+v}.
\]

Hence there exists \( l \in \mathbb{N} \) such that \( a_{h+v}(j) > 0 \) and

\[
|a_h(n)| = |a_{h+v}(j)| \leq a_{h+v+l}(k) \ (h \in \mathbb{N}).
\]

Thus \( n \in \mathcal{R}_0' \). This completes the proof of the lemma.

In order to estimate \( J_{s,k,d}(P) \) via the Linnik-Karatsuba method, we shall analyze an alternative system of equations. For any nonzero \( j \in \mathcal{R}_0 \), Lemma 67 implies that \( j = p^v n \) for some \( n \in \mathcal{R}_0' \) and \( v \in \mathbb{N} \), and so

\[
\sum_{m=1}^s (x^i_m - y^i_m) = \left( \sum_{m=1}^s (x^i_m - y^i_m) \right)^{p^v} = 0,
\]

whenever \((x, y)\) is a solution of the system \((3.13)\). Moreover, since \( \mathcal{R}_0' \subseteq \mathcal{R}_0 \), the system \((3.13)\) is equivalent to the following system

\[
x^1 + \cdots + x^s = y^1 + \cdots + y^s \ (i \in \mathcal{R}_0).
\]

Therefore, \( J_{s,k,d}(P) \) is also the number of solutions of \((3.14)\) with \( x_n, y_n \in I^d_P \).

We are in a position to establish the fundamental lemma by analyzing the system \((3.14)\). For \( \alpha \in \mathbb{T}^r \) and \( P \in \mathbb{R} \) with \( P > 0 \), define

\[
f(\alpha; P) = \sum_{i \in I^d_P} e\left( \sum_{i \in \mathcal{R}_0} \alpha_i x^i \right).
\]

Let \( K_s(P, Q; \Psi) \) denote the number of solutions of the system

\[
\sum_{n=1}^r \left( \Psi_i(z_n) - \Psi_i(z_n') \right) = \sum_{m=1}^s (x^i_m - y^i_m) \ (i \in \mathcal{R}_0)
\]

with \( z_n, z_n' \in I^d_P \) and \( x_m, y_m \in I^d_Q \). Furthermore, let \( L_s(P, Q, \theta, w; \Psi) \) denote the number of solutions of the system

\[
\sum_{n=1}^r \left( \Psi_i(z_n) - \Psi_i(z_n') \right) = w |i| \sum_{m=1}^s (u^i_m - v^i_m) \ (i \in \mathcal{R}_0)
\]

81
with \(z\) and \(z'\) as above, \(u_m, v_m \in I_{Q-\theta P}^d\), and \(z_{nl} \equiv z'_{nl} \pmod{w^k}\) \((1 \leq l \leq d)\). Finally, we write

\[
L_s(P, Q, \theta; \Psi) = \max_{w \in \mathcal{P}(\theta, \epsilon)} L_s(P, Q, \theta, w; \Psi).
\]

**Lemma 68.** Suppose that \(\theta P \leq Q \leq P\) and that \((\Psi)\) is a system of type \((j, P)\). Then for \(s \geq 2\mu - 1\), there is a system \((\Phi)\) as in Remark 3, such that

\[
K_s(P, Q; \Psi) \ll \hat{P}^{2\rho - r(1+\epsilon)}J_s(Q) + \hat{P}^{\rho(2d+krd - \mu - K)}L_s(P, Q, \theta; \Phi),
\]

where \(\mu = \text{card}\{i \in \mathbb{R}_0^*|\Psi_i\text{ is a constant}\} \quad \text{and} \quad K = K(\Psi)\) defined as in Remark 2(4).

**Proof.** Let \(S_1\) denote the number of solutions counted by \(K_s(P, Q; \Psi)\) such that for all \(w \in \mathcal{P}(\theta, \epsilon)\),

\[
\text{rk} \text{Jac} ((x^n)_{n \in \mathbb{R}_0^*} ; z, z' ; w) < r
\]

Let \(S_2\) denote the number of remaining solutions, i.e., the solutions for which

\[
\text{rk} \text{Jac} ((x^n)_{n \in \mathbb{R}_0^*} ; z, z' ; w) = r
\]

for some \(w \in \mathcal{P}(\theta, \epsilon)\). Hence, \(K_s(P, Q; \Psi) = S_1 + S_2\). There are two cases.

**Case 1:** Suppose that \(S_2 \leq S_1\). For every \(w \in \mathcal{P}(\theta, \epsilon)\), on taking \(v = 2r\), it follows from Lemma 64 that the number of possibilities for \((z, z') \in (\mathbb{A}/(w))^{2rd}\) with

\[
\text{rk} \text{Jac} ((x^n)_{n \in \mathbb{R}_0^*} ; z, z' ; w) < r
\]

is \(O((w)^{2rd-r-1})\). Let \(u = \prod_{w \in \mathcal{P}(\theta, \epsilon)} w\). By the Chinese Remainder Theorem, the total number of choices for \((z, z') \in (\mathbb{A}/(u))^{2rd}\) is \(O((u)^{2rd-r-1})\). For each fixed choice \((z_0, z'_0) \pmod{u}\), there are at most \((\hat{P}/(u))^{2rd}\) choices for the \((z, z') \in I_P^{2rd}\) with \((z, z') \equiv (z_0, z'_0) \pmod{u}\), and hence the number of \((z, z') \in I_P^{2rd}\) under consideration can be estimated by \(O(\hat{P}^{2rd}(u)^{-r-1})\). Since \(\langle u \rangle > (\hat{P}^\rho)^{1/\theta - \epsilon} > \hat{P}^{1-\theta-\epsilon}\), we have

\[
\hat{P}^{2rd}(u)^{-r-1} < \hat{P}^{2rd-(r+1)(1-\theta-\epsilon)}.
\]

Thus,

\[
K_s(P, Q; \Psi) \leq 2S_1 \ll \hat{P}^{2rd-(r+1)(1-\theta+\epsilon)}J_s(Q).
\]

**Case 2:** Suppose that \(S_1 \leq S_2\). It follows that

\[
S_2 \leq \sum_{w \in \mathcal{P}(\theta, \epsilon)} S_3(w)
\]
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where $S_3(w)$ denote the number of solutions with
\[ \operatorname{rk} \text{Jac}((x^n)_{n \in \mathcal{R}_0}; z, z'; w) = r. \]
For each $\eta \in \{\pm 1\}^r$, write
\[ G(\alpha; \eta) = \sum_{z=(z_1, \ldots, z_r)} e\left( \sum_{i \in \mathcal{R}_0} \alpha_i s_i(z, \eta) \right), \tag{3.15} \]
where
\[ s_i(z, \eta) = \eta_1 \Psi_i(z_1) + \cdots + \eta_r \Psi_i(z_r). \]
Let $G_w(\alpha; \eta)$ denote the same sum in (3.15), but restricted to those $z$ for which $\operatorname{rk} \text{Jac}((x^n)_{n \in \mathcal{R}_0}; z; w) = r$. After rearranging variables, we deduce that
\[ S_3(w) \leq \sum_{\eta \in \{\pm 1\}^r} \int_{T^{r_0}} G(\alpha; \eta) G_w(-\alpha; \eta) |f(\alpha; Q)|^{2s} d\alpha. \]
Thus by the Cauchy-Schwarz inequality, we have
\[ S_3(w) \ll \left( \int_{T^{r_0}} |G(\alpha; \eta)|^2 |f(\alpha; Q)|^{2s} d\alpha \right)^{\frac{1}{2}} \left( \int_{T^{r_0}} |G_w(\alpha; \eta)|^2 |f(\alpha; Q)|^{2s} d\alpha \right)^{\frac{1}{2}}, \]
for some $\eta \in \{\pm 1\}^r$. It follows by taking complex conjugates that $|G(\alpha; \eta)| = |G(\alpha; 1)|$ and hence that the integral in the first factor above is equal to $K_s(P, Q; \Psi)$. Let $S_4(w; \eta)$ denote the number of solutions of the system
\[ \sum_{n=1}^r \eta_n (\Psi_i(z_n) - \Psi_i(z'_n)) = \sum_{m=1}^s (x^i_m - y^i_m) \quad (i \in \mathcal{R}_0) \]
with $\operatorname{rk} \text{Jac}((x^n)_{n \in \mathcal{R}_0}; z; w) = r = \operatorname{rk} \text{Jac}((x^n)_{n \in \mathcal{R}_0}; z'; w)$. On noting that $\mathcal{P}(\theta, \epsilon) \ll 1$, we find that
\[ K_s(P, Q; \Psi) \leq 2S_2 \ll \max_{w \in \mathcal{P}(\theta, \epsilon)} S_4(w; \eta). \tag{3.16} \]
For convenience, we write $S_4(w)$ for the maximum in (3.16). Now consider the system
\[ \sum_{m=1}^s (x^i_m - y^i_m) = 0 \]
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for all \( i \in \mathcal{R}_0' \) with \( \Psi_i \) a constant in \( \mathbb{A} \). So we can classify the solutions counted by \( S_4(w) \) according to the common residue classes of \( x_1^i + \cdots + x_s^i \) and \( y_1^i + \cdots + y_s^i \) modulo \( w \). Then, we write \( C_w(a) \) for the set of solutions modulo \( w \) of the system of congruences

\[
\sum_{m=1}^{s} x_i^m \equiv a_i \pmod{w}
\]

for all \( i \in \mathcal{R}_0' \) with \( \Psi_i \) a constant in \( \mathbb{A} \). From Lemma 63, it follows that the number of non-singular solutions counted by \( C_w(a) \) is \( O(\langle w \rangle^{sd-\mu}) \). Moreover, since \( w \in \mathcal{P}(\theta, \epsilon) \), Lemma 64 yields that the number of singular solutions is \( O(\langle w \rangle^{s(d-1)+\mu-1}) \). Therefore, we deduce that

\[
\text{card} C_w(a) \ll \langle w \rangle^{sd-\mu},
\]

provided that \( s \geq 2\mu - 1 \).

Next, we introduce the exponential sum

\[
f_w(\alpha; y) = \sum_{x \in I} e\left( \sum_{i \in \mathcal{R}_0} \alpha_i x_i \right)
\]

Note that

\[
S_4(w; \eta) = \int_{T_0} \left| G_w(\alpha; \eta) \right|^2 \sum_{a \in (\mathbb{A}/(w))^d} |U_w(\alpha; a)|^2 \, d\alpha,
\]

where

\[
U_w(\alpha; a) = \sum_{(u_1, \ldots, u_s) \in C_w(a)} f_w(\alpha; u_1) \cdots f_w(\alpha; u_s).
\]

Then it follows from Cauchy’s inequality that

\[
|U_w(\alpha; a)|^2 \ll \text{card} C_w(a) \sum_{u \in C_w(a)} |f_w(\alpha; u_1) \cdots f_w(\alpha; u_s)|^2
\]

\[
\ll \langle w \rangle^{sd-\mu} \sum_{u \in C_w(a)} \sum_{i=1}^{s} |f_w(\alpha; u_i)|^{2s},
\]

which yields that

\[
S_4(w; \eta) \ll \langle w \rangle^{2sd-\mu} \max_{a \in (\mathbb{A}/(w))^d} S_5(a, w; \eta),
\]

where

\[
S_5(a, w; \eta) = \int_{T_0} \left| G_w(\alpha; \eta) \right|^2 |f_w(\alpha; a)|^{2s} \, d\alpha.
\]
We may observe that $S_5(a, w; \eta)$ is the number of solutions of the system
\[ \sum_{n=1}^{r} \eta_n \left( \Psi_1(z_n) - \Psi_1(z'_n) \right) = \sum_{m=1}^{s} \left( (wx_m + a)^{\hat{1}} - (wy_m + a)^{\hat{1}} \right) \quad (i \in \mathcal{R}_0) \]
with $z_n, z'_n \in I'_p, x_m, y_m \in \mathbb{A}_d, \langle x_{ml}, y_{ml} \rangle \leq \hat{Q}(w)$, and
\[ \text{rk} \text{Jac}\left( (x^n)_{n \in \mathcal{R}_0}; z; w \right) = r = \text{rk} \text{Jac}\left( (x^n)_{n \in \mathcal{R}_0}; z'; w \right). \]
By [15, Lemma 2.3], we see that $S_5(a, w; \eta)$ is also equal to the number of solutions of the system
\[ \sum_{n=1}^{r} \eta_n \left( \Phi_1(z_n) - \Phi_1(z'_n) \right) = w^{\text{rk} \text{Jac}}(\sum_{m=1}^{s} (x^i_m - y^i_m) \quad (i \in \mathcal{R}_0) \]
with $z, z', x, y$ as above and $(\Phi)$ as in Lemma 64. Now let $\mathcal{R}$ be chosen as in Remark 2(4) such that $\sum_{i \in \mathcal{R}} |i| = K(\Psi)$. Since
\[ \text{rk} \text{Jac}\left( (x^n)_{n \in \mathcal{R}_0}; z; w \right) = \text{card} \mathcal{R}'_0 = r, \]
we have $\text{rk} \text{Jac}\left( (x^n)_{n \in \mathcal{R}_0}; z; w \right) = \text{card} \mathcal{R}'_0$. Hence by Remark 3, we have $\text{rk} \text{Jac}\left( (\Phi_1)_{i \in \mathcal{R}}; z; w \right) = \text{card} \mathcal{R}$. Thus $S_5(a, w; \eta) \leq S_6(a, w; \eta; \mathcal{R})$, where $S_6(a, w; \eta; \mathcal{R})$ counts the number of solutions of the system
\[ \sum_{n=1}^{r} \eta_n \left( \Phi_1(z_n) - \Phi_1(z'_n) \right) = w^{\text{rk} \text{Jac}}(\sum_{m=1}^{s} (x^i_m - y^i_m) \quad (i \in \mathcal{R}_0), \]
with $x_m, y_m \in I'_Q$, $z_n, z'_n \in I'_p$, and
\[ \text{rk} \text{Jac}\left( (\Phi_1)_{i \in \mathcal{R}}; z; w \right) = \text{rk} \text{Jac}\left( (\Phi_1)_{i \in \mathcal{R}}; z'; w \right) = \text{card} \mathcal{R}. \]
Write $\alpha w$ for the $r_0$-dimensional vector whose component indexed by $i$ is $\alpha_i w^{\text{rk} \text{Jac}}$ and put
\[ t_i(z, \eta) = \eta_1 \Phi_1(z_1) + \cdots + \eta_r \Phi_1(z_r). \]
Now let $B_w(u; \Phi, \mathcal{R}; \eta)$ denote the set of solutions $z$ modulo $w^k$ to the system of congruences
\[ t_i(z, \eta) \equiv u_i \pmod{w^{\text{rk} \text{Jac}}} \quad (i \in \mathcal{R}) \]
with $\text{rk} \text{Jac}(\Phi_1)_{i \in \mathcal{R}}; z; w) = \text{card} \mathcal{R}$. For simplicity, in the following, we write $B$ for $B_w(u; \Phi, \mathcal{R}; \eta)$. Let
\[ \tilde{G}_w(\alpha; z; \eta) = \sum_{x \in I'_Q} e \left( \sum_{i \in \mathcal{R}_0} \alpha_i t_i(x, \eta) \right). \]
Let
\[ I_w(\alpha; \eta; \mathcal{R}) = \sum_u \left| \sum_{z \in B} \tilde{G}_w(\alpha; z; \eta) \right|^2, \]
where the first summation is over \( u \) with \( u_i \in \mathbb{A}/(w^i) \) (\( i \in \mathcal{R} \)). Thus
\[ S_6(a, w; \eta; \mathcal{R}) \leq \int_{T^0} I_w(\alpha; \eta; \mathcal{R}) \left| f(\alpha w; Q - \theta P)^2 \right| d\alpha. \]

By Cauchy’s inequality and Lemma 63, we deduce that
\[ I_w(\alpha; \eta; \mathcal{R}) \leq \sum_u \text{card} \, B \sum_{z \in B} \left| \tilde{G}_w(\alpha; z; \eta) \right|^2 \ll \langle w \rangle^{krd-K} \sum_u \sum_{z \in B} \left| \tilde{G}_w(\alpha; z; \eta) \right|^2. \]

Thus,
\[ S_4(w; \eta) \ll \langle w \rangle^{2sd-K} \max_{a \in (\mathbb{A}/(w))^d} S_6(a, w; \eta; \mathcal{R}) \ll \langle w \rangle^{2sd+krd-K} \sum_{z \in (\mathbb{A}/(w^i))^d} \int_{T^0} \left| \tilde{G}_w(\alpha; z; \eta) \right|^2 f(\alpha w; Q - \theta P)^2 d\alpha. \]

On noting that \( |\tilde{G}_w(\alpha; z; \eta)| = |\tilde{G}_w(\alpha; z; 1)| \) and considering the underlying equations, the lemma now follows. \( \square \)

### 3.3 Vinogradov-type mean value estimates

In this section, the purpose is to establish an estimate of the shape
\[ J_{s,k,d}(P) \ll \hat{P}^{2sd-K_0+\Delta_s}, \]
where
\[ K_0 = \sum_{i \in \mathcal{R}_0} |i|. \]

**Lemma 69.** Define
\[ \mathcal{V} = \{ i \in \mathbb{N}^d \mid |a_0(i)| \geq 1 \text{ and } |a_h(i)| \leq a_h(k) \ (h \in \mathbb{N}) \} \]
and \( \nu = \text{card} \, \mathcal{V} \). The following hold.
(1) \( \nu = \left( \binom{a_0(k) + d}{d} - 1 \right) \prod_{h=1}^{D} \binom{a_h(k) + d}{d} \).

(2) If \( D = 0 \), then \( r = \nu \). If \( D > 0 \), then
\[
\nu \leq r < \nu(1 + \frac{1+d}{d^2}).
\]

(3) Let \( K_V = \sum_{i \in V} |i| \). Then
\[
K_V \leq \frac{\nu(dk + 1)}{d+1}.
\]

(4) If \( k \geq d + 2 \), then
\[
K_0 < (k - 1)(r + 1).
\]

Proof. (1) The result follows from the fact that \( i \in V \) if and only if
\[
1 \leq |a_0(i)| \leq a_0(k) \quad \text{and} \quad 0 \leq |a_h(i)| \leq a_h(k) \quad (h \in \mathbb{N} \setminus \{0\}).
\]

(2) If \( D = 0 \), in view of the definition of \( R'_0 \), we have
\[
R'_0 = \{ i \in \mathbb{N}^d \mid |a_0(i)| \geq 1 \text{ and } |a_h(i)| \leq a_h(k) \ (h \in \mathbb{N}) \} = V.
\]
Thus \( r = \nu \). We now consider the case when \( D > 0 \). Since \( V \subseteq R'_0 \), we have \( \nu \leq r \).
Suppose that \( \{ l \in \mathbb{N} \mid a_l(k) \geq 1 \} = \{ l_0, \ldots, l_m \} \) where \( 0 = l_0 < l_1 < \cdots < l_m = D \). For every \( i \) with \( 1 \leq i \leq m \), define
\[
\begin{align*}
\mathcal{V}_i &= \{ i \in \mathbb{N}^d \mid |a_0(i)| \geq 1 \text{ and } |a_h(i)| \leq a_{h+l_i}(k) \ (h \in \mathbb{N}) \}, \\
\nu_i &= \text{card } \mathcal{V}_i, \\
k_i &= p^{-l_i} (a_{l_i}(k)p^{l_i} + \cdots + a_D(k)p^D).
\end{align*}
\]
Then \( R'_0 = V \cup \left( \bigcup_{i=1}^{m} \mathcal{V}_i \right) \). Fix \( i \) with \( 1 \leq i \leq m \). Since \( a_h(k_i) = a_{h+l_i}(k) \ (h \in \mathbb{N}) \), we have
\[
\mathcal{V}_i = \{ i \in \mathbb{N}^d \mid |a_0(i)| \geq 1 \text{ and } |a_h(i)| \leq a_h(k_i) \ (h \in \mathbb{N}) \}.
\]

By Lemma 69(1), we see that
\[
\nu_i = \left( \binom{a_0(k_i) + d}{d} - 1 \right) \prod_{h=1}^{D-l_i} \binom{a_h(k_i) + d}{d} \prod_{h=1+l_i}^{D} \binom{a_h(k) + d}{d}.
\]
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Note that
\[ \binom{n + d}{d} \geq nd + 1 \quad (n \in \mathbb{N}). \]

Thus
\[
\nu_1 = \left( \binom{a_0 + d}{d} - 1 \right) \left( \binom{a_0 + d}{d} - 1 \right)^{-1} \prod_{h=1}^{l_i} \binom{a_h + d}{d}^{-1}
\]
\[
< \left( \binom{a_0 + d}{d} - 1 \right)^{-1} \prod_{h=1}^{l_i} \binom{a_h + d}{d}^{-1}
\]
\[
\leq (a_0 + d)^{-1} \prod_{h=1}^{l_i} \binom{a_h + d}{d}^{-1}
\]
\[
\leq d^{-1}(1 + d)^{-i+1}.
\]

Therefore,
\[
r \leq \nu + \nu_1 + \cdots + \nu_m < \nu + \nu d^{-1} \sum_{i=1}^{m} (1 + d)^{-i+1}
\]
\[
< \nu + \nu \cdot \frac{1 + d}{d^2} = \nu \left( 1 + \frac{1 + d}{d^2} \right).
\]

(3) We consider two cases.

Case 1: Let \( h \in \mathbb{N} \setminus \{0\} \). Since for \( u \in \mathbb{N} \) with \( 1 \leq u \leq a_h(k) \),
\[
\operatorname{card} \{ i \in \mathcal{V} \mid |a_h(i)| = u \} = \nu \cdot \binom{a_h + d}{d}^{-1} \cdot \binom{u + d - 1}{d - 1}.
\]

By [15, Lemma 2.1], we have
\[
\sum_{i \in \mathcal{V}} |a_h(i)| = \sum_{u=1}^{a_h(k)} u \cdot \operatorname{card} \{ i \in \mathcal{V} \mid |a_h(i)| = u \}
\]
\[
= \nu \cdot \binom{a_h + d}{d}^{-1} \sum_{u=1}^{a_h(k)} u \binom{u + d - 1}{d - 1}
\]
\[
= \nu \cdot \binom{a_h + d}{d}^{-1} \cdot \frac{d a_h(k)}{d + 1} \binom{a_h + d}{d}
\]
\[
= \frac{\nu d a_h(k)}{d + 1}.
\]
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Case 2: Let \( h = 0 \). Since for \( u \in \mathbb{N} \) with \( 1 \leq u \leq a_0(k) \),

\[
\mathrm{card}\{i \in \mathcal{V} \mid |a_0(i)| = u\} = \nu \cdot \left( \binom{a_0(k) + d}{d} - 1 \right)^{-1} \cdot \binom{u + d - 1}{d - 1}.
\]

We have

\[
\sum_{i \in \mathcal{V}} |a_0(i)| = \sum_{u=1}^{a_0(k)} u \cdot \mathrm{card}\{i \in \mathcal{V} \mid |a_0(i)| = u\}
\]

\[
= \nu \cdot \left( \binom{a_0(k) + d}{d} - 1 \right)^{-1} \cdot \sum_{u=1}^{a_0(k)} u \binom{u + d - 1}{d - 1}
\]

\[
= \nu \cdot \left( \binom{a_0(k) + d}{d} - 1 \right)^{-1} \cdot \frac{da_0(k)}{d + 1} \binom{a_0(k) + d}{d}
\]

\[
= \frac{\nu da_0(k)}{d + 1} \left( 1 + \left( \binom{a_0(k) + d}{d} - 1 \right)^{-1} \right).
\]

Since \( \binom{a_0(k) + d}{d} - 1 \geq a_0(k)d \), it follows that

\[
K_V = \sum_{i \in \mathcal{V}} |i| = \sum_{i \in \mathcal{V}} \sum_{h=0}^{D} |a_h(i)| p^h = \sum_{h=0}^{D} p^h \sum_{i \in \mathcal{V}} |a_h(i)|
\]

\[
= \frac{\nu dk}{d + 1} + \frac{\nu da_0(k)}{d + 1} \left( \binom{a_0(k) + d}{d} - 1 \right)^{-1}
\]

\[
\leq \frac{\nu(dk + 1)}{d + 1}.
\]

(4) Suppose that \( k \geq d + 2 \). Since

\[
(\nu + 1)(k - 1) - \frac{\nu(dk + 1)}{d + 1} = k(\nu(d + 1)^{-1} + 1) - \nu(d + 2)(d + 1)^{-1} - 1 > 0,
\]

we have

\[
K_V < (k - 1)(\nu + 1).
\]

Take \( i \in \mathcal{R}_0' - \mathcal{V} \) arbitrarily. Then there exists some \( l \in \mathbb{N} \setminus \{0\} \) such that

\[
|a_h(i)| \leq a_{h+1}(k) \quad (h \in \mathbb{N}).
\]
Hence
\[ p^l |i| = \sum_{h \geq 0} |a_h(i)p^{h+l} \leq \sum_{h \geq 0} a_{h+l}(k)p^{h+l} = \sum_{h \geq l} a_h(k)p^h \leq k - 1, \]
where the last inequality holds because \( l > 0 \). Thus,
\[ K_0 - K_V \leq p^{-l}(r - \nu)(k - 1) < (r - \nu)(k - 1). \]
Therefore, whenever \( k \geq d + 2 \),
\[ K_0 = (K_0 - K_V) + K_V < (r - \nu)(k - 1) + (k - 1)(\nu + 1) = (k - 1)(r + 1). \]
This completes the proof of the lemma.

We now define
\[ (\Psi_0) = \{ \Psi_{1,0} \in \mathbb{A}[x] \mid \Psi_{1,0} = x^i (i \in \mathcal{R}_0) \}. \]
Also, we define
\[ (\Phi_0) = A(\Psi_0), \]
where \( A \) is an \( r_0 \times r_0 \) invertible matrix over \( \mathbb{A} \) defined as in Lemma 66. On recalling Remark 2(4), we see that
\[ K(\Psi_0) = \sum_{i \in R'_0} |i| = K_0. \]
Write \( \lambda_s = 2sd - K_0 + \Delta_s \). We say that \( \lambda_s \) and \( \Delta_s \) are admissible if \( J_{s,k,d}(P) \ll \hat{P}^{\lambda_s} \).

**Lemma 70.** If \( \Delta_s \) is an admissible exponent satisfying \( \Delta_s < (k - 1)(r + 1) \), then the exponent \( \Delta_s + r = \Delta_s(1 - \frac{1}{k}) \) is also admissible.

**Proof.** Let \( \theta = \frac{1}{k} \). Since
\[ \mu = \text{card}\{i \in R'_0 | \Psi_{1,0} \in (\Psi_0) \text{ and } \Psi_{1,0} = 0\} = 0, \]
it follows from Lemma 68 that
\[ K_s(P, P; \Psi_0) \ll \hat{P}^{2rd-(r+1)(1-\theta)+\epsilon} J_s(P) + \hat{P}^{\theta(2sd+krd-K_0)} L_s(P, P, \theta; \Phi_0). \quad (3.17) \]
For every \( w \in \mathcal{P}(\theta, \epsilon) \), we have \( \langle w^r \rangle > q^{\theta P} \) and hence \( \langle w^k \rangle > q^{krP} = \hat{P} \). Since \( z \equiv z' \pmod{w^k} \) and \( z, z' \in I_P^d \), we have \( z = z' \). Then by the definitions of \( L_s(P, Q, \theta, w; \Phi_0) \) and \( J_s(Q) \), we have
\[ L_s(P, P, \theta, w; \Phi_0) = \hat{P}^{rd} J_s((1 - \theta)P). \]
Thus
\[ L_s(P, P, \theta; \Phi_0) = \max_{w \in P(\theta, \epsilon)} L_s(P, P, \theta, w; \Phi_0) = \hat{\rho}^{rd} J_s((1 - \theta)P). \]

We deduce from (3.17) that
\[ K_s(P, P; \Psi_0) \ll \hat{\rho}^{2rd - (r + 1)(1 - \theta) + \epsilon} J_s(P) + \hat{\rho}^{(2sd + krd - K_0) + rd} J_s((1 - \theta)P). \tag{3.18} \]

Suppose that \( \lambda_s = 2sd - K_0 + \Delta_s \) is admissible, where \( \Delta_s < (k - 1)(r + 1) \). Then \( J_s(P) \ll \hat{\rho}^{\lambda_s} \) and \( J_s((1 - \theta)P) \ll \hat{\rho}^{(1 - \theta)\lambda_s} \). On recalling \( \theta = \frac{1}{k} \), from (3.18) we have
\[ J_{s+r}(P) = K_s(P, P; \Psi_0) \ll \hat{\rho}^{\lambda_1} + \hat{\rho}^{\lambda_2}, \]
where
\[ \lambda_1 = 2(s + r)d - K_0 + \Delta_s - (r + 1)(1 - \theta) + \epsilon \]
and
\[ \lambda_2 = 2(s + r)d - K_0 + \Delta_s(1 - \theta). \]

Since \( \Delta_s < (k - 1)(r + 1) \), it follows that \( \lambda_1 \leq \lambda_2 \). Thus \( J_{s+r}(P) \ll \hat{\rho}^{\lambda_2} \), i.e., \( \Delta_{s+r} = \Delta_s(1 - \frac{1}{k}) \) is admissible.

**Theorem 71.** For \( k \geq d + 2 \) and \( s \in \mathbb{N} \) with \( s \geq r \), we have
\[ J_{s,k,d}(P) \ll \hat{\rho}^{2sd - K_0 + \Delta_s}, \]
where \( \Delta_s = rke^{-\frac{r+1}{r+k}} \).

**Proof.** By Lemmas 69 and 70, \( \Delta_s^* = K_0(1 - \frac{1}{k})^{\frac{s}{s-r}} \) is admissible. Since \( K_0 < rk \), \( \Delta_s = rke^{-\frac{r+1}{r+k}} \) is also admissible.

3.4 Weyl-type estimates

For \( \alpha \in \mathbb{T}^r \) and \( P \in \mathbb{R} \) with \( P > 0 \), define
\[ \tilde{f}(\alpha) = \tilde{f}(\alpha; P) = \sum_{x \in \mathbb{Z}^d} e \left( \sum_{i \in \mathbb{Z}^d} c_i x^i \right). \]
Theorem 72. Fix $j \in \mathcal{L}$. Let $M, P \in \mathbb{R}$ with $1 \leq M \leq P$. Let $a$ and $g \in \mathbb{A}$ with $\gcd(a, g) = 1$ and $g \ll_k M$. For $\alpha \in \mathbb{T}^r$, suppose that $\langle ga \rangle < M^{-k}$ and that either $\langle ga \rangle \geq M P^{-k}$ or $\langle g \rangle > M$. Then there exists a constant $C(q, k, \epsilon) > 0$ such that for every $s \in \mathbb{N}$ with $s \geq r$, we have

$$ |\tilde{f}(\alpha)| \leq C(q, k, \epsilon) \langle g \rangle^s \hat{P}^{d+s} \left( M^{-1}(P/M)^s (1 + \langle g \rangle (P/M)^{-k}) \right)^{1/2s}. $$

Proof. Let

$$ \mathcal{U} = \{ u \in \mathbb{A} \mid \gcd(u, g) = 1, u \text{ is monic and irreducible with ord } u = [M] \}. $$

Since ord $g \ll_k M$, there exists $C_1(k, \epsilon) > 0$ such that when $M$ is sufficiently large,

$$ \text{card } \mathcal{U} \geq 2C_1(\hat{M}^{1-\epsilon} - \langle g \rangle^\epsilon) \geq C_1 M^{1-\epsilon}. \quad (3.19) $$

Note that for each $y \in I^d_P$, we have

$$ \tilde{f}(\alpha) = \sum_{x \in I^d_P} e\left( \sum_{i \in R_0^d} \alpha_1(x + y)^i \right). $$

For $u = (u_1, \ldots, u_d)$ and $v = (v_1, \ldots, v_d)$, write $uv = (u_1v_1, \ldots, u_dv_d)$. Thus

$$ \left| \text{card } \mathcal{U} \cdot (\hat{P}^d/M^d) \cdot \tilde{f}(\alpha) \right| = \left| \sum_{u \in \mathcal{U}^d} \sum_{v \in I^d_{P-M}} \sum_{x \in I^d_P} e\left( \sum_{i \in R_0^d} \alpha_1(x + uv)^i \right) \right| $$

$$ \leq \hat{P}^d \max_{x \in I^d_P} |\mathcal{H}(\alpha, x)|, $$

where

$$ \mathcal{H}(\alpha, x) = \sum_{u \in \mathcal{U}^d} \sum_{v \in I^d_{P-M}} e\left( \sum_{i \in R_0^d} \alpha_1(x + uv)^i \right). $$

We have

$$ |\mathcal{H}(\alpha, x)|^{2s} = \left| \sum_{u \in \mathcal{U}^d} \sum_{v \in I^d_{P-M}} e\left( \sum_{i \in R_0^d} \alpha_1(x + uv)^i \right) \right|^{2s}. $$

Let $j = (j_1, \ldots, j_d)$. Without loss of generality, assume that $p \nmid j_1$. By Hölder’s inequality, we obtain

$$ |\mathcal{H}(\alpha, x)|^{2s} \leq (\text{card } \mathcal{U})^{2s-1} \sum_{u \in \mathcal{U}^d} \left| \sum_{v \in I^d_{P-M}} e\left( \sum_{i \in R_0^d} \alpha_1 \sum_{l \in R_1 \setminus \{0\}} \binom{i}{1} x^{i-1} u^l v^l \right) \right|^{2s} $$

$$ \leq (\text{card } \mathcal{U})^{2sd-1} \max_{u_2, \ldots, u_d \in \mathcal{U}} \sum_{u_1 \in \mathcal{U}} \left| \sum_{v \in I^d_{P-M}} e\left( \sum_{i \in R_0^d} \alpha_1 \sum_{l \in R_1 \setminus \{0\}} \binom{i}{1} x^{i-1} u^l v^l \right) \right|^{2s}. $$
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Define
\[ \widetilde{H}(\alpha) = \widetilde{H}(\alpha; u_2, \ldots, u_d; x) = \sum_{u_1 \in U} \left| \sum_{v \in I_{P-M}^d} e\left( \sum_{l \in R'_0} \sum_{l \in R_0 \setminus \{0\} } \left( \frac{i}{l} \right) x^{l-1} u^n v^l \right) \right|^{2s}. \]

Thus we have
\[ \left| \tilde{f}(\alpha) \right|^{2s} \leq \left( \text{card}U \right)^{-1} \left( \hat{\rho}/M \right)^{-2sd} \cdot \hat{\rho}^{2s} \cdot \widetilde{H}(\alpha). \]  

(3.20)

Note that
\[ \widetilde{H}(\alpha) = \sum_{u_1 \in U} \left| \sum_{v_1, \ldots, v_s \in I_{P-M}^d} e\left( \sum_{l \in R'_0} \sum_{l \in R_0 \setminus \{0\} } \left( \frac{i}{l} \right) x^{l-1} u^n (v_1 + \cdots + v_s) \right) \right|^2. \]

For \( y = \{y_h \in I_{|h|(P-M)} | h \in R'_0 \} \), define
\[ a(y) = \text{card} \left\{ (v_1, \ldots, v_s) \in (I_{P-M}^d)^s \mid v_1 + \cdots + v_s = y_h \ (h \in R'_0) \right\}. \]

For each \( l \in R_0 \setminus \{0\} \), by Lemma 67, there exists a unique pair \( (h_l, m_l) \in R'_0 \times \mathbb{N} \) with \( l = p^{m_l} h_l \). Then we have
\[ v_1 + \cdots + v_s = (v_1^{h_l} + \cdots + v_s^{h_l})^{p^{m_l}}. \]

Thus for every \( y \in \{y_h \in I_{|h|(P-M)} \mid h \in R'_0 \} = \prod_{h \in R'_0} I_{|h|(P-M)} \), we have
\[ a(y) = \text{card} \left\{ (v_1, \ldots, v_s) \in (I_{P-M}^d)^s \mid v_1 + \cdots + v_s = (y_h)^{p^{m_l}} \ (l \in R_0 \setminus \{0\}) \right\}. \]

Therefore
\[ \widetilde{H}(\alpha) = \sum_{u_1 \in U} \left| \sum_{y} a(y) e\left( \sum_{l \in R_0 \setminus \{0\} } \sigma_1(u_1)(y_h)^{p^{m_l}} \right) \right|^2, \]

where \( y \) runs over \( \prod_{h \in R'_0} I_{|h|(P-M)} \) and
\[ \sigma_1(u_1) = \sum_{l \in R_0, l \in R_1} \alpha_l \left( \frac{i}{l} \right) x^{l-1} u^n \ (l \in R_0 \setminus \{0\}). \]

By the argument of [12, Lemma 20], there exists a subset \( W \) of \( U \) satisfying that for any two distinct elements \( u, w \) in \( W \), we have \( w^{j_1} \equiv w^{j_1} \ (\text{mod } g) \) if and only if \( u \equiv w \ (\text{mod } g) \) and satisfying that
\[ \widetilde{H}(\alpha) \leq C_2(g)^e \sum_{w \in W} \left| \sum_{y} a(y) e\left( \sum_{l \in R_0 \setminus \{0\} } \sigma_1(u)(y_h)^{p^{m_l}} \right) \right|^2, \]  

(3.21)
where $C_2 = C_2(q, k, \epsilon) > 0$. Note that for each $y \in \prod_{h \in R'_0} I_{[h(P-M)]}$, we may write $y = (z, y_j)$ with $z \in \prod_{h \in R'_0 \setminus \{j\}} I_{[h(P-M)]}$. Rewrite $a(y)$ with $a(z, y_j)$. It follows from Cauchy’s inequality that
\[
\left| \sum_y a(y)e\left( \sum_{i \in R_0 \setminus \{0\}} \sigma_1(u)(y_{ih})^{p^q_1} \right) \right|^2 \leq (\hat{P}/\hat{M})^{K'} \sum_z \left| \sum_j a(z, y_j)e(\sigma_j(u)y_j) \right|^2,
\]
where $K' = \sum_{h \in R'_0 \setminus \{j\}} |h|$. Since $|j| = k, i \in R_0$ and $p \uparrow \left( \begin{array}{c} i \\ j \end{array} \right)$, we have $i = j$ so that
\[
\sigma_j(u) = \alpha_j u^{i_1} u_2^2 \cdots u_d^l. \quad \text{Now suppose that for any two distinct elements } u, w \in W, \text{ we have}
\]
\[
\langle \| \sigma_j(u) - \sigma_j(w) \| \rangle \geq q^{-k+1} \cdot \min\{\langle g \rangle^{-1}, (\hat{P}/\hat{M})^{-k}\}.
\]
On applying the large sieve inequality for function field as given by [9, Theorem 2.4], we deduce that
\[
\sum_{u \in W} \left| \sum_{y_j} a(z, y_j)e(\sigma_j(u)y_j) \right|^2 \leq C_3(\langle g \rangle + (\hat{P}/\hat{M})^k) \sum_{y_j} \left| a(z, y_j) \right|^2,
\]
where $C_3 = C_3(q, k) > 0$. Recalling (3.19), (3.20), and (3.21), we find that
\[
\left| \tilde{f}(\alpha) \right|^{2s} \leq (\text{card } \mathcal{U})^{-1}(\hat{P}/\hat{M})^{-2sd} \cdot \hat{P}^{2sd} \cdot \tilde{H}(\alpha)
\]
\[
\leq CM^{-1+\epsilon}(\hat{P}/\hat{M})^{-2sd} \cdot \hat{P}^{2sd} \cdot (\langle g \rangle)^{c/(\hat{P}/\hat{M})^{K'}}(\langle g \rangle + (\hat{P}/\hat{M})^k) \sum_{z, y_j} \left| a(z, y_j) \right|^2,
\]
where $C = C_1^{-1} C_2 C_3 + 1$. Note that $\sum_{z, y_j} \left| a(z, y_j) \right|^2 = \sum_y \left| a(y) \right|^2 = J_s(P - M)$, and that $K' = K_0 - |j| = K_0 - k$. We obtain
\[
\left| \tilde{f}(\alpha) \right|^{2s} \leq C(\langle g \rangle) \hat{P}^{2sd} \hat{M}^{-1+\epsilon}(\langle g \rangle + (\hat{P}/\hat{M})^k) \hat{P}^{2sd} \hat{M}^{-k+\Delta_s}
\]
\[
\leq C(\langle g \rangle) \hat{P}^{2sd} \hat{M}^{-1+\epsilon}(\langle g \rangle + (\hat{P}/\hat{M})^k)(\hat{P}/\hat{M})^{-k+\Delta_s}
\]
\[
\leq C(\langle g \rangle) \hat{P}^{2sd} \hat{M}^{-1+\epsilon}(\langle g \rangle (\hat{P}/\hat{M})^{-k} + 1)(\hat{P}/\hat{M})^{\Delta_s}.
\]
Thus
\[
\left| \tilde{f}(\alpha) \right| \leq C(\langle g \rangle) \hat{P}^{d+\epsilon} \left( \hat{M}^{-1} (\langle g \rangle (\hat{P}/\hat{M})^{-k} + 1)(\hat{P}/\hat{M})^{\Delta_s} \right)^{1/2s}.
\]
It therefore remains to show that for distinct $u, w \in W$, we have
\[
\langle \| \sigma_j(u) - \sigma_j(w) \| \rangle \geq q^{-k+1} \cdot \min\{\langle g \rangle^{-1}, (\hat{P}/\hat{M})^{-k}\}.
\]
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Now write $\beta = \alpha_j - a/g$. For $u, w \in W$ with $u \neq w \pmod{g}$, we have $u^{j_1} \neq w^{j_1} \pmod{g}$. Since $\langle g\beta \rangle < \hat{M}^{-k}$ and $\text{ord } u = [M]$, it follows that $\text{ord } \beta < -kM - \text{ord } g$ and hence
\[
\text{ord } \left( \beta(u^{j_1} - w^{j_1})u_2^{j_2} \cdots u_d^{j_d} \right) < -kM - \text{ord } g + kM = -\text{ord } g.
\]
Also, since $\gcd(au_2^{j_2} \cdots u_d^{j_d}, g) = 1$ and $u^{j_1} - w^{j_1} \neq 0 \pmod{g}$, we have
\[
\text{ord } \| a(u^{j_1} - w^{j_1})u_2^{j_2} \cdots u_d^{j_d} / g \| \geq -\text{ord } g.
\]
Therefore
\[
\text{ord } \| \sigma_j(u) - \sigma_j(w) \| \geq -\text{ord } g.
\]
We now divide into two cases.

(i) Suppose that $\langle g \rangle > \hat{M}$. Since every element in $W$ has order less than $M$, one can easily see that the elements in $W$ are distinct modulo $g$ and so are spaced at least $\langle g \rangle^{-1}$ apart.

(ii) Suppose that $\langle g \rangle \leq \hat{M}$. For two distinct elements $u, w \in W$, if $u \not\equiv w \pmod{g}$, then they are at least $\langle g \rangle^{-1}$ apart. Instead, if $u \equiv w \pmod{g}$, then we have
\[
\text{ord } \| \alpha_j(u^{j_1} - w^{j_1})u_2^{j_2} \cdots u_d^{j_d} \| = \text{ord } \| \beta(u^{j_1} - w^{j_1})u_2^{j_2} \cdots u_d^{j_d} \|.
\]
Since $\langle g\alpha_j - a \rangle \geq \hat{M}\hat{P}^{-k}$, we get $\langle g\beta \rangle \geq \hat{M}\hat{P}^{-k}$, i.e., $\langle \beta \rangle \geq \hat{M}\hat{P}^{-k}\langle g \rangle^{-1}$. Thus,
\[
\text{ord } (\beta(u^{j_1} - w^{j_1})u_2^{j_2} \cdots u_d^{j_d}) \geq M - kP - \text{ord } g + \text{ord } (u^{j_1} - w^{j_1}) + (|j| - j_1)(M - 1).
\]
Note that since $p \nmid j_1$, the argument of [12, Lemma 20] yields
\[
\text{ord } (u^{j_1} - w^{j_1}) \geq \text{ord } g + (j_1 - 1)(M - 1).
\]
Therefore
\[
\text{ord } \| \sigma_j(u) - \sigma_j(w) \| = \text{ord } \| \alpha_j(u^{j_1} - w^{j_1})u_2^{j_2} \cdots u_d^{j_d} \| \geq -kP + kM - (k - 1).
\]
This completes the proof of the theorem.

### 3.5 The minor arc contribution

Recall that for each $j$ with $1 \leq j \leq s$,
\[
f_j(\alpha) = f_j(\alpha; P) = \sum_{x \in I^j_k} e \left( \sum_{i \in \mathcal{L}} \alpha_i x^i \right).
\]
Consider $s = l + 2m$ with $l, m \in \mathbb{N}$ and $m \geq r$. 
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Lemma 73. For each \( j \) with \( 1 \leq j \leq l \), we have
\[
\sup_{\alpha \in m} |f_j(\alpha)| \ll \hat{P}^{d-\sigma+\epsilon}
\]
where \( \sigma = \max_{n \in \mathbb{N}} \frac{1 - (2\iota - 1)\Delta_{nr}}{4nr \iota} \).

Proof. Take \( \alpha \in m \) and \( M = \frac{1}{2}P \). By [10, Lemma 3], for each \( i \in L \), there exist \( a_i \in A \) and monic \( g_i \in A \) satisfying
\[
0 \leq \langle a_i \rangle < \langle g_i \rangle \leq \hat{M}^k, \quad \gcd(a_i, g_i) = 1, \quad \langle g_i c_j \alpha_i - a_i \rangle < \hat{M}^{-k}.
\]
Assume that for every \( i \in L \),
\[
\langle g_i \rangle \leq \hat{M} \quad \text{and} \quad \langle g_i c_j \alpha_i - a_i \rangle < \hat{M} \hat{P}^{-k}.
\]
Let \( g = c_j \lcm\{ g_i | i \in L \} \) and \( b_i = g a_i / c_j g_i \). Then \( \gcd(g, b) = 1 \). Moreover, for every \( i \in L \),
\[
\langle g \rangle \leq \langle c_j \rangle \prod_{j \in L} \langle g_j \rangle \leq \langle c \rangle \langle g_i \rangle \hat{M}^{t-1} \leq \langle c \rangle \hat{P}^{1/2},
\]
and
\[
\langle g \alpha_i - b_i \rangle = \langle g \alpha_i - \frac{a_i g}{c_j g_i} \rangle = \frac{\langle g \rangle}{\langle c_j g_i \rangle} \langle c_j g_i \alpha_i - a_i \rangle \leq \hat{M}^{t-1} \hat{M} \hat{P}^{-k} = \hat{P}^{1/2-k}.
\]
Thus \( \alpha \in \mathfrak{M} \), contradicting the condition that \( \alpha \in m \). Hence for some \( i \in L \), \( \langle g_i \rangle > \hat{M} \) or \( \langle g_i c_j \alpha_i - a_i \rangle \geq \hat{M} \hat{P}^{-k} \). Then by Theorem 72, we have
\[
|f_j(\alpha)| \ll \hat{P}^{d+\epsilon - \frac{1 - (2\iota - 1)\Delta_{nr}}{4nr \iota}}
\]
for every \( n \in \mathbb{N} \) with \( n \geq 1 \). \( \square \)

Let \( I_{m,k,d}(P) \) denotes the number of solutions of the system
\[
x_1^i + \cdots + x_m^i = y_1^i + \cdots + y_m^i \quad (i \in L) \tag{3.22}
\]
with \( x_n, y_n \in I_P^d \). For \( \mathbf{h} \in \mathbb{A}^r \), write \( J_{m,k,d}(P, \mathbf{h}) \) for the number of solutions of the system
\[
(x_1^i + \cdots + x_m^i) - (y_1^i + \cdots + y_m^i) = h_i \quad (i \in R_0^r)
\]
with \( x_n, y_n \in I_P^d \). By Lemma 61, \( L \subseteq R_0^r \). Hence we see that
\[
I_{m,k,d}(P) = \sum_{\mathbf{h}} J_{m,k,d}(P, \mathbf{h})
\]
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where the summation is over all the vectors $h \in \prod_{i \in \mathcal{R}_0} I_{i|P}$ with $h_i = 0$ when $i \in \mathcal{L}$. Thus,

$$I_{m,k,d}(P) \leq \hat{P}^{K_0-k} J_{m,k,d}(P) \ll_{m,k,d} \hat{P}^{2md-\iota k+\Delta_m}.$$ 

**Lemma 74.** Whenever $s > \min \{l + 2m \mid l \sigma > \Delta_m, m \geq r, l, m \in \mathbb{N} \}$, we have

$$\int_{m}^{s} \prod_{j=1}^{l} f_j(\alpha) d\alpha \ll \hat{P}^{sd-\iota k}$$

for some $\delta > 0$. 

**Proof.** It suffices to show that the result holds when

$$s = l + 2m = \min \{l + 2m \mid l \sigma > \Delta_m, m \geq r, l, m \in \mathbb{N} \}.$$ 

Note that

$$\int_{m}^{s} \prod_{j=1}^{l} f_j(\alpha) d\alpha \leq \prod_{j=1}^{l} \sup_{\alpha \in \mathbb{R}} |f_j(\alpha)| \int_{T^l} \prod_{j=l+1}^{l+2m} |f_j(\alpha)| d\alpha.$$ 

By Hölder’s inequality, we have

$$\int_{T^l} \prod_{j=l+1}^{l+2m} |f_j(\alpha)| d\alpha \leq \prod_{j=l+1}^{l+2m} \left( \int_{T^l} |f_j(\alpha)|^{2m} d\alpha \right)^{1/2m}.$$ 

On considering the underlying diophantine equations, for each $j$ with $l + 1 \leq j \leq l + 2m$, we have

$$\int_{T^l} |f_j(\alpha)|^{2m} d\alpha = I_{m,k,d}(P) \ll \hat{P}^{2md-\iota k+\Delta_m}.$$ 

Hence, it follows from Lemma 73 that

$$\int_{m}^{s} \prod_{j=1}^{l} f_j(\alpha) d\alpha \ll \left( \hat{P}^{d-\sigma+\iota} \right)^l \hat{P}^{2md-\iota k+\Delta_m} = \hat{P}^{sd-\iota k-(l \sigma - \Delta_m) + \iota l}$$

which can be bounded above by $\hat{P}^{sd-\iota k-\delta}$ for some $\delta > 0$ provided that $l \sigma > \Delta_m$. 

**Lemma 75.** Let $f(x) = Ce^{-Ex} + 2x$ with $C, E > 0$. Then $f(x)$ obtains its minimum at $x_0 = E^{-1} \log(CE/2)$ and $f(x_0) = 2E^{-1}(1 + \log(CE/2))$. 
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Proof. Since \( f'(x) = -CEe^{-Ex} + 2 \) is an increasing function and \( f'(x_0) = 0, f(x_0) = \min f(x) \). On noting that
\[
f(x_0) = Ce^{-\log(CE/2)} + 2E^{-1}\log(CE/2) = 2E^{-1}(1 + \log(CE/2)),
\]
the lemma follows. \(\Box\)

**Theorem 76.** Suppose that \( k \geq d + 2 \). Whenever
\[
s \geq 2rk \left( \log(rk) + \log((2\iota - 1)rk \log k) + 2k^{-1} \right) + 3 + \log 4 - \log \left( 1 - (\log k)^{-1} \right),
\]
we have
\[
\int \prod_{j=1}^{s} f_j(\alpha) d\alpha \ll \hat{P}^{sd-\iota k-\delta},
\]
where
\[
\delta = \frac{1 - (\log k)^{-1}}{4rk\log((2\iota - 1)rk \log k) + 2k^{-1}}.
\]

Proof. By Theorem 71, \( \Delta_s = rke^{-\frac{s-\sigma}{r}} \) is admissible. Let \( f_0(x) = C_0e^{-E_0(x-r)} + 2x \) with \( C_0 = \sigma^{-1}rk \) and \( E_0 = \frac{1}{rk} \), where \( \sigma \) is defined as in Lemma 73. By Lemma 75, \( \min f_0(x) = f(x_0) \) where \( x_0 = r + E_0^{-1}\log(C_0E_0/2) \). Write \( f_1(x) = rke^{-\frac{x}{r}} \). Let
\[
l_0 = \lceil \sigma^{-1} f_1(x_0) \rceil + 2 \quad \text{and} \quad m_0 = \lfloor x_0 \rfloor + 1.
\]
Then
\[
l_0 > \sigma^{-1} f_1(x_0) + 1 > \sigma^{-1} f_1(m_0) + 1 = \sigma^{-1}\Delta_{m_0} + 1.
\]
By Lemma 74, whenever \( s \geq l_0 + 2m_0 \), we have
\[
\int \prod_{j=1}^{s} f_j(\alpha) d\alpha \ll \hat{P}^{sd-\iota k-\delta_0} \tag{3.23}
\]
where \( \delta_0 = l_0\sigma - \Delta_{m_0} - l_0\iota > \sigma \) if we choose \( \iota \) small enough. Note that
\[
l_0 + 2m_0 \leq \sigma^{-1} f_1(x_0) + 2x_0 + 4 = f_0(x_0) + 4 = 2E_0^{-1}(1 + \log(C_0E_0/2)) + 2r + 4 \tag{3.24}
\]
\[
< 2rk \left( \log \sigma^{-1} + 3 \right).
\]
On taking
\[
n = \lfloor k \left( \log((2\iota - 1)rk \log k) \right) \rfloor + 2,
\]
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we deduce that
\[
\sigma = \max_{n \in \mathbb{N}} \frac{1 - (2\ell - 1)\Delta_{nr}}{4nrl} > \frac{1 - (\log k)^{-1}}{4\ell rk(\log((2\ell - 1)rk \log k) + 2k^{-1})},
\]
i.e.,
\[
\log \sigma^{-1} < \log(\ell rk) + \log \left( \log \left( (2\ell - 1)rk \log k \right) + 2k^{-1} \right) + \log 4 - \log \left( 1 - (\log k)^{-1} \right).
\]
On recalling (3.23) and (3.24), whenever
\[
s \geq 2rk \left( \log(\ell rk) + \log \left( \log \left( (2\ell - 1)rk \log k \right) + 2k^{-1} \right) + 3 + \log 4 - \log \left( 1 - (\log k)^{-1} \right) \right),
\]
we have
\[
\int_m^s \prod_{j=1}^l f_j(\alpha) d\alpha \ll \hat{P}^{sd - \ell k - \delta},
\]
where
\[
\delta = \frac{1 - (\log k)^{-1}}{4\ell rk(\log((2\ell - 1)rk \log k) + 2k^{-1})}.
\]

3.6 Refinements via repeated differencing process

In order to apply the repeat differencing process, we first describe the systems \( \Psi \) of type \((j, P)\). To this end, we then need to define the difference operators. Suppose that \( f(x) \) is a function from \( A^d \) to \( A \). For \( h = (h_1, \ldots, h_j) \in (A^d)^j \), define \( \Delta_j(f(x); h) \) recursively by
\[
\Delta_0(f(x)) = f(x),
\]
\[
\Delta_1(f(x); h_1) = f(x + h_1) - f(x),
\]
and
\[
\Delta_j(f(x); h_1, \ldots, h_j) = \Delta_1(\Delta_{j-1}(f(x); h_1, \ldots, h_{j-1}); h_j).
\]
Next for \( w_1, \ldots, w_j \in A \), we define \( \Psi_{i,j}(i \in R_0) \) recursively by taking \( \Psi_{i,0}(x) = x^i \), defining
\[
\Phi_{i,j-1}(x; \Psi_{i,j-1}(x; h_1, \ldots, h_{j-1}; w_1, \ldots, w_{j-1}))
\]
as in Remark 3, and setting

\[ \Psi_{i,j}(x; h; w) = w_{j}^{-|i|} \Delta_{1}(\Phi_{i,j-1}(x); h_{j}w_{j}^{k}). \]  

(3.26)

We now remark that each \( \Phi_{i,j-1} \) is a linear combination of \( (\Psi_{j}) \). More precisely, there exists a \( d \)-tuple \( a \in A^{d} \) with \( \langle a \rangle \leq \langle w_{j} \rangle \) \( (1 \leq l \leq d) \) for which we may define a matrix \( C_{j} \) over \( A \) as in Lemma 64 such that

\[ (\Phi_{j}) = C_{j}(\Psi_{j-1}(x; h_{1}, \ldots, h_{j-1}; w_{1}, \ldots, w_{j-1}))_{i \in R_{0}} = C_{j}(\Psi_{j-1}). \]

On writing \( W_{j} \) for the diagonal matrix \( (w_{i,j})_{i,j} \) with \( w_{i,i} = w_{j}^{-|i|} \) \( (i \in R_{0}) \), we have

\[ (\Phi_{j}) = W_{j}C_{j}\Delta_{1}(\Psi_{j-1}(x; h_{j}w_{j}^{k})). \]

Thus,

\[ (\Psi_{j}) = W_{j}C_{j} \cdots W_{1}C_{1}\Delta_{1}(\Psi_{0}(x; h_{1}w_{1}^{k}, \ldots, h_{j}w_{j}^{k})). \]

(3.27)

For each \( j \in N \) with \( 1 \leq j \leq \gamma_{q}(k) \), we aim to show that \( (\Psi_{j}) \) is of type \( (j, P) \) when we take \( w_{1}, \ldots, w_{j} \) as in the proof of the fundamental lemma. It suffices to show the following:

(i) There is a block matrix

\[ T = \begin{pmatrix} T_{1} & T_{2} \\ 0 & T_{3} \end{pmatrix} \]

over \( A \) with each entry bounded by \( \hat{P}_{kj} \) such that

\[ \begin{pmatrix} (\Psi_{i,j})_{i \in R'_{0,u}} \\ (\Psi_{j,j})_{j \in R'_{0,v}} \end{pmatrix} = \begin{pmatrix} T_{1} & T_{2} \\ 0 & T_{3} \end{pmatrix} \begin{pmatrix} (x_{i})_{i \in R'_{j,u}} \\ (x_{m})_{m \in R'_{j,v}} \end{pmatrix}. \]  

(3.28)

(ii) We define in Remark 2(1) that

\[ R'_{j,u} = \{ i \in R'_{j} \mid |\gamma_{q}(i)| = u \} \quad \text{and} \quad T_{u,v} = (T_{i,n})_{i \in R'_{u,u}, n \in R'_{j,v}}. \]

For \( u \in \{1, \ldots, \gamma_{q}(k)\} \) and \( v \in \{1, \ldots, \gamma_{q}(k) - j\} \), we have that

\[ T_{u,v} = 0 \quad \text{whenever} \quad u - v < j, \]  

(3.29)

and

\[ T_{u,u-j} \neq 0 \quad \text{for some} \quad u \geq j. \]  

(3.30)
By (3.27), we start with analyzing $\Delta_j(x^i; h_1, \ldots, h_j)$. Let $\mathcal{A}$ and $\mathcal{B}$ be two disjoint subsets of $\{1, 2, \ldots, n\}$. Write $\mathcal{B} = \{j_1, \ldots, j_m\}$. For $h_1, \ldots, h_n \in \mathbb{A}$, define

$$D_m(f(z); h; \mathcal{A}; \mathcal{B}) = \Delta_m \left( f \left( z + \sum_{i \in \mathcal{A}} h_i \right); h_{j_1}, \ldots, h_{j_m} \right),$$

where $\Delta_m$ is the one-dimensional version of the difference operator defined above.

**Lemma 77.** Let $j \in \mathbb{N} \setminus \{0\}$ and let $h_l = (h_{l1}, \ldots, h_{ld})$ $(1 \leq l \leq j)$. We have

$$\Delta_j(x^i; h_1, \ldots, h_j) = \sum_{A_1 \sqcup \cdots \sqcup A_d = \{1, \ldots, j\}} D_{|A_n|} \left( x^{i_n}; h_n^*; A_1 \sqcup \cdots \sqcup A_{n-1}; A_n \right),$$

where $h_n^* = (h_{1n}, \ldots, h_{jn})$.

**Proof.** The proof is identical to the one of [15, Lemma 3.3].

For a positive integer $i$, we denote the set

$$\tilde{i} = \left\{ l \in \mathbb{Z} \mid 0 \leq l < i, \ p \nmid \binom{i}{l} \right\}.$$

By Lemma 60, $l \in \tilde{i}$ if and only if

$$l \neq i \quad \text{and} \quad 0 \leq a_n(l) \leq a_n(i) \ (n \in \mathbb{N}). \quad (3.32)$$

Furthermore, if $l \in \tilde{i}$, then

$$\gamma_q(i - l) = \sum_{n \geq 0} (a_n(i) - a_n(l)) = \gamma_q(i) - \gamma_q(l). \quad (3.33)$$

**Proposition 78.** Let $j \in \mathbb{N} \setminus \{0\}$ and $h_1, w_1, \ldots, h_j, w_j \in \mathbb{A}$. Then the following hold.

(1) If $1 \leq j \leq \gamma_q(i)$, then

$$\Delta_j(x^i; h_1, \ldots, h_j) = \sum_{l_j \in \tilde{i}} f_{l_j}(h_1, \ldots, h_j) x^{l_j},$$

where

$$f_{l_j}(h_1, \ldots, h_j) = \sum_{l_1 \in \tilde{i}, l_2 \in \tilde{i}, \ldots, l_j \in \tilde{i}_{j-1}} \binom{i}{l_1} \cdots \binom{l_{j-1}}{l_j} h_1^{l_{j-1}-l_j} \cdots h_j^{l_j-l_j}.$$
is a nonzero polynomial in $\mathbb{F}_q[h_1, \ldots, h_j]$ and is divisible by $h_1 \cdots h_j$.

(2) If $j > \gamma_q(i)$, then $\Delta_j(x^i; h_1, \ldots, h_j)$ is identically zero in $\mathbb{A}[x]$.

(3) Let $\mathcal{A}$ and $\mathcal{B}$ be two disjoint subsets of $\{1, \ldots, j\}$ and let $\mathcal{B} = \{j_1, \ldots, j_m\}$. Then

$$D_m(x^i; h_1 w_1^k, \ldots, h_j w_j^k; \mathcal{A}; \mathcal{B}) = \sum_{\gamma_q(v) \geq m} \sum_{\gamma_q(v-1) \geq m} g_{v,i}(h, w) x^i,$$

where

$$g_{v,i}(h, w) = \binom{i}{v} \left( \sum_{u \in \mathcal{A}} h_u w_u^k \right)^{i-v} f_i(h_{j_1} w_{j_1}^k, \ldots, h_{j_m} w_{j_m}^k),$$

and $g_{v,i}(h, w)$ is divisible by $h_{j_1} w_{j_1}^k \cdots h_{j_m} w_{j_m}^k$.

**Proof.** (1) We prove it by induction on $j$. When $j = 1$, we see that

$$\Delta_1(x^i; h_1) = (x + h_1)^i - x^i = \sum_{0 \leq l_1 < i} \binom{i}{l_1} x^i = \sum_{\gamma_q(i-l_1) \geq 1} f_{l_1}(h_1) x^{l_1},$$

where $f_{l_1}(h_1) = \binom{i}{l_1} h_1^{i-l_1}$ is nonzero since $p \nmid \binom{i}{l_1}$. Suppose that the result is true for $j$. By the induction hypothesis, we have

$$\Delta_{j+1}(x^i; h_1, \ldots, h_{j+1}) = \Delta_1(\Delta_j(x^i; h_1, \ldots, h_j); h_{j+1})$$

$$= \Delta_1 \left( \sum_{\gamma_q(i-l_j) \geq j} f_{l_j}(h_1, \ldots, h_j) x^{l_j}; h_{j+1} \right).$$

On applying the result in the case when $j = 1$, we see that

$$\Delta_{j+1}(x^i; h_1, \ldots, h_{j+1}) = \sum_{\gamma_q(i-l_j) \geq j} f_{l_j}(h_1, \ldots, h_j) \Delta_1(x^{l_j}; h_{j+1})$$

$$= \sum_{\gamma_q(i-l_j) \geq j} f_{l_j}(h_1, \ldots, h_j) \sum_{l_{j+1} \in \mathcal{B}} \binom{l_j}{l_{j+1}} h_{j+1}^{(l_j-l_{j+1})} x^{l_{j+1}}$$

$$= \sum_{\gamma_q(i-l_j) \geq j} \sum_{\gamma_q(l_j-l_{j+1}) \geq 1} f_{l_j}(h_1, \ldots, h_j) h_{j+1}^{(l_j-l_{j+1})} x^{l_{j+1}}.$$
It follows from (3.32) and (3.33) that
\[ \Delta_{j+1}(x^i; h_1, \ldots, h_{j+1}) = \sum_{\gamma_q(i-l_{j+1}) \geq j+1 \atop l_{j+1} \in i} f_{l_{j+1}}(h_1, \ldots, h_{j+1})x^{i+1}. \]

Note that if \( l_1 \in \tilde{i}, l_2 \in \tilde{l}_1, \ldots, l_j \in \tilde{l}_{j-1} \), then
\[ i - l_1, l_1 - l_2, \ldots, l_{j-1} - l_j > 0. \]
In view of the definition of the function \( f_{l_{j+1}}(h_1, \ldots, h_{j+1}) \), we see that \( h_1 \cdots h_{j+1} \) divides \( f_{l_{j+1}}(h_1, \ldots, h_{j+1})x^{l_{j+1}}. \)

(2) Note that \( \gamma_q(i - l) \geq \gamma_q(i) \) with \( l \in \tilde{i} \) if and only if \( l = 0 \). Thus, when \( j = \gamma_q(i) \),
\[ \Delta_j(x^i; h_1, \ldots, h_j) = f_0(h_1, \ldots, h_j). \]
Hence, when \( j > \gamma_q(i) \), \( \Delta_j(x^i; h_1, \ldots, h_j) = 0. \)

(3) By (3.31) and the linearity of the difference operator \( \Delta \), we have
\[ D_m(x^i; h_1w^k_1, \ldots, h_jw^k_j; A; B) = \Delta_m \left( \left( x + \sum_{u \in A} h_u w^k_u \right)^i ; h_j w^k_j, \ldots, h_m w^k_m \right) \]
\[ = \sum_{\gamma_q(v) \geq m \atop v \in \tilde{i} \cup \{i\}} \binom{i}{v} \left( \sum_{u \in A} h_u w^k_u \right)^{i-v} \Delta_m \left( x^v; h_j w^k_j, \ldots, h_m w^k_m \right). \]
From Proposition 78(1), we find that
\[ \Delta_m(x^v; h_j w^k_j, \ldots, h_m w^k_m) = \sum_{\gamma_q(v-l) \geq m \atop l \in \tilde{v}} f_l(h_j w^k_j, \ldots, h_m w^k_m) x^l. \]
Thus
\[ D_m(x^i; h_1w^k_1, \ldots, h_jw^k_j; A; B) = \sum_{\gamma_q(v) \geq m} \sum_{\gamma_q(v-l) \geq m \atop l \in \tilde{v}} g_{v,l}(h, w)x^l, \]
where
\[ g_{v,l}(h, w) = \binom{i}{v} \left( \sum_{u \in A} h_u w^k_u \right)^{i-v} f_l(h_j w^k_j, \ldots, h_m w^k_m). \]
Again by Proposition 78(1), \( g_{v,l}(h, w) \) is divisible by \( h_j w^k_j \cdots h_m w^k_m \). This completes the proof of the proposition. \( \square \)
Corollary 79. Let $j \in \mathbb{Z}$ with $1 \leq j \leq k'$, $h_l = (h_{l1}, \ldots, h_{ld}) \in \mathbb{A}^d$ and $w_l \in \mathbb{A}$ ($1 \leq l \leq j$). Then the following hold.

1. For every $i \in \mathcal{R}_0$, we have
   \[ \Delta_j(x^1; h_{11} w_1^k, \ldots, h_{j1} w_j^k) = \sum_{l \in \mathcal{R}_j} b_{i,l} x^l, \quad (3.34) \]
   where each $b_{i,l}$ is a polynomial in $(h_{11}, \ldots, h_{j1}; w_1, \ldots, w_j)$ and is divided by $w_1^k \cdot \ldots \cdot w_j^k$.

2. For $i \in \mathcal{R}_0$ and $l \in \mathcal{R}_j$ with $|\gamma_q(i)| - |\gamma_q(l)| < j$, we have $b_{i,l} = 0$.

3. For $j \in \mathcal{R}_0''$ and $n \in \mathcal{R}_l'$, we have $b_{j,n} = 0$.

4. For every $u \in \mathbb{N}$ with $j + 1 \leq u \leq k'$, there exist $i \in \mathcal{R}_0$ with $|\gamma_q(i)| = u$ and $n \in \mathcal{R}_l' \cap \mathcal{R}_n$ with $|\gamma_q(n)| = u - j$ such that $b_{i,n}$ is a nonzero polynomial in $(h_{11}, \ldots, h_{j1}; w_1, \ldots, w_j)$.

Proof. (1) In view of Lemma 77, if $\Delta_j(x^1; h_{11} w_1^k, \ldots, h_{j1} w_j^k)$ contains $x^l = x_1^l \cdot \ldots \cdot x_d^l$ explicitly, then there exists a disjoint union $\mathcal{A}_1 \sqcup \cdots \sqcup \mathcal{A}_d = \{1, \ldots, j\}$ such that each $x_n^l (1 \leq n \leq d)$ appears in
   \[ D_{|\mathcal{A}_n|}(x_n^l; h_n; \mathcal{A}_1 \sqcup \cdots \sqcup \mathcal{A}_{n-1}; \mathcal{A}_n). \]

From Proposition 78(3) we deduce that for each $n \in \mathbb{N}$ with $1 \leq n \leq d$, there exists $v_n \in \tilde{v}_n \cup \{i_n\}$ such that
   \[ l_n \in \tilde{v}_n \quad \text{and} \quad |\gamma_q(v_n)| - |\gamma_q(l_n)| \geq |\mathcal{A}_n|. \]

On writing $v = (v_1, \ldots, v_d)$, we have
   \[ l \in \mathcal{R}_v \quad \text{and} \quad |\gamma_q(v)| - |\gamma_q(l)| \geq \sum_{n=1}^d |\mathcal{A}_n| = j. \]

Since $v_n \in \tilde{v}_n \cup \{i_n\} (1 \leq n \leq d)$, we have $v \in \mathcal{R}_i$. It follows from Lemma 62(2) that
   \[ l \in \mathcal{R}_v \subseteq \mathcal{R}_i \quad \text{and} \quad |\gamma_q(i)| - |\gamma_q(l)| \geq |\gamma_q(v)| - |\gamma_q(l)| \geq j. \quad (3.35) \]

Since $|\gamma_q(i)| \leq \gamma_q(k) = k'$ and
   \[ \mathcal{R}_j = \{ i \in \mathcal{R}_0 \mid 0 \leq |\gamma_q(i)| \leq k' - j \}, \]

by Lemma 62(4), we have $l \in \mathcal{R}_j$. Thus
   \[ \Delta_j(x^1; h_{11} w_1^k, \ldots, h_{j1} w_j^k) = \sum_{l \in \mathcal{R}_j} b_{i,l} x^l, \quad (3.36) \]
where \( b_{1,1} = b_{1,1}(h, w) \in A \). Next we will prove each \( b_{1,1} \) is divisible by \( w_1^k \cdots w_j^k \). Fix a disjoint union \( A_1 \sqcup \cdots \sqcup A_d = \{ 1, \ldots, j \} \). For \( n \in \mathbb{N} \) with \( 1 \leq n \leq d \), by Proposition 78(3), whenever \( A_n \neq \emptyset \), we see that \( \prod_{u \in A_n} w_u^k \) divides the coefficients of the polynomial

\[
D_{|A_n|}(x_n^i; (hw)_n^*; A_1 \sqcup \cdots \sqcup A_{n-1}; A_n),
\]

where \((hw)_n^* = (h_{1n}w_1^k, \ldots, h_{jn}w_j^k)\). It follows from Lemma 77 and Proposition 78 that \( w_1^k \cdots w_j^k \) divides the coefficients of \( \Delta_j(x_1^i; h_1^k, \ldots, h_j^k) \).

(2) By (3.35), every nonzero \( b_{1,1} \) in (3.34) satisfies \( |\gamma_q(i)| - |\gamma_q(l)| \geq j \).

(3) Suppose that \( j \in \mathcal{R}'_0 \). It follows from Lemma 62(3) that if \( l \in \mathcal{R}_j \) then \( l \in \mathcal{R}'_0 \). Thus \( \mathcal{R}_j \cap \mathcal{R}_j \subseteq \mathcal{R}'_0 \). By (3.36), we obtain \( b_{j,n} = 0 \) whenever \( n \in \mathcal{R}'_j \).

(4) Fix \( u \in \mathbb{N} \) with \( j + 1 \leq u \leq k' \). Then there exists \( i = (i_1, \ldots, i_d) \in \mathcal{R}'_0 \) such that

\[
|\gamma_q(i)| = u, \quad \gamma_q(i_1) \geq j + 1 \quad \text{and} \quad a_0(i_1) \geq 1.
\]

Therefore, there exists \( n_1 \in \tilde{\mathcal{R}}_1 \) with \( p \nmid n_1 \) and \( \gamma_q(n_1) = \gamma_q(i_1) - j \). Write \( n = (n_1, i_2, \ldots, i_d) \). Hence \( |\gamma_q(n)| = u - j \) and \( n \in \mathcal{R}_1 \cap \mathcal{R}'_j \). By Proposition 78(1), \( \Delta_j(x_1^i; h_1, \ldots, h_j) \) contains \( f(h_1, \ldots, h_j)x_1^{n_1} \), where

\[
f(h_1, \ldots, h_j) = \sum_{l_0, l_1, \ldots, l_{j-1}} \left( \begin{array}{c} l_0 \\ l_1 \\ \vdots \\ l_{j-1} \end{array} \right) h_1^{l_0} \cdots h_j^{l_{j-1}} x_1^{l_0-i_1} \cdots x_j^{l_{j-1}-i_j}
\]

is a nonzero polynomial in \( \mathbb{F}_q[h_1, \ldots, h_j] \). On taking

\[
A_1 = \{ 1, \ldots, j \}, \quad A_2 = \cdots = A_d = \emptyset,
\]

we have

\[
\Delta_j(x_1^i; h_1^k, \ldots, h_j^k)x_2^i \cdots x_d^i = \prod_{n=1}^j D_{|A_n|}(x_n^i; (hw)_n^*; A_1 \sqcup \cdots \sqcup A_{n-1}; A_n).
\]

Thus the coefficient of \( x_1^{n_1}x_2^i \cdots x_d^i \) appearing in (3.37) is \( f(h_1^k, \ldots, h_j^k) \). For a disjoint union \( A_1 \sqcup \cdots \sqcup A_d = \{ 1, \ldots, j \} \) with \( A_n \neq \emptyset \) for some \( 2 \leq n \leq d \), by Proposition 78(2), \( D_{|A_n|}(x_n^i; (hw)_n^*; A_1 \sqcup \cdots \sqcup A_{n-1}; A_n) \) does not contain \( x_n^i \) explicitly. Therefore, \( x_1^{n_1}x_2^i \cdots x_d^i \) only appears in (3.37) explicitly. Thus in (3.34) \( b_{1,n} = f(h_1^k, \ldots, h_j^k) \) is a nonzero polynomial in \( (h, w) \).

\[ \square \]
Remark 4 (1) For every $1 \leq j \leq k'$, by Corollary 79(1) and 79(3), we have

$$
\Delta_j \left( \left( \begin{array}{c} (x^i)_{i \in \mathcal{R}_0} \\ (x^j)_{j \in \mathcal{R}_0''} \end{array} \right) ; h_1 w_1^k, \ldots, h_j w_j^k \right) = \left( \begin{array}{cc} B_1 & B_2 \\ 0 & B_3 \end{array} \right) \left( \begin{array}{c} (x^n)_{n \in \mathcal{R}_j'} \\ (x^m)_{m \in \mathcal{R}_j''} \end{array} \right),
$$

(3.38)

where $B_1 = (b_{i,n})_{i,n \in \mathcal{R}_0, n \in \mathcal{R}_j}$, $B_2 = (b_{i,m})_{i \in \mathcal{R}_0, m \in \mathcal{R}_j}$, and $B_3 = (b_{j,m})_{j \in \mathcal{R}_0'', m \in \mathcal{R}_j''}$ with all entries defined as (3.34). By (3.27) and (3.38), we have

$$
(\Psi_j) = \left( \begin{array}{c} (\Psi_{i,j})_{i \in \mathcal{R}_0} \\ (\Psi_{j,j})_{j \in \mathcal{R}_0''} \end{array} \right) = W_j C_j \cdots W_1 C_1 \left( \begin{array}{cc} B_1 & B_2 \\ 0 & B_3 \end{array} \right) \left( \begin{array}{c} (x^n)_{n \in \mathcal{R}_j'} \\ (x^m)_{m \in \mathcal{R}_j''} \end{array} \right).
$$

(3.39)

(2) Let

$$
T = W_j C_j \cdots W_1 C_1 \left( \begin{array}{cc} B_1 & B_2 \\ 0 & B_3 \end{array} \right).
$$

To prove that $(\Psi_j)$ is of type $(j, P)$, we shall show that $T$ satisfies (3.28), (3.29) and (3.30). By Remark 3 and Lemma 66, for every $l \in \mathbb{N}$ with $1 \leq l \leq j$, we may write

$$
C_l = \left( \begin{array}{cc} C_{l1} & C_{l2} \\ 0 & C_{l3} \end{array} \right),
$$

(3.40)

where

$$
C_{l1} = \left( \begin{array}{cccc} I_{k'} & * & \cdots & * \\ 0 & I_{k'-1} & \cdots & * \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & I_1 \end{array} \right).
$$

(3.41)

Recall that for each $l$ with $1 \leq l \leq j$,

$$
W_l = \left( w_{i,j}^{(l)} \right)_{i,j \in \mathcal{R}_0}
$$

is the diagonal matrix with $w_{i,i}^{(l)} = w_l^{-|i|}$. For $u \in \mathbb{N}$ with $1 \leq u \leq k'$, write

$$
W_{l,1,u} = \left( w_{i,j}^{(l)} \right)_{i,j \in \mathcal{R}_{0,u}}.
$$

Then we can represent $W_l$ by

$$
W_l = \left( \begin{array}{cc} W_{l1} & 0 \\ 0 & W_{l3} \end{array} \right),
$$

(3.42)
where
\[
W_{i1} = \begin{pmatrix}
W_{i,1,k'} & 0 & \cdots & 0 \\
0 & W_{i,1,k'-1} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & W_{i,1,1}
\end{pmatrix}.
\] (3.43)

By (3.40) and (3.42), we find that
\[
T = W_j C_j \cdots W_1 C_1 \begin{pmatrix}
B_1 & B_2 \\
0 & B_3
\end{pmatrix} \\
= \begin{pmatrix}
W_{j1} C_{j1} \cdots W_{11} C_{11} B_1 & * \\
0 & W_{j3} C_{j3} \cdots W_{13} C_{13} B_3
\end{pmatrix}.
\]

For \(i \in \{1, 3\}\), write
\[
T_i = W_{j1} C_{j1} \cdots W_{1i} C_{1i} B_i.
\] (3.44)

From (3.39) and Corollary 79(1), we see that
\[
T = \begin{pmatrix}
T_1 & T_2 \\
0 & T_3
\end{pmatrix}
\]
having entries over \(A\) and satisfies (3.28).

(3) To show that \(T\) also satisfies (3.29) and (3.30), we start by considering \(B_1\) in (3.38).
Recall that \(\mathcal{R}_{j,v}' = \{n \in \mathcal{R}_j' | |\gamma_0(n)| = v\} (0 \leq j \leq k')\). Then by setting
\[
B_{u,v} = (b_{i,n})_{i \in \mathcal{R}_{0,u}, n \in \mathcal{R}_{j,v}'}
\]
we have
\[
B_1 = \begin{pmatrix}
(B_{u,v})_{u \geq j+1} \\
(B_{u,v})_{u \leq j}
\end{pmatrix}.
\]

By Corollary 79(2), we have \(B_{u,v} = 0\) whenever \(u - v < j\). Thus
\[
B_1 = \begin{pmatrix}
B_{k',k'-j} & * & \cdots & * \\
0 & B_{k'-1,k'-1-j} & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & B_{j+1,1} \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0
\end{pmatrix}.
\]
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By (3.41), (3.43) and (3.44), we have

\[
T_1 = \begin{pmatrix}
T_{k',k'-j} & * & \cdots & * \\
0 & T_{k'-1,k'-1-j} & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & T_{j+1,1} \\
\vdots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & 0
\end{pmatrix},
\]

where

\[
T_{u,u-j} = \prod_{l=1}^{j} W_{l,1,u} B_{u,u-j} \quad (u \in \{k', \ldots, j+1\}).
\]

Moreover, the zero blocks imply that \(T_{u,v} = 0\) whenever \(u - v < j\). This means that \(T\) satisfies (3.29).

(4) For every \(j + 1 \leq u \leq k'\), write

\[
T_{u,u-j} = (T_{i,n})_{i \in \mathcal{R}_{0,u}, n \in \mathcal{R}_{j,u-j}^d}.
\]

By Remark 4(2), we have

\[
T_{i,n} = (w_j \cdots w_1)^{-|i|} b_{i,n}.
\]

By Corollary 79(4), \(B_{u,u-j} \neq 0\). Thus, \(T_{u,u-j} \neq 0\) for every \(u \in \mathbb{N}\) with \(j + 1 \leq u \leq k'\). Thus \(T\) satisfies (3.30).

(5) It is worth a reminder that to prove that \((\Psi_j)\) is of type \((j, P)\), since \(T\) has satisfied (3.28), (3.29) and (3.30), it remains to show that every entry of \(T\) can be bounded by \(\hat{P}^{kj}\).

**Corollary 80.** Let \(h \in I^d_P\). Then the coefficients of \(\Delta_1(x^4; h)\) can be bounded above by \(\hat{P}^{|j|}\).

**Proof.** By Lemma 77, we have

\[
\Delta_1(x^4; h) = \sum_{j \in \mathbb{N}^d} \prod_{l=1}^{d} \Delta_{j_l}(x^{i_l}; h_l).
\]
Every $j \in \mathbb{N}^d$ with $|j| = 1$ only has one $j_l = 1$ and has the other coordinates equal to 0. It follows from Proposition 78(1) that

$$\Delta_1(x^i; h_l) = \sum_{n \in \mathbb{N}} \binom{i_l}{n} h_l^{i-n} x^n.$$ 

Thus every nonzero coefficient of $\Delta_1(x^i; h)$ must be of form $\binom{i_l}{n} h_l^{i-n}$, which is bounded above by $\hat{P}^{||i||}$. \hfill \Box

**Lemma 81.** Let $j \in \mathbb{N}$ with $0 \leq j \leq k'$. The following hold.

1. The polynomials $\Psi_{1,j}(i \in R_0)$ form a system of type $(j, P)$.
2. Suppose that $j > 0$. For $h_l = (h_{l1}, \ldots, h_{ld}) \in \mathbb{A}^d$ and $w_l \in \mathbb{A}$ $(1 \leq l \leq j)$, suppose that $h_l w_l^k \in I_P^k$. Then for $j \in \mathbb{N}$ with $1 \leq j < a_D(k)$, we have $K(\Psi_j) \geq K_{\mathcal{R}}$ where $K_{\mathcal{R}} = \sum_{i \in \mathcal{R}} |i|$ and

$$\mathcal{R} = \begin{cases} 
\{ i \in \mathcal{R}_0 \mid a_D(i_1) \geq j, |a_0(i_1)| \geq 1 \}, & \text{if } D > 0, \\
\{ i \in \mathcal{R}_0 \mid |i| \geq j + 1, i_1 \geq j \}, & \text{if } D = 0.
\end{cases}$$

**Proof.** (1) When $j = 0$, $\Psi_{1,0}(x) = x^j$, which is of type $(0, P)$. For $j > 0$, as we mention in Remark 4(5), it suffices to show that each entry of

$$T = W_j C_j \cdots W_1 C_1 \begin{pmatrix} B_1 & B_2 \\ 0 & B_3 \end{pmatrix}$$

can be bounded above by $\hat{P}^{kj}$. We prove it by induction on $j$. Assume that the result is true for $j \geq 0$, i.e.,

$$\Psi_{1,j}(x) = \sum_{l \in \mathcal{R}_j} T_{i1} x^l$$

with $T_{i1} \leq \hat{P}^{kj}$ $(i \in \mathcal{R}_0, l \in \mathcal{R}_j)$. Moreover, $(\Phi)_j = C_{j+1}(\Psi)_j$ where $C_{j+1} = (a_{ij})_{i,j \in \mathcal{R}_0}$ is defined as in Lemma 66 by

$$a_{ij} = \begin{cases} 
\binom{i_1}{j_1} \cdots \binom{i_d}{j_d} (-a)^{i-j}, & \text{if } j \in \mathcal{R}_i, \\
0, & \text{otherwise}.
\end{cases}$$
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Hence

\[ \Phi_{i,j}(x) = \sum_{j \in \mathcal{R}_i} a_{i,j} \Psi_{j,j}(x) \quad (i \in \mathcal{R}_0). \]

By (3.26) and the linearity of \( \Delta_1 \), we have

\[ \Psi_{i,j+1}(x; h; w) = w_{j+1}^{-[i]} \Delta_1(\Phi_{i,j}(x); h_{j+1} w_{j+1}^k) \]

\[ = w_{j+1}^{-[i]} \sum_{j \in \mathcal{R}_i} a_{i,j} \sum_{l \in \mathcal{R}_j} T_{i,l} \Delta_1(x^n; h_{j+1} w_{j+1}^k). \]

Note that we can pick \( a = (a_1, \ldots, a_d) \in A^d \) with \( \langle a \rangle < \langle w_{j+1} \rangle \) \((1 \leq l \leq d)\). Thus \( \langle a_{i,j} \rangle < \langle w_{j+1} \rangle \). Also, since \( \langle T_{i,l} \rangle \leq \hat{P}^{kj} \), it follows from Corollary 80 that the coefficients of \( \Psi_{i,j+1} \) can be bounded by \( \hat{P}^{kj+1} \). Thus, by induction, the system \( \Psi_j \) is of type \((j, P)\).

(2) Suppose \( 0 \leq j < a_D(k) \). It suffices to show that the matrix \( T_{\mathcal{R}} \) defined by (3.12) has rank \( \text{card}(\mathcal{R}) \). Write \( B_i = (b_{i,n})_{i \in \mathcal{R}_0', n \in \mathcal{R}_j'} \). On recalling Remark 2(4) and 4(4), we have

\[ T_{\mathcal{R}} = \begin{pmatrix} T_{k',k'-j,\mathcal{R}} & 0 & \cdots & 0 \\ 0 & T_{k'-1,k'-j,\mathcal{R}} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & T_{j+1,\mathcal{R}} \end{pmatrix}, \quad (3.45) \]

where for \( u \in \mathbb{N} \) with \( j + 1 \leq u \leq k' \),

\[ T_{u,u-j,\mathcal{R}} = \left( (w_j \cdots w_1)^{-[i]} b_{i,n} \right)_{i \in \mathcal{R} \cap \mathcal{R}_0', n \in \mathcal{R}_j', u-j}. \]

Define

\[ \mathcal{C}_u = \left\{ (i_1 - j p^D, i_2, \ldots, i_d) \mid (i_1, i_2, \ldots, i_d) \in \mathcal{R} \cap \mathcal{R}_0' \right\}. \]

By the definition of \( \mathcal{R} \), we have \( \mathcal{R} \subseteq \mathcal{R}_j' \). Also, let \( M_u \) denote the sub-matrix of \( T_{u,u-j,\mathcal{R}} \) consisting of the entries \( (w_j \cdots w_1)^{-[i]} b_{i,n} \) indexed by \( i \in \mathcal{R} \cap \mathcal{R}_0', u \) and \( n \in \mathcal{C}_u \). Assume that every \( M_u \) has rank \( \text{card}(\mathcal{R} \cap \mathcal{R}_0') \). Thus, \( T_{u,u-j,\mathcal{R}} \) has rank \( \text{card}(\mathcal{R} \cap \mathcal{R}_0') \). Since \( \mathcal{R} \subseteq \bigcup_{u=j+1}^{k'} \mathcal{R}_0, u \), we obtain

\[ \sum_{u=j+1}^{k'} \text{card}(\mathcal{R} \cap \mathcal{R}_0') = \text{card}(\mathcal{R}). \]

Hence \( T_{\mathcal{R}} \) has rank \( \text{card}(\mathcal{R}) \) and \( K(\Psi_j) \geq K_{\mathcal{R}}. \)
It remains to show that every $M_u$ has rank $\text{card}(\mathcal{R} \cap \mathcal{R}'_{0,u})$. Now we write $i \succ j$ if and only if there exists $l \in \mathbb{N}$ with $1 \leq l < d$ such that $i_1 = j_1, \ldots, i_l = j_l$ and $i_{l+1} > j_{l+1}$. For every $u \in \mathbb{N}$ with $j + 1 \leq u \leq k'$, we can place the entries of $M_u$ in lexicographic order ”$>$”. More precisely, $b_{i,n}$ is above $b_{i,n}$ if $i \succ i$. Similarly, $b_{i,n'}$ is at the left of $b_{i,n}$ if $n' \succ n$. We will show that $M_u$ is a lower triangular matrix with nonzero diagonal entries. For $i \in \mathcal{R} \cap \mathcal{R}'_{0,u}$, let $i_j = (i_1 - jp^D, i_2, \ldots, i_d) \in \mathcal{C}_u$. Thus the $b_{i,j}$ are the diagonal entries, which are not zero by the argument of Corollary 79(4) with $n_1 = i_1 - jp^D$. Take $i', i \in \mathcal{R} \cap \mathcal{R}'_{0,u}$ with $i' \succ i$. Then $i'_j \succ i_j$ and we have the following array of entries of $M_u$

$$
(i', i'_j) \cdots (i', i_j) \\
\vdots \ \cdots \ \vdots \\
(i, i'_j) \cdots (i, i_j).
$$

Assume that the $(i', i_j)$-th entry is nonzero, i.e., $(w_j \cdots w_1)^{-|i|}b_{i', i_j} \neq 0$. Then $i_j \in \mathcal{R}_v$ and for all $2 \leq l \leq d$, $h \geq 0$ and $0 \leq n < D$, we have

$$a_h(i_l) = a_h(i'_l), \ a_n(i_1) = a_n(i'_1), \ \text{and} \ a_D(i_1) - j \leq a_D(i'_1). \ \ \ \ (3.46)$$

Since $|\gamma_q(i_j)| = |\gamma_q(i)| - j = u - j$, we have

$$j = |\gamma_q(i')| - |\gamma_q(i_j)| = \sum_{l=2}^{d} \left( \gamma_q(i'_l) - \gamma_q(i_l) \right) + \sum_{h=0}^{D} \left( a_h(i'_1) - a_h(i_1) \right) + j. \ \ \ \ (3.47)$$

Thus

$$\sum_{l=2}^{d} \left( \gamma_q(i'_l) - \gamma_q(i_l) \right) + \sum_{h=0}^{D} \left( a_h(i'_1) - a_h(i_1) \right) = 0.$$ 

Since $i'_1 \geq i_1$, we have $a_D(i'_1) \geq a_D(i_1)$. On recalling (3.46), we conclude that for all $1 \leq l \leq d$ and $h \geq 0$,

$$a_h(i_l) = a_h(i'_l).$$

Thus, $i' = i$, which contradicts $i' \succ i$. Therefore, $b_{i', i_j}$ must be zero. This completes the proof of the lemma. \hfill \Box

Recall that

$$f(\alpha; P) = \sum_{i \in \mathcal{R}_p} e^\left( \sum_{i \in \mathcal{R}_0} \alpha_i x^1 \right),$$
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and that \( J_s(P) = J_{s,k,d}(P) \) is defined to be the number of solutions of the system

\[
x^i_1 + \cdots + x^i_s = y^i_1 + \cdots + y^i_s \quad (i \in \mathcal{R}_0)
\]

with \( x_m, y_m \in I^d_P \). Also, recall that we denote by \( K_s(P, Q; \Psi) \) the number of solutions of the system

\[
\sum_{n=1}^{r} \left( \Psi(z_n) - \Psi(z'_n) \right) = \sum_{m=1}^{s} (x^i_m - y^i_m) \quad (i \in \mathcal{R}_0)
\]

with \( z_n, z'_n \in I^d_P \) and \( x_m, y_m \in I^d_Q \). Furthermore, we denote by \( L_s(P, Q, \theta; \Psi) \) the number of solutions of the system

\[
\sum_{n=1}^{r} \left( \Psi(z_n) - \Psi(z'_n) \right) = w^{i\lfloor} \sum_{m=1}^{s} (u^i_m - v^i_m) \quad (i \in \mathcal{R}_0)
\]

with \( z \) and \( z' \) as above, \( u_m, v_m \in I^d_{Q-\theta P} \), and \( z_n \equiv z'_n \pmod{k} \) \((1 \leq l \leq d)\). We now set up the apparatus necessary to achieve the efficient differencing process.

**Lemma 82.** Let \( (\Phi_j) \) be the system defined as in (3.25). Suppose that \( \theta P \leq Q \leq P \). Write \( H = (1-k\theta)P \). Then there exist \( h \in \mathbb{A}^d \) with \( 1 \leq \langle h_i \rangle \leq \hat{H} \) and \( w \in \mathcal{P}(\theta, \epsilon) \) such that

\[
L_s(P, Q, \theta; \Phi_j) \ll \hat{P}^{(d-1)-(d-1)k\theta} J_s(Q - \theta P) + \hat{H}^{dr} \left( K_s(P, Q - \theta P; \Psi_{j+1}) J_s(Q - \theta P) \right)^{1/2},
\]

where \( (\Psi_{j+1}) \) is given by (3.26), i.e.,

\[
\Psi_{1,j+1}(z) = w^{-i\lfloor} \left( \Phi_{1,j}(z + hw^k) - \Phi_{1,j}(z) \right) \quad (i \in \mathcal{R}_0).
\]

**Proof.** Fix \( w \in \mathcal{P}(\theta, \epsilon) \). For each \( i \in \mathcal{R}_0 \), the coefficients of \( \Psi_{1,j+1}(z) \) lie in \( \mathbb{A}_[h] \). Consider the roots \( h \) of the nonzero coefficients for all \( \Psi_{1,j+1}(z) \), and let \( T \) denote the set of roots which also lie in

\[
\{ h \in \mathbb{A}^d \mid \langle h_i \rangle \leq \hat{H} \ (1 \leq l \leq d) \}.
\]

Then we have \( L_s(P, Q, \theta; \Phi_j) = U_0 + U_1 \), where \( U_0 \) denotes the number of solutions for which \( z_n = z'_n + hw^k \) for some \( n \in \mathbb{N} \) with \( 1 \leq n \leq r \) and \( h \in T \), and where \( U_1 \) is the number of solutions with \( z_n \neq z'_n + hw^k \) for all \( n \) \((1 \leq n \leq r)\) and \( h \in T \).

First, suppose that \( U_0 \geq U_1 \). Since the number of nonzero coefficients can be bounded by a constant in terms of \( k \) and \( d \), we have

\[
\text{card } T = O(\hat{H}^{d-1}) = O\left( \hat{P}^{(1-k\theta)(d-1)} \right).
\]
It follows that the number of pairs \((z_n, z'_n)\) with \(z_n = z'_n + hw^k\) for some \(h \in \mathcal{T}\) is \(O(\hat{d}^{d(1-k\theta)(d-1)})\). Write \(\alpha w = (\alpha_i w_i^{|i|})_{i \in \mathbb{R}_0}\). In view of the congruence conditions on \(z\) and \(z'\), we have

\[
U_0 \ll \hat{d}^{d(1-k\theta)(d-1)} \int_{\mathbb{T}^r} V_w(\alpha)^{r-1} \left| f(\alpha w; Q - \theta P)^{2s} \right| d\alpha,
\]

where

\[
V_w(\alpha) = \sum_{z \in (\mathbb{A}/w^k)^d} \left| \sum_{x \in I^d_{p^A}} e\left( \sum_{i \in \mathbb{R}_0} \alpha_i \Phi(x, \eta) \right) \right|^2.
\]

It now follows from Hölder’s inequality that \(U_0\) is bounded above by

\[
\hat{d}^{d(1-k\theta)(d-1)} \left( \int_{\mathbb{T}^r} g_w(\alpha)^r \left| f(\alpha w; Q - \theta P)^{2s} \right| d\alpha \right)^{1/r} \left( \int_{\mathbb{T}^r} \left| f(\alpha w; Q - \theta P)^{2s} \right| d\alpha \right)^{1/r}.
\]

On considering the underlying equations, we see that

\[
L_s(P, Q, \theta, w; \Phi_j) \ll \hat{d}^{(2d-1-(d-1)k\theta)r} J_s(Q - \theta P).
\] (3.48)

Next suppose that \(U_1 \geq U_0\) instead. Write

\[
z'_{nl} = z_{nl} + h_{nl}w^k \quad (1 \leq n \leq r, 1 \leq l \leq d),
\]

where \(h_{nl}\) satisfy \(1 \leq \langle h_{nl} \rangle \leq \hat{H}\) and \(h \notin \mathcal{T}\). Therefore, \(U_1\) can be bounded above by the number of solutions of the system

\[
\sum_{n=1}^{r} \Psi_{i,j+1}(z_n; h_n; w) = \sum_{m=1}^{d} (u^i_m - v^i_m) \quad (i \in \mathbb{R}_0),
\]

where \(z_n \in I^d_{P}, h_n \in I^d_{\hat{H}},\) and \(u_m; v_m \in I^d_{Q-\theta P}.\) Now write

\[
W_w(\alpha; h) = \sum_{z \in I^d_{p^A}} e\left( \sum_{i \in \mathbb{R}_0} \alpha_i \Psi_{i,j+1}(z; h; w) \right).
\]

Then we have

\[
U_1 \ll \int_{\mathbb{T}^r} \left( \sum_{h \in I^d_{\hat{H}}} W_w(\alpha; h) \right)^r \left| f(\alpha w; Q - \theta P)^{2s} \right| d\alpha.
\]

Furthermore, by Hölder’s inequality, we deduce that

\[
\left( \sum_{h \in I^d_{\hat{H}}} W_w(\alpha; h) \right)^r \ll \hat{H}^d(r-1) \sum_{h \in I^d_{\hat{H}}} \left| W_w(\alpha; h) \right|^r.
\]
Thus,
\[ U_1 \ll \hat{H}^{d(r-1)+d} \max_h \int_{T^0} |W_w(\alpha; h)^* f(\alpha w; Q - \theta P)^{2s}| d\alpha \]
\[ \leq \hat{H}^{dr} \max_h \left( \int_{T^0} |W_w(\alpha; h)^2 f(\alpha w; Q - \theta P)^{2s}| d\alpha \right)^{1/2} \left( \int_{T^0} |f(\alpha w; Q - \theta P)^{2s}| d\alpha \right)^{1/2}. \]

Since the first integral above is bounded by \( K_s(P, Q - \theta P; \Psi_{j+1}) \) where \( \Psi_{i,j+1} = \Psi_{i,j} + 1 \) for some \( h \in A^d \) with \( 1 \leq \langle h_i \rangle \leq \hat{H} \). On recalling (3.48) and taking the maximum over \( w \in \mathcal{P}(\theta, \epsilon) \), the lemma follows.

In what follows, write \( K_j = K(\Psi_j), \mu_j = \text{card}\{i \in R_0^1 | \gamma_q(i) \leq j\} \), and \( \Omega_j = K_0 - K_j - \mu_j \).

**Theorem 83.** Let \( u \in \mathbb{N} \) with \( u \geq r \). Suppose that \( \Delta_u < (k-1)(r+1) \) is an admissible exponent, and let \( j \in \mathbb{N} \) with \( 1 \leq j \leq \gamma_q(k) \). For each \( l \in \mathbb{N} \setminus \{0\} \), we write \( s = u + lr \) and define the numbers \( \phi(j, s, J), \theta_s, \) and \( \Delta_s \) recursively as follows. Given a value of \( \Delta_{s-r} \), we set \( \phi(j, s, J) = 1/k \) and evaluate \( \phi(j, s, J - 1) \) successively for \( J = j, \ldots, 2 \) by setting
\[ \phi^*(j, s, J - 1) = \frac{1}{2k} + \left( \frac{1}{2} + \frac{\Omega_{J-1} - \Delta_{s-r}}{2kr} \right) \phi(j, s, J), \]
and
\[ \phi(j, s, J - 1) = \min \{1/k, \phi^*(j, s, J - 1)\}. \]

Finally, we set
\[ \theta_s = \min_{1 \leq j \leq \gamma_q(k)} \phi(j, s, 1) \]
and
\[ \Delta_s = \Delta_{s-r}(1 - \theta_s) + r(k\theta_s - 1). \]

Then \( \Delta_s \) is an admissible exponent for \( s = u + lr \) for all \( l \in \mathbb{N} \setminus \{0\} \).

**Proof.** Fix \( s \geq u \) and suppose that \( \delta_s \) is an admissible exponent. According to the hypothesis of \( \Delta_u \), we have
\[ \Delta_s \leq \Delta_u < (k-1)(r+1). \] (3.49)

Take \( j \) to be the least integer for which \( \phi(j, s + r, 1) = \theta_{s+r} \), and write \( \phi_J = \phi(j, s + r, J) \) for \( J = j, \ldots, 1 \). The minimality of \( j \) ensures that \( \phi_J < 1/k \) whenever \( J < j \). We adopt the notation
\[ M_i = \phi_i P, \quad H_i = (1 - k\phi_i)P, \quad Q_i = (1 - \phi_1 - \cdots - \phi_i)P \quad (1 \leq i \leq j), \]
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with the convention that $Q_0 = P$. We now show inductively that for each $J = j - 1, \ldots, 0$,

$$L_s(P, Q_J, \phi_{J+1}; \Phi_J) \ll \hat{p}^{(2d-1-(d-1)k\phi_J)r}Q_{J+1}^{-\lambda_s}. \quad (3.50)$$

When $J = j - 1$, it follows from Lemma 82 that

$$L_s(P, Q_{J-1}, \phi_J; \Phi_{J-1}) \ll \hat{p}^{(2d-1-(d-1)k\phi_J)r}J_s(Q_J) + \hat{H}_j^{dr} (K_s(P, Q_J; \Psi_J)J_s(Q_J))^{1/2}.$$ 

Since $\phi_j = 1/k$, we have $\hat{H}_j = 1$. By estimating $K_s(P, Q_J; \Psi_J) \ll \hat{p}^{2rd}Q_j^{-\lambda_s}$, we obtain

$$L_s(P, Q_{J-1}, \phi_J; \Phi_{J-1}) \ll \hat{p}^{dr}J_s(Q_J) \ll \hat{p}^{dr}Q_j^{-\lambda_s}.$$ 

Now suppose that the result holds for $J \in \{j - 1, \ldots, 1\}$. Then by Lemmas 68 and 82, we see that

$$L_s(P, Q_{J-1}, \phi_J; \Phi_{J-1}) \ll \hat{p}^{(2d-1-(d-1)k\phi_J)r}J_s(Q_J) + \hat{H}_j^{dr} (K_s(P, Q_J; \Psi_J)J_s(Q_J))^{1/2},$$

and

$$K_s(P, Q_J; \Psi_J) \ll \hat{p}^{\Gamma_1}J_s(Q_J) + \hat{p}^{\Gamma_2}L_s(P, Q_J, \phi_{J+1}; \Phi_J),$$

where $\Gamma_1 = 2rd - (r+1)(1 - \phi_{J+1}) + \epsilon$ and $\Gamma_2 = \phi_{J+1}(2sd + kr - \mu_J - K_J)$. By the induction hypothesis, we have

$$L_s(P, Q_{J-1}, \phi_J; \Phi_{J-1}) \ll \hat{p}^{(2d-1-(d-1)k\phi_J)r}J_s(Q_J) + \hat{H}_j^{dr}Q_j^{-\lambda_s}(E_1 + E_2)^{1/2},$$

where

$$E_1 = \hat{p}^{2rd-r-1+cM_{J+1}^r} \quad \text{and} \quad E_2 = \hat{p}^{2rd-r-1+2sd+kr-\mu_J-K-J-\lambda_s}.$$ 

On combining (3.49) with $\lambda_s = 2sd - K_0 + \Delta_s$ and $\mu_J + K_J \leq K_0$, we have

$$E_1/E_2 = \hat{p}^{c-1+\phi_{J+1}(r+1)-\phi_{J+1}(kr-\mu_J-K_J+K_0-\Delta_s)} \leq \hat{p}^{c-1+\phi_{J+1}(r+1-kr+\Delta_s)} < 1,$$

i.e., $E_1 < E_2$. Thus

$$L_s(P, Q_{J-1}, \phi_J; \Phi_{J-1}) \ll Q_j^{-\lambda_s} (\hat{p}^{\Lambda_1} + \hat{p}^{\Lambda_2}) ,$$

where

$$\Lambda_1 = (2d - 1 - (d - 1)k\phi_J)r,$$
and 
$$\Lambda_2 = dr(1 - k\phi_J) + \frac{1}{2}(2rd - r) + \frac{1}{2}(2sd + kr - \mu_J - K_J - \lambda_s)\phi_{J+1}.$$ 

Then by the definition of $\phi_J$, we have $\Lambda_1 = \Lambda_2$. By induction, (3.50) follows. On applying (3.50) with $J = 0$, we conclude that

$$L_s(P, P, \phi_1; \Phi_0) \ll \hat{P}^{(2d - 1 - (d - 1)k\phi_1)r + (1 - \phi_1)\lambda_s}.$$ 

Thus we obtain from Lemma 68 that

$$J_{s+r}(P) = K_s(P, P, \Psi_0) \ll \hat{P}^{\Lambda_3} + \hat{P}^{\Lambda_4},$$

where

$$\Lambda_3 = 2rd - (1 - \phi_1)(r + 1) + \lambda_s + \epsilon,$$

and

$$\Lambda_4 = (1 - \phi_1)\lambda_s + (2d - 1 - (d - 1)k\phi_1)r + \phi_1(2sd + krd - K_0).$$

By (3.49) and $\lambda_s = 2sd - K_0 + \Delta_s$, we see that

$$\Lambda_3 - \Lambda_4 = \epsilon - 1 + \phi_1(r + 1) + \phi_3 kr(d - 1) - \phi_1(krd - \Delta_s)$$

$$= \epsilon - 1 + \phi_1(r + 1 + \Delta_s - kr)$$

$$\leq 0,$$

i.e., $\Lambda_3 \leq \Lambda_4$. Hence the exponent

$$\lambda_{s+r} = \Lambda_4 = 2(s + r)d - K_0 + \Delta_s(1 - \phi_1) + r(k\phi_1 - 1)$$

is admissible. On recalling that $\phi_1 = \theta_{s+r}$, the theorem follows by induction. \qed

**Lemma 84.** Let $j \geq 2$. Suppose that $\Delta_{s-r} < (k - 1)(r + 1)$ is an admissible exponent. Furthermore, suppose that $\Omega_1, \ldots, \Omega_{j-1} \leq f < g \leq \Delta_{s-r}$. Set

$$\omega = \begin{cases} 
2f/g, & \text{if } j > 1 + \log_2(g/f); \\
2^{1-j} + f/g, & \text{if } j \leq 1 + \log_2(g/f).
\end{cases}$$

Also suppose that $\phi(j, s, 1)$ and $\Delta_s$ are defined as in Theorem 83. Let $\delta = \Delta_{s-r}/rk$ and $\delta_s = \Delta_s/rk$. Then

$$\phi(j, s, 1) \leq \frac{1 + \omega \delta}{k(1 + \delta)},$$
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and
\[ \delta_s < \delta \left( 1 - \frac{2 - \omega}{k(1 + \delta)} \right). \]

Furthermore,
\[ \delta_s + \log \delta_s < \delta + \log \delta - \frac{2 - \omega}{k}. \]

Proof. On writing \( \phi_J = \phi(j, s, I) \) (\( 1 \leq J \leq j \)) and \( \delta' = (\Delta_{s-r} - f)/rk \), from Theorem 83 we have
\[ \phi_{J-1} \leq \frac{1}{2k} \left[ 1 + \frac{1}{2}(1 - \delta') \phi_J \right] \quad (2 \leq J \leq j). \]

Using a downward induction, we can find that
\[ \phi_J \leq \frac{1}{k(1 + \delta')} \left[ 1 + \delta' \left( \frac{1 - \delta'}{2} \right)^{j-J} \right] \quad (1 \leq J \leq j). \]

In particular, we see that
\[ \phi_1 \leq \frac{1 + \delta' 2^{1-j}}{k(1 + \delta')} \quad (3.51) \]

Note that \( \frac{1+\alpha x}{1+x} \) is a decreasing function of \( x \) whenever \( \alpha < 1 \). Since \( \delta' > \delta(1 - f/g) \), it follows from (3.51) that
\[ \phi_1 \leq \frac{1 + \delta(1 - f/g) 2^{1-j}}{k(1 + \delta(1 - f/g))} = \frac{1 + \delta(2^{1-j} + f/g)}{k(1 + \delta)}. \]

For \( j > 1 + \log_2(g/f) \), we have \( 2^{1-j} + f/g < 2f/g \). Thus \( \omega \geq 2^{1-j} + f/g \). Therefore
\[ \phi(j, s, 1) \leq \frac{1 + \omega \delta}{k(1 + \delta)}. \]

Since
\[ \delta_s = \delta(1 - \theta_s) + (\theta_s - 1/k) \leq (1 - \delta) \phi_1 + \delta - 1/k, \]
we have
\[ \delta_s \leq (1 - \delta) \frac{1 + \omega \delta}{k(1 + \delta)} + \delta - 1/k = \frac{(\omega - 2)\delta - \omega \delta^2}{k(1 + \delta)} + \delta \]
\[ < \frac{(\omega - 2)\delta}{k(1 + \delta)} + \delta = \delta \left( \frac{1 - 2 - \omega}{k(1 + \delta)} \right). \]

Thus
\[ \delta_s + \log \delta_s < \delta + \log \delta - \frac{(2 - \omega)\delta}{k(1 + \delta)} + \log \left( 1 - \frac{2 - \omega}{k(1 + \delta)} \right) \]
\[ < \delta + \log \delta - \frac{(2 - \omega)\delta}{k(1 + \delta)} - \frac{2 - \omega}{k(1 + \delta)} \]
\[ = \delta + \log \delta - \frac{2 - \omega}{k}. \]
This completes the proof of the lemma.

**Proposition 85.** Let \( j \geq 2 \). Suppose that \( \Omega_1, \ldots, \Omega_{j-1} \leq f < g \leq (k-1)(r+1) \). Let \( \omega \) be defined as in Lemma 84 and let

\[
s_g = 3r + rk(2 - \omega)^{-1}(1 - g/rk - \log(g/rk)).
\]

If \( \gamma_s \) is the unique positive solution of the equation

\[
\gamma_s + \log \gamma_s = 1 - \frac{(s - 2r)(2 - \omega)}{rk},
\]

then \( \Delta_s = rk \gamma_s \) is admissible whenever \( 2r < s \leq s_g \).

**Proof.** For \( s \in \mathbb{N} \) with \( 2r < s \leq 3r \), \( rk(1 - 1/k) \) is admissible because \( \Delta_{2r} = rk(1 - 1/k) \) is admissible. Since \( 0 < s - 2r \leq r \), we have

\[
\gamma_s + \log \gamma_s \geq 1 - r(2 - \omega)/(rk) > 1 - 2/k > 1 - 1/k + \log(1 - 1/k),
\]

Thus \( \Delta_s = rk \gamma_s > rk(1 - \frac{1}{k}) \) and \( \Delta_s = rk \gamma_s \) is admissible. When \( 3r < s \leq s_g \), assume that \( \Delta_{s-r} = rk \gamma_{s-r} \) is admissible. Let \( \delta = \min \{ \gamma_{s-r}, (k-1)(r+1)/(rk) \} \). Then \( \Delta_{s-r}^* = rk \delta \) is admissible. Since \( s \leq s_g \) implies that

\[
\gamma_{s-r} + \log \gamma_{s-r} = 1 - (s - 3r)(2 - \omega)/(rk) \geq g/(rk) + \log (g/(rk)),
\]

we get \( \Delta_{s-r}^* = rk \delta \geq g \). Let \( \delta_s \) be defined as in Lemma 84. Since \( \Delta_{s-r}^* = rk \delta \leq (k-1)(r+1) \) is admissible, by Theorem 83, \( \Delta_s^* = rk \delta_s \) is admissible. By Lemma 84, we have

\[
\delta + \log \delta - (2 - \omega)/k > \delta_s + \log \delta_s. \quad (3.52)
\]

Since

\[
\gamma_s + \log \gamma_s = \gamma_{s-r} + \log \gamma_{s-r} - (2 - \omega)/k \geq \delta + \log \delta - (2 - \omega)/k,
\]

it follows from (3.52) that

\[
\gamma_s + \log \gamma_s \geq \delta_s + \log \delta_s,
\]

and hence \( \gamma_s \geq \delta_s \). Thus \( \Delta_s = rk \gamma_s \) is admissible since \( \Delta_s^* = rk \delta_s \) is admissible.

**Corollary 86.** Suppose that \( k \) is sufficiently large in terms of \( d \). When \( 1 \leq s \leq s_g \),

\[
\Delta_s = rk e^2 e^{-\frac{s(2 - \omega)}{rk}}
\]

is admissible.
Proof. Let $\gamma_s$ be defined as in Proposition 85. For $2r < s \leq s_g$, on noting that

$$\log \gamma_s < 1 + 2r(2 - \omega)/(rk) - s(2 - \omega)/(rk),$$

we have $\gamma_s < e^{2-s(2-\omega)/(rk)}$. Thus $\Delta_s = rke^2e^{-\frac{s(2-\omega)}{rk}}$ is admissible. For $0 < s < 2r$, since

$$\Delta_s = rke^2e^{-\frac{s(2-\omega)}{rk}} > rke^{2-4/k} \geq rk,$$

it is admissible. This completes the proof of the corollary.

Lemma 87. Let $k < p$ and $s_0 = \frac{1}{2}rk(\log k - 2 \log \log k)$. Suppose that $k$ is sufficiently large. Then the exponents

$$\Delta_s = \begin{cases} rke^2e^{-\frac{2s}{rk}} & 1 \leq s \leq s_0, \\ r(\log k)^2e^3e^{-\frac{s-s_0}{rk}} & s \geq s_0, \end{cases}$$

are admissible.

Proof. For a fixed $j$ with $2 \leq j \leq k$, in order to bound $\Omega_J(1 \leq J \leq j-1)$ we need to choose some subsets of $R'_0$ appropriately to approximate $K(\Psi_J)$. Take $\mathcal{R}_J$ as in Lemma 81(2) and let $r_J = \text{card} \mathcal{R}_J$ and $K_J = \sum_{i \in \mathcal{R}_J} |i|$. It follows from Lemma 81(2) that $K(\Psi_J) \geq K_J$. By [15, Lemma 2.1], we have

$$K_J = \frac{dk + J}{d+1} \left( \begin{array}{c} k - J + d \\ d \end{array} \right) - J.$$

On picking $j = [(\log k)^{1/3}]$, whenever $0 \leq J < j$ for $k$ sufficiently large, since $\mu_J \geq J$, we obtain

$$\Omega_J = K_0 - K_J - \mu_J \leq \frac{dk}{d+1} \left( \begin{array}{c} k + d \\ d \end{array} \right) - \left( \begin{array}{c} k - j + d \\ d \end{array} \right) \leq r(\log k)^{1/2}.$$

Let $f = r(\log k)^{1/2}$, $g = r(\log k)^2$, $\omega = 2f/g$ and $s_g = 3r + r k(2-\omega)^{-1}(1-g/rk-\log(g/rk))$. For sufficiently large $k$, we have

$$1 + \log_2(g/f) = 1 + \log_2 \left( \log k \right)^2 < [(\log k)^{\frac{1}{2}}] = j.$$

By applying Lemma 85 and Corollary 86, the exponents

$$\Delta_s = rke^2e^{-\frac{s(2-\omega)}{rk}} \ (1 \leq s \leq s_g)$$
are admissible. Note that
\[
s_g = 3r + rk(2 - \omega)^{-1}(1 - g/rk - \log(g/rk))
\]
\[
= 3r + rk\left(2 - 2(\log k)^{-\frac{3}{2}}\right)^{-1}\left(1 - (\log k)^2/k - \log(\log k)^2/k\right)
\]
\[
> 3r + 2^{-1}rk\left(1 + (\log k)^{-\frac{3}{2}}\right)\left(1 - (\log k)^2/k - 2 \log \log k + \log k\right)
\]
\[
> 2^{-1}rk(\log k - 2 \log \log k).
\]

On letting \(s_0 = 2^{-1}rk(\log k - 2 \log \log k)\), we have \(s_0 < s_g\) and
\[
\frac{s_0\omega}{rk} = (\log k - 2 \log \log k)(\log k)^{-\frac{3}{2}} < 1.
\]

Thus the exponents
\[
\Delta_s = rke^{-\frac{2s}{rk}} (1 \leq s \leq s_0)
\]
are admissible. Since \(\Delta_{s_0} = rke^{-\frac{2s_0}{rk}} = r(\log k)^2e^3\), it follows from Theorem 70 that
\[
\Delta_s = \begin{cases} rke^{-\frac{2s}{rk}} & 1 \leq s \leq s_0, \\
 r(\log k)^2e^{-s/s_0} & s \geq s_0,
\end{cases}
\]
are admissible. The lemma follows. \(\square\)

**Theorem 88.** Let \(k < p\). Whenever
\[
s > 2r\left(2^{-1} \log k + \log(r) + \log \log k + \log \left(\log \left((2^{-1} r k \log k + 2k^{-1}) + 6 - \log (1 - (\log k)^{-1})\right)\right)\right),
\]
we have
\[
\int m \prod_{j=1}^{s} f_j(\alpha) d\alpha \ll \hat{P}^{sd-\delta k - \delta}
\]
for some \(\delta > 0\).

**Proof.** By Theorem 87, on letting \(s_0 = \frac{1}{2}rk(\log k - 2 \log \log k)\), we have that
\[
\Delta_s = \begin{cases} rke^{-\frac{2s}{rk}} & 1 \leq s \leq s_0, \\
 r(\log k)^2e^{-s/s_0} & s \geq s_0,
\end{cases}
\]
are admissible. Now let \(f(x) = Ce^{-E(x-s_0)} + 2x + 1\) with \(C = \sigma^{-1}r(\log k)^2e^3\) and \(E = \frac{1}{rk}\).

By Lemma 74, whenever \(s > \min\{f(x) \mid x \geq s_0\}\), we have
\[
\int m \prod_{j=1}^{s} f_j(\alpha) d\alpha \ll \hat{P}^{sd-\delta k - \delta}
\]
for some $\delta > 0$. By Lemma 75, $\min\{f(x) \mid x \geq s_0\} = 2E^{-1}(1 + \log(CE/2)) + 2s_0 + 1$.

Note that

$$\log(CE/2) = \log \sigma^{-1} + 2 \log \log k - \log k + 3 - \log 2$$

and

$$\log \sigma^{-1} < \log(rk) + \log\left(\log\left((2t - 1)rk \log k\right) + 2k^{-1}\right) + \log 4 - \log\left(1 - (\log k)^{-1}\right).$$

We have

$$\min_{x \geq s_0} f(x) = 2E^{-1}(1 + \log(CE/2)) + 1 + 2s_0$$

$$< 2rk\left(\log \sigma^{-1} + 2 \log \log k - \log k + 2^{-1} \log k - \log \log k + 4\right)$$

$$< 2rk\left(2^{-1} \log k + \log(rt) + \log \log k + \log\left(\log\left((2t - 1)rk \log k\right) + 2k^{-1}\right) + 6 - \log\left(1 - (\log k)^{-1}\right)\right).$$

This completes the proof of the lemma.

Roughly speaking, comparing the lower bounds for $s$ in Theorem 76 and Theorem 88, we achieve savings of the order of magnitude $rk \log k$ in the case when $k < p$ via repeated differencing process. Consider the case when $k > p$. On rewriting $k$ as $a_0(k) + a_1(k)p + \cdots + a_D(k)p^D$, we have $D > 0$. It transpires that when $a_D(k)$ is sufficiently large, we may obtain savings of the order of magnitude $rk \log a_D(k)$ by following similar arguments to Theorem 88.
Chapter 4

The proofs of Theorems 1 and 2

4.1 The proof of Theorem 1

**Theorem 1.** Let \( p \) be the characteristic of \( \mathbb{F}_q \). Suppose that \( p \nmid k \) and \( k \geq d + 2 \). Further suppose that the system (1.6) has a non-singular solution in the completion of \( \mathbb{F}_q(t) \) at \( \infty \) and a non-singular solution in the completion \( \mathbb{F}_q(t)_w \) of \( \mathbb{F}_q(t) \) at every irreducible element \( w \) in \( \mathbb{F}_q[t] \). Let \( \iota = \text{card} \mathcal{L} \) and \( r = \text{card} \mathcal{R}_0 \). Whenever

\[
 s \geq 2rk\left( \log(\iota r k) + \log (\log ((2\iota - 1)rk \log k) + 2k^{-1}) + 3 + \log 4 - \log (1 - (\log k)^{-1}) \right),
\]

there is a positive constant \( C = C(s, k, d; q; c_1, \ldots, c_s) \) such that

\[
 N_{s,k,d}(P) = C(q^P)^{sd-\iota k} + O\left( (q^P)^{sd-\iota k-\delta} \right),
\]

where

\[
 \delta = \min \left\{ \frac{1}{18k} \frac{1 - (\log k)^{-1}}{4\iota rk(\log ((2\iota - 1)rk \log k) + 2k^{-1})} \right\}.
\]

**Proof.** It follows from Theorem 76 that

\[
 \int_{m} \prod_{j=1}^{s} f_j(\alpha) d\alpha = O\left( \hat{P}^{sd-\iota k-\delta} \right).
\]

Moreover, by applying Theorem 59, we have

\[
 \int_{\mathfrak{m}} \prod_{j=1}^{s} f_j(\alpha) d\alpha = C\hat{P}^{sd-\iota k} + O\left( \hat{P}^{sd-\iota k-\delta} \right),
\]
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where $C = C(q, k, d, s) > 0$. Since

$$N_{s,k,d}(P) = \int_T \prod_{j=1}^s f_j(\alpha) d\alpha = \int_M \prod_{j=1}^s f_j(\alpha) d\alpha + \int_m \prod_{j=1}^s f_j(\alpha) d\alpha,$$

the result follows.

It is worth a remark that when $k < p$, by applying Theorem 88, Theorem 1 holds whenever

$$s \geq (1 + o(1)) r k \left( \log k + 2 \log(r) \right),$$
as $k \to \infty$.

### 4.2 The proof of Theorem 2

Recall that the height of a vector $x = (x_1, \ldots, x_n) \in \mathbb{A}^n$ is defined to be

$$H(x) = \frac{\max_{1 \leq i \leq n} \langle x_i \rangle}{\langle \text{gcd}(x_1, \ldots, x_n) \rangle}.$$

For a subspace $V \subseteq \mathbb{F}_q(t)^s$ with basis vectors $x_1, \ldots, x_d \in \mathbb{A}^s$, define

$$H(V) = H(x_1 \wedge \cdots \wedge x_d).$$

Let $N_{s,k,d}^*(P)$ denote the number of solutions of (1.6) for which the vectors $x_1, \ldots, x_d$ are linearly independent and counted by $N_{s,k,d}(P)$. Let $N_{s,k,d}(P)$ denote the number of distinct linear spaces $V$ of dimension $d$ and height at most $\hat{P}$, lying on the hypersurface (1.5).

**Lemma 89.** Let $Q \in \mathbb{R}$ with $Q > 0$. For a subspace $V \subseteq \mathbb{F}_q(t)^s$ of dimension $d$, define $\beta_Q(V)$ to be the number of bases for $V$ with all basis vectors lying in $I_{i_Q}$. Then

$$\beta_Q(V) < \hat{Q}^{d^2}.$$

**Proof.** Fix a polynomial basis $x_1, \ldots, x_d$ for $V$. Without loss of generality, assume that the matrix $(x_{i,j}) = (x_{i,j})_{1 \leq i, j \leq d}$ consisting of the first $d$ rows of the matrix $X = (x_1, \ldots, x_d)$ is non-singular. For another polynomial basis $y_1, \ldots, y_d$, there exists a $d \times d$ matrix $B$ such that $Y = (y_1, \ldots, y_d) = XB$. Thus $B$ is uniquely determined by $(y_{i,j})_{1 \leq i, j \leq d}$. Hence the number of choices for $B$ is less than $\hat{Q}^{d^2}$. \hfill \Box
Lemma 90. Let $\beta_Q(V)$ be defined as in Lemma 89. If $\hat{Q} = (\hat{P})^{1/d}$, then we have

$$N_{s,k,d}^*(Q) \leq \sum_{H(V) \leq \hat{P}} \beta_Q(V) \leq \left( \max_V \beta_Q(V) \right) N_{s,k,d}(P).$$

Proof. Suppose that $x_1, \ldots, x_d \in I_Q^s$ are linearly independent. Let $V = \text{Span}\{x_1, \ldots, x_d\}$. Since

$$H(V) = H(x_1 \wedge \cdots \wedge x_d) \leq \hat{P}^d = \hat{P},$$

the results follows immediately. \hfill \Box

We are now in a position to prove Theorem 2.

Theorem 2. Under the same conditions as the ones in Theorem 1, there are two positive constants $C_1 = C_1(s,k,d;q,c_1,\ldots,c_s) > 0$ and $C_2 = C_2(s,k,d;q,c_1,\ldots,c_s) > 0$ such that

$$N_{s,k,d}(P) \geq C_1(q^P)^{s-k\frac{s}{d}} - C_2(q^P)^{s-k\frac{s}{d}-\delta},$$

where $\delta$ is defined as in Theorem 1.

Proof. Let $\hat{Q} = (\hat{P})^{1/d}$. By combining Lemma 89 with Lemma 90, we have

$$N_{s,k,d}(P) \geq N_{s,k,d}^*(Q) \hat{Q}^{-d^2}.$$

Let $w$ be an irreducible polynomial in $A$ with ord $w = [Q]+1$. If $x_1, \ldots, x_d \in I_Q^s$ are linearly dependent over $\mathbb{F}_q(t)$, then they must be linearly dependent modulo $w$. Thus, there exist $a_1, \ldots, a_d \pmod{w}$, not all zero, such that $a_1x_1 + \cdots + a_dx_d \equiv 0 \pmod{w}$. The number of choices for the coefficients $a_1, \ldots, a_d$ is $O(\langle w \rangle^{d-1})$, since one of them may be normalized to be 1. For each fixed choice of $a_1, \ldots, a_d$, the number of vectors $x_1, \ldots, x_d \pmod{w}$ such that $a_1x_1 + \cdots + a_dx_d \equiv 0 \pmod{w}$ is $O(\langle w \rangle^{s(d-1)})$. Thus the number of linearly dependent vectors $x_1, \ldots, x_d \pmod{w}$ is $O(\langle w \rangle^{sd-s+d-1})$. Hence the number of dependent vectors $x_1, \ldots, x_d \in I_Q^s$ is

$$O(\langle w \rangle^{sd-s+d-1}) = O(\hat{Q}^{sd-s+d-1}) = O(\hat{Q}^{sd-ik-2}).$$

By Theorem 1, there exist $C_1 = C_1(s,k,d,q) > 0$ and $C_2 = C_2(s,k,d,q) > 0$ such that

$$N_{s,k,d}^*(Q) \geq C_1 \hat{Q}^{sd-ik} - C_2(\hat{Q}^{sd-ik-\delta}).$$
Therefore,

\[
N_{s,k,d}(P) \geq N_{s,k,d}^*(Q)\hat{Q}^{-d^2} \\
\geq C_1\hat{Q}^{sd-\vartheta - d^2} - C_2\hat{Q}^{sd-\vartheta - d^2 - \delta} \\
= C_1\hat{P}^{s-\vartheta - d} - C_2\hat{P}^{s-\vartheta - d - \delta}.
\]

This completes the proof of the theorem. \qed

4.3 Future work about the circle method in \(\mathbb{F}_q[t]\)

In Theorem 1, we obtain a lower bound for \(s\) such that \(N_{s,k,d}(P)\) is of magnitude \(\hat{P}^{sd-\vartheta}\). A future research project is to largely reduce the lower bound for \(s\) by applying another variant of the circle method. Recently, Parsell [16] studied an integer analogue of this question and achieved impressive results. Motivated by his work, we may investigate mean values of exponential sums over the polynomials having only small degree irreducible divisors, called smooth polynomials. Such estimates are essential to the savings on \(s\). Furthermore, we may generalize our results to general function fields. In particular, we could study Waring’s Problem and Vinogradov’s mean value theorem for finite extensions of \(\mathbb{F}_q(t)\).

Another direction that we may pursue is to consider the polynomial analogues of Roth’s theorem on progressions. For \(N \in \mathbb{N} \setminus \{0\}\), let \(D_3([1,N])\) denote the maximal cardinality of an integer set \(A \subseteq [1,N]\) containing no 3-term arithmetic progression. In [17], Roth established a variant of the circle method and showed that \(D_3([1,N]) \ll N/\log\log N\). Since his fundamental work, further refinements have been achieved by Heath-Brown [8], Szemerédi [19], and Bourgain [3]. Therefore, it is interesting to find new variants of the circle method to analyze the similar questions in function fields.
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\( A = \mathbb{F}_q[t] \) \quad \text{the ring of polynomials over} \quad \mathbb{F}_q

\( c \) \quad c_1, \ldots, c_s \in \mathbb{F}_q[t] \setminus \{0\}

\( \mathbb{F}_q(t) \) \quad \text{the fraction field of} \quad \mathbb{F}_q[t]

\( \mathbb{K}_\infty = \mathbb{F}_q((1/t)) \) \quad \text{the field of formal power series in terms of} \quad 1/t \quad \text{over} \quad \mathbb{F}_q

\( \alpha \in \mathbb{K}_\infty \) \quad \alpha = \sum_{i \leq n} a_i t^i \quad \text{with} \quad a_i \in \mathbb{F}_q \quad \text{and} \quad n \in \mathbb{Z}

\( \|\alpha\| \) \quad \|\alpha\| = \sum_{i < 0} a_i t^i \quad \text{if} \quad \alpha = \sum_{i \leq n} a_i t^i

\text{ord} \alpha \quad \text{the integer} \quad n \quad \text{if} \quad \alpha = \sum_{i \leq n} a_i t^i \quad \text{and} \quad a_n \neq 0

\langle \alpha \rangle \quad q^{\text{ord} \alpha}

\hat{P} \quad q^p

\( T \) \quad \text{the set of elements} \quad \alpha \in \mathbb{K}_\infty \quad \text{with} \quad \text{ord} \alpha < 0

\( e_q : \mathbb{F}_q \to \mathbb{C} \) \quad \text{a character of} \quad \mathbb{F}_q \quad \text{(page 7)}

\( e : \mathbb{K}_\infty \to \mathbb{C} \) \quad \text{an exponential function} \quad \text{(pages 7, 10)}
$\mathcal{M}$ the major arc (page 8)

$m$ the minor arc (page 8)

$\mathcal{G}_{s,d,k}$ singular series (page 37)
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$i$ $(i_1, \ldots, i_d)$
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$\mathcal{R}_1, \mathcal{R}_j, \mathcal{R}_j', \mathcal{R}_j''$ certain sets of $d$-tuples (pages 11, 71)
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$t$ the cardinality of the set $\mathcal{L}$ (pages 4, 72)

$r$ the cardinality of the set $\mathcal{R}_0'$ (pages 5, 71, 87)

$r_0$ the cardinality of the set $\mathcal{R}_0$

$K_0$ $\sum_{i \in \mathcal{R}_0'} |i|$

$F(\alpha, x)$ $\sum_{i \in \mathcal{L}} a_i x^i$

$G(\alpha, x)$ $c_1 F(\alpha, x_1) + \cdots + c_s F(\alpha, x_s)$

$f_j(\alpha) = f_j(\alpha; P)$ $\sum_{x \in I_P^d} e(c_j F(\alpha, x))$
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$I_{-P}$ the set of elements in $\mathbb{K}_\infty$ of the shape $\sum_{-P < i \leq 0} a_i t^i$

$T_P(F; \alpha)$ $\sum_{x \in I_{-P}^d} e(F(\alpha; x))$
\( S(g, a) \) \[ \sum_{x \in \mathbb{F}_q \setminus \{0\}} e(F(a/g; x)) \] where \( g \in \mathbb{A} \setminus \{0\} \) and \( a = (a_i)_{i \in \mathbb{L}} \in \mathbb{A}^t \)

\( S_j(g, a) \) \[ S(g, c_j a) \]

\( w \) an irreducible polynomial in \( \mathbb{F}_q[f] \)

\( \text{rk Jac}(f; z; w) \) the rank of the Jacobian matrix \( \text{Jac}(f; z) \) over \( \mathbb{A}/(w) \)

\( a_h(i) \) \[ i = \sum_{h \geq 0} a_h(i)p^h \] where \( a_h(i) \in [0, p - 1] \cap \mathbb{Z} \)

\( \gamma_q(i) \) \[ a_0(i) + a_1(i) + a_2(i) + \cdots \]

\( \text{ind}(\cdot) \) see page 14

\( \tau(\cdot) \) see pages 14, 22, 42, 55