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Abstract

Functional dependency analysis can be applied to various problems in query optimization: selectivity estimation, estimation of (intermediate) result sizes, order optimization (in particular sort avoidance), cost estimation, and various problems in the area of semantic query optimization. Dependency analysis in an ANSI SQL relational model, however, is made complex due to the existence of null values, three-valued logic, outer joins, and duplicate rows. In this thesis we define the notions of strict and lax functional dependencies, strict and lax equivalence constraints, and null constraints, which capture both a large set of the constraints implied by ANSI SQL query expressions, including outer joins, and a useful set of declarative constraints for ANSI SQL base tables, including unique, table, and referential integrity constraints. We develop and prove a sound set of inference axioms for this set of combined constraints, and formalize the set of constraints that hold in the result of each SQL algebraic operator. We define an extended functional dependency graph model (FD-graph) to represent these constraints, and present and prove correct a detailed polynomial-time algorithm to maintain this FD-graph for each algebraic operator. We illustrate the utility of this analysis with examples and additional theoretical results from two problem domains in query optimization: query rewrite optimizations that exploit uniqueness properties, and order optimization that exploits both functional dependencies and attribute equivalence. We show that the theory behind these two applications of dependency analysis is not only useful in relational database systems, but in non-relational database environments as well.
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1 Introduction

Although much of the extensive literature on functional dependencies pertains to schema design (decomposition and normalization), functional dependency analysis has a decisive impact on query optimization. For example, during the past decade most, if not all, of the work related to semantic query optimization is based on functional dependency analysis [33, 34, 53, 161, 181, 209, 210, 228, 230, 254, 258, 281, 295]. These techniques can often improve overall query performance by at least an order of magnitude, depending on the particular optimizations involved [230].

Functional dependency analysis also enables other query optimization possibilities. Darwen [70] offered several examples that have been discussed by other authors. His list included group-by column elimination (also studied by Yan [294]), redundant Distinct elimination (also studied by Pirahesh et al. [230] and Paulley and Larson [228]), and scalar subquery processing. Our original motivation for studying dependencies was to exploit the ordering of tuples when retrieved through an index, which Selinger et al. termed ‘interesting orders’ [247]. This very topic was the subject of a recent paper by Simmen et al. [261] that heavily references Darwen’s work, though the precise algorithms for performing the functional dependency analysis are unspecified. We will take a much more detailed look at order optimization in Chapter 5, but to exemplify the possibilities we illustrate two ways of exploiting functional dependencies in query optimization.

Example 1
Our example schema represents a manufacturing application and contains information about employees, parts, part suppliers (vendors), and so on (see Appendix A). Suppose we wish to determine the average unit price quoted by all suppliers for each individual part:

Select P.PartID, P.Description, Avg(Q.UnitPrice)
From Part P, Quote Q
Where Q.PartID = P.PartID
Group by P.PartID, P.Description

In this example the specification of P.Description in the Group by list is necessary, as otherwise most database systems will reject this query on the grounds that it contains a column in the Select list that is not also in the Group by list [70]. However, since
P.PartID is the key of the PART table there exists the functional dependency P.PartID → P.Description. Consequently grouping the intermediate result by both columns is unnecessary—grouping the rows by P.PartID alone is sufficient.

Example 2
Consider the nested query

```
Select P.PartID, V.Name
From Part P, Supply S, Vendor V
Where P.PartID = S.PartID and
  S.VendorID = V.VendorID and
  P.Price ≥ ( Select 1.20 × Avg(Q.QtyPrice)
    From Quote Q
    Where Q.PartID = P.PartID and
      Q.UnitPrice ≤ 0.9 × P.Cost )
```

which gives the parts, and their suppliers, for those parts that can be acquired through at least one supplier at a reasonable discount but whose markup is, on average, at least 20%.

A naive access plan for this query involves evaluating the subquery for each row in the derived intermediate result formed by the outer query block, a procedure termed ‘tuple substitution’ in the literature [158]. Because such an execution strategy can result in much wasted recomputation, various researchers have proposed other semantically equivalent access strategies using query rewrite optimization techniques [158, 210, 253]. On the other hand, another possibility is to cache (or memoize [127, 202]) the subquery results during query execution to avoid recomputation. That is, if we think of the subquery as a function whose range is Q.QtyPrice and whose domain is the set of correlation attributes \( \{ \text{P.PartID}, \text{P.Cost} \} \), then it is easy to see how one can cache subquery results as they are computed to avoid subsequent subquery computations on the same inputs.

IBM's DB2/MVS and Sybase's SQL Anywhere and Adaptive Server Enterprise are examples of commercial database systems that memoize the previously computed results of subqueries in this manner.

We can make several observations about this nested query with regard to the memoization of its results. First, it is clear that the only correlation attribute that matters is P.PartID, since the functional dependency P.PartID → P.Cost holds in the outer

---

1 The (redundant) specification of columns in the Group-by clause is so common that the ANSI SQL standards committee is to consider permitting functionally-determined columns to be omitted from the Group by clause. Hugh Darwen, personal communication, 17 October 1996.

2 Guy M. Lohman, IBM Almaden Laboratory, personal communication, 30 June 1996.
query block. Exploiting this fact can make memoization less costly, as there is one less attribute to consider while caching the subquery's result. Second, an elaborate caching scheme for subquery results can only pay off if the subquery will be computed multiple times for the same input parameters. If, for example, the join strategy in the outer block began with a sequential scan of the PARTS table, then the cache need only be of size one, since once a new part number is considered the subquery will never be invoked with part numbers encountered previously. Third, suppose we modify the nested query slightly to consider each vendor in the average price calculation, as follows:

```
Select P.PartID, V.Name
From Part P, Supply S, Vendor V
Where P.PartID = S.PartID and
    S.VendorID = V.VendorID and
    P.Price ≥ ( Select 1.20 × Avg(Q.QtyPrice)
        From Quote Q
        Where Q.PartID = P.PartID and
            Q.VendorID = V.VendorID
            Q.UnitPrice ≤ 0.9 × P.Cost ),
```

so that parts are considered on a vendor-price basis. In this case there are three correlation attributes (though once again P.Cost is functionally determined by P.PartID). What is interesting here is that the two attributes P.PartID and V.VendorID, together with the join conditions in the outer block, form the key of the outer query block. Consequently memoization of the subquery results is unnecessary, as the subquery will be invoked only once for each distinct set of correlation attributes.

In this thesis we present algorithms for determining which interesting functional dependencies hold in derived relations (we discuss what defines an interesting dependency in Chapter 3). Our interests lie in not only determining the functional dependencies that hold in the final result, but in any intermediate results as well, so their analysis can lead to additional optimization opportunities. In two subsequent chapters we discuss applications of this dependency analysis: semantic (rewrite) query optimization and order optimization. Our research contributions are:

1. a detailed algorithm to develop the set of interesting functional dependencies that hold in a final or intermediate result, and a description of how this framework can be integrated into an existing query optimizer. The underlying data model supported is based on the ANSI SQL standard [136, 137], which includes multiset semantics, null values, and three-valued logic. The query syntax we support encompasses a large subset of ANSI SQL and includes query expressions, query specifications involving grouping, and nested queries.
2. Theorems (with proofs of correctness) for exploiting functional dependencies in semantic query optimization, specifically illustrating the equivalence of nested queries with a canonical form [158] consisting of only the projection, restriction, and join operations. Portions of this work have been previously published by Paulley and Larson in a conference paper [228].

3. A formal description, axioms, and theorems for describing order properties (what Selinger et al. originally described as 'interesting orders') and how order properties interact with functional dependencies. We explore how we can exploit functional dependencies to simplify order properties and hence discover more opportunities for eliminating unnecessary sorting during query processing.

The rest of the thesis is organized as follows. We begin with a description of the algebra used to represent SQL queries and definitions of constraints and functional dependencies in an ANSI relational data model. We follow this with an overview of query processing in a relational database system and present a brief survey of query optimization literature, with a focus towards query rewrite optimization and access plan generation techniques that utilize functional dependencies.

Chapter 3 presents detailed algorithms for determining derived functional dependencies, using a customized graph [19] to represent a set of functional dependencies. Of particular note is the development of algorithms to determine the set of functional dependencies that hold in the result of an outer join.

In Chapter 4 we describe semantic query optimization techniques that can exploit our knowledge of derived functional dependencies. In particular we concentrate on determining whether a (final or intermediate) result contains a key. If so, we can then determine if an unnecessary Distinct clause can be eliminated, which can significantly reduce the overall cost of computing the result. While the hypergraph framework described in Chapter 3 would result in better optimization of complex queries (particularly those involving grouped views), we present a simplified algorithm that can handle a large subclass of queries without the need for the complete hypergraph implementation. We go on to describe other applications of duplicate analysis, including the transformation of subqueries to joins and intersections (and vice-versa).

Chapter 5 describes the relationship between functional dependencies and order properties. We define an order property as a form of dependency on a tuple sequence and develop axioms for order properties in combination with functional dependencies. Our focus is on determining order properties that hold in a derived result, specifically one that includes joins, outer joins, or a mixture of the two. This work formalizes several con-
cepts presented in two earlier papers by Simmen et al. [261,262] and extends it to consider queries over more than one table.

Finally, we conclude the thesis in Chapter 6 with an overview of the major contributions of the thesis, present some possible extensions to the work given herein, and add some ideas for future research. Appendix A outlines the example schema used throughout the thesis.
Preliminaries

Class of SQL queries considered

In this thesis, we consider a subset of ANSI SQL2 [136] queries for which the query optimization techniques discussed in subsequent chapters may be beneficial. Following the SQL2 standard, queries corresponding to query specifications consist of the algebraic operators selection, projection, inner join, left-, right-, and full-outer joins, Cartesian product, and grouping. The selection condition in a \textit{where} clause involving tables $R$ and $S$ is expressed as $C_R \land C_S \land C_{R,S}$ where each condition is in conjunctive normal form. For grouped queries we denote the grouping attributes as $A^G$ and any aggregation columns as $A^A$. $F(A^A)$ denotes a series of arithmetic expressions $F$ on aggregation columns $A^A$. More precise definitions of these operators and attributes are given below.

Without loss of generality, for query specifications consisting of only inner joins and Cartesian products we assume that the \textit{from} clause consists of only two tables, $R$ and $S$, since we can rewrite a query involving three or more tables in terms of two (we ignore here the recently-added ANSI syntax for inner joins, which in all cases can be rewritten as a set of restriction conditions over a Cartesian product).

Because outer joins do not commute with other algebraic operators, outer joins require much more detailed analysis, in particular with nested outer joins [30, 33, 98]. In the simple case involving two (possibly derived) tables, the result of $R$ \texttt{Left Outer Join} $S$ \texttt{On} $P$ is a table where each row of $R$ is guaranteed to be in the result (thus $R$ is termed the \textit{preserved relation}). Tables $R$ and $S$ are joined over predicate $P$ as for inner join, but with a major difference: if any row $r_0$ of $R$ fails to join with any row from $S$—that is, there is no row $s_0$ of $S$ which, in combination with $r_0$ satisfies $P$—then $r_0$ appears in the result with null values appended for each column of $S$ ($S$ is termed the \textit{null-supplying} relation for this reason). Such a resulting tuple, projected over the columns of $S$, is termed the \textit{all-null row} of $S$.

ANSI SQL query specifications can contain \textit{scalar functions}. We denote a scalar function with input parameters $X$ with the notation $\lambda(X)$. Scalar functions are permitted in a \texttt{Select} list, and are also permitted in any condition $C$ in a \textit{where} or \textit{having} clause, or in the \texttt{on} condition of an outer join.
Example 3 (Scalar functions)
Suppose we have the query

Select P.*, (P.Price - P.Cost) as Margin
From Part P
Where P.Status = 'InStock'.

Then we interpret 'margin' as a scalar function $\lambda$ with two input parameters P.Price and P.Cost. In this thesis we assume that scalar functions (1) reference only constants $\kappa$ and input attributes; (2) are free of side-effects; (3) are idempotent—they return the same result for the same input values in every case; and (4) for the purposes of functional dependency analysis the function's parameter list can be treated as a set, that is, the order of the function's parameters is unimportant.

Subqueries, involving existential or universal quantification, are permitted in most selection predicates, including $\theta$-comparisons, but not in a Select list. Set containment predicates that utilize subqueries, such as In, Some, Any, or All, are converted to their semantically equivalent canonical form (see Section 2.3.1.2 below). Query specifications may contain a Group By or Having clause, involve aggregation operators, or contain arithmetic expressions\(^3\). Thus the SQL query specifications we consider have the following familiar syntax:

Select [Distinct/All] [A\(^G\) [, A] [, F(A\(^A\))] From \( R, S \) or
\( R \) [Left Right Full] Outer Join \( S \) On \( P_R \land P_S \land P_{R.S} \)
Where \( C_R \land C_S \land C_{R.S} \)
Group by \( A^G \)
Having \( C \)

The semantics of ANSI SQL query specifications are roughly as follows. The derived table defined by the table expression in the From clause is constructed first; only those rows satisfying the condition in the query's Where clause are retained. If the query includes a Group by clause, then the derived table is partitioned into distinct sets based on the values of the columns and/or expressions in the Group by clause. A Having clause restricts the result of the partitioning to include only those groups that satisfy its condition. Finally, the result is projected over the columns in the Select list, and in the case of Select Distinct, duplicate rows in the final result are eliminated.

In addition to query specifications, we also consider a subset of SQL2 query expressions. These expressions involve two query specifications related by one of the following algebraic

---

3 We alert the reader that each section in the sequel may restrict the set of allowed SQL syntax to focus the analysis on particular optimization techniques.
operators: Union, Union All, Intersect, Intersect All, Except, and Except All. We assume the two query specifications produce derived tables that are union-compatible (see Definition 19 below). Similar to group-by expressions, we identify those attributes specified in an Order by clause by $A^O$, which can be specified for a single query specification or for a query expression. In summary, we consider both query specifications—of the familiar Select-From-Where variety—and query expressions that match the following basic syntax:

```
Select [Distinct/All] [A^G] [, A] [, F(A^A)]
From  R, S or
       R [Left Right Full] Outer Join S On P_R ∧ P_S ∧ P_{R,S}
Where  C_R ∧ C_S ∧ C_{R,S}
Group by A^G
Having C
Union or Union All or
   Intersect or Intersect All or
   Except or Except All
Select [Distinct/All] [A^G] [, A] [, F(A^A)]
From  R, S or
       R [Left Right Full] Outer Join S On P_R ∧ P_S ∧ P_{R,S}
Where  C_R ∧ C_S ∧ C_{R,S}
Group by A^G
Having C
Order by A^O
```

These query expressions will range over a multiset relational model described by the ANSI SQL standard [136] that supports duplicate rows, null values, three-valued logic, and multiset semantics for algebraic operators, as described below.

### 2.2 Extended relational model

To reason conveniently about derived functional dependencies in a multiset relational algebra such as ANSI SQL, we require extensions to the ANSI SQL relational model that distinguishes between real and virtual attributes. Real attributes correspond to those available for manipulation by SQL statements—that is, those attributes that form the set of schema attributes in the ‘traditional’ relational algebra. On the other hand, virtual attributes are used solely by the DBMS; a typical use of a virtual attribute is to represent a unique tuple identifier [30, 74, 228, 230] that serves as a surrogate primary key.

Following an approach similar to that of Bhargava, Goel, and Iyer [30], we define an extended relational model that includes ‘virtual attributes’ to enable the analysis of functional dependencies and equivalence constraints that hold in the results of algebraic ex-
pressions. Furthermore, in Section 2.3, we define an algebra over this extended relational model and show its equivalence to standard SQL expressions as defined by ANSI [136].

We note that in any DBMS implementation it is unnecessary for any 'virtual attribute' to actually exist; they serve only as a bookkeeping mechanism. In particular, the tuple identifier of a derived table does not imply that the intermediate result must itself be materialized.

**Definition 1 (Tuple)**
A tuple $t$ is a mapping from a set of finite attributes $\alpha \cup \iota \cup \kappa \cup \rho$ to a set of atomic or set-valued values (see Definition 5 below) where $\alpha$ is a non-empty set of real attributes, $\iota$ is a solitary virtual attribute consisting of a unique tuple identifier, $\kappa$ is a set, possibly empty, of constant atomic values, and $\rho$ is a set, possibly empty, of additional virtual attributes constrained such that the sets $\alpha$, $\iota$, $\kappa$, and $\rho$ are mutually disjoint and $t$ maps $\iota$ to a non-Null value.

Notation. We use the notation $t[A]$ to represent the values of a nonempty set of attributes $A = \{a_1, a_2, \ldots, a_n\}$, where $A \subseteq \alpha \cup \iota \cup \kappa \cup \rho$, of tuple $t$.

**Definition 2 (Tuple Identifier)**
The tuple identifier $\iota$ of an extended table $R$, written $\iota(R)$, is an attribute in the schema of $R$ whose values uniquely identify each tuple in any instance of $R$. Its values are taken from a boundless domain $D$, whose values are atomic, definite, and comparable (see Definitions 4 and 5 below); the domain of natural numbers $\mathbb{N}$ has the required characteristics to substitute for tuple identifiers. We assume the existence of a generating function that, when required, produces a new tuple identifier that is unique over the entire schema.

**Definition 3 (Extended Table)**
An extended table $R$ is a five-tuple $(\alpha, \iota, \kappa, \rho, I)$ where $\alpha$ is a non-empty set of real attributes, $\iota$ represents a solitary virtual attribute representing a tuple identifier, $\kappa$ is a set, possibly empty, of constants, $\rho$ is a set, possibly empty, of virtual attributes, and $I$ is the extension of $R$ containing a set, possibly empty, of tuples over $\alpha \cup \iota \cup \kappa \cup \rho$ such that

$$\forall t_1, t_2 \in I : t_1 \neq t_2 \Rightarrow t_1[\iota] \neq t_2[\iota]. \quad (2.1)$$

The combined set of attributes $\alpha \cup \iota \cup \kappa \cup \rho$ is termed the schema of $R$ and abbreviated $sch(R)$. 
2.2 EXTENDED RELATIONAL MODEL

Notation. We use the notation $\alpha(R)$ to represent the nonempty set of real attributes of a table $R$, and similarly use the notation $\iota(R)$, $\kappa(R)$, and $\rho(R)$ to denote the respective virtual columns of table $R$. We follow convention by calling the extension $I$ of table $R$ an instance of $R$, written $I(R)$. In order to keep our algebraic notation more readable, we adopt the shorthand convention of simply writing $S \times T$ instead of $I(S) \times I(T)$.

**Definition 4 (Definite and Nullable Attributes)**
Each attribute in a table has an associated domain of values. To simplify the exposition of the theorems in this thesis, we assume without loss of generality that all domain values are taken from the set of natural numbers, denoted $N$. Such a simplification is typical in the research literature; cf. references [65,163,223].

Using Maier’s terminology [193, pp. 373] we define a definite attribute as one that cannot be Null, that is, its domain is simply $N$. If a set of attributes $X$ in table $R$ are each definite, then we say that $R$ is $X$-definite. A nullable attribute takes its domain from the set $\overline{N} = N \cup \text{Null}$.

We are, in almost all cases, concerned with nullability as defined by the schema or a query, independent of any particular database instance. As with base table attributes, derived attributes are also either definite or nullable. Nevertheless, we occasionally need to consider specific instances of tables, in which case we extend the notions of definite and nullable to apply to instances $I(R)$ of an extended table $R$ and to specific tuples in such an instance; for example, ‘$X$ is nullable’ means ‘the value of attribute $X$ of a tuple $r \in I(R)$ may be Null’.

**Definition 5 (Atomic and Set-Valued Attributes)**
An attribute is atomic or single-valued if its domain is a subset of $\overline{N}$. An attribute is set-valued if its domain is a subset of the power set of $\overline{N}$.

Notation. A theta-comparison, or $\theta$-comparison, is an atomic condition comparing two values using any of the operators $\{<, \leq, >, \geq, =, \neq\}$. Following standard notational conventions, we represent the logical operators implication, equivalence, negation, conjunction and disjunction with the standard notation $\implies$, $\iff$, $\neg$, $\land$, and $\lor$, respectively. We write $X$ instead of $\{X\}$ when $X$ is understood to be a set of attributes, and we write $XY$ to denote the set union of $X$ and $Y$, $X$ and $Y$ not necessarily disjoint. $\|X\|$ represents the number of attributes in $X$; the logical operator $\setminus$ denotes the set difference.

---

4 Other researchers, for example Lien [184], use the term total instead of definite; the semantics are equivalent.
of two sets $X$ and $Y$, written $X \setminus Y$. We normally omit specifying the universe of attributes as it is usually obvious from the context. Table 2.1 summarizes additional notation used throughout this thesis.

In SQL2 the comparison of Null with any non-null value always evaluates to unknown. However, the result of the comparison between two null values depends on the context: within Where and Having clauses, the comparison evaluates to unknown; within Group By, Order By, and particularly duplicate elimination via Select Distinct, the comparison evaluates to true. To accommodate this latter interpretation, we adopt the null comparison operator of Negri et al. [214, 216]:

**Definition 6 (Null Comparison Operator)**
The null comparison operator $\neq$ evaluates to true if both its operands are Null or if both operands have the same value, and false otherwise.

Using the null comparison operator, we can formally state that two tuples $t_0$ and $t'_0$ from instance $I(R)$ of an extended table $R$ are equivalent if

$$\forall t_0, t'_0 \in I(R) : \bigwedge_{u_i \in U} t_0[u_i] \neq t'_0[u_i]$$

(2.2)

where $U = \text{sch}(R) \setminus \iota(R)$.

Note that Definition 3 does not preclude $t_1[\alpha(R)] \neq t_2[\alpha(R)]$. Hence, when considering real attributes only, our definition of table represents a multiset, and not a 'classical' relation. In the remainder of this thesis we will use the term extended table to denote a 'relation' as defined in Definition 3, use the term table to denote a multiset 'relation' as defined in ANSI SQL [136], and use the term relation when we mean a relation in the 'classical' relational model [65].

### 2.3 An algebra for SQL queries

Because our relational model includes both real and virtual attributes, we cannot simply base our algebraic operators on their 'equivalent' SQL statements alone. Instead, we define a set of algebraic operators that manipulate the tables in our extended relational model, and subsequently we show the semantic equivalence between this algebra and SQL expressions. For each operator, assume that $R$, $S$, and $T$ denote extended tables and the sets $\alpha(R), \iota(R), \rho(R), \alpha(S), \iota(S), \rho(S), \alpha(T), \iota(T), \rho(T)$ are mutually disjoint.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$sch(R)$</td>
<td>Real and virtual attributes of extended table $R$</td>
</tr>
<tr>
<td>$\alpha(R)$</td>
<td>Real attributes of extended table $R$</td>
</tr>
<tr>
<td>$\alpha(C)$</td>
<td>Attributes referenced in predicate $C$</td>
</tr>
<tr>
<td>$\alpha(e)$</td>
<td>Attributes in the result of a relational expression $e$</td>
</tr>
<tr>
<td>$\alpha_R(C)$</td>
<td>Attributes of table $R$ referenced in predicate $C$</td>
</tr>
<tr>
<td>$\kappa(R)$</td>
<td>Constant attributes of extended table $R$</td>
</tr>
<tr>
<td>$\kappa(C)$</td>
<td>Constants, host variables, and outer references present in predicate $C$</td>
</tr>
<tr>
<td>$Key(R)$</td>
<td>A key of table $R$</td>
</tr>
<tr>
<td>$\iota(R)$</td>
<td>Tuple identifier attribute of extended table $R$</td>
</tr>
<tr>
<td>$\rho(R)$</td>
<td>Virtual attributes of extended table $R$</td>
</tr>
<tr>
<td>$A_R$</td>
<td>Attributes specifically from extended table $R$</td>
</tr>
<tr>
<td>$a_i$</td>
<td>$i$th attribute from the set $A_R$ (or its variations below)</td>
</tr>
<tr>
<td>$A_R^G$</td>
<td>Grouping attributes on $R$</td>
</tr>
<tr>
<td>$A_R^O$</td>
<td>Ordering attributes on $R$</td>
</tr>
<tr>
<td>$A_R^A$</td>
<td>Set-valued aggregation columns of grouped table $R$</td>
</tr>
<tr>
<td>$F(A_R^A)$</td>
<td>Set $F = {f_1, f_2, \ldots, f_n}$ of arithmetic aggregation expressions over set-valued aggregation columns $A_R^A$ of grouped table $R$</td>
</tr>
<tr>
<td>$C_R$</td>
<td>Predicate on attributes of $R$ in conjunctive normal form</td>
</tr>
<tr>
<td>$C_{R,S}$</td>
<td>Predicate over attributes of both $R$ and $S$ in conjunctive normal form</td>
</tr>
<tr>
<td>$h$</td>
<td>Set ${h_1, h_2, \ldots, h_n}$ of host variables in a query predicate</td>
</tr>
<tr>
<td>$I(R)$</td>
<td>An instance $I$ of extended table $R$</td>
</tr>
<tr>
<td>$T_R$</td>
<td>Table constraints on table $R$ in CNF</td>
</tr>
<tr>
<td>$K_i(R)$</td>
<td>Attributes of candidate key $i$ on table $R$ (primary key or unique index)</td>
</tr>
<tr>
<td>$U_i(R)$</td>
<td>Attributes of unique constraint $i$ (candidate key) on table $R$</td>
</tr>
</tbody>
</table>

**Table 2.1: Summary of symbolic notation.**
2.3.1 Query specifications

In this section, we define a relational algebra over extended tables that mirrors the definition of a query specification in the ANSI SQL standard [136]. In SQL, a query specification includes the algebraic operators projection, distinct projection, selection, Cartesian product, and inner and outer join, which we describe below. We describe our algebraic operators that implement grouping and aggregation, which are also contained within query specifications, in Section 2.3.1.4.

2.3.1.1 Select-project-join expressions

Definition 7 (Projection)
The projection $\pi_{\alpha}(A)(R)$ of an extended table $R$ onto attributes $A$ forms an extended table $R'$. The set $A = A_R \cup \Lambda$, where $A_R \subseteq \alpha(R)$ and $\Lambda$ represents a set of $m$ scalar functions $\{\lambda_1(X_1), \lambda_2(X_2), \ldots, \lambda_m(X_m)\}$ with each $X_k \subseteq \alpha(R) \cup \kappa$. The scheme of $R'$ is:

- $\alpha(R') = A$;
- $\iota(R') = \iota(R)$;
- $\kappa(R') = \kappa(R) \cup \kappa(\Lambda)$;
- $\rho(R') = \rho(R) \cup \{\alpha(R) \setminus A\}$.

The instance $I(R')$ is constructed as follows:

\[
I(R') = \{ r' \mid \exists r \in I(R) : r'[\text{sch}(R)] \equiv r[\text{sch}(R)] \land \\
(\forall \lambda(X) \in \Lambda : r'[\lambda] \equiv \lambda(r[X])) \land (\forall \kappa \in \kappa(\Lambda) : r'[\kappa] \equiv \kappa) \}.
\]

As a shorthand notation, we denote the 'view' of an extended table over which each ANSI SQL algebraic operator [136] is defined with a table constructor.

Definition 8 (Table Constructor)
A row $r$ in an ANSI table is a mapping of real attributes $\alpha$ to a set of atomic values. The table construction operator $R_\alpha$, applied to an extended table $R$ having atomic attributes $\alpha(R)$, is written $R_\alpha(R)$ and produces an (ANSI SQL) table $R'$ with attributes $\alpha(R)$ and one row $r_i$ corresponding to each tuple $t_i \in R$ such that $r_i[\alpha(R)] \equiv t_i[\alpha(R)]$.

Definition 8 permits us to show the equivalence of the semantics of our algebraic operators with the ANSI-defined behaviour of the corresponding operators in ANSI SQL [136].
CLAIM 1
The expression

\[ Q = \mathcal{R}_\alpha(\pi_{\text{All}}[A](R)) \]

correctly models the ANSI SQL statement Select All A From \( R \alpha(R) \) where the set of attributes \( A \subseteq \alpha(R) \cup \Lambda \) and \( \Lambda \) is a set of scalar functions as defined above.

In the rest of the thesis we reserve the term table to describe a base or derived table in the ANSI relational model, unless we are describing the semantics of operations over extended tables and there is no chance of ambiguity. Similarly, we use the term tuple to denote an element in the set \( I(R) \), where \( R \) is an extended table, and the term row to denote the corresponding object in an ANSI SQL table.

DEFINITION 9 (EXTENDED TABLE CONSTRUCTOR)
To define instances of extended tables that result from various operators, we will occasionally need to create a collection of tuples to which we attach new, unique tuple identifiers. We will use the notation \( \mathcal{R} \) to denote an extended table constructor, written

\[ I(R) = \mathcal{R}\{ t \mid P(R) \}, \quad (2.4) \]

as a shorthand for the following three-step construction:

1. Let \( T(R) = \{ t \mid P(R) \} \) be a set of tuples defined over \( \text{sch}(R) \setminus \iota(R) \).

2. Let \( |T(R)| = n \) and let \( I \) be a set of \( n \) newly generated, unique tuple identifiers. Form the ordered sets \( \hat{T} \) and \( \hat{I} \) by arbitrarily ordering \( T(R) \) and \( I \) respectively.

3. Let

\[ \mathcal{R}\{ t \mid P(R) \} = \{ r' \mid \exists i : 1 \leq i \leq |T(R)| \land r'[\iota(R')] = \hat{T}_i \land \]

\[ r'[\text{sch}(R') \setminus \iota(R')] = \hat{I}_i \} \quad (2.5) \]

where \( \hat{T}_i \) and \( \hat{I}_i \) denote the \( i^{th} \) members of \( \hat{T} \) and \( \hat{I} \) respectively.

DEFINITION 10 (DISTINCT PROJECTION)
The distinct projection \( \pi_{\text{Dist}}[A](R) \) of an extended table \( R \) onto attributes \( A \) is the extended table \( R' \) where \( A \subseteq \alpha(R) \cup \Lambda \) and \( \Lambda \) represents a set of \( m \) scalar functions, as above, such that:

- \( \alpha(R') = A; \)
- \( \iota(R') = \) a new tuple identifier attribute;
• $\kappa(R') = \kappa(R) \cup \kappa(\Lambda)$;
• $\rho(R') = \rho(R) \cup \iota(R) \cup \{\alpha(R) \setminus A\}$.

Each tuple $r' \in I(R')$ is constructed as follows. For each set of 'duplicate' tuples in $I(R)$, nondeterministically select any tuple $r$ and include all the values of $r$ and any scalar function results based on tuple $r$ in the result. Hence, without loss of generality, we select the tuple with the smallest tuple identifier and define the instance as follows:

\[
I(R') = \mathcal{R}\{ r' \mid \exists r \in I(R) : (\forall r_k \in I(R) : r_k[A] \equiv r'[A] \implies r[\iota(R)] \leq r_k[\iota(R)]) \\
\wedge r'[sch(R)] \equiv r[sch(R)] \wedge (\forall \lambda(X) \in \Lambda : r'[\lambda] \equiv \lambda(r[X])) \wedge \\
(\forall \kappa \in \Lambda : r'[\kappa] \equiv \kappa)\}.
\]

CLAIM 2
The expression

\[Q = \mathcal{R}_\alpha(\pi_{\text{Dist}[A]}(R))\]

correctly models the ANSI SQL statement Select Distinct $A$ From $\mathcal{R}_\alpha(R)$ where the set of attributes $A \subseteq \alpha(R) \cup \Lambda$ and $\Lambda$ is a set of scalar functions as defined above.

To handle the three-valued logic of ANSI SQL comparison conditions properly, we adopt the null interpretation operator from Negri et al. [214, 216], which defines the interpretation of an SQL predicate when it evaluates to unknown. In two-valued predicate calculus, the expression

\[
\{x \text{ in } R : P(x)\}
\]

is well-defined. As a consequence of the use of three-valued logic, however, this expression is undefined since it is not known whether a tuple $x'$, such that the predicate $P(x')$ evaluates to unknown, belongs to the result or not.

DEFINITION 11 (NULL INTERPRETATION OPERATOR)
The null interpretation operator is defined as follows: let $P(x)$ be a three-valued predicate formula (with range true, false, and unknown) and $Q(x)$ be a two-valued predicate formula. Then $Q(x)$ is a true-interpreted two-valued equivalent of $P(x)$ if

\[
P(x) = T \quad \Rightarrow \quad Q(x) = T
\]
\[
P(x) = F \quad \Rightarrow \quad Q(x) = F
\]
\[
P(x) = U \quad \Rightarrow \quad Q(x) = T
\]
2.3 AN ALGEBRA FOR SQL QUERIES

<table>
<thead>
<tr>
<th>Notation</th>
<th>Interpretation of Null</th>
<th>SQL Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P(x) )</td>
<td>undefined</td>
<td>( x ) Is Not Null ( \implies ) ( P(x) )</td>
</tr>
<tr>
<td>([ P(x) ])</td>
<td>true-interpreted</td>
<td>( P(x) ) Is Not False</td>
</tr>
<tr>
<td>([ P(x) ])</td>
<td>false-interpreted</td>
<td>( P(x) ) Is True</td>
</tr>
<tr>
<td>( X \equiv Y )</td>
<td>equivalent</td>
<td>(( X ) Is Null And ( Y ) Is Null) Or ( X = Y )</td>
</tr>
</tbody>
</table>

Table 2.2: Interpretation and Null comparison operator semantics. \( P(x) \) represents a predicate \( P \) on an attribute \( x \).

for all \( x \). In this case, we may write \( Q(x) \equiv \parallel P(x) \parallel^T \). Similarly, \( Q(x) \) is a false-interpreted two-valued equivalent of \( P(x) \), written \( Q(x) \equiv \parallel P(x) \parallel^F \) if

\[
\begin{align*}
    P(x) = T & \implies Q(x) = T \\
    P(x) = F & \implies Q(x) = F \\
    P(x) = U & \implies Q(x) = F
\end{align*}
\]

for all \( x \). We use as a shorthand notation the form \([ P(x) ]\) to represent \( \parallel P(x) \parallel^T \) and \([ P(x) ]\) to represent \( \parallel P(x) \parallel^F \). Table 2.2 summarizes the semantics of the null interpretation operators and the null comparison operator defined previously.

**Definition 12 (Restriction)**

The restriction \( \sigma[C](R) \) of an extended table \( R \) selects all tuples in \( I(R) \) that satisfy condition \( C \) where \( \alpha(C) \subseteq \alpha(R) \cup \Lambda \), and \( \Lambda \) represents a set of \( m \) scalar functions \( \{ \lambda_1(X_1), \lambda_2(X_2), \ldots, \lambda_m(X_m) \} \). Atomic conditions in \( C \) may contain host variables or outer references whose values are available only at execution time, but for the purposes of evaluation of \( C \) are treated as constants. Condition \( C \) can also contain \texttt{Exists} subquery predicates that evaluate to \texttt{true} or \texttt{false} (see Section 2.3.1.2 below). Selection conditions may be combined with other conditions using the logical binary operations \texttt{and}, \texttt{or}, and \texttt{not}. Selection does not eliminate duplicate tuples in \( R \). By default, if condition \( C \) evaluates to unknown, then we interpret \( C \) as \texttt{false}.

The restriction operator \( \sigma[C](R) \) constructs as its result an extended table \( R' \) where

- \( \alpha(R') = \alpha(R) \);
- \( \iota(R') = \iota(R) \);
- \( \kappa(R') = \kappa(R) \cup \kappa(C) \cup \kappa(\Lambda) \);
\( \rho(R') = \rho(R) \cup \Lambda; \)

and

\[
I(R') = \{ r' \mid \exists r \in I(R) : [C(r)] \land r'[sch(R)] \equiv r[sch(R)] \land \\
(\forall \lambda(X) \in \Lambda : r'[\lambda] \not\equiv \lambda(r[X])) \land (\forall \kappa \in \kappa(C) \cup \kappa(\Lambda) : r'[^{\kappa}] \not\equiv \kappa) \}. \tag{2.8}
\]

**Claim 3**

The expression

\[ Q = R_\alpha(\sigma[C](R)) \]

correctly models the ANSI SQL statement **Select All * From **\( R_\alpha(R) ** Where **C**.**

**Definition 13 (Cartesian Product)**

The **Cartesian product** \( S \times T \) of two extended tables \( S \) and \( T \) is a result \( R' \) consisting of all possible pairs of any tuple \( s_0 \in S \) with any tuple \( t_0 \in T \). The schema of the result \( R' \) is defined as follows:

- \( \alpha(R') = \alpha(S) \cup \alpha(T); \)
- \( \iota(R') = \) a new tuple identifier attribute;
- \( \kappa(R') = \kappa(S) \cup \kappa(T); \)
- \( \rho(R') = \rho(S) \cup \rho(T) \cup \iota(S) \cup \iota(T). \)

The instance \( I(R') \) is constructed as follows:

\[
I(R') = \{ r' \mid \exists s \in I(S), \exists t \in I(T) : r'[sch(S)] \equiv s[sch(S)] \land \\
r'[sch(T)] \not\equiv t[sch(T)] \}. \tag{2.9}
\]

**Claim 4**

The expression

\[ Q = R_\alpha(S \times T) \]

correctly models the ANSI SQL statement **Select All * From **\( R_\alpha(S), R_\alpha(T). **
Translation of complex predicates

In their syntax-directed translation of SQL queries to Extended three-valued predicate calculus (E3VPC), Negri, Pelagatti, and Sbattella [214–216] constructed predicate calculus formulae for subqueries that directly correspond to a syntax-directed translation of ANSI SQL in that syntactic constructs involving universal quantification were translated to predicate formulas also involving universal quantification. In contrast, our canonical form for subquery evaluation uses only existential quantification, the reason being that most, if not all, implementations of SQL do not support universal quantification directly [109].

In this thesis we assume that all complex predicates containing In, Some, Any, and All quantifiers over nested subquery blocks have been converted into an equivalent canonical form that utilizes only Exists and Not Exists, hence transforming the original nested query into a correlated nested query. The proper transformation of universally-quantified subquery predicates relies on careful consideration of how both the original subquery predicate and the newly-formed correlation predicate must be interpreted using Negri’s null-interpretation operator (see Table 2.3). In particular, to produce the correct result from an original universally-quantified subquery predicate, we must typically true-interpret the generated correlation predicate so that it evaluates to true when its operands consist of one or more null values.

We illustrate several of these transformations using nested queries which correspond to Kim’s [158] Type N classification (no aggregation and the original subquery does not contain a correlation predicate). The queries are over the example schema defined in Appendix A.

**Example 4 (Standardized In predicate)**
For positive existentially quantified subqueries a straightforward standardization of an In predicate to an Exists predicate is as follows. The original query

---

5 We are concerned here with specifying the formal semantics of complex predicates, and not their optimization. Under various circumstances it may be advantageous to convert universally-quantified comparison predicates into Exists predicates so that evaluation of the subquery can be halted immediately once a qualifying tuple has been found [188, pp. 413]. Furthermore, we can reduce the number of permutations of predicates to simplify optimization. However, in most cases non-correlated subqueries offer better possibilities for efficient access plans.
Table 2.3: Axioms for the null interpretation operator [216, pp. 528].

Select S.VendorID, S.SupplyCode, S.Lagtime  
From  Supply S  
Where  [ S.PartID  In ( Select P.PartID  
                  From  Part P  
                  Where  [ Q(P) ] ) ]  

may be standardized to:

Select S.VendorID, S.SupplyCode, S.Lagtime  
From  Supply S  
Where  Exists( Select *  
            From  Part P  
            Where  [ Q(P) ] and  

Example 5 (Standardized negated In predicate)
To standardize a negated, existentially quantified In subquery, it is necessary to consider the outcome of the comparison of the correlated values, which may be unknown. With a negated In predicate we must interpret an unknown result as true, so that Not Exists will evaluate to false and the current row in SUPPLY will not appear in the result:

Select S.VendorID, S.SupplyCode, S.Lagtime  
From  Supply S  
Where  [ S.PartID  Not In ( Select P.PartID  
                                      From  Part P  
                                      Where  [ Q(P) ] ) ] .

The above nested query can be standardized to:
Select S.VendorID, S.SupplyCode, S.Lagtime
From Supply S
Where not Exists( Select *
    From Part P
    Where \([Q(P)]\) and
    \([\neg S.PartID = P.PartID]\) )

We make the following observations concerning the standardization of \textsc{in} predicates:

- An \textsc{in} predicate is equivalent to a \textit{quantified comparison predicate} containing \textsc{any}
or \textsc{some} combined with the arithmetic comparison `='.

- We have altered the originally non-correlated subquery by adding a correlation predicate to the subquery's \textsc{where} clause. This transformation can also be applied to correlated subqueries that already contain one or more correlation predicates, since the existence of additional correlation predicates does not affect the correctness of the transformation.

- A \textsc{not} may be straightforwardly applied to both the \textsc{in} and \textsc{exists} predicates.

\textbf{Example 6 (Standardized \textsc{all} Predicate)}

Consider the following nested query containing an \textsc{all} predicate (where \(\theta\) is one of the standard SQL arithmetic comparison operators):

Select S.VendorID, S.SupplyCode, S.Lagtime
From Supply S
Where \([S.PartID \theta \textsc{all} ( Select P.PartID
    From Part P
    Where \([Q(P)]\) ) ]\).

To standardize this nested query to use \textsc{exists} we must (1) invert the comparison operator used in the \textsc{all} predicate, and (2) again account for the possible result of the comparison to be \textit{unknown}. The latter situation also requires the true interpretation of the correlation predicate, so that the \textsc{not} \textsc{exists} predicate returns \textit{false}:

Select S.VendorID, S.SupplyCode, S.Lagtime
From Supply S
Where not Exists( Select *
    From Part P
    Where \([Q(P)]\) and
    \([\neg S.PartID \theta P.PartID]\) ).
We claim, without proof, that all other forms of subquery predicates that occur in a where clause can be converted in the same manner, including those whose subqueries contain aggregation, Group by, Distinct, or consist of query expressions involving Union, Intersect, or Except.

\textbf{2.3.1.3 Outer joins}

\textbf{Definition 14 (Left outer join)}

The left outer join \( S \rightarrow^p T \) of the extended table \( S \) (preserved) and the extended table \( T \) (null-supplying) forms an extended table \( R' \) whose result \( I(R') \) consists of the union of those tuples that result from the inner join of \( S \) and \( T \), and those tuples in \( S \), padded with null values, that fail to join with any tuples of \( T \). The outer join predicate \( p \) is such that \( \alpha(p) \subseteq \alpha(S) \cup \alpha(T) \cup \kappa \cup \Lambda \) and, like restriction conditions, may contain outer references to attributes of super queries and host variables (both treated as constant values in \( \kappa \)), or scalar functions \( \Lambda \). The schema of the result \( R' \) is as follows:

- \( \alpha(R') = \alpha(S) \cup \alpha(T) \);
- \( \iota(R') \) is a new tuple identifier attribute;
- \( \kappa(R') = \kappa(S) \cup \kappa(T) \cup \kappa(p) \);
- \( \rho(R') = \rho(S) \cup \rho(T) \cup \iota(S) \cup \iota(T) \cup \Lambda \).

The instance \( I(R') \) is constructed as follows. First, we construct a single tuple \( t_{\text{Null}} \) defined over \( \text{sch}(T) \) where \( t_{\text{Null}}[\iota(T)] \) is a newly-generated, unique tuple identifier and \( t_{\text{Null}}[\text{sch}(T) \setminus \iota(T)] = \text{Null} \) to represent the all-Null row of \( T \). Then \( I(R') \) is:

\[
I(R') = R\{ r' \mid (\exists s \in I(S), \exists t \in I(T) : [p(s, t)] \land r'[\text{sch}(S)] \equiv s[\text{sch}(S)] \land r'[\text{sch}(T)] \equiv t[\text{sch}(T)]) \\
\lor (\exists s \in I(S) : (\forall t \in I(T) : [p(s, t)] \land r'[\text{sch}(S)] \equiv s[\text{sch}(S)] \land r'[\text{sch}(T)] \equiv t_{\text{Null}}[\text{sch}(T)]) \}
\]

\textbf{Claim 5}

The expression

\[
Q = R_\alpha(S \rightarrow^p T)
\]

correctly models the ANSI SQL statement

Select All \* From \( R_\alpha(S) \) Left Outer Join \( R_\alpha(T) \) On \( p \).
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DEFINITION 15 (RIGHT OUTER JOIN)
The right outer join of extended tables $S$ and $T$ on a predicate $p$, written $S \overset{p}{\rightarrow} T$, is semantically equivalent to the left outer join $T \overset{p}{\rightarrow} S$.

DEFINITION 16 (FULL OUTER JOIN)
The full outer join $S \overset{p}{\leftrightarrow} T$ of extended tables $S$ and $T$ forms an extended table $R'$ whose result $I(R')$ consists of the union of (1) those tuples that result from the inner join of $S$ and $T$, (2) those tuples in $S$ that fail to join with any tuples of $T$, and (3) those tuples in $T$ that fail to join with any tuples of $S$. Hence $S$ and $T$ are both preserved and null-supplying. As with left outer join, the outer join predicate $p$ is such that $\alpha(p) \subseteq \alpha(S) \cup \alpha(T) \cup \kappa \cup \Lambda$ and may contain outer references to attributes of super queries and host variables (both treated as constant values $\kappa$) or scalar functions $\Lambda$. The schema of $R'$ is as follows:

- $\alpha(R') = \alpha(S) \cup \alpha(T)$;
- $\iota(R')$ a new tuple identifier;
- $\kappa(R') = \kappa(S) \cup \kappa(T) \cup \kappa(p)$;
- $\rho(R') = \rho(S) \cup \rho(T) \cup \iota(S) \cup \iota(T) \cup \Lambda$.

The instance $I(R')$ is constructed similarly to left outer joins. We first construct the two single tuples $s_{\text{Null}}$ and $t_{\text{Null}}$ defined over the schemes $sch(S)$ and $sch(T)$, respectively, to represent the all-	ext{Null} row from each, such that $s_{\text{Null}}[\iota(S)]$ is a newly-generated, unique tuple identifier and $s_{\text{Null}}[sch(S) \setminus \iota(S)] = \text{Null}$ and $t_{\text{Null}}[\iota(T)]$ is a newly-generated, unique tuple identifier and $t_{\text{Null}}[sch(T) \setminus \iota(T)] = \text{Null}$. Then we construct the instance $I(R')$ as follows:

$$I(R') = \mathcal{R}\{r' \mid (\exists s \in I(S), \exists t \in I(T) : [p(s,t)] \land r'[sch(S)] \equiv s[sch(S)] \land r'[sch(T)] \equiv t[sch(T)]) \lor (\exists s \in I(S) : (\exists t \in I(T) : [p(s,t)]) \land r'[sch(S)] \equiv s[sch(S)] \land r'[sch(T)] \equiv t_{\text{Null}}[sch(T)]) \lor (\exists t \in I(T) : (\exists s \in I(S) : [p(s,t)]) \land r'[sch(S)] \equiv t[sch(T)] \land r'[sch(S)] \equiv s_{\text{Null}}[sch(S)]) \}.$$  \hspace{1cm} \text{(2.11)}

CLAIM 6
The expression

$$Q = \mathcal{R}_\alpha(S \overset{p}{\rightarrow} T)$$
correctly models the ANSI SQL statement
Select All * From $R_a(S)$ Full Outer Join $R_a(T)$ On p.

2.3.1.4 Grouping and aggregation

A grouped query in SQL is a query that contains aggregate functions, the Group by clause, or both. The idea is to partition the input table(s) by the distinct values of the grouping columns, namely those columns specified in the Group by clause. Each partition forms a row of the result; the values of the aggregate functions are computed over the rows in each partition. If there does not exist a Group by clause then each aggregation function treats the input relation(s) as a single 'group'.

Precisely defining the semantics of grouped queries in terms of SQL is problematic, since SQL does not define an operator to create a grouped table in isolation of the computation of aggregate functions. Two approaches to the problem have appeared in the literature. Yan and Larson [294, 296] chose to use the Order by clause to capture the semantics of 'partitioning' a table into groups. Darwen [70], on the other hand, defined a grouped table using nested relations, something yet to be supported in ANSI SQL. In fact, the expressive power of arbitrary nested relations is unnecessary; simply defining aggregate functions over set-valued attributes (see Definition 5), as in reference [223], is sufficient to capture the semantics required. We separate the definition of a grouped table from aggregation using set-valued attributes as in Darwen's approach. Our formalisms, however, are a simplified version of the formalisms defined by Yan [294]. That is, we separate the concepts of grouping and aggregation by treating a Having clause as a restriction over a projection of a grouped extended table, as described below.

Example 7 (Conversion of Having Predicates)
Suppose we are given the query

Select Q.PartID, Avg(MinOrder)
From Quote Q
Where Q.ExpiryDate > '10-10-1997'
Group by Q.PartID
Having Avg(UnitPrice) > 25.00

that computes the average minimum order for recent orders of each part, so long as that part's average unit price exceeds $25.00. We can syntactically transform this query into an equivalent query

Select QQ.PartID, QQ.AvgOrder
From QQ
Where QQ.AvgPrice > 25.00
over a materialized intermediate result QQ whose definition is the query

```
Select Q.PartID as PartID, Avg(MinOrder) as AvgOrder, Avg(UnitPrice) as AvgPrice
From Quote Q
Where Q.ExpiryDate > '10-10-1997'
Group by Q.PartID.
```

Notice that the intermediate result contains the average unit price, since the `Where` clause in the query over QQ must be able to restrict its result by using this value.

**Definition 17 (Partition)**

The *partition* of an extended table $R$, written $\mathcal{G}[A_G^R, A_R^A](R)$, partitions $R$ on $n$ grouping columns $A^G_R \equiv \{a^G_1, a^G_2, \ldots, a^G_n\}$, $n$ possibly 0, and $A^A_R \subseteq \alpha(R) \cup \kappa \cup \Lambda$ where $\Lambda$ represents a set of $m$ scalar functions $\{\lambda_1(X_1), \lambda_2(X_2), \ldots, \lambda_m(X_m)\}$. The result is a *grouped extended table*, which we denote as $R'$, that contains one tuple per partition. We note that any of the grouping columns can be one of (a) a base table column, (b) a derived column from an intermediate result, or (c) the result of a scalar function application $\lambda$ in the Group by clause. Each tuple in $R'$ contains as real attributes in $\alpha(R)$ the $n$ grouping columns $A^G_R$ and $m$ set-valued columns, $A^A_R \equiv \{a^A_1, a^A_2, \ldots, a^A_m\}$, where each $a^A_k \in A^A_R$ contains the values of that column for each tuple in the partition. If $n > 0$ and $I(R)$ is empty then $I(R') = \emptyset$. If $n = 0$ then $I(R')$ consists of a single tuple where $\alpha(R)$ consists of only the set-valued attributes $A^A_R$, which in turn contain all the values of that attribute in $I(R)$. Note that if $I(R) = \emptyset$ and $n = 0$ then $I(R')$ still contains one tuple, but each of the $m$ set-valued attributes $A^A_R$ consists of the empty set.

More formally, the schema of $R'$ is as follows:

- $\alpha(R') = A^G_R \cup A^A_R$;
- $\iota(R')$ = a new tuple identifier attribute;
- $\kappa(R') = \kappa(R) \cup \kappa(\Lambda)$;
- $\rho(R') = \rho(R) \cup \iota(R) \cup \Lambda$.

Note that, after partitioning, the only atomic attributes in $sch(R')$ are the grouping columns $A^G$. Furthermore, if $A^G$ is empty—that is, there is no Group by clause—then the set $\Lambda$ is also empty. The instance $I(R')$ is constructed as follows.

- **Case (1)**, $A^G \neq \emptyset$. Each tuple $r'_0 \in I(R')$ is constructed as follows. For each set of tuples in $I(R)$ that form a partition with respect to $A^G$, nondeterministically select any tuple of that set, say tuple $r$, and include all the values of $r$ and any
scalar function results based on tuple \( r, \) in the result as \( r'. \) Then extend \( r' \) with the necessary set-valued attributes derived from each tuple in the set. Hence

\[
I(R') = \mathcal{R}(r') \quad | \quad \exists r \in I(R) :
\]

\[
(\forall r_k \in I(R) : r[A^G] \models r_k[A^G] \implies r[\iota(R)] \leq r_k[\iota(R)]) \land
\]

\[
r'[\text{sch}(R)] \models r[\text{sch}(R)] \land (\forall \lambda(\Lambda) \in \Lambda : r'[\lambda] \models \lambda(r[\Lambda])) \land
\]

\[
(\forall \kappa \in \Lambda : r'[\kappa] \models \kappa) \land (\forall a^A_i \in A^A :
\]

\[
r'[a^A_i] = \{t[a^A_i \cup \iota(R)] \mid t \in I(R) \land r[A^G] \models t[A^G] \}. \]

- **Case (2), \( A^G = \emptyset \):** Construct a single tuple \( r'_0 \in I(R') \) such that:
  - \( r'_0[\iota(R')] \) is a newly-generated, unique tuple identifier;
  - \( \forall a^A_i \in A^A : r'_0[a^A_i] = \{r[a^A_i \cup \iota(R)] \mid r \in I(R)\} \); and
  - for \( r \in I(R) \) such that \( \forall r_k \in I(R) : r[\iota(R)] \leq r_k[\iota(R)], r'_0[\text{sch}(R)] \models r[\text{sch}(R)]. \)

**Definition 18 (Grouped Table Projection)**

The grouped table projection of a grouped extended table \( R, \) written \( \mathcal{P}[A^G_R, F[A^A_R]](R), \) where \( F \equiv \{f_1, f_2, \ldots, f_k\}, A^G_R \equiv \{a^G_1, a^G_2, \ldots, a^G_n\}, A^A_R \equiv \{a^A_1, a^A_2, \ldots, a^A_m\}, \) and \( F[A^A_R] \equiv (f_1(A^A_R), f_2(A^A_R), \ldots, f_k(A^A_R)) \), projects the grouped extended table \( R \) over the \( n \) grouping columns \( A^G_R \) in \( R \) and over the aggregation expressions contained in \( F, \) retaining duplicate tuples in the result. More formally, the schema of \( R' \) is defined as:

- \( \alpha(R') = A^G_R \cup F[A^A_R]; \)
- \( \iota(R') = \iota(R); \)
- \( \kappa(R') = \kappa(R); \)
- \( \rho(R') = \rho(R) \cup \{\alpha(R) \setminus A^G_R\}. \)

The result of the grouped table projection operator is an extended table \( R' \) where

\[
I(R') = \{r' \mid \exists r \in I(R) : r'[\text{sch}(R)] \models r[\text{sch}(R)] \land
\]

\[
(\forall f(A^A) \in F : r'[f] \models f(r[A^A])) \}. \]

The input to \( \mathcal{P} \) must be a grouped extended table \( R, \) partitioned by grouping columns \( A^G. \) Furthermore, \( \mathcal{P} \) is the only operator defined over a grouped extended table, as we
have not modified any other algebraic operator to support set-valued attributes\(^6\). Each \(f_i\) is an arithmetic expression, e.g. \(\text{Sum, Avg, Min, Max, Count}\), applied to one or more set-valued columns in \(A_R^A\) and yields a single arithmetic value (possibly null). Specifically, if the value of the aggregation column \(a_i^A\) is the empty set, then in the case of \(\text{Count}\) the result is the single value \(0\), otherwise it is \(\text{Null}\). If the value set is not empty then each aggregate function computes its single value in the obvious way\(^7\). In most cases, each \(f_i\) will simply be a single expression consisting of one of the above built-in aggregation functions, but we can also quite easily support (1) arithmetic expressions, such as \(\text{Count}(X) + \text{Count}(Y)\), and (2) aggregation functions over distinct values, such as \(\text{Count}(\text{Distinct} X)\). However, this formalism is insufficient to handle aggregate functions with more than one attribute parameter, which requires pair-wise correspondence of the function’s input values. Full support of nested relations would be required to effectively model such functions.

**Claim 7**
We claim, without proof, that the above definitions of our algebraic forms of the grouping and aggregation operators follows the semantics of ANSI SQL, namely

\[
Q = R_\alpha(P[A^G, F[A^A]](G[A^G, A^A](R))
\]

correctly models the ANSI SQL statement

Select All \(A^G, F[A^A]\) From \(R_\alpha(R)\) Group by \(A^G\).

**Example 8**
To illustrate the algebraic formalism for a grouped query, suppose we are given the query

Select D.Name, Sum(E.Salary / 52) + Sum(E.Wage * 35.0)
From Division D, Employee E
Where E.DivName = D.Name and
    D.Location in ('Chicago', 'Toronto')
Group by D.Name
Having Sum(E.Salary) > 60000

which computes the weekly department payroll for all employees who are assigned to departments located in Chicago or Toronto and where the total salaries in that department

---

\(^6\) This is in contrast to the work of Ozsoyoğlu, Özsoyoğlu, and Matos [223] where set-valued attributes are supported across all algebraic operators.

\(^7\) Readers familiar with query optimization practice will realize that our definition does not correspond to the standard technique of early aggregation: pipelining aggregate computation with the grouping process itself [107]. However, at this point we are interested in defining the correct semantics for SQL queries, not optimization details.
must be greater than $60,000. In terms of our formalisms for SQL semantics we express this query as

$$\pi_{A1}(a^C_1, f_1)[\sigma[C_h](P[A^C, F[A^A]](G[A^C, A^A])(\sigma[C](\tilde{E} \times \tilde{D}))))]$$

(2.14)

where

- $\tilde{D}$ and $\tilde{E}$ are extended tables corresponding to the EMPLOYEE and DIVISION tables respectively.
- $A^G$ are the grouping attributes; specifically $a^G_1$ is the attribute D.Name.
- $P$ is of degree 3 and consists of the grouping attribute D.Name and the two aggregation function expressions $f_1$ and $f_2$ in $F$. Expression $f_1$ computes the sum of the sums defined over the aggregation columns E.Salary and E.Wage. Expression $f_2$ computes the sum of E.Salary required for the evaluation of the Having clause.
- $C_h$ represents the Having predicate which compares the result of applying the aggregation function $f_2$ (the grouped sum of E.Salary) to the aggregation attribute E.Salary to the constant value 60,000.
- $G$ represents the partitioning of the join of DIVISION and EMPLOYEE over the grouping attribute D.Name and forming the three set-valued columns $a^A_1$, $a^A_2$, and $a^A_3$ from the base attributes E.Salary (twice) and E.Wage, respectively;
- $C = C_{D,E} \land C_D$ represents the two predicates in the query's Where clause, the first being the join predicate and the second representing the restriction on DIVISION.

### 2.3.2 Query expressions

**Definition 19 (Union-compatible tables)**

Two tables $T_1 = \langle\{a_1, a_2, \ldots, a_n\}, \zeta_1, \kappa_1, \rho_1, E_1\rangle$ and $T_2 = \langle\{b_1, b_2, \ldots, b_n\}, \zeta_2, \kappa_2, \rho_2, E_2\rangle$ are said to be union-compatible if and only if the domains of their corresponding real attributes are identical, that is $\text{Domain}(a_i) = \text{Domain}(b_i)$ for $1 \leq i \leq n$. We represent this correspondence by the function $b_i = \text{corr}(a_i)$.

**Definition 20 (Union)**

The union of two union-compatible extended tables $S$ and $T$, written $S \cup \Pi_{All} T$ produces an extended table $R'$ as its result with schema attributes as follows:

- $\alpha(R') = \alpha(S)$;
- $\iota(R')$ is a new tuple identifier attribute;
2.3 AN ALGEBRA FOR SQL QUERIES

- \( \kappa(R') = \kappa(S) \cup \kappa(T) \):
- \( \rho(R') = \rho(S) \cup \rho(T) \cup \iota(S) \cup \iota(T) \cup \alpha(T) \).

Note that we have arbitrarily chosen to model the real set of attributes in \( R' \) using those real attributes from \( S \).

The instance \( I(R') \) is constructed as follows. Similarly to full outer join (see Definition 16 above) we construct two tuples \( s_{\text{Null}} \) and \( t_{\text{Null}} \) as 'placeholders' for missing attribute values. Then \( I(R') \) is:

\[
I(R') = \mathcal{R}\{r' \mid (\exists s \in I(S) : r'[\text{sch}(S)] \equiv s[\alpha(S)] \land r'[\text{sch}(T)] \equiv t_{\text{Null}}[\text{sch}(T)]) \lor (\exists t \in I(T) : (\forall a \in \alpha(S) : r'[a] \equiv t[\text{corr}(a)]) \land r'[\text{sch}(T)] \equiv t[\text{sch}(T)] \land r'[\text{sch}(S) \setminus \alpha(S)] \equiv s_{\text{Null}}[\text{sch}(S) \setminus \alpha(S)]) \}.
\]  

**Claim 8**

The expression

\[
Q = \mathcal{R}_\alpha(S \cup_{\text{All}} T)
\]

correctly models the ANSI SQL statement

Select * From \( \mathcal{R}_\alpha(S) \)
Union All
Select * From \( \mathcal{R}_\alpha(T) \).

**Definition 21 (Distinct Union)**

The distinct union of two union-compatible extended tables \( S \) and \( T \), written \( S \cup_{\text{Dist}} T \) produces an extended table \( R' \) equivalent to the expression \( \pi_{\text{Dist}}[\alpha(S \cup_{\text{All}} T)](S \cup_{\text{All}} T) \).

**Claim 9**

The expression

\[
Q = \mathcal{R}_\alpha(S \cup_{\text{Dist}} T)
\]

correctly models the ANSI SQL statement

Select * From \( \mathcal{R}_\alpha(S) \)
Union
Select * From \( \mathcal{R}_\alpha(T) \).
Definition 22 (Difference)
The difference of two union-compatible extended tables \( S \) and \( T \), written \( S - \text{All} \ T \) produces an extended table \( R' \) with \( \text{sch}(R') = \text{sch}(S) \). The semantics of difference are as follows. Let \( s_0 \) denote a tuple in \( I(S) \) and \( t_0 \) a tuple in \( I(T) \) such that \( s_0[\alpha(S)] \not= t_0[\alpha(T)] \). Let \( j \geq 1 \) be the number of occurrences of tuples in \( I(S) \) such that \( s[\alpha(S)] \not= s_0[\alpha(S)] \), and let \( k \) similarly be the number of occurrences (possibly 0) of \( t_0 \) in \( I(T) \). Then the number of instances of \( s_0 \) that occur in the result \( I(R') \) is the maximum of \( j - k \) and zero; if \( j > k \geq 1 \) then we select \( j - k \) tuples of \( I(S) \) nondeterministically.

Claim 10
The expression

\[ Q = \mathcal{R}_\alpha(S - \text{All} \ T) \]

correctly models the ANSI SQL statement

```
Select * From \( \mathcal{R}_\alpha(S) \)
Except All
Select * From \( \mathcal{R}_\alpha(T) \).
```

Definition 23 (Distinct Difference)
The distinct difference, or difference with duplicate elimination, of two union-compatible extended tables \( S \) and \( T \), written \( S - \text{Dist} \ T \), produces an extended table \( R' \) equivalent to the expression \( \pi_{\text{Dist}}[\alpha(S - \text{All} \ T)](S - \text{All} \ T) \).

Claim 11
The expression

\[ Q = \mathcal{R}_\alpha(S - \text{Dist} \ T) \]

correctly models the ANSI SQL statement

```
Select * From \( \mathcal{R}_\alpha(S) \)
Except
Select * From \( \mathcal{R}_\alpha(T) \).
```

Definition 24 (Intersection)
The intersection of two union-compatible extended tables \( S \) and \( T \), written \( S \cup_{\text{All}} T \) produces an extended table \( R' \) with schema:

- \( \alpha(R') = \alpha(S) \);
• \( \iota(R') = \iota(S) \);

• \( \kappa(R') = \kappa(S) \cup \kappa(T) \);

• \( \rho(R') = \rho(S) \cup \rho(T) \cup \iota(T) \).

The semantics of intersection are as follows. Let \( s_0 \) denote a tuple in \( I(S) \) and \( t_0 \) a tuple in \( I(T) \) such that \( s_0[a] \not\equiv t_0[\text{corr}(a)] \) for all \( a \in \alpha(S) \). Let \( j \geq 1 \) be the number of occurrences of tuples in \( I(S) \) such that \( s[\alpha(S)] \not\equiv s_0[\alpha(S)] \), and let \( k \geq 1 \) similarly be the number of occurrences of \( t_0[\alpha(T)] \) in \( I(T) \). Then the number of occurrences of \( s_0 \) in the result \( I(R') \) of the intersection of these two subsets of tuples is the minimum of \( j \) and \( k \). Let \( m \) be the absolute value of \( j - k \). We construct the \( m \) tuples \( r' \in I(R') \) as follows. Non-deterministically select \( m \) tuples \( s_1, s_2, \ldots, s_m \) from the \( j \) occurrences matching \( s_0[\alpha(S)] \) in \( I(S) \). Similarly, non-deterministically select \( m \) tuples \( t_1, t_2, \ldots, t_m \) from the \( k \) occurrences matching \( t_0[\alpha(T)] \in I(T) \). Now construct the \( m \) tuples \( r'_1, r'_2, \ldots, r'_m \) such that

\[
\begin{align*}
    r'_i[sch(S)] & \not\equiv s_i[sch(S)] \land r'_i[\rho(T) \cup \iota(T) \cup \kappa(T)] \not\equiv t_i[\rho(T) \cup \iota(T) \cup \kappa(T)]
\end{align*}
\]

for \( 1 \leq i \leq m \). Constructing \( I(R') \) in this manner for each set of matching tuples in \( S \) and \( T \) gives the entire result.

**Claim 12**
The expression

\( Q = \mathcal{R}_\alpha(S \cap_{\text{All}} T) \)

correctly models the ANSI SQL statement

```
Select * From \( \mathcal{R}_\alpha(S) \)
Intersect All
Select * From \( \mathcal{R}_\alpha(T) \).
```

**Definition 25 (Distinct Intersection)**
The distinct intersection of two union-compatible extended tables \( S \) and \( T \), written \( S \cap_{\text{Dist}} T \), produces an extended table \( R' \) consisting of the intersection of \( S \) and \( T \) with duplicates removed, and is equivalent to the expression \( \pi_{\text{Dist}}[\alpha(S \cap_{\text{All}} T)](S \cap_{\text{All}} T) \).

**Claim 13**
The expression

\( Q = \mathcal{R}_\alpha(S \cap_{\text{Dist}} T) \)
correctly models the ANSI SQL statement

\[
\text{Select } * \text{ From } R_o(S) \\
\text{Intersect} \\
\text{Select } * \text{ From } R_o(T).
\]

### 2.4 Functional dependencies as constraints

Intensional data such as integrity constraints offer an important form of metadata that can be exploited during query optimization [50, 105, 114, 161, 205, 258, 260, 282, 283, 293]. Ullman [277], Fagin [87], Casanova et al. [45], Sadi and Ullman [243], and Missaoui and Godin [204] offer surveys of various classes of integrity constraints. These constraints form two major classes: inclusion dependencies and functional dependencies.

Functional dependencies are a broad class of data dependencies that have been widely studied in the relational database literature (cf. references [13, 14, 23, 45, 77, 83, 85, 86, 88, 128, 185, 206, 281]). A 'classical' formal definition of a functional dependency is as follows [45]. Consider the relation scheme \( R(A) \) with attributes \( A = \{a_1, \ldots, a_n\} \). Let \( A_1 \subseteq A \) and \( A_2 \subseteq A \) denote two subsets of \( A \) (not necessarily disjoint). Then we call the dependency

\[ R : A_1 \longrightarrow A_2 \quad (2.16) \]

a functional dependency of \( A_2 \) on \( A_1 \) and say that \( R \) satisfies the functional dependency if whenever tuples \( r_1, r_2 \in R \) and \( r_1[A_1] = r_2[A_1] \), then \( r_1[A_2] = r_2[A_2] \).

Exploiting inclusion and functional dependencies in query optimization relies upon their discovery. ANSI SQL defines several mechanisms for declaring constraints, which we now describe in some detail. The main difference between 'classical' constraint definitions, such as that for functional dependencies, and those permitted in ANSI SQL is that the classical definitions utilize two-valued logic, whereas the semantics of SQL constraints have to take into account the existence of null values.

#### 2.4.1 Constraints in ANSI SQL

The schema definition mechanisms in ANSI SQL permit the specification of a wide variety of constraints on database instances. For example, a Not Null constraint on a column definition imposes the obvious restriction that no tuple can contain a null value for that attribute. Integrity constraints in ANSI SQL consist of two major classes, column constraint definitions and table constraint definitions.
A column constraint may reference either a specific domain or a Check clause, which defines a search condition that cannot be false (thus the predicate is true-interpreted).

For example, the check constraint definition for column EmpID in EMPLOYEE could be Check (EmpID Between 1 and 100). A tuple in EMPLOYEE violates this constraint if its EmpID value is not Null and lies outside this range. Check constraints on domains are identical to Check constraints on columns and typically specify ranges of possible values.

There are several different forms of table constraints. A Check clause that is specified as part of a table constraint in ANSI SQL can subsume any column or domain constraint: furthermore the condition can specify conditions that must hold between multiple attributes. Other forms of table constraints include referential integrity constraints (primary key and foreign key definitions) and Unique constraint definitions that define candidate keys. In each form of table constraint there is an implicit range variable referencing the table over which the constraint is defined. More general constraints, termed Assertions, relax this requirement and permit the specification of any SQL expression (hence range variables are explicit).

In this thesis we consider Not Null column constraints and two forms of table constraints. Check constraints on base tables in SQL2 identify conditions for columns in a table that must always evaluate to true or unknown. For example, our DIVISION table is defined as:

Create Table Division (  
  Name ..., Location ..., ManagerID ...,  
  Primary Key (Name),  
  Check (Location in ('Chicago', 'New York', 'Toronto')))  
which specifies a Check condition on Location. Since this condition cannot be false, then the query

Select * From Division  
Where Location in  
  ('Chicago', 'New York', 'Toronto') or  
  Location is null  
must return all tuples of DIVISION. What this means is that we can add any table constraint to a query (suitably adjusted to account for null values) without changing the query result.

The second type of table constraint we consider is a unique specification that identifies a primary or candidate key. Our interest in keys is because they explicitly define a functional dependency between the key columns and the other attributes in the table. There are three sources of unique specifications:

- primary key specifications,
- unique indexes, and
- unique constraints.

The semantics of primary keys are straightforward; no two rows in the table can have the same primary key value, and each column of a primary key identified by the **Primary Key** clause must be definite.

In terms of the **ANSI standard**, indexes are implementation-defined schema objects, outside the scope of the multiset relational model. However, both unique and nonunique indexes are ubiquitous in commercial database systems, and hence deserve consideration. Unique indexes provide an additional means of defining an integrity constraint on a base table. A unique index defined on a table \( R(A) \) over a set of attributes \( U \subseteq A \) offers similar properties to those of a primary key; no two rows in the table can have the same values for \( U \). Unlike primary keys, however, attributes in \( U \) can be nullable. In this thesis we adopt the semantics of unique indexes taken in some commercial database systems such as Sybase SQL Anywhere, in which when comparing the values of \( U \) for any two rows, null values are considered equivalent (see Section 2.5). This definition mirrors the interpretation of null values with the SQL set operators (\( \text{Union, Intersect, and Except} \)) and the algebraic operators partition and projection discussed previously (see Section 2.3).

The **Unique** clause defines a unique constraint on a base table. As with both primary key specifications and unique indexes, a unique clause is another mechanism with which to define a candidate key. Like unique indexes the columns specified in a **Unique** constraint may contain null values; however, the **ANSI standard** interprets the equivalence of null values with respect to a unique constraint differently than for SQL's algebraic operators. In **ANSI** SQL a constraint is satisfied if it is **not known** that it is violated; therefore there can be multiple candidate keys with null values, since it is not known that one or more null values actually represent a duplicate key [72, pp. 248]. Hence any constraint predicate that evaluates to **unknown** is interpreted as **true**.

The table definition for the **EMPLOYEE** table:

```
Create Table Employee (  
  EmpID ..., Surname ..., GivenName ...,  
  Title ..., Phone ..., Salary ...,  
  Wage ..., DivName ...  
  Primary Key (EmpID),  
  Unique (Surname, GivenName),  
  Check (EmpID Between 1 and 30000),  
  Check (Salary \( \neq 0 \) Or Wage \( \neq 0 \)),  
  Foreign Key (DivName) references Division)
```
defines a Check constraint on salary and hourly wage, along with the composite candidate key (Surname, GivenName), in addition to the specified primary and foreign key constraints.

2.5 SQL and functional dependencies

Because the ANSI SQL standard permits a Unique constraint over nullable attributes, null values may exist on both the left- and right-hand sides of a functional dependency in both base and derived tables. To show that such a functional dependency holds for any two tuples \( t_0 \) and \( t_1 \), we must be able to compare both the determinant and dependent values of the two tuples. Such comparisons involving null values must follow ANSI SQL semantics for three-valued logic. Using the null interpretation operator (Definition 11) and the null comparison operator \( \neq \) (Definition 6) we formally define functional dependencies in the presence of nulls as follows:

**Definition 26 (Functional Dependency)**

Consider an extended table \( R \) and sets of attributes \( A_1 \subseteq \text{sch}(R) \) and \( A_2 \subseteq \text{sch}(R) \) where \( A_1 \) and \( A_2 \) are not necessarily distinct. Let \( I(R) \) denote a specific instance of \( R \). Then \( A_1 \) functionally determines \( A_2 \) in \( I(R) \) (written \( A_1 \xrightarrow{I(R)} A_2 \)) if the following condition holds:

\[
\forall t_0, t'_0 \in I(R) : t_0[A_1] \xrightarrow{t'_0[A_1]} t_0[A_2] \xrightarrow{t'_0[A_2]}. 
\]

In other words, if the functional dependency holds and two tuples agree on the set of attributes \( A_1 \), then the two tuples must agree on the value of the attributes in \( A_2 \). Note the treatment of null values implicit in this definition: corresponding attributes in \( A_1 \) and \( A_2 \) must either agree in value, or both be \text{Null}.

Table definitions serve to define constraints (nullability, primary keys, table and column constraints) that must hold for every instance of a table. Consequently we assume that any constraint in an extended table definition automatically applies to every instance of that table. Hence we write \( A_1 \xrightarrow{I(R)} A_2 \) when \( I(R) \) is clear from the context.

From Definition 26 we can now formally define a key dependency.

**Definition 27 (Key Dependency)**

Consider an extended table \( R \). Let \( I(R) \) denote an instance of \( R \). Let \( K \) denote some subset of \( \text{sch}(R) \). Then \( K \) is a key of \( R \) if and only if the following functional dependency holds:

\[
K \xrightarrow{I(R)} \alpha(R). 
\]

(2.17)
This formalism merely states our intuitive notion of a key: no two distinct tuples may have the same key.

2.5.1 Lax functional dependencies

It is precisely our interpretation of null values as 'special' values in each domain—and correspondingly, our use of Negri's null interpretation operator to test their satisfaction using three-valued logic—that differentiates our approach to the handling of null values with respect to functional dependencies from other schemes that introduce the notion of 'weak dependency' (cf. Section 2.5.3 below). Following convention, our definition of functional dependency, which we term strict, only permits strong satisfaction in the sense that the constraint defined by Definition 26 must evaluate to true. However, due to the existence of (1) nullable attributes in Unique constraints, (2) true-interpreted predicates formed from Check constraints or through the conversion of a nested query into a canonical form, and (3) the semantics of outer joins, we must also define a weaker form of functional dependency, which we term a lax functional dependency.

**Definition 28 (Lax Functional Dependency)**
Consider an extended table $R$ and sets of attributes $A_1 \subseteq \text{sch}(R)$ and $A_2 \subseteq \text{sch}(R)$ where $A_1$ and $A_2$ are not necessarily distinct. Let $I(R)$ denote a specific instance of $R$. Then $A_1$ lazily determines $A_2$ in $I(R)$ (written $A_1 \xrightarrow{I(R)} A_2$) if the following condition holds:

$$\forall t_0, t'_0 \in I(R) : \left[ t_0[A_1] = t'_0[A_1] \right] \implies \left[ t_0[A_2] = t'_0[A_2] \right].$$

Unlike strict dependencies, both the antecedent and consequent expressions must be equal only for non-null determinant and dependent values, which corresponds to the classical definition of functional dependency [13]. Again we write $A_1 \xrightarrow{I} A_2$ when $I(R)$ is clear from the context. Henceforth when we use the term 'dependency' without qualification we mean either a strict or lax functional dependency.

By themselves, lax functional dependencies are not that interesting since they cannot guarantee anything about the relationship between their left- and right-hand sides if either side includes nullable attributes (the conditions in Definitions 26 and 28 are equivalent if every attribute in the determinant and dependent sets cannot be null). However, they are worth capturing because there are circumstances in which we can convert lax dependencies into strict ones.

---

8 We use the term 'lax' to avoid any confusion with other definitions of 'weak' functional dependencies; see Section 2.5.3.
Example 9 (Lax dependency conversion)
Consider the following query over the SUPPLY and VENDOR tables:

Select Distinct V.Name, V.ContactName, V.Address, S.PartID, S.Rating
From   Vendor V, Supply S
Where  V.Name like :Pattern and V.VendorID = S.VendorID

where :Pattern is a host variable containing the pattern for desired vendor names. From
the Unique constraint declared in the definition of the VENDOR table, the attribute Name
constitutes a candidate key, and thus laxly determines each of the other attributes in VEN-
DOR. However, the false-interpreted, null-intolerant\(^9\) like predicate will eliminate from
the result any rows from VENDOR which have unknown names, ensuring the uniqueness
of V.Name attributes. Hence V.Name and S.PartID together form a derived key depen-
dency in the result, and we can infer that duplicate elimination is not necessary.

2.5.2 Axiom system for strict and lax dependencies

Although Definition 26 extends the equivalence relationship between two attributes to in-
clude null values, the inference rules, known as Armstrong’s axioms [13], used to infer
additional functional dependencies still hold: all that we have really done is to define an
equivalence relationship between null values in each domain. However, we need to aug-
ment these inference rules to support lax functional dependencies. In this section, we de-
scribe a set of sound inference rules for a combined set of strict and lax dependencies cor-
responding to Definitions 26 and 28 respectively.

Lemma 1
The following inference rules, defined over an instance \(I(R)\) of an extended table \(R\) with
subsets of attributes \(X, Y, Z, W \subseteq sch(R)\), are sound:

\[^9\] A null-intolerant predicate is one which cannot evaluate to \text{true} if any of the predicate’s
operands are \text{Null}. In ANSI SQL, virtually all false-interpreted comparison predicates, Like
predicates, and similar search conditions are null-intolerant. A simple example of a null-
tolerant predicate is \(p\) is \text{null}. 
Reflexivity
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Strict decomposition

Weakening
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Strict transitivity

PROOF. Omitted.

Note that, in general, transitivity does not hold for lax dependencies in the same way that transitive relationships break down for other definitions of weak dependencies [17] [16, pp. 243]. Consider the table instance shown in Figure 2.1. It is easy to see that the strict functional dependency $X \rightarrow Y$ and the lax functional dependency $Y \longrightarrow Z$ both hold. However, note that neither $X \rightarrow Z$ nor $X \leftarrow Z$ hold; the problem, of course, is that the definition of a lax functional dependency means that Null attributes cannot lead to a dependency violation. However, transitivity of a lax dependency over definite attributes is sound since eliminating Null determinants and dependents yields a functional dependency with the same semantics as one that is strict.

**Lemma 2 (Transitivity of Lax Dependencies)**

The inference rule:

Lax transitivity \[ \text{FD7B} \quad \text{If } X \rightarrow Y \text{ and } Y \longrightarrow Z \text{ and } I(R) \text{ is } Y-\text{definite then } X \longrightarrow Z. \]

defined over an instance $I(R)$ of an extended table $R$ with subsets of attributes $X, Y, Z \subseteq \text{sch}(R)$, is sound.

**Proof.** Consider an instance $I(R)$ of an extended table $R$ where $XYZ \subseteq \text{sch}(R)$ and $I(R)$ is $Y$-definite. By contradiction, assume that $I(R) \models X \leftarrow Y$ and $Y \longrightarrow Z$ but
that \( X \rightarrow Z \) does not hold. If \( X \not
to Z \) then there must exist at least two tuples, say \( r_0 \) and \( r_1 \) in \( I(R) \), that have identical non-Null \( X \)-values but different \( Z \)-values that are not Null. However, since \( X \rightarrow Y \) and \( Y \) is definite, then \( r_0 \) and \( r_1 \) must have identical \( Y \)-values. Since \( Y \rightarrow Z \) holds and \( Y \) is definite, then the \( Z \)-values for \( r_0 \) and \( r_1 \) cannot both be definite and not equal; a contradiction.

Note that Lemma 2 holds even if one of the dependencies is strict, since by inference rule FD5 a strict functional dependency implies a lax functional dependency.

Now consider the lax functional dependency \( X \rightarrow YZ \) which clearly holds in the table in Figure 2.1. However, note that the lax dependency \( X \rightarrow Z \) does not hold in that table. As with transitivity, decomposition of lax functional dependencies also requires definite dependent attributes.

**Lemma 3 (Decomposition of Lax Dependencies)**

The inference rule:

\[
\text{Lax decomposition} \quad \text{FD4B} \quad \text{If } X \rightarrow YZ \text{ and } I(R) \text{ is } Y\text{-definite then } X \rightarrow Z.
\]

defined over an instance \( I(R) \) of an extended table \( R \) with subsets of attributes \( X, Y, Z \subseteq \text{sch}(R) \), is sound.

**Proof.** Omitted.

**Theorem 1**

The axiom system comprising inference rules FD1–FD7 is sound for strict and lax dependencies.

**Proof.** Follows from Lemmas 1, 2, and 3.

**2.5.3 Previous work regarding weak dependencies**

Whereas our interest in functional dependencies is solely for their exploitation in query optimization, much, if not all, of the existing literature which addresses incomplete relations with respect to functional and multivalued dependencies has centered on the related goals of database design (decomposition) with incomplete relations and the verification of constraints when null values are modified to definite ones. Our only interest in maintaining information regarding ‘weak’ (lax) dependencies is in anticipation of the discovery of additional constraints that render lax dependencies as strict dependencies, in spite of the nullability of the determinant or dependent attributes.

In general, in the literature there are two basic interpretations of null values which have led to slightly different approaches in defining the semantics of data dependencies over incomplete relations.
2.5.3.1 Null values as unknown

The first approach to the problem of defining the semantics of data dependencies in incomplete relations involves the substitution, or possible substitution, of a null value with a definite one. This is usually referred to as the 'value exists but is unknown' interpretation of Null, in that the null value represents some unknown quantity in the real world; i.e. if attribute \( X \) in tuple \( t \) is Null there exists a value for \( t[X] \), but this value is presently unknown. Implicit in this approach is an assumption that all null values are 'independent', in that each null value in the database can be substituted with some definite value from that attribute's domain (subject to other constraints in the database). This interpretation of Null has been previously studied by Codd [66], Biskup [35], Grant [115], and Maier [193]. In general, the satisfaction of a functional dependency in this approach depends on whether or not some definite value can be substituted for a null value such that the dependency holds [113].

Vassiliou [286, 287] pioneered the study of null values with respect to dependency theory. He defined a weak dependency as a constraint having the capacity to substitute null values with some set of arbitrary non-null ones that would fail to render a given dependency patently false (the domains of all attributes are assumed known and finite). Below we reiterate Vassiliou's Proposition 1 [287. pp. 263] that defines his satisfaction criteria for functional dependencies.

**Proposition 1 (Vassiliou’s axioms for satisfaction of fds)**

Let \( R(U) \) be a relation scheme with \( X \cup Y = U \) such that \( X \cap Y = \emptyset \), and let \( f : X \rightarrow Y \) be a functional dependency in \( R \). Let \( t \) denote a tuple in \( I(R) \). Assume that \( I(R) - t \) is definite, or alternatively consider all completions of \( I(R) - t \) iteratively. Then \( f \) holds with respect to \( t \) iff one of the following conditions holds:

1. \( t \) is \( XY \)-definite and there exists no tuple \( t' \in I(R) \) such that \( t'[X] = t[X] \) and \( t'[Y] \neq t[Y] \).

2. \( t \) is \( X \)-definite and \( X \) uniquely occurs in \( I(R) \).

3. \( t \) is \( Y \)-definite and either no completion of \( t[X] \) is in \( I(R) \), or if a completion of \( t[X] \) is in \( I(R) \), say \( t'[X] \), then \( t[Y] = t'[Y] \).

\( f \) fails to hold with respect to \( t \in I(R) \) iff one of the following conditions holds:

1. \( t \) is \( XY \)-definite and there exists a tuple \( t' \in I(R) \) such that \( t'[X] = t[X] \) and \( t'[Y] \neq t[Y] \), or

2. \( t \) is \( Y \)-definite and both
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(a) all completions of \( t[X] \) appear in \( I(R) \), and
(b) \( t[Y] \) is unique among all those completions.

Aside. Since Vassiliou deals with relations, not multisets, this last rule means that any null substitution within \( t[X] \) either cannot be permitted due to a domain constraint on \( X \), or will result in a duplicate row in \( I(R) \). This rule can also lead to an inconsistency where \( f \) may not be false for each pair of tuples \( r_0, r_1 \in I(R) \) independently, but \( f \) may be false in the whole relation. This problem is often referred to as the additivity problem for functional dependencies in incomplete relations [177, 179].

Otherwise, it is unknown if \( f \) holds with respect to \( t \) in \( I(R) \).

With these conditions, a functional dependency \( f \) strongly holds if \( f \) holds for each tuple \( t \) in \( I(R) \), and weakly holds if \( f \) does not fail to hold for any \( t \). Vassiliou went on to show that Armstrong's axioms [13] form a sound and complete set of inference axioms for functional dependencies that strongly hold.

The above work considers a single set of dependencies over a database possibly containing null values, where each dependency can either strongly or weakly hold depending on the particular instance. In a recent paper, Levene and Loizou [179] develop definitions of strong and weak functional dependencies and an axiomatization for a combined set of the two distinct types. As with Vassiliou, dependency satisfaction relies on the substitution of null values. They use the following definition, which we state here informally, to describe this substitution:

**Definition 29 (Possible Worlds of a Relation R)**

The set of all possible worlds relative to an instance \( I(R) \) of a relation \( R \), which we denote \( \text{POSS}(I(R)) \), is

\[
\text{POSS}(I(R)) = \{ I(S) \mid \text{I(S) is a relation over R and there exists a total and} \ y \ \text{such that} \ \forall t \in I(R), \\
\text{onto mapping} \ f : I(R) \rightarrow I(S) \ \text{such that} \ \forall t \in I(R), \\
f(t) \ \text{is complete (that is, each attribute in} \ f(t) \ \text{is definite).}
\]

(2.18)

With this definition of substitution, the satisfaction of a functional dependency is defined as follows:

- Strong satisfaction: the strong dependency \( f : X \rightarrow Y \) holds in a relation \( I(R) \) over \( R \) if and only if there exists at least one possible world (\( \text{POSS}(I(R)) \neq \emptyset \)) and for all such possible worlds \( s \in \text{POSS}(I(R)) \), \( \forall t_0, t_1 \in s \), if \( t_0[X] = t_1[X] \) then \( t_0[Y] = t_1[Y] \).
Loosely speaking, this definition is less restrictive than our definition of strict functional dependency (Definition 26) since our definition equates two null values, which corresponds to the null equality constraint defined by Vassiliou [287, Definition 1].

- Weak satisfaction: the weak dependency \( f : X \rightarrow Y \) holds if and only if there exists at least one possible world \( s \in \text{POSS}(I(R)) \) such that \( \forall t_0, t_1 \in s, \text{ if } t_0[X] = t_1[X] \text{ then } t_0[Y] = t_1[Y] \).

This definition is incomparable to our definition of lax dependency, simply because we do not rely on substitution but instead omit from consideration any tuple \( t \in I(R) \) that is not \( XY \)-definite.

With these definitions, Levene and Loizou go on to describe a sound and complete axiom system for the combined set of strong and weak functional dependencies. Their definitions permit the inference of strong dependencies from a mixed set of strong and weak dependencies (their inference rule FD9).

### 2.5.3.2 Null values as no information

The second approach, more simplistic than the first, is to interpret Null as representing no information [300, 302]. In essence this means avoiding any attempt at value substitution as the null value can represent 'unknown', 'undefined', 'nonexistent', or 'inapplicable' values [183].

Independently from Vassiliou\(^1\), Lien [183][184, Section 4.1] considered multivalued dependencies with null values and functional dependencies with null values, which he abbreviated NMVDS and NFDS respectively. An NFD \( f : X \rightarrow Y \) is satisfied if

\[
\forall r_0, r_1 \in I(R) : \left[ r_0[X] = r_1[X] \right] \implies r_0[Y] \equiv r_1[Y].
\] (2.19)

With this definition Lien showed that his inference rules

<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>If ( Y \subseteq X ) then ( X \rightarrow Y ).</td>
</tr>
<tr>
<td>F2</td>
<td>If ( X \rightarrow Y ) and ( Z \subseteq W ) then ( XW \rightarrow YZ ).</td>
</tr>
<tr>
<td>F3</td>
<td>If ( X \rightarrow Y ) and ( X \rightarrow Z ) then ( X \rightarrow YZ ).</td>
</tr>
<tr>
<td>F4</td>
<td>If ( X \rightarrow YZ ) then ( X \rightarrow Y ) and ( X \rightarrow Z ).</td>
</tr>
</tbody>
</table>

were all sound with respect to NFDS, but notably transitivity (or pseudotransitivity) was not (see Figure 2.1).

---

\(^1\) There are no corresponding references from Lien's work [183, 184] to either of Vassiliou's early papers [286, 287] on null values in relational databases, or vice-versa.
Atzeni and Morfuni [17] also defined NFDs on the basis of definite determinants (2.19) and the 'no information' interpretation of null values. In this short paper they introduced a modified version of Armstrong's transitivity axiom, which they termed null-transitivity, that relied on definite dependent attributes. Atzeni and Morfuni go on to show that their null-transitivity axiom, which is quite similar to the lax-transitivity inference rules in Lemma 2 above, and Lien's inference rules F1 through F4 form a sound and complete set of inference rules for NFDs; a more detailed version of the proof can be found in reference [18].

Related work on functional dependencies over incomplete databases have been addressed by Maier [193, pp. 377–86], Imielinski and Lipski [134], Abiteboul et al. [4, pp. 497–8], Zaniolo [300, 302], Libkin [182], Levene [176], Levene and Loizou [177, 178, 180], and Atzeni and De Antonellis [16, pp. 239–48]).

### 2.6 Overview of query processing

Several excellent references regarding the complete framework of query optimization exist in the literature [51, 71, 107, 143, 193, 203, 278, 299]. We define centralized, as opposed to distributed, query optimization as the following sequence of steps:

1. Find an internal representation into which user queries\(^{11}\) can be cast. This representation must typically be richer than either classical relational calculus or algebra, due to language extensions such as scalar and aggregate functions, outer joins, duplicate rows, and null values. One example of an internal representation is the Query Graph Model used in STARBURST [124].

2. Apply rewriting transformations to the query to standardize it by rewriting it into a canonical form, simplify it by eliminating redundancy, and improve (ameliorate) it if possible. This process also combines the query with the view definitions of the schema [71, 186, 267]. The point is that the performance of a query should not depend on how the query was cast originally by the user [71, pp. 459]. Many query languages, including SQL, allow queries to be expressed in several equivalent, though syntactically different, forms.

3. Generate access plans for each transformed query by mapping each of them into sequences of lower-level operations, and augment these plans with information about the physical characteristics of the database.

\(^{11}\) In this context, the term 'query' not only refers to retrieval operations, but also (and perhaps more importantly) to database updates.
4. Choose the best access plan alternative, depending on the cost of each plan and the performance goals of the optimizer (resource or response time minimization).

5. Generate a detailed query execution plan that captures all necessary information to execute the plan.

6. At run time, execute the detailed plan.

### 2.6.1 Internal representation

The first stage of query processing is the conversion of the syntactic statement into an internal representation that constitutes the statement’s canonical form—where extraneous syntax has been eliminated and view definitions have been expanded—that is suitable for analysis by an optimizer. A typical representation for an SQL request, and the one used herein, is an algebraic expression tree [193, pp. 296–314] [278]. One can think of this expression tree as an annotated parse tree that models the semantics of the query using unary (projection, restriction) and binary (inner join, outer join) operators with structures representing base tables at the leaves.

**Example 10**

Consider the query

```sql
Select P.PartID, P.Description, S.SupplyCode, V.VendorID, V.Name
From Parts P Left Outer Join
    (Supply S Join Vendor V On ( S.VendorID = V.VendorID )
     On ( P.PartID = S.PartID and V.Address like '%Canada%' )
Where Exists ( Select *
     From Quote Q
     Where Q.PartID = P.PartID and
     Q.Date >= '1993-10-01' )
```

which retrieves those parts that have received quotes at any time since 1 October 1993, along with the vendors of any of those parts that have Canadian addresses. Figure 2.3 illustrates a straightforward mapping of this query into a relational algebra tree. Note that the operators used for the nested subquery are distinct from the operators that represent the main query block.

The algebraic expression tree is a restricted form of an acyclic\(^\text{12}\) directed graph. Vertices in the tree represent unary or binary algebraic operators and have one outgoing edge

---

\(^{12}\) We remind the reader that in this thesis we restrict the class of queries considered to nonrecursive queries.
Figure 2.2: Phases of query processing. For simplicity, each phase is shown as a independent step; however, some processing overlap is inevitable, especially in limiting the number of alternative execution strategies generated in the query rewrite and plan generation. Inputs to each phase are shown on the right.
Figure 2.3: Example relational algebra tree for the query in Example 10.

and either one (for the unary operators projection and restriction) or two (for the binary operators join, outer join, set union, etc.) incoming edges. The directed edges in the graph represent data flowing up the tree from the leaves to the root; the outgoing edge at the tree’s root represents tuples returned as part of the query’s result. Note that a unary operator can appear anywhere in the tree. For example, an equivalent form of the expression tree in Figure 2.3 is one where the Exists predicate is placed immediately above the node representing the Part base table. Placing the subquery at that point corresponds to a naive predicate pushdown approach [263] and is possible because the range of the subquery only consists of the single attribute PartID from the PART table.

Each node in the tree is typically annotated in that the output edge of each node is labelled with the attributes that are returned as part of that tuple stream, along with their data types. View information is often retained, even if the views are completely merged into the query (see Section 2.6.2.2), because subsequent operations—for example, an Update ... Where Current of Cursor statement—can (and must) refer to the original objects specified in the query.
Subqueries in a Where or Having clause are modeled by constructing a separate, independent expression tree, but are connected through an alternate form of edge to a restriction node in the subquery's parent query block. In Figure 2.3, the nested query block representing the Exists predicate in the example does not contain a projection since a projection is irrelevant in the context of an Exists predicate.

In several commercial systems, including DB2, SYBASE SQL Anywhere, and SYBASE IQ, algebraic expression trees form the basis for preliminary query optimization analysis and rewrite optimization [90, 187, 230] though their implementations may differ somewhat from the expression trees described herein. For example, STARBURST [121, 187] models queries using Logical Plan Operators (LOLEPOPS) that represent a richer set of algebraic operators than that described here. Like STARBURST, Graefe's Volcano execution model [108, 110, 112] also represents query plans using executable algebraic operators, but permits the operators to be organized into any tree structure so long as it adheres to Volcano's demand-driven data flow paradigm. Volcano's extensible architecture permits one to implement any algebraic operation that supports Volcano's three standardized iteration operations, namely Open, Next, and Close. Hence specialized algebraic operations such as Dayal's [74] Generalized Join or existence-semijoin can constitute portions of the expression tree. We do not consider these types of executable algebraic operations in this thesis, though the techniques presented here could be readily adapted to encompass these specialized operators.

In the following sections we provide a brief overview of the optimization phases of query rewrite, plan generation, and plan selection, beginning with query rewrite.

2.6.2 Query rewrite optimization

Query rewriting, often termed semantic query optimization, is the process of generating semantically equivalent queries from the original to give the optimizer a wider range of access plans from which to choose. Often, but not always, the rewritten query will itself be expressible in SQL. More complex transformations, on the other hand, may involve the use of specialized algebraic operators, such as Dayal's existence-semijoin mentioned above, or they may involve system-generated elements, such as the generation of row-identifiers, necessary to retain semantic equivalence. In addition to algebraic manipulations and operator re-sequencing, semantic query optimization techniques often exploit

---

13 In this thesis we do not consider subqueries that occur in a projection list, supported in some commercial systems such as SYBASE SQL Anywhere.
any available metadata, such as domain and integrity constraints, to generate semantically equivalent requests.

Equivalent queries may differ greatly in execution performance; a difficult problem is how to determine if a particular semantically equivalent query is ‘promising’. A brute force approach is to generate all possible semantically equivalent queries, and estimate the performance of each using the optimizer’s cost model. Several authors [49, 50, 160, 258] claim that in many cases generating an exhaustive list of equivalent queries is warranted. Jarke and Koch [143] more realistically state that the success of semantic query optimization depends on the efficient selection of the many possible transformation that the optimizer might generate. This is especially true for ad-hoc queries, where the cost of optimization directly affects the database user [255].

The tradeoff in query rewrite optimization, then, is expanding the search space of possible execution strategies versus the additional optimization cost of finding equivalent expressions. Many query rewrite implementations rely on heuristics to ‘prune’ the list of equivalent expressions to a reasonable number. For example, IBM’s DB2 attempts to rewrite nested queries as joins whenever possible, even though they may introduce an expensive duplicate elimination step [230]. The idea is to simplify the query into a canonical form using joins, to rely on join strategy enumeration to select the most efficient access plan. With other transformations, such as lazy and eager aggregation [294, 296] or the use of magic sets [209, 210] the set of tradeoffs is not so clear, and the rewritten query may result in a much poorer execution strategy, sometimes by one or two orders of magnitude [294]. Hence cost-based selection of rewritten alternatives is necessary [253].

Semantic query optimization techniques can be classified into two general categories: simple transformations that deal primarily with the addition or removal of predicates, and more complex algebraic transformations that can result in a query significantly different in overall structure from the original. We next briefly outline various approaches in both these categories.

2.6.2.1 Predicate inference and subsumption

Chakravarthy, Grant, and Minker [50] categorized five types of semantic transformations that employed various types of integrity constraints to generate semantically equivalent queries. Their categorization, originally used to categorize transformations in nonrecursive deductive databases, is still useful as a classification for simple semantic query optimization techniques in relational databases. We have augmented their classification with additional techniques from Jarke and Koch [142] and King [160, 161] to arrive at the following seven types of simple rewrite transformations:
Literal Enhancement. The idea behind literal enhancement [142] is straightforward: a query's evaluable predicates may be made more powerful by substituting more restrictive clauses, which may be inferred from any relevant integrity constraints. For example, suppose that a query includes attributes $a_1^R$ and $a_2^R$, such that $a_1^R > 100$ and $a_2^R = 4$. If the integrity constraints imply that $(a_2^R = 4) \implies a_1^R > 400$ then we can replace the clause $a_1^R > 100$ with $a_1^R > 400$. Depending on how the database is organized such a transformation may lead to a more efficient access plan. For example, if $a_1^R$ is an indexed attribute, then we may retrieve fewer tuples with $a_1^R > 400$ than with $a_1^R > 100$, but the savings are dependent on the distribution of the values of $a_1^R$ in relation $R$. Note that if one predicate is subsumed (possibly transitively) by another, then that predicate can simply be eliminated from the query without altering the result.

Literal Elimination. If an integrity constraint can be used to eliminate a literal clause in the query, we may be able to eliminate a join operation as well. To do so would necessitate that the relation being dropped from the query does not contribute any attributes in the result. King [161], Sagiv [244], Xu [293], Shenoy and Ozsoyolu [257, 258], Missaoui and Godin [205] and Sun and Yu [269] term this heuristic join elimination.

Outer joins provide another possible context for join elimination. If the query specifies that only distinct elements of a preserved table are desired in the result, then the outer join is unnecessary since (1) the semantics of a left- or right-outer join are that every preserved row is a candidate row in the final result and (2) any additional (duplicate) preserved tuples generated by a successful outer join condition will be eliminated by the projection [33].

**Example 11 (Outer Join Elimination)**

Consider the query

Select Distinct P.Description, P.Cost
From Part P Left Outer Join Supply S On (P.PartID = S.PartID)
Where P.Status = 'InStock'.

This query is equivalent to

Select Distinct P.Description, P.Cost
From Part P
Where P.Status = 'InStock'

as the query's characteristics match the algebraic identity [33]

$$R_\alpha(\pi_{\text{Dist}}[A_1^R, \ldots, A_m^R](R \rightarrow^P S)) \equiv R_\alpha(\pi_{\text{Dist}}[A_1^R, \ldots, A_m^R](R)).$$

(2.20)
Restriction Introduction. The idea behind this heuristic is to reduce the number of tuples that require retrieval by introducing additional (conjunctive) predicates which the query optimizer can exploit as matching index predicates. This technique is also referred to as scan reduction by King [160] and Shenoy and Ozsoyoğlu [258].

Generating the transitive closure of any equality conditions specified in the original query is one way of introducing additional predicates [165, 221]. Care must be taken to ensure that the query optimizer takes into account the fact that the additional predicates are not independent from the others and are redundant in the sense that they do not affect the query's overall result. Hence the selectivities of these redundant predicates must not be 'double counted'. Integrity constraints provide another source of additional predicates, though as mentioned previously Check constraints in ANSI SQL must be suitably modified to take into account the existence of null values.

Restriction introduction also encompasses the technique of predicate move-around [181] which generalizes classical predicate pushdown [263] by utilizing functional dependencies to move predicates up, down, and 'sideways' in an expression tree.

Join Introduction. Here, the heuristic attempts to reduce the number of tuples involved overall by introducing another relation into the query that contributes no attributes to the result. If the new relation's relative size is substantially smaller than the other relation(s) involved, executing the join may be less costly than proceeding with the original query. Chakravarthy, Grant, and Minker [50] call the technique literal introduction since a predicate must be introduced into the query to represent the join.

Index Introduction. Index introduction [161] tries to use an integrity constraint that refers to both a query-restricted attribute, and another attribute in the same relation that is indexed. With this transformation the optimizer can reduce the query cost from a possible sequential scan to a series of probes using the index. If the index is clustered then the final cost will be further reduced. Note the linking of this heuristic to the physical implementation of the supporting data structure: it is not clear that query transformations can be made entirely independent from the choice of the underlying physical system.

Result by Transformations. This approach, by Chakravarthy et al. [50], is a hybrid of the heuristics discussed above. The idea is as follows. The set of integrity constraints for the database may include implication constraints, such as 'Chicago ships only red parts'. A query which asks 'What color parts are shipped from Chicago?' may then be answered solely on the knowledge contained within the constraints. In this case, no database access is required.
Another situation may involve referential integrity constraints. It may be possible to determine that if the database contains a tuple, or set of tuples, meeting certain constraints, then the answer to the query must correspond to the existence, or non-existence, of a particular tuple in the database. Although this result must be verified by a lookup to the actual database, such a lookup is probably much preferable to executing the original query.

Result by Contradiction. This method is not a heuristic per se. During the query transformation stage we may arrive at a contradiction between the integrity constraints of the database and the query predicates (though in general this problem is undecidable). Such a contradiction implies an empty result, and therefore we require no database access to answer the query.

\textbf{2.6.2.2 Algebraic transformations}

View expansion and merging. Typically, an initial phase of algebraic rewriting involves \textit{view expansion} and \textit{view merging}. In view expansion, any views referenced in a Select block are expanded from their definition stored in the database catalog. View merging attempts, where possible, to \textit{merge} the view directly into the query so as to standardize the query's internal representation in a canonical form that minimizes any differences between a query that references a view and one that directly references the view's underlying base tables \cite{71, 186}.

\textbf{Example 12}

Consider the query

\begin{verbatim}
Select C.Name, C.Address
From Canadian-Suppliers C, Supplier-Summary S
Where C.VendorID = S.VendorID and
     S.AverageCost > 50.0
\end{verbatim}

which retrieves those Canadian vendors who, on average, supply relatively expensive parts. Suppose that the view \textsc{canadian-suppliers} is defined as

\begin{verbatim}
Select V.VendorID, V.Name, V.Address
From Vendor V
Where V.Address like 'Canada%'
\end{verbatim}

and the grouped view \textsc{supplier-summary} is defined as

\begin{verbatim}
Select S.VendorID, Count(*), Avg(P.Cost) as AverageCost
From Parts P Join Supply S On (P.PartID = S.PartID)
Group by S.VendorID.
\end{verbatim}
Figure 2.4: An expression tree embodying a syntactic mapping for the query in Example 12.

Figure 2.4 illustrates a syntactic mapping of this query into a relational algebra expression tree.

During the view expansion step, the view definitions stored in the system’s catalog replace the view references in the original query (see Figure 2.5). For the query in Example 12, the expression tree now contains three projection nodes that correspond to the three Select blocks present in the original query and the two referenced views. A critical part of the view expansion process is keeping track of the aliases and correlation names used in the query or any referenced view. For example, both the query and one or more referenced views may refer to the same or different schema objects by the same name; during view expansion care must be taken not to confuse the different instances of the referenced objects.

Once the views have been expanded, a subsequent step is to merge (where possible) the view definition with its referencing query block (see Figure 2.6). The goal of this rewriting is to produce a tree in canonical form with superfluous projection operations
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Figure 2.5: An expression tree containing expanded view definitions for the query in Example 12.

removed. As mentioned previously, view reference information is often kept as ‘annotations’ to the expression tree in case subsequent cursor operations refer to a view.

In most commercial systems an initial rewriting is restricted to select-project-join views (often termed SPJ-expressions)\(^\text{14}\). Views that contain Distinct, Group by, or any of the set operators Union, Intersect, or Except remain as is until other more complex rewritings are performed (see below). In general, SPJ views can be merged because their algebraic operations (restriction, projection, join, and Cartesian product) both com-

---

\(^{14}\) Other rewritings of more complex expressions are possible: for example, several systems utilize magic sets rewriting [209, 210, 253, 254, 278] of grouping, aggregation, and distinct projection operations. These other semantic optimizations usually take place after view expansion and merging.
mute and associate with the expressions in the referencing query block (cf. Maier [193, pp. 302-4] and Ullman [278]). In particular, it is the following algebraic identity [278, pp. 665]

\[
\mathcal{R}_\alpha(\pi_{A_R^1 \ldots, A_R^n}(\sigma[C](e)))
\]

(2.21)

is equivalent to

\[
\mathcal{R}_\alpha(\pi_{A_R^1 \ldots, A_R^n}(\sigma[C](\pi_{A_R^1 \ldots, A_R^n}(e))))
\]

where e is any algebraic expression, that enables the merging of SPJ views.
Many systems include the various outer join operators as part of the class of operations that constitute SPJ expressions. Well-known axioms for the associativity and commutativity of outer joins have been previously published (cf. Galindo-Legaria and Rosenthal [98]). However, almost without exception these axioms fail to consider the impact of an outer join on the projection operator. Identity (2.21) above, originally defined for classical relational algebra, fails to hold when \( e \) can contain any form of outer join. The problem lies with the semantics of outer join which generates an all-Null row for the null-supplying side should the join condition not evaluate to \text{True} for at least one preserved row.

\textbf{Example 13 (Projection and Outer Join)}
Consider the query

\[
\text{Select} \ P.\text{PartID}, \ P.\text{Description}, \ V.\text{Rating}' \\
\text{From} \quad \text{Part} \ P \ \text{Left Outer Join} \\
\quad (\text{Select} \ S.\text{PartID}, \ f(S.\text{Rating}) \ \text{as} \ \text{Rating}' \ \text{From} \ \text{Supply} \ S) \ \text{as} \ V \\
\quad \text{On} \ (P.\text{PartID} = V.\text{PartID})
\]

which will generate a Null value for \text{Rating}' for a part that is not supplied by any supplier. This query is \textit{not} equivalent to the rewritten query

\[
\text{Select} \ P.\text{PartID}, \ P.\text{Description}, \ f(S.\text{Rating}) \\
\text{From} \quad \text{Part} \ P \ \text{Left Outer Join} \ \text{Supply} \ S \\
\quad \text{On} \ (P.\text{PartID} = S.\text{PartID})
\]

if the scalar function \( f \) can evaluate to a definite value when its argument is Null. ANSI SQL functions that have this property include \text{Nullif, Case} and \text{Coalesce}. More formally,

\[
\mathcal{R}_\alpha(\pi_{\text{All}}[f(A^T)][R \bowtie (\pi_{\text{All}}[f(A^T)])(S \xrightarrow{C_1} T)]) \quad (2.22)
\]

is not equivalent to

\[
\mathcal{R}_\alpha(\pi_{\text{All}}[f(A^T)][R \bowtie (S \xrightarrow{C_1} T)])
\]

if \( f() \) can evaluate to a definite value when any of its arguments are Null.

More complex algebraic transformations, such as the rewriting of nested queries as joins [157], involve detailed analysis of the query's semantics, any integrity constraints imposed by the schema, and the application of axioms that hold for the various algebraic operations. It is beyond the scope of this thesis to exhaustively document the rewrite transformations that have been proposed. Herein we present a sampling of semantic transformations that have appeared in the literature, with a focus towards their exploitation of functional dependencies (if any).
Elimination of unnecessary Distinct processing. Since duplicate elimination is typically implemented through either sorting or hashing the entire input, it pays to eliminate unnecessary duplicate elimination whenever possible [228, 230, 281]. Because duplicate elimination is unnecessary when the projection contains a key, the sufficient condition to avoid a redundant sort is to discover if the derived table given by the query contains a key. This is done by exploiting schema constraints (e.g. primary key declarations) and utilizing functional dependencies implied by conjunctive conditions in the query’s WHERE clause.

Transformations that exploit associativity and commutativity of operators. Join order enumeration relies on the associativity of Cartesian product and inner joins and the commutativity of restriction with both these operators to arrive at an optimal access plan. However, one can transform a query during query rewriting by exploiting axioms that hold for each specific operator. For example, it is common for an optimizer to rewrite an outer join as an inner join when there exists a conjunctive, null-intolerant predicate on a null-supplying table in a WHERE or HAVING clause [94, 98]. Galindo-Legaria [98] offers additional outer join transformations that can assist an optimizer by giving it more flexibility in choosing the query’s join strategy. To this end, various researchers [31, 74, 235, 237] have proposed a generalized join operator that is ‘re-orderable’; input queries are then recast using this generalized join operator, whose semantics are fully understood by the rest of the optimizer.

Subquery unnesting and magic sets. Kim [157, 158] originally suggested rewriting correlated, nested queries as joins to avoid nested-loop execution strategies; his desired ‘canonical form’ was \( n - 1 \) joins for a query over \( n \) relations. Subsequently, several researchers corrected and extended Kim’s work, particularly in the aspects of grouping and aggregation [47, 74, 101, 155, 188, 212, 213, 228, 230, 288]. Pirahesh, Hellerstein, and Hasan [230] document the implementation of these transformations in STARBURST. As with unnecessary duplicate elimination, several of the rewriting techniques for nested queries rely on the discovery of derived key dependencies, exploiting any functional dependencies that can be inferred from query predicates.

STARBURST and its production version, DB2 Common Server, implement these transformations using a rule-based implementation where the transformation is expressed as a condition-action pair [231]. Magic set optimization techniques [209, 210, 253, 254] are more complex methods to unnest subqueries that contain grouping and aggregation by first materializing intermediate results that are subsequently joined with components of the original query to produce an equivalent result.

Common subexpression elimination. Hall [122] proposed simplifying common subexpressions in the PRTV system to eliminate the unnecessary query processing cost of evaluating
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redundant expressions. Jarke [144] pursues this idea in the context of multiple query optimization; Aho et al. [7] and Sagiv [244] exploit simplification rules for conjunctive queries to minimize the number of rows in tableaux, thereby minimizing the number of joins.

Eager and lazy aggregation. Yan and Larson [294–296], Chaudhuri and Shim [54, 55, 57], and Gupta et al. [117] have independently studied the problem of group-by pullup/pushdown: that is, rewrite transformations that 'pull' a group-by operation past a join in an algebraic expression tree, or its converse, group-by pushdown. In both cases, the optimization is based upon the discovery of derived key dependencies; this discovery utilizes declared key dependencies, functional dependencies inferred from predicates, and other schema constraints. This is similar to the situation in discovering unnecessary duplicate elimination for SPJ queries, but made more complex due to the introduction of the group-by and aggregation operators.

A difficult problem with group-by pullup/pushdown is that it can exponentially increase the size of the optimization problem. Moreover, as Yan has shown [294], not all of the various possible rewritings for a given query may offer improved performance, which Chaudhuri and Shim [55] claim cannot be analyzed by comparing execution plan subtrees in isolation. One reason for this is that the placement of a Group by node can affect the plan's interesting orders [247, 261] and can thus affect the optimization and performance of the other plan operators. These complexities have led to research on cost-based comparison of rewrite alternatives [55, 57, 253] and/or some gross restrictions on the strategy space considered [55, 57].

Materialized views. Adiba and Lindsay [5, 6] originally proposed the use of materialized views to speed query processing by storing precomputed intermediate results redundantly. Semantic query optimization involving such views involves rewriting portions of the query to reference a materialized view, rather than one or more base tables [52, 53, 174, 175, 297]. Larson and Yang [175] separate the complexities of rewriting from optimization; that is, one should only consider rewritten queries that are semantically equivalent to the original. The main aspect of this semantic equivalence is query containment [8, 139, 145, 234, 245] which Larson and Yang specify as the conditions of tuple coverage, tuple selectability, and attribute coverage. Whether or not these conditions hold for one or more materialized views is in general a PSPACE-complete problem, since it involves the analysis of quantified Boolean expressions [102, pp. 171–2]. Hence the consideration of strategies that involve materialized views significantly increases the overall complexity of the optimization problem [1, 52, 53], which, as in the case of multiple query optimization (cf. references [9, 38, 248, 251, 252, 259]) requires common subexpression analysis [10, 59, 89, 144, 227].
Functional dependencies are critical to the optimization of queries over materialized views [26]. For example, consider a materialized view definition consisting of the grouped query given in Example 1:

```
Select P.PartID, P.Description, Avg(Q.UnitPrice)
From   Part P, Quote Q
Where  Q.PartID = P.PartID
Group by P.PartID, P.Description
```

Now suppose a query over the database is similar in structure to the above, but fails to reference the column P.Description. Such a query is answerable using the view alone, since (1) the view covers all the necessary attributes and (2) the functional dependency P.PartID → P.Description holds. In the converse case—where the query refers to additional attributes of the PART table that are not contained in the view—the existence of the functional dependency (in this case, a key dependency) enables a back join [175] to the PART table to retrieve any attributes missing in the view [26].

In a data warehouse environment, the existence of snapshots [6] that summarize multiple base tables means that not all functional dependencies are derivable from schema constraints and query or view predicates alone. ORACLE 8i, which contains extensive materialized view support [26], recognizes this situation and permits a DBA to explicitly declare the existence of functional dependencies through the specification of Dimension objects. ‘Dimensions’ were originally introduced to identify dependencies across time-series data types (ie. date → month), but they can be used to declare dependencies between attributes that ORACLE’s optimizer can try to utilize when determining the attribute coverage (in ORACLE terminology, data sufficiency) of a materialized view. No mechanism exists in ORACLE to enforce these functional dependency constraints, although a class of declared inter-relational dependencies—specifically an inclusion dependency—could be enforced through a referential integrity constraint.

In other contexts, materialized views have been implemented as ‘indexes’ whose existence can be exploited to reduce the number of page accesses for a given access plan. Various implementations of materialized views have been described as view indexes [239, 241, 242], join indexes [190, 220, 238, 279, 280, 292], both in relational and object-oriented contexts, view caches [240], index caches [249, 250], and access support relations [150–154].

An important related problem to the exploitation of materialized views in query optimization is the problem of view maintenance—that is, strategies to keep the derived result and its base tables synchronized in the face of updates [37, 39, 40, 67, 68, 118–120, 123, 189, 240, 274]. In their survey paper from 1995, Gupta and Mumick [119] state that comprehensive view maintenance techniques have yet be developed that fully exploit functional dependencies and other forms of data constraints. The support for ex-
explicit declaration of functional dependencies in ORACLE 8i [26], through its use of dimensions, is a step in this direction. ORACLE 8i also offers the DBA both incremental and bulk maintenance policies, along with specific controls so that the DBA can specify whether or not back-joins to a view's underlying base tables are permitted in any resulting access plan. This feature is important as the database instances represented by the view and the base table(s) may be different: the base tables may have been updated since the materialized view was last refreshed.

2.6.3 Plan generation

The query's original internal representation (the algebraic expression tree) generally reflects the original input—that is, the expression tree is an arbitrary shape. Assuming the query rewrite phase has converted each semantically equivalent query into an intermediate representation (see Figure 2.2), the next step is to generate an optimal execution strategy for each of them. Plan generation involves both the sequencing of operations and the choice of their physical implementation (e.g. sort-merge join, hybrid-hash join, nested-loop join, etc.). Hence it is typical for an optimizer to transform the algebraic expression tree into one that represents the physical operations themselves. Conceptually, the intermediate representation commonly used for execution strategies is an executable algebraic expression [51, 226] where each leaf node is a relation in the database, and a nonleaf node is an intermediate relation produced by a physical algebraic operation.

Moreover, a transformation from the original 'bushy' algebraic representation to one more amenable to optimization is often necessary. It is typical for query optimizers—such as SYSTEM R [247]—to consider only left-deep processing trees as the solution space for join strategy enumeration. For SPJ queries a left-deep processing tree is one where the right child of any join can only be a base table. For more complex queries, a left-deep tree means that the right child of any binary operator cannot be a join—though it could be the (materialized) result of a view containing Union, Group by, or aggregation. Left-deep trees are desirable because (1) such a tree reduces the need to materialize intermediate results and (2) the space of 'bushy' plans is considerably larger, and hence more expensive to search [284]. Ono and Lohman [221] show that the complexity of optimization also depends on the number of feasible joins. For example, for a linear query consisting of \( n \) tables, a dynamic programming enumeration algorithm must consider \( (n-1)^2 \) feasible joins when considering left-deep trees, and \( (n^3 - n)/6 \) when considering bushy trees. However, for star queries or arbitrary queries containing Cartesian products, the complexity is \( O(3^n) \) or \( O(4^n) \), depending upon the implementation of the join enumeration algorithm [229, 284].
The objective of plan generation, then, is to [143]:

- generate all reasonable logical access plans corresponding to the desired solution space for evaluating the query, and

- augment each access plan with optimization details, such as join methods, physical access paths, and database statistics.

Once the plan generator creates this set of access plans, the plan selection phase will choose one access plan as the 'optimal' plan, using the optimizer's cost model. Excellent surveys of join strategy optimization can be found in references [107, 203, 221, 229, 266, 284].

Generating an optimal strategy is an NP-hard problem [58, 64, 129, 221, 226, 266]; to discover all possible strategies requires an exhaustive search. In the worst case, a completely-connected join graph for a query with $n$ relations has $n!$ alternative strategies with left-deep trees, and \( \frac{(2n-2)!}{(n-1)!} \) alternatives when considering bushy processing trees [229]. Consequently, optimizers often use heuristics [221, 224, 225, 266] to reduce the number of strategies that the plan selection phase must consider. A common heuristic used in most commercial optimizers is to restrict the strategy space by performing unary operations (particularly restriction) first, thus reducing the size of intermediate results [263, 278]. Another common optimization heuristic, and one used by STARBURST, is to defer the evaluation of any Cartesian products [208] to as late in the strategy as possible [221].

There are several ways to perform join enumeration; a recent paper by Steinbrunn, Moerkotte, and Kemper [266] classifies them into four categories: randomized algorithms, genetic algorithms, deterministic algorithms, and hybrid algorithms. Randomized algorithms view solutions as points in a solution space, and the algorithms randomly 'walk' through this solution space from one point to another using a pre-defined set of moves. Galindo-Legaria, Pellenkoft, and Kersten [96, 99] have recently proposed a probabilistic approach to optimization that randomly 'probes' the space of all valid join strategies in an attempt to quickly find a 'reasonable' plan, whose cost can then be used to limit a deterministic search of the entire strategy space. Other well-known examples of randomized approaches include iterative improvement [138, 270, 271] and simulated annealing [140, 271]. Genetic algorithms for join enumeration, such as those described by Bennett et al. [27], are very experimental and are derived from algorithms used to analyze genetic sequences. For example, a left-deep join strategy can be modelled as a chromosome with an ordered set of genes that represent each table in the join. Join enumeration is performed through randomly 'mutating' the genes, swapping the order of two adjacent
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genesis, and applying a ‘crossover’ operator, that interchanges two genes in one chromosome with the corresponding genes in another, retaining their relative order (and, in this case, the join implementation method). The latter operator is often described as ‘breeding’ since it generates a new chromosome from its two ‘parents’.

Several deterministic join enumeration algorithms have appeared in the literature. INGRES uses a dynamic optimization algorithm [165, 291] that recursively breaks up a calculus (QUEL) query into smaller pieces by decomposing queries over multiple relations into a sequence of queries having one relation (tuple variable) in common, using as a basis the estimated cardinality of each. Each single-relation query is optimized by assessing the access paths and statistical information for that relation in isolation. Ibaraki and Kameda [129] showed that it is possible to compute the optimal join strategy in polynomial time, given certain restrictions on the query graph and properties of the cost model. Krishnamurthy et al. [166] proposed a polynomial-time algorithm that provides an optimal solution, though it can handle only a simplified cost model and is restricted to nested-loop joins. Swami and Iyer [272] subsequently extended their work in an attempt to remove some of its restrictions, and to also consider access plans containing sort-merge joins.

The best example of a deterministic algorithm is dynamic programming, the ‘classical’ join enumeration algorithm used by SYSTEM R and described by Selinger et al. in their seminal paper [247]. It performs static query optimization based on exhaustive search of the solution space using a modified dynamic programming approach [186, 247]. Originally developed to enumerate only join order, the algorithm has been adapted to handle other operators as well: aggregation [57], outer joins [30, 31, 106], and expensive predicates [56, 125–127]. The optimizer assigns a cost to every candidate access plan, and retains the one with the lowest cost. In addition, the algorithm keeps track of the ‘sorted-ness’ of each intermediate result, which are termed interesting orders [247, 261]. Analysis of these interesting orders can lead to less expensive strategies through the avoidance of (usually expensive) sorts on intermediate results.

2.6.3.1 Physical properties of the storage model

To augment equivalent access plans, the plan generator takes into account the physical characteristics of the database. For a join, the optimizer can choose from several join methods, such as block nested loop [156], index nested loop, sort-merge, hashed-loop, hybrid-hash, and PID-partitioning [203, 256]. If a query’s selection predicate refers to an indexed attribute, the plan generator may choose to use an indexed retrieval of tuples instead of a table scan. It is possible that an index alone may cover the necessary attributes required, and hence access to the underlying base table can be avoided [275]. If multi-
ple indexes exist, then the generator may choose among them, or create a more sophisticated strategy utilizing index intersection and/or index union [207].

For grouped queries, the generator must decide how to best implement the grouping operation. This is typically done either through sorting or hashing; precisely which techniques are used over a given query and data distribution can have a marked effect on query performance [173]. However, a sort can be avoided if the ordering of tuples from a previous operation is preserved, e.g. if a table was retrieved using an index [261].

2.6.4 Plan Selection

Selection of an access plan is usually based on a cost model of storage structures and access operations [143]. A survey of selectivity and cost estimation is beyond the scope of this introduction; we refer interested readers to other literature surveys [116, 196, 203].

In centralized query optimizers, some combination of three measures are the basis of the cost function that the plan selection phase attempts to minimize:

- working storage requirements; for example, the size of intermediate relations [157, 247];
- CPU costs [247]; and
- secondary storage accesses [298].

Most cost models in centralized query optimizers focus primarily on the cost of secondary storage access, on the basis of estimates of the cardinalities of the operands in the algebra tree [73, 247] and a general assumption that tuples are randomly assigned pages in secondary storage [298].

Figure 2.2 illustrates plan selection as a separate phase from plan generation. With this approach, an estimated cost is computed for each access plan and the choice of strategy is based simply on the one with minimum cost [186, 247, 298]. There are, however, several alternative and complementary approaches. An optimizer can incrementally compute the cost of access plans in parallel to their generation. For example, Rosenthal and Reiner [236] propose that an optimizer retain only the least expensive strategy to obtain an intermediate result, discarding any other approach as soon as its cost exceeds the cheapest one found so far. This technique is used by both ORACLE [26] and DB2 [221] to quickly reduce the number of alternatives so as to minimize the overhead of optimization. Dynamic query optimization is the process of generating strategies only as needed during execution time, when the exact sizes of intermediate results are known [11, 12, 143].
The tradeoff in this approach is the generation of a more optimal strategy on the basis of real costs (not estimates) versus the optimization overhead, which now occurs at run time.

Knowledge of functional dependencies can be useful in cost estimation, but exploiting them fully has yet to be studied in detail. For the most part, database systems treat attributes and predicates as independent variables to minimize the complexity of estimation [62, 63]. However, several examples of query rewrite optimization described above, such as literal enhancement, clearly can have an impact on the selectivity of a given set of predicates, and hence affect the cost of the overall query.

Several ways to exploit attribute correlations—possibly defined by the existence of one or more functional dependencies—in cost or selectivity estimation exist in the literature. Bell, Ling, and McClean [25] study techniques to estimate join sizes where known correlations exist. Similarly, Vander Zanden et al. [285] explore estimation formulae for block accesses when attributes are highly correlated. Wang et al. [289] study several classes of predicates whose selectivity are largely affected by correlated attributes. Christodoulakis [60–63] provides additional background on the problems of cost estimation in the face of attribute correlation.

2.6.5 Summary

Our brief overview of query processing in centralized relational environments is intended to highlight areas where knowledge of functional dependencies can be exploited. As we have seen, semantic query optimization, as exemplified by ORACLE’s support for rewrite optimization over materialized views, offers significant potential for dramatic reductions in query execution cost. Nonetheless, specific areas in the plan generation and plan selection phases also can benefit from the knowledge of dependencies. In the next chapter, we present an algorithm that computes the set of functional dependencies that hold for a given algebraic expression tree. In Chapters 4 and 5 we look at two ways to exploit these dependencies: techniques for query rewrite optimization, and the interaction of functional dependencies with interesting orders.
3 Functional dependencies and query decomposition

In this chapter we present algorithms for determining which interesting functional dependencies hold in derived relations (we discuss what defines an interesting dependency in the first section). In particular, for each relational algebra operator (projection, selection, etc.) we give an algorithm to compute the set of interesting dependencies that hold on output, given the set of dependencies that hold for its inputs. Our contributions are:

1. we analyze a wider set of algebraic operators (including left- and full outer join) than did Darwen [70] or Klug [162], and in addition consider the implications of null values and SQL2 semantics;

2. the algorithm handles the specification of unique constraints, primary and candidate keys, nullable columns, table and column constraints, and complex search conditions to support the computation of derived functional dependencies for a reasonably large class of SQL queries; and

3. we formally prove the correctness of our results.

Our representation of functional dependencies, described in Section 3.3, uses an extended form of FD-graphs previously introduced by Ausiello, D’Atri, and Saccà [19]. FD-graphs are a specialized form of directed hypergraph. In an FD-graph, a vertex represents a singleton attribute, and directed edges represent functional dependencies. A hypervertex represents composite determinants which consist of more than one attribute. Ausiello et al. claim that FD-graphs offer a more natural basis for formal analysis of functional dependencies than other approaches, such as Bernstein’s [28] derivation trees. Our extensions to FD-graphs are required to represent derived dependencies in ANSI SQL expressions, which can include outer joins, null values and three-valued logic, and multiset semantics.

The rest of the chapter is organized as follows. After some preliminary discussion of sources of dependency information inherent in relational expressions, in Section 3.2 we provide the theoretical foundation for the determination of strict functional dependencies, lax functional dependencies, and strict and lax equivalence constraints for an arbitrary relational expression e consisting of the relational algebra operators introduced in
Section 2.3. We will utilize the virtual attributes of extended tables to enable the derivation of transitive dependencies over attributes that have been projected out of an intermediate or final result. We reiterate that our definition of extended table provides only a proof mechanism; their implementation is unnecessary. Section 3.4, which contains this chapter's main contributions, presents algorithms to develop an FD-graph for an arbitrary relational expression e that represents those derived functional dependencies that hold in e. Once constructed, the FD-graph can be analyzed for dependencies that can affect the outcomes of semantic query optimization algorithms, as described in Chapter 4, or can affect the outcome of sort avoidance analysis, as described in Chapter 5. In Section 3.5 we formally prove the correctness of the FD-graph construction algorithms. Section 3.6 describes and proves algorithms to compute dependency and equivalence closures from an FD-graph. Section 3.7 briefly summarizes known work in exploiting functional dependencies in query optimization, and finally Section 3.8 concludes with some ideas for further research.

3.1 Sources of dependency information

As described in Chapter 2, relational database systems typically represent a query, or relational expression e, as an algebraic expression tree. Derived functional dependencies result from the semantics of the various unary and binary relational algebra operators such as projection, selection, and join that make up the expression (see Figure 2.3). In Section 3.2 below we will describe in detail the functional dependencies implied by each of the algebraic operators. But before we do so, we outline the broad categories of semantic information inherent in schema definitions and algebraic expressions that can be analyzed to infer derived functional dependencies.

3.1.1 Axiom system for strict and lax dependencies

Sources of additional dependencies include the axiom system for strict and lax dependencies defined in Section 2.5.2. A trivial example of a strict transitive dependency is the logical implication of $A \rightarrow C$ from the two strict functional dependencies $A \rightarrow B$ and $B \rightarrow C$ (through the application of inference rule $\text{FD7A}$, strict transitivity). More formally, a set of strict functional dependencies $\mathcal{F}$ implies a strict dependency $f$ if $f$ holds in every extended table in which $\mathcal{F}$ holds.

\textbf{Definition 30 (Strict dependency closure)}

The \textit{strict closure} of $\mathcal{F}$, denoted $\mathcal{F}^+$, is the set of all strict functional dependencies logically implied by $\mathcal{F}$ through application of the axioms defined in Section 2.5.2. The strict
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closure of a set of attributes \( X \) with respect to \( \mathcal{F} \), denoted \( \bar{X}^+ \), is the set of attributes functionally determined by \( X \) through direct or transitive strict dependencies defined by the strict closure of \( \mathcal{F} \). That is, \( \bar{X}^+ = \{ A \mid X \rightarrow A \in \mathcal{F}^+ \} \).

It is easy to see that the number of dependencies in \( \mathcal{F}^+ \) is exponential in the size of the universe of attributes and the given set \( \mathcal{F} \) [24], due in part to the reflexivity axiom (e.g. if \( Y \subseteq X \) we have \( X \rightarrow Y \)). These dependencies are ‘uninteresting’ in the sense that they convey no useful information about the constraints that hold in either a derived or a base table. We explicitly avoid the exponential explosion of representing such transitive dependencies by keeping \( \mathcal{F} \) in a simplified form.

**Definition 31 (Simplified Form)**

A set of dependencies \( \mathcal{F} \) is in simplified form [79] if the following conditions hold:

1. for all dependencies \( f \in \mathcal{F}, X \rightarrow Y \implies (X \cap Y) = \emptyset \).

2. \( \mathcal{F} \) contains no duplicate dependencies with identical left- and right-hand sides.

Furthermore, we assume that all strict and lax functional dependencies in \( \mathcal{F} \) have single attribute dependents (right-hand sides)\(^{15}\).

**Definition 32 (Lax Dependency Closure)**

Similarly to strict closure, the lax closure of \( \mathcal{F} \), denoted \( \bar{\mathcal{F}}^+ \), is the set of all lax functional dependencies logically implied by \( \mathcal{F} \) through application of the axioms defined in Section 2.5.2. The lax closure of a set of attributes \( X \) with respect to \( \mathcal{F} \), denoted \( \bar{X}^+_\mathcal{F} \), is the set of attributes functionally determined by \( X \) through direct or transitive lax dependencies defined by the lax closure of \( \mathcal{F} \). That is, \( \bar{X}^+_\mathcal{F} = \{ A \mid X \rightarrow A \in \mathcal{F}^+ \} \).

For convenience we denote the union of the closures of the set of strict and lax functional dependencies in \( \mathcal{F} \) with the notation \( \mathcal{F}^+ = \bar{\mathcal{F}}^+ \cup \mathcal{F}^+ \). We avoid the exponential explosion of lax transitive dependencies by also maintaining the lax functional dependencies in \( \mathcal{F} \) in simplified form.

\(^{15}\) Note that lax decomposition only holds in the case of definite attributes (rule FD4B).
3.1.2 Primary keys and other table constraints

Schema constraints, such as primary keys, unique indexes, and unique constraints form the basis of a known set of strict or lax functional dependencies that are guaranteed to hold for every instance of the database. However, because we intend to maintain only non-trivial dependencies in simplified form, $F$ will not contain any dependencies between an attribute and itself. Consider, however, an SQL table $T$ consisting of the single column $A_T = \{a_1\}$ that cannot contain duplicate rows—that is, $a_1$ is a primary key of $T$. This uniqueness cannot be represented in $F$ if we restrict dependencies to attributes in $T$.

To solve this problem we utilize the unique tuple identifier attribute $\iota(R)$ in the extended table $R$ (see Section 2.2 above). $\iota(R)$ is the dependent attribute of each key dependency, and is the determinant of a set of strict dependencies whose dependent attributes are in the set $\alpha(R) \cup \rho(R)$. For SQL base tables, this mechanism provides a source of functional dependencies even for those tables that have various forms of unique constraints but lack a primary key.

3.1.3 Equality conditions

Observe that if a particular attribute $X \in sch(R)$ is guaranteed to have the same value for each tuple in $I(R)$, then in $F^+$ all attributes in $sch(R)$ functionally determine $X$. This is typical for derived tables formed by restriction, when the query includes a where clause that contains an equality condition between a column and a constant. For query optimization purposes it would be a mistake to lose the circumstances behind the generation of this new set of dependencies; knowing that an attribute is equated to a constant can be exploited in a myriad of ways during query processing, in particular the satisfaction of order properties [261] (see Chapter 5).

Further observe that an equality condition in a false-interpreted where clause predicate, e.g. $A = B$, will correspond to the two strict functional dependencies $A \rightarrow B$ and $B \rightarrow A$ in $F$. However, in this case, as in the one above, it is important to retain the fact that these dependencies stem from equalities, and that not only do the dependencies hold but that one attribute (or constant) can be substituted for the other because their values are the same. Henceforth we denote the set of strict attribute equivalence constraints that exist in an expression $e$ using the symbol $E$. 
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DEFINITION 33 (STRICT EQUIVALENCE CONSTRAINT)
Consider an extended table \( R \) and singleton attributes \( A_1 \subseteq \text{sch}(R) \) and \( A_2 \subseteq \text{sch}(R) \) where \( A_1 \neq A_2 \). Let \( I(R) \) denote a specific instance of \( R \). Then \( A_1 \) is strictly equivalent to \( A_2 \) in \( I(R) \) (written \( A_1 \equiv A_2 \)) if the following condition holds:

\[ \forall t_0 \in I(R) : t_0[A_1] \equiv t_0[A_2]. \]

(3.1)

CLAIM 14 (INFEERENCE AXIOMS FOR STRICT EQUIVALENCE CONSTRAINTS)
The inference rules:

\[
\begin{array}{ll}
\text{Identity} & \text{EQ1} \quad X \equiv X. \\
\text{Strict commutativity} & \text{EQ2} \quad \text{If } X \equiv Y \text{ then } Y \equiv X. \\
\text{Strict transitivity} & \text{EQ3} \quad \text{If } X \equiv Y \text{ and } Y \equiv Z \text{ then } X \equiv Z. \\
\text{Strict implication} & \text{EQ4} \quad \text{If } X \equiv Y \text{ then } X \longrightarrow Y \text{ and } Y \longrightarrow X.
\end{array}
\]

defined over an instance \( I(R) \) of an extended table \( R \) with singleton attributes \( X, Y, Z \subseteq \text{sch}(R) \) are sound.

Conjunctive equality conditions between attribute pairs in an outer join's on condition can, in some circumstances, produce a result where the attribute pair has identical values except for a result row that contains an all-Null row generated for the null-supplying side. We term this weak form of attribute equivalence a lax equivalence constraint.

DEFINITION 34 (LAX EQUIVALENCE CONSTRAINT)
Consider an extended table \( R \) and singleton attributes \( A_1 \subseteq \text{sch}(R) \) and \( A_2 \subseteq \text{sch}(R) \) where \( A_1 \neq A_2 \). Let \( I(R) \) denote a specific instance of \( R \). Then \( A_1 \) is laxly equivalent to \( A_2 \) in \( I(R) \) (written \( A_1 \simeq A_2 \)) if the following condition holds:

\[ \forall t_0 \in I(R) : [t_0[A_1] = t_0[A_2]]. \]

(3.2)

Again we write \( A_1 \simeq A_2 \) when \( I(R) \) is clear from the context. Henceforth when we use the term 'equivalence constraint' without qualification we mean either a strict or lax equivalence constraint.

LEMMA 4 (INFEERENCE AXIOMS FOR LAX EQUIVALENCE CONSTRAINTS)
The inference rules:

\[
\begin{array}{ll}
\text{Lax commutativity} & \text{EQ5} \quad \text{If } X \simeq Y \text{ then } Y \simeq X. \\
\text{Weakening} & \text{EQ6} \quad \text{If } X \equiv Y \text{ then } X \simeq Y. \\
\text{Strengthening} & \text{EQ7} \quad \text{If } X \approx Y \text{ and } I(R) \text{ is } XY\text{-definite then } X \equiv Y. \\
\text{Lax implication} & \text{EQ8} \quad \text{If } X \approx Y \text{ then } X \longrightarrow Y \text{ and } Y \longrightarrow X.
\end{array}
\]

defined over an instance \( I(R) \) of an extended table \( R \) with singleton attributes \( X, Y \subseteq \text{sch}(R) \) are sound for a combined set of strict and lax equivalence constraints.
Proof. Omitted. □

By Claim 14, strict equivalence constraints are transitive; if $X \triangleq Y$ and $Y \triangleq Z$ then $X \triangleq Z$, which corresponds to our definition of functional dependencies (Definition 26). However, like lax functional dependencies (Definition 28 on page 36), lax equivalence constraints are transitive only over definite attributes.

**Lemma 5 (Transitivity of Lax Equivalence)**
The inference rules

<table>
<thead>
<tr>
<th>Lax transitivity</th>
<th>EQ9A</th>
<th>If $X \triangleq Y$ and $Y \sim Z$ then $X \sim Z$.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EQ9B</td>
<td>If $X \sim Y$ and $Y \sim Z$ and $I(R)$ is $Y$-definite then $X \sim Z$.</td>
</tr>
</tbody>
</table>

defined over an instance $I(R)$ of an extended table $R$ with singleton attributes $X, Y, Z \subseteq \text{sch}(R)$ are sound for a combined set of strict and lax equivalence constraints.

**Proof (Rule EQ9A).** We first consider rule EQ9A. Consider an instance $I(R)$ of extended table $R$. By contradiction, assume that rule EQ9A is not sound. Then we must have $X \triangleq Y$ and $Y \sim Z$, but $X \not\sim Z$. If $X \not\sim Z$ then there must exist at least one tuple, say $r_0$ in $I(R)$, that has different $X$- and $Z$-values that are each not Null. However, since $X \triangleq Y$, $r_0$ must have identical definite $X$- and $Y$-values. Since $Y \sim Z$ holds and $r_0$ must have definite $Y$- and $Z$-values, then we must have $r_0[X] = r_0[Y] = r_0[Z]$, a contradiction. □

**Proof (Rule EQ9B).** Consider an instance $I(R)$ of an extended table $R$ where attribute $Y \subseteq \text{sch}(R)$ is definite. By contradiction, assume that rule EQ9B is not sound. Then we must have $X \sim Y$ and $Y \sim Z$, but $X \not\sim Z$. If $X \not\sim Z$ then there must exist at least one tuple, say $r_0$ in $I(R)$, that has different $X$- and $Z$-values that are each not Null. However, since $X \sim Y$ and $r_0[Y]$ is definite, then we must have $r_0[X] = r_0[Y]$. Similarly, $r_0[Y] = r_0[Z]$, which implies that $r_0[X] = r_0[Z]$; a contradiction. Hence rule EQ9B is sound. □

**Theorem 2 (Inference Rules for Equivalence Constraints)**
The inference rules EQ1 through EQ9 are sound for a combined set of strict and lax equivalence constraints.

**Proof.** Follows from Claim 14, Lemma 4, and Lemma 5. □
3.2 Dependencies implied by SQL expressions

Definition 35 (Strict equivalence closure)
The strict equivalence closure of $E$, denoted $E^+$, is the set of all equivalence constraints logically implied by $E$ through the application of the axioms defined in Claim 14. The strict equivalence closure of an attribute $X$ with respect to $E$, denoted $X^+_E$, is the equivalence class of $X$ such that all elements in the set are guaranteed to have the same value for any tuple $t$ in an instance $I(R)$. That is, $X^+_E = \{ A \mid X \equiv A \in E^+ \}$.

Definition 36 (Lax equivalence closure)
The lax equivalence closure of $E$, denoted $E^*$, is the set of all equivalence constraints logically implied by $E$ through the application of the axioms defined in Claim 14 and Lemmas 4 and 5. The lax equivalence closure of an attribute $X$ with respect to $E$, denoted $X^*_E$, is the equivalence class of $X$ such that all elements in the set are guaranteed to have the same value for any tuple $t$ in an instance $I(R)$, or may be Null. That is, $X^*_E = \{ A \mid X \simeq A \in E^* \}$.

For convenience, we denote the union of the strict and lax equivalence closures of a set of equivalence constraints $E$ with the notation $E^+ = E^* \cup E^+$.

3.1.4 Scalar functions

A source of additional dependencies stems from the presence of scalar functions and arithmetic expressions (which we assume to be deterministic and free of side-effects) in a query’s Select list or one of its clauses. In Example 3 on page 8 we introduced scalar functions using the following example query:

```sql
Select P.*, (P.Price - P.Cost) as Margin
From  Part P
Where P.Status = 'InStock'.
```

One can consider Margin as the result of a function whose input parameters are P.Price and P.Cost. In this case the derived strict functional dependency $\{ P.Price, P.Cost \} \to Margin$ holds in the result. We arbitrarily assume that the result of any such computation is possibly Null.

3.2 Dependencies implied by SQL expressions

While determining the dependencies that hold in the final query result can be beneficial, clearly such information can be exploited during the query optimization process for each subtree (including nested query blocks) of the complete algebraic expression tree. Below we describe a large class of strict and lax functional dependencies that are implied by each algebraic operator. To determine the set of dependencies that hold in an
entire expression $e$, one can simply recursively traverse the expression tree in a postfix manner and compute the dependencies that hold for a given operator once the dependencies of its inputs have been determined.

As most database systems directly implement existential quantification (and do not implement relational division—see Graefe and Cole [109]) the algebraic expression tree $e$ that represents an ANSI SQL query expression also includes (possibly negated) $\text{Exists}$ predicates that refer to correlated or non-correlated [188] subqueries. We use this combination calculus-algebra expression tree as the basis for forming an internal representation of a query (or sub-query) and manipulate this internal representation during query optimization to derive a more efficient computation of the desired result [90, 110, 111, 247].

If we assume that all forms of nested query predicates in SQL ($\text{Any}$, $\text{All}$, $\text{In}$, etc.) have been rewritten as $\text{Exists}$ predicates (see Section 2.3.1.2) then a bottom-up analysis of the subqueries can treat any correlation attributes from super-queries as constant values. As $\text{Exists}$ predicates restrict the result set of a derived table, the handling of these predicates is explained as part of the restriction operator in Section 3.2.4 below.

**Claim 15 (Dependencies and Constraints in SQL Tables)**
The following statements regarding functional dependencies and equivalence constraints that hold for any extended table $R$ over attributes $Xyz \subseteq \text{sch}(R)$, where $X$ denotes a set and $y$ and $z$ denote atomic attributes, are true for the corresponding SQL table $\mathcal{R}_\alpha(R)$:

- If $f : X \rightarrow y$ holds in $I(R)$ and $Xy \subseteq \alpha(R)$ then $f$ holds in the corresponding instance of $\mathcal{R}_\alpha(R)$.

- If $f : X \leftarrow y$ holds in $I(R)$ and $Xy \subseteq \alpha(R)$ then $X \leftarrow y$ in the subset of the corresponding instance of $\mathcal{R}_\alpha(R)$ where each of the values of $X$ and $y$ are not $\text{Null}$.

- If $f : X \rightarrow y$ holds in $I(R)$, $X \subseteq \alpha(R)$, and $\iota(R) = y$ then $X$ forms a candidate superkey of $\mathcal{R}_\alpha(R)$: there cannot be two rows in the corresponding instance of $\mathcal{R}_\alpha(R)$ that have identical $X$-values.

- If $f : X \leftarrow y$ holds in $I(R)$, $X \subseteq \alpha(R)$, and $\iota(R) = y$ then there cannot be two rows in the corresponding instance of $\mathcal{R}_\alpha(R)$ that have identical non-$\text{Null}$ $X$-values.

- If $f : X \rightarrow y$ holds, $y \in \alpha(R)$, and $X \subseteq \kappa(R)$, then each row of the corresponding instance of $\mathcal{R}_\alpha(R)$ has an identical $Y$-value (possibly $\text{Null}$).

- If $f : X \leftarrow y$ holds, $y \subseteq \alpha(R)$, and $X \subseteq \kappa(R)$, then in each row of the corresponding instance of $\mathcal{R}_\alpha(R)$ either $Y$ is $\text{Null}$ or $Y$ is the identical non-$\text{Null}$ value.
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- If $e : y \equiv z$ holds in $I(R)$ and $yz \subseteq \alpha(R)$ then each row in $R_\alpha(R)$ contains identical (possibly Null) values for $y$ and $z$. If either $y$ or $z$ are constants in $\kappa(R)$, then each row in $R_\alpha(R)$ will have a value identical to that of the constant.

- If $e : y \simeq z$ holds in $I(R)$ and $yz \subseteq \alpha(R)$ then each row in $R_\alpha(R)$ either contains identical non-Null values for $y$ and $z$, or at least one of $y$ or $z$ is Null. Similarly, if $y$ is a constant in $\kappa(R)$ then each row of $R_\alpha(R)$ either contains identical values of $z$, equivalent to the value of the constant $y$, or $z$ is Null.

### 3.2.1 Base Tables

At the leaves of the expression tree are nodes representing quantified range variables over base tables. The Create Table statement for these tables—see the examples in Appendix A—include declarations of one or more keys (see Section 2.4.1). We do not attempt to determine a minimal key, if it exists, for each operator in the tree. In part we do this because of the complexity of finding one or all of the minimal keys for any algebraic expression $e$ (cf. Fadous and Forsyth [82], Lucchesi and Osborn [191], and Saiedian and Spencer [246]). We also refrain from computing sets of minimal keys throughout the tree due to the realization that much of the computation will likely be wasted. Often it is sufficient to determine the closure of a set of attributes—for example, finding if the closure of a set of attributes includes a key of a base table (see Chapter 4).

Other arbitrary constraints on base tables can be handled as if they constitute a restriction condition on $R$ (see Section 3.2.4). Since table constraints are true-interpreted (if their value is unknown then the constraint still holds), then those Check constraints over non-null attributes can imply strict dependencies and/or equivalence constraints if the Check constraint includes an equality condition that can be recognized during constraint analysis (see Section 3.2.4). Otherwise, such constraints may infer a lax dependency or equivalence constraint that should still be captured in case the existence of any null-intolerant restriction predicates can later be used to transform a lax dependency or equivalence constraint into a strict one.

**Claim 16 (Dependencies and Constraints in Base Tables)**

The set of attributes $K_i(R)$ of the primary key and each unique index on a base table $R_\alpha(R)$ imply strict functional dependencies of the form $K_i \rightarrow \iota(R)$ hold in $I(R)$. Similarly, the set of attributes $U_i(R)$ of each unique constraint on a base table $R_\alpha(R)$ imply lax functional dependencies of the form $U_i \leftrightarrow \iota(R)$ hold in $I(R)$. 
3.2.2 Projection

The primary purpose of the projection operator $\pi_{All}$ and the distinct projection operator $\pi_{Dist}$ is to project an extended table $R$ over attributes $A$, thereby eliminating attributes from the result. In the case of $\pi_{Dist}$, the auxiliary purpose is to eliminate 'duplicate' tuples from the result with respect to $A$. Clearly any functional dependency that includes an attribute not in $A$ is rendered meaningless; however, we must be careful not to lose dependencies implied through transitivity. Unlike Darwen's approach [70], which relies on the recomputation of the closure $\mathcal{F}^+$ at each step, we intend to compute $\mathcal{F}^+$ as seldom as possible. This means that we must maintain dependency information even for a table's virtual columns (see Section 2.2).

The projection and distinct projection operators can both add and remove functional dependencies to the set of dependencies that hold in the result. If projection includes the application of scalar functions, then $R$ is extended with the result of the scalar function to form $R'$. Moreover, new strict functional dependencies now exist between the function result $\lambda$ and its input(s) (see Section 3.1.4 above). If the projection operator removes an attribute, say $C$, then $\mathcal{F}^+$ consists of the closure of the dependencies that hold in the input, less any dependencies that directly include $C$ as a determinant or a dependent. In other words, if we have the strict dependencies $A \rightarrow \iota(R)$, $\iota(R) \rightarrow ABCDE$, and $BC \rightarrow F$ and attribute $C$ is projected out, then the dependencies $\iota(R) \rightarrow C$ and $BC \rightarrow F$ can no longer hold, since attribute $C$ is no longer present. However, by the inference axioms presented in Section 2.5.2 the transitive dependency $A \rightarrow F$ still holds in the extended table formed by $\epsilon$.

**Claim 17 (Dependencies implied by Projection)**

Let $R'$ denote the result of the algebraic expression $\pi_{All}[A](R)$ denoting the projection (retaining duplicates) of the extended table $R$ over $A$. Suppose that $I(R)$ satisfies a set of functional dependencies $\mathcal{F}$ and a set of equivalence constraints $\mathcal{E}$. The set of functional dependencies and equivalence constraints that hold in $I(R')$ are as follows:

- The functional dependencies and equivalence constraints that hold in $I(R)$ continue to hold in $I(R')$.
- For each scalar function $\lambda(X) \in A$ the strict functional dependencies $X \rightarrow \lambda(X)$ and $\iota(R') \rightarrow \lambda(X)$ hold in $\mathcal{F}_{R'}$.

**Proof.** Omitted. ∎
Claim 18 (Dependencies implied by distinct projection)
Let \( R' \) denote the result of the algebraic expression \( \pi_{\text{Dist}}[A](R) \) denoting the distinct projection of \( R \) over \( A \). Suppose that \( I(R) \) satisfies a set of functional dependencies \( \mathcal{F} \) and a set of equivalence constraints \( \mathcal{E} \). The set of functional dependencies and equivalence constraints that hold in \( I(R') \) are as follows:

- The functional dependencies and equivalence constraints that hold in \( I(R) \) continue to hold in \( I(R') \).
- For each scalar function \( \lambda(X) \in A \) the strict functional dependency \( X \rightarrow \lambda(X) \) holds in \( \mathcal{F}_{R'} \).
- The strict functional dependencies \( A \rightarrow \iota(R') \) and \( \iota(R') \rightarrow \alpha(R') \) hold in \( I(R') \).

Proof. Recall that by the definition of distinct projection, we nondeterministically select a representative tuple \( r \) for each set of tuples in \( I(R) \) with matching values of \( A \). Simply removing a tuple from a set has no effect on the functional dependencies or equivalence constraints satisfied by that instance; hence if \( f \) holds in \( R \) then it must follow that \( f \) holds in \( R' \). \( \square \)

3.2.3 Cartesian product

The set of dependencies that hold in the result of a Cartesian product is the union of those dependencies that hold in the inputs. Klug [162, pp. 266] stated that the Cartesian product of two tables \( S \) and \( T \) does not add any additional dependencies. However, in addition to dependencies involving attributes, we would like to retain knowledge of key dependencies that hold in either input, and if they exist derive a key dependency in the result. The maintenance of key dependencies is critical to the success of the overall algorithm, since we are following both Darwen and Klug by modelling inner join as a restriction condition over a Cartesian product.

We observe that if we can guarantee that either of the inputs, say \( I(S) \), can have at most one tuple then \( K_T \rightarrow \text{sch}(S) \cup \text{sch}(T) \). This optimization is omitted from the algorithm for computing derived dependencies implied by a Cartesian product, which is described in Section 3.4.4 below.

Claim 19 (Dependencies implied by Cartesian product)
Let \( R' \) denote the result of the algebraic expression \( R' = S \times T \) denoting the Cartesian product of extended tables \( S \) and \( T \). Suppose \( I(S) \) satisfies the set \( \mathcal{F}_S \) of functional dependencies and the set \( \mathcal{E}_S \) of equivalence constraints, and similarly \( I(T) \) satisfies the set \( \mathcal{F}_T \) of functional dependencies and the set \( \mathcal{E}_T \) of equivalence constraints. The set of functional dependencies and equivalence constraints that hold in \( I(R') \) are as follows:
The set of functional dependencies that hold in \( I(S) \), and those that hold in \( I(T) \), continue to hold in \( I(R') \).

- The set of equivalence constraints that hold in \( I(S) \), and those that hold in \( I(T) \), continue to hold in \( I(R') \).

- The strict functional dependency \( \iota(S) \cup \iota(T) \rightarrow \iota(R') \) holds in \( I(R') \).

- The strict functional dependency \( \iota(R') \rightarrow \iota(S) \cup \iota(T) \) holds in \( I(R') \).

Proof. Omitted. \( \square \)

### 3.2.4 Restriction

The algebraic restriction operator is used for both selection and having clauses; the semantics are identical since we model a **Having** clause as a restriction operator over the result of a grouped table projection, possibly followed by another projection to remove extraneous results of aggregate functions (see Example 7). Restriction is one operator that can only add strict functional dependencies to \( \mathcal{F} \); it cannot remove any existing strict dependencies.

Both Fagin [83] and Nicolas [218] showed that functional dependencies are equivalent to statements in propositional logic; thus if one can transform a **Where** or **Having** predicate into an implication, then one can derive an additional dependency that will hold in the result. For example, the constraint "if \( A < 5 \) then \( B = 6 \) else \( B = 7 \)" implies the functional dependency \( A \rightarrow B \) even though no direct relationship between \( A \) and \( B \) is expressed in the constraint. Consequently, the problem of inferring additional functional dependencies from predicates in a **Where** or **Having** clause depends entirely on the sophistication of the algorithm that translates predicates into their equivalent logic sentences.

A comprehensive study of this problem is beyond the scope of this thesis. Instead, we consider a simplified set of conditions. In two earlier papers Klug [162, 164] considered only conjunctive atomic conditions with equivalence operators, that is conditions of the form \( (v = c) \) (which he terms *selection*) and conditions of the form \( (v_1 = v_2) \) (which Klug terms *restriction*) where \( v \), \( v_1 \), and \( v_2 \) are columns and \( c \) is a constant. For ease of reference we term a condition of the form \( (v = c) \) a **Type 1** condition, and a condition of the form \( (v_1 = v_2) \) a **Type 2** condition. Each false-interpreted equivalence condition of Type 1 or 2 implies both an strict equivalence constraint and two symmetric strict functional dependencies.

Darwen [70] argued that one need consider only conjunctive \( \theta \)-comparisons because if a search condition is more complex it can be reformulated using the algebraic set operations union, intersection, and difference. However, with ANSI SQL semantics such query
reformulation will not work in general due to the possible existence of null values, complex predicates, and duplicate tuples. Consequently, for completeness one must consider disjunctive conditions as an integral part of handling restriction. However, in this thesis we do not exploit disjunctive conditions for inferring constraints and functional dependencies. We also assume that negated conditions have been transformed where possible (cf. Larson and Yang [175]); in particular, that inequalities (e.g. \( X \neq 5 \)) have been transformed to the semantically equivalent \( X < 5 \) or \( X > 5 \). We also assume that the restriction conditions can be simplified through their conversion into conjunctive normal form [264, 290] so as to recognize and eliminate redundant expressions and unnecessary disjunctions. Once these transformations have been performed, we restrict our analysis of atomic conditions in a \texttt{where} clause to conjunctive conditions of Type 1 or Type 2.

We note, however, that the algorithms described can be easily extended to capture and maintain additional equivalence constraints and functional dependencies through a more complete analysis of ANSI SQL semantics. In addition to \( \theta \)-comparisons between attributes and constants there are several additional atomic conditions that can be expressed in ANSI SQL: \texttt{is [not] null}, \texttt{like}, and \( \theta \)-comparisons between an attribute or constant and a subquery. For the purposes of dependency analysis we could exploit these other conditions as follows:

- \textit{is null predicates}. We could interpret an \texttt{is null} predicate as equivalent to a Type 1 equality condition with a null value which can either return \texttt{true} or \texttt{false} (and not \texttt{unknown}). Negated \texttt{is null} predicates, e.g. \texttt{X is not null}, could also be exploited—in this case \( X \) is guaranteed to be definite in the result.

- \textit{like predicates}. In general \texttt{Like} predicates are useless for functional dependency analysis due to the presence of wildcards. However, if no wildcards are specified in the pattern then the \texttt{Like} predicate is equivalent to an equality predicate with the pattern string.

- \textit{equality comparison with a subquery}. If the subquery is non-correlated it can be evaluated independently of its outer query block; thus if attribute \( X \) is equated to a subquery result then \( X \) can be equated to a (yet unknown) constant value, possibly \texttt{null}.

Extension. If we detect a scalar function \( \lambda(X) \) during the analysis of a \texttt{where} clause, then as with both projection and distinct projection we add the result of the function to the extended table produced by restriction as a virtual attribute, to retain the (strict) functional dependency \( X \rightarrow \lambda(X) \) in \( \mathcal{F} \).
Inferring lax equivalences and dependencies. As a result of the conversion of nested queries to their canonical form, correlation predicates in a subquery’s \texttt{Where} clause may require true-interpretation. Since true interpretation commutes over both disjunction and conjunction (axioms 1 and 3 in Table 2.3), we can infer lax equivalence constraints and lax functional dependencies from each Type 1 and Type 2 condition in these predicates.

Conversion of lax equivalences and dependencies. As per ANSI SQL semantics, by default we assume that each conjunct of the restriction predicate is false-interpreted. Any null-intolerant predicate referencing an attribute \( X \) will automatically eliminate any tuples from the result where \( X \) is the null value. Hence for any algebraic operator higher in the expression tree, it can be guaranteed that \( X \) cannot be \texttt{Null}, and this can be extended to any other attribute \( Y \) that is (transitively) equated to \( X \). Hence any lax equivalence constraint involving \( X \) can be strengthened, using inference rule EQ7, into a strict equivalence constraint if \( X \) is (transitively) equated to another non-Null attribute or constant. Similarly, we can convert any lax dependencies into strict dependencies once we can determine that neither the dependent attributes, nor any of its determinant attributes, can be \texttt{Null}, satisfying inference axiom FD6 (strengthening). In the case of composite determinants, we must be able to show that each individual component cannot be \texttt{Null}.

\textbf{Claim 20 (Dependencies implied by restriction)}

Let \( R' \) denote the result of the algebraic expression \( R' = \sigma[C](R) \) denoting the restriction of \( R \) by false-interpreted predicate \( C \). Suppose \( I(R) \) satisfies the set \( \mathcal{F} \) of functional dependencies and the set \( \mathcal{E} \) of equivalence constraints. The set of functional dependencies and equivalence constraints that hold in \( I(R') \) are as follows:

- The set of strict functional dependencies that hold in \( I(R) \) continue to hold in \( I(R') \).
- Similarly, the set of strict equivalence constraints that hold in \( I(R) \) continue to hold in \( I(R') \).
- For each lax functional dependency \( f : X \rightarrow Y \) that holds in \( I(R) \), if \( I(R') \) is \textit{XY}-definite then \( f \) holds as a strict dependency in \( I(R') \); otherwise \( f \) continues to hold as a lax dependency in \( I(R') \).
- For each lax equivalence constraint \( e : X \simeq Y \) that holds in \( I(R) \), if \( I(R') \) is \textit{XY}-definite then \( e \) holds as a strict equivalence constraint in \( I(R') \); otherwise \( e \) continues to hold as a lax equivalence constraint in \( I(R') \).
- For each scalar function \( \lambda(X) \in \alpha(C) \) the strict functional dependencies \( X \rightarrow \lambda(X) \) and \( \nu(R') \rightarrow \lambda(X) \) hold in \( I(R') \).
• Each false-interpreted Type 1 or Type 2 condition of the form $X = Y$ in $C$ implies
  the strict equivalence constraint $X \equiv Y$ and the strict functional dependencies $f : X \rightarrow Y$ and $g : Y \rightarrow X$ hold in $I(R')$.

• Each true-interpreted Type 1 or Type 2 condition of the form $X = Y$ in $C$ implies
  the lax equivalence constraint $X \simeq Y$ and the lax functional dependencies $f : X \rightarrow Y$ and $g : Y \rightarrow X$ hold in $I(R')$.

PROOF. Omitted. \hfill \Box

3.2.5 Intersection

The result $R'$ of the intersection of two inputs $S$ and $T$ contains either unique instances of each tuple in $I(R')$ with respect to the real attributes in $sch(R)$ (in the case of the Intersect operator) or some number of duplicate tuples corresponding to the definition of Intersect All. In either case, by our definition of the intersection operators $\cap_{s\text{Dist}}$ and $\cap_{\text{All}}$ (see Section 2.3.2) a tuple $q_0$ can only exist in the result of $R' = S \cap T$ if a corresponding image of $q_0[\alpha(R)]$ exists in both $I(S)$ and $I(T)$. Hence $I(R')$ must satisfy the set of dependencies that hold with respect to the real attributes in both $S$ and $T$.

Lemma 6 (Strict Dependencies Implied by Intersection)

Consider a query $Q$ consisting of the intersection of two tables $S$ and $T$

$Q = R \cap_{\text{All}} S$

where each attribute $A_{1}\text{ or }A_{2} \in \alpha(S)$ is union-compatible with its corresponding attribute $A_{1}\text{ or }A_{2} \in \alpha(T)$. Suppose $I(S)$ satisfies the strict functional dependency $f : A_{1}^{S} \rightarrow A_{2}^{S} \in F_{S}$, where $A_{1}^{S} \cup A_{2}^{S} \subseteq \alpha(S)$. Then the functional dependency $f : A_{1}^{Q} \rightarrow A_{2}^{Q}$ holds in $I(Q)$, where $A_{1}^{Q}$ and $A_{2}^{Q}$ correspond to the input attributes $A_{1}^{S}$ and $A_{2}^{S}$.

PROOF. By contradiction, assume the dependency $f : A_{1}^{Q} \rightarrow A_{2}^{Q}$ does not hold in $Q$, but its corresponding dependency $A_{1}^{S} \rightarrow A_{2}^{S}$ holds in $S$. This means that there exist at least two tuples $q_{0}, q_{0}'$ in $Q$ such that $q_{0}[A_{1}^{Q}] \neq q_{0}'[A_{1}^{Q}]$ but $q_{0}[A_{1}^{Q}] \neq q_{0}'[A_{1}^{Q}]$. By the definition of intersection, any tuple component $q_{0}[\alpha(Q)]$ in $Q$ must exist in both $I(S)$ and $I(T)$ (the null comparison operator is used so that null value comparisons resulting in unknown are interpreted as true). Hence the result is both a subset of the tuples in $I(S)$, and a subset of the tuples in $I(T)$. By our initial assumption, this means that there must exist tuples in $S$ where the strict functional dependency $A_{1}^{S} \rightarrow A_{2}^{S}$, where $(A_{1}^{S} \cup A_{2}^{S}) \subseteq \alpha(S)$, cannot hold in $S$; a contradiction. A similar situation occurs if the dependency is assumed to hold in $T$. Hence we conclude that if a dependency holds for real attributes in either $S$ or $T$ then it must also hold in $Q$. \hfill \Box
Since the set of dependencies that hold in $\mathcal{R}_\alpha(Q)$ is at least the union of those that hold in $\mathcal{R}_\alpha(S)$ and $\mathcal{R}_\alpha(T)$ (with attributes appropriately renamed), then the superkeys that hold in either $S$ or $T$ also hold in $Q$, as we formally state below.

**Corollary 1 (Superkeys implied by intersection)**
Consider a query $Q$ consisting of the intersection of two tables $S$ and $T$

$$Q = S \cap_{\text{All}} T.$$  

All members of the union of the sets of superkeys in $\alpha(S)$ and $\alpha(T)$ that hold in $S$ and $T$ respectively hold as superkeys in $Q$.

**Proof.** Follows directly from Lemma 6 as the set of functional dependencies that hold in $\mathcal{R}_\alpha(Q)$ is at least the union of those that hold in $\mathcal{R}_\alpha(S)$ and $\mathcal{R}_\alpha(T)$. 

Conversion of lax equivalence constraints and lax functional dependencies. We observe that, similarly to strict functional dependencies, any lax functional dependencies, lax equivalence constraints, and strict equivalence constraints that hold in $I(S)$ or $I(T)$ will continue to hold in $Q$. However, lax dependencies (equivalence constraints) from one of the two inputs may be converted to strict dependencies (equivalence constraints) if, by being 'paired' with the other extended table, it can now be guaranteed that both the determinant and dependent attributes cannot be Null in the result—exactly as was the case for the restriction operator.

**Example 14 (Lax dependencies and Intersection)**
Consider the following query expression involving intersection:

```sql
Select S.VendorID, S.PartID, S.Lagtime, S.Rating  
From Supplier S  
Where S.Rating = 'B'  
Intersect All  
Select S.VendorID, S.PartID, S.Lagtime, S.Rating  
From Supplier S  
Where S.Lagtime > :Lagtime
```

where :Lagtime denotes a host variable. In the result of the intersection, neither Lagtime nor Rating can be Null since the null-intolerant predicates in each query specification's Where clause will prevent null values in the result. Hence a hypothetical lax functional dependency $\text{Lagtime} \rightsquigarrow \text{Rating}$ in either input will hold as a strict dependency in the result.
3.2 Dependencies Implied by SQL Expressions

Claim 21 (Dependencies implied by intersection)
Let \( R' \) denote the result of the algebraic expression \( R' = S \cap_{\text{All}} T \) denoting the intersection of extended tables \( S \) and \( T \). Suppose \( I(S) \) satisfies the set \( F_S \) of functional dependencies and the set \( E_S \) of equivalence constraints, and similarly \( I(T) \) satisfies the set \( F_T \) of functional dependencies and the set \( E_T \) of equivalence constraints. The set of functional dependencies and equivalence constraints that hold in \( I(R') \) are as follows:

- The set of strict functional dependencies that hold in \( I(S) \), and those that hold in \( I(T) \), continue to hold in \( I(R') \).

- The set of strict equivalence constraints that hold in \( I(S) \), and those that hold in \( I(T) \), continue to hold in \( I(R') \).

- For each lax functional dependency \( f : X \rightarrow Y \) in \( F_S \cup F_T \), if \( I(R') \) is XY-definite then \( f \) holds as a strict dependency in \( I(R') \); otherwise \( f \) continues to hold as a lax dependency in \( I(R') \).

- For each lax equivalence constraint \( e : X \simeq Y \) in \( E_S \cup E_T \), if \( I(R') \) is XY-definite then \( e \) holds as a strict equivalence constraint in \( I(R') \); otherwise \( e \) continues to hold as a lax equivalence constraint in \( I(R') \).

- For each pair \( X \) and \( Y \) of corresponding union-compatible attributes, where \( X \subseteq \alpha(S) \) and \( Y \subseteq \alpha(T) \), the strict equivalence constraint \( X \not\simeq Y \) and the strict functional dependencies \( X \rightarrow Y \) and \( Y \rightarrow X \) hold in \( I(R') \).

- The strict functional dependencies \( \iota(S) \rightarrow \iota(T) \) and \( \iota(T) \rightarrow \iota(S) \) hold in \( I(R') \).

Proof. Omitted.

[3.2.6] Union

If considering only dependencies, there is no way in general to determine the dependencies that hold in \( Q = S \cup_{\text{All}} T \) [70]. Both Darwen and Klug offer one additional possibility: if it can be determined that \( S \) and \( T \) are two distinct subsets of the same expression (typically a base table \( R \)) then the dependencies that hold in \( R \) also hold in \( Q \). However, determining if two subexpressions return distinct sets of tuples is undecidable [162]. Consequently we take the conservative approach and assume that none of the dependencies that hold in the inputs also hold in the result.

However, by considering strict attribute equivalence constraints in either input, it is possible to retain these constraints in the result, and the strict functional dependencies they imply.
Example 15 (Derived dependencies with Union)

Consider the following query expression involving union over the supplier, vendor, and quote tables in the example schema:

Select S.VendorID, S.PartID, S.Lagtime, S.Rating, V.VendorID
From Supplier S, Vendor V, Quote Q
Where S.Rating = 'B' and S.VendorID = V.VendorID and
Q.VendorID = S.VendorID and Q.PartID = S.PartID and
Q.EffectiveDate Between '10-01-1999' and '12-31-1999' and
V.VendorID = :VendorID

Union All

Select S.VendorID, S.PartID, S.Lagtime, S.Rating, V.VendorID
From Supplier S, Vendor V
Where S.Rating = 'A' and S.VendorID = V.VendorID and
V.VendorID = :VendorID

where :VendorID denotes a host variable.

By analyzing the strict equivalence constraints in each query specification, we can see that S.VendorID and V.VendorID must be equivalent in the result, since unlike dependencies, which imply a relationship amongst a set of tuples, equivalence constraints must hold for each tuple in the instance. Moreover, since the host variable :VendorID is used in both query specifications, we can also determine that each tuple in the result has an identical VendorID. This information can be exploited by other algebraic operators if the union forms part or all of an intermediate result.

If the Union query expression eliminates duplicates then we convert the expression tree into one with a distinct projection over a union. In this case, the application of distinct projection can add one dependency: all of the (renamed) attributes in the result, by definition, now form a superkey of Q.

3.2.7 Difference

If Q = S − T then Q simply contains a subset of the tuples of S, regardless if the set difference operator eliminates duplicate tuples or not. As with restriction and intersection, eliminating tuples from a result does not affect existing dependencies: in our extended relational model (and other relational models) tuples are independent and removing a tuple so from I(S) has no affect on any other tuple in I(S), including satisfaction of strict or lax functional dependencies. Hence it is easy to see that the same set of dependencies and equivalence constraints that hold in I(S) also hold in I(Q), and furthermore any superkey that holds in I(S) also holds in the result.
3.2 DEPENDENCIES IMPLIED BY SQL EXPRESSIONS

3.2.8 Grouping and Aggregation

As described in Section 2.3 we model SQL's group-by operator with two algebraic operators. The partition operator, denoted $\mathcal{G}$, produces a grouped table as its result with one tuple per distinct set of group-by attributes. Each set of values required to compute any aggregate function is modelled as a set-valued attribute. The grouped table projection operator projects a grouped table over a Select list. Projection of a grouped table differs from an 'ordinary' projection in that it must deal not only with atomic attributes (those in the Group by list) but also the set-valued attributes used to compute aggregate functions.

3.2.8.1 Partition

We first describe our procedure for computing the derived functional dependencies that hold for partition, which is quite similar to that for distinct projection (see Section 3.2.2 above). If the set of $n$ grouping attributes $A^G$ is not empty then $A^G$ forms a superkey of the grouped table $R'$ that constitutes the intermediate result. Hence $A^G \rightarrow A^A$ in $R'$. Other dependencies that hold in the input extended table $R$ are maintained, as there may exist transitive dependencies that relate attributes in $A^G$, in which case they too hold in $R'$. Otherwise, if the set $A^G$ is empty, then the result (by definition) consists of a single tuple. The result $R'$ contains as many set-valued attributes as required to compute the aggregate functions $F$, modelled by the grouped table projection operator $\mathcal{P}$ below, which range over the set-valued attributes in each tuple of $R'$.

Claim 22 (Dependencies implied by partition)

Let $R'$ denote the result of the algebraic expression $\mathcal{G}[A^G, A^A](R)$ denoting the partition of $R$ over $n$ grouping attributes $A^G$. Suppose $I(R)$ satisfies the set $\mathcal{F}$ of functional dependencies and the set $\mathcal{E}$ of equivalence constraints. The set of functional dependencies and equivalence constraints that hold in $I(R')$ are as follows:

- The functional dependencies and equivalence constraints that hold in $I(R)$ continue to hold in $I(R')$.

- For each scalar function $\lambda(X) \in A^G$ the strict functional dependency $X \rightarrow \lambda(X)$ holds in $I(R')$.

- The strict functional dependency $A^G \rightarrow \iota(R')$ holds in $I(R')$. Note that if $A^G$ is empty still holds, since $I(R')$ consists of a single tuple.

- The strict functional dependency $\iota(R') \rightarrow \alpha(R')$ holds in $I(R')$. 


3.2.8.2 Projection of a grouped table

The projection of a grouped table, denoted $\mathcal{P}$, projects a grouped table $R$ over the set of grouping columns and computes any aggregate functions $F$ over one or more set-valued attributes $A^A$. Recall from our definition of the partition operator (Definition 17 on page 25) that the projection of a grouped table retains duplicates in the result. Any further projection over this intermediate result, either through (1) eliminating attributes from the input, (2) extending the result by the use of scalar functions, or (3) eliminating duplicates through the specification of Select Distinct is modelled by an additional projection or distinct projection operator that takes as its input the result of $\mathcal{P}$.

**Claim 23 (Dependencies implied by grouped table projection)**

Let $R'$ denote the result of the algebraic expression $\mathcal{P}[A^G, F[A^A]](R)$ denoting the grouped table projection of the grouped extended table $R$ over $n$ grouping attributes $A^G$ and the aggregation expressions contained in $F$. Suppose $I(R)$ satisfies the set $\mathcal{F}$ of strict and lax functional dependencies, and the set $\mathcal{E}$ of strict and lax equivalence constraints. The set of functional dependencies and equivalence constraints that hold in $I(R')$ are as follows:

- The functional dependencies and equivalence constraints that hold in $I(R)$ continue to hold in $I(R')$.

- For each aggregate function $f_i(A^A_j) \in F[A^A]$ the strict functional dependencies $A^A_j \rightarrow f_i$ and $\epsilon(R') \rightarrow f_i$ hold in $I(R')$.

3.2.9 Left outer join

In Section 2.3 we referred to the three types of outer joins we consider in this thesis: left, right, and full outer joins. As left and right outer joins can be made semantically equivalent by commuting their operands, without loss of generality we heretofore consider only left and full outer joins. The bulk of the discussion below refers to left outer joins. We will qualify these remarks as necessary when addressing the issues that pertain to full outer joins.

Outer joins introduce several problems in computing derived functional dependencies because of the possibility of the generation of an all-Null row from the null-supplying side of the outer join. The following example illustrates a typical case with left outer joins.

**Example 16 (Left outer join)**

Suppose we have the algebraic expression

$$Q = \mathcal{R}_{\alpha}(\pi_{A_{null}[a^P_1, a^P_2, a^S_1, a^S_3, a^S_4]}(P \xrightarrow{p} S))$$
that represents the query

\[
\text{Select } P\text{.PartID, } P\text{.Description, } S\text{.VendorID, } S\text{.Rating, } S\text{.SupplyCode}
\]

\[
\text{From } \mathcal{R}_o(\text{Part}) P \text{ Left Outer Join } \mathcal{R}_o(\text{Supply}) S
\]

\[
\text{on } ( P\text{.PartID} = S\text{.PartID } )
\]

which lists all parts and their suppliers' ratings and supply codes. If a part lacks a corresponding supplier then for that part the result contains Null for those attributes of the SUPPLY table. In this case \( p \) represents the atomic equivalence predicate contained in the ON condition. Now suppose that we have a database instance where the PART and SUPPLY tables are as follows (for brevity only the relevant real attributes have been included):

<table>
<thead>
<tr>
<th>Part ID</th>
<th>Description</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>'Bolt'</td>
<td>0.09</td>
</tr>
<tr>
<td>200</td>
<td>'Flange'</td>
<td>0.37</td>
</tr>
<tr>
<td>300</td>
<td>'Tapcon'</td>
<td>0.23</td>
</tr>
<tr>
<td>400</td>
<td>'Switch'</td>
<td>3.49</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Vendor ID</th>
<th>Part ID</th>
<th>Rating</th>
<th>SupplyCode</th>
</tr>
</thead>
<tbody>
<tr>
<td>002</td>
<td>100</td>
<td>Null</td>
<td>'03AC'</td>
</tr>
<tr>
<td>011</td>
<td>200</td>
<td>'A'</td>
<td>Null</td>
</tr>
</tbody>
</table>

With this database instance the result \( Q \) consists of the four rows

<table>
<thead>
<tr>
<th>( P\text{.Part ID} )</th>
<th>Description</th>
<th>( \text{Vendor ID} )</th>
<th>( S\text{.Part ID} )</th>
<th>Rating</th>
<th>SupplyCode</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>'Bolt'</td>
<td>002</td>
<td>100</td>
<td>Null</td>
<td>'03AC'</td>
</tr>
<tr>
<td>200</td>
<td>'Flange'</td>
<td>011</td>
<td>200</td>
<td>'A'</td>
<td>Null</td>
</tr>
<tr>
<td>300</td>
<td>'Tapcon'</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
</tr>
<tr>
<td>400</td>
<td>'Switch'</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
</tr>
</tbody>
</table>

### 3.2.9.1 Input dependencies and left outer joins

From Example 16 above we can make several observations about derived dependencies that hold in the result of left outer joins.

First, we note that the functional dependency \( \text{PartID} \rightarrow \text{Description} \) holds in \( Q \), as do any other dependencies that hold in the PART table (which in this case is termed the preserved table\(^{16}\)). Clearly, lax functional dependencies from the null-supplying side of a

---

\(^{16}\) See Section 2.1 on page 7 for an explanation of the components of an outer join.
left outer join will continue to hold in the result. If we project the result of a left outer join over the null-supplying real attributes, we get either those null-supplying tuples or the all-Null row, which by definition cannot violate a lax functional dependency. In general, however, strict functional dependencies that hold in the null-supplying side of a left outer join do not hold in the result. For example, suppose the strict functional dependency $f = \text{Rating} \rightarrow \text{SupplyCode}$ is guaranteed to hold in $\text{SUPPLY}$. In the example above, we see that $f$ does not hold in $Q$ (by our definition of functional dependency—see Definition 26). $f$ does not hold due to the generation of at least one all-Null row in the result from the null-supplying table $\text{SUPPLY}$.

Second, note that while strict dependencies from a null-supplying table may not hold in $Q$, these dependencies still hold for all tuples in the result that do not contain an all-Null row. We can model these dependencies as lax functional dependencies as their characteristics are identical to those implied by the existence of a Unique constraint.

Third, any strict dependencies that hold in the null-supplying table ($\text{SUPPLY}$ in the example) whose determinants contain at least one definite attribute will continue to hold in the result. In Example 16 the strict dependency \{VendorID, S.PartID\} $\rightarrow \text{SupplyCode}$ continues to hold in $Q$ because the only way in which either VendorID or PartID can be Null is if they are part of a generated all-Null row, in which case all of the other attributes from $\text{SUPPLY}$ will also be Null. Therefore, the generation of an all-Null row in the result will not violate the dependency. This also means that any strict functional dependency that is a result of a superkey with at least one definite attribute in the null-supplying table will continue to hold in the result.

Fourth, we may be able to exploit one or more conditions in the left outer join's On condition to retain strict dependencies from the null-supplying table in the result, as the following example illustrates.

**Example 17 (Exploiting null-intolerant On conditions)**

Consider a slightly modified version of the query in Example 16 that includes a conjunctive null-intolerant predicate on the $\text{SUPPLY}$ attribute $\text{Rating}$:

```
Select P.PartID, P.Description, S.VendorID, S.Rating, S.SupplyCode
From \( \mathcal{R}_a(\text{Part}) \) P Left Outer Join \( \mathcal{R}_a(\text{Supply}) \) S
    on ( P.PartID = S.PartID and S.Rating = 'A' ).
```

In this case, the On condition's second conjunct will eliminate from the result any row from $\text{SUPPLY}$ that fails to join with $\text{PART}$ or contains a null value for $\text{Rating}$ (or, for that matter, any value other than 'A'). The result $Q$ will now be
Earlier we presumed that the strict functional dependency $f = \text{Rating} \rightarrow \text{SupplyCode}$ holds in $\text{SUPPLY}$. The left outer join's $\text{ON}$ condition guarantees that the only way for a $\text{Rating}$ of $\text{Null}$ to appear in the result is as part of a generated all-$\text{Null}$ row, because $p$ is null-intolerant on $\text{Rating}$. This means that a null value for $\text{Rating}$ in the result implies that the dependent attribute in $f$ ($\text{SupplyCode}$) must also be $\text{Null}$. Hence $f$ can remain a strict dependency in the result.

In summary, any strict dependency $f$ that holds in the null-supplying side of a left outer join will continue to hold in the result if either (a) any of the determinant attributes of $f$ are definite, or (b) the $\text{ON}$ condition $p$ cannot evaluate to $\text{true}$ for at least one of $f$'s determinant values which are nullable. These two conditions represent a generalization of Bhargava, Goel, and Iyer's rule for removing attributes from the key of a derived table formed by a left outer join[34, Lemma 1, pp. 445]. If neither case (a) nor (b) hold, a strict or lax dependency $f$ that holds in the null-supplying side of a left outer join can only be modelled as a lax dependency in the result. For brevity, we assume the existence of a nullability function $\eta(p, X)$ that determines if either case (a) or (b) holds for the determinant of any strict dependency $f$.

**Definition 37 (Nullability Function)**
The function $\eta(p, X)$ over attributes $\alpha(p) \cup X$ evaluates to $\text{true}$ if and only if at least one attribute $x \in X$ meets one of the following conditions:

1. $x$ is guaranteed to be definite, or
2. $x \in \alpha(p)$ and $p$ evaluates to $\text{false}$ or $\text{unknown}$ whenever $x$ is $\text{Null}$.

Otherwise, $\eta(p, X)$ evaluates to $\text{false}$.

We state the rule for the propagation of strict dependencies from a null-supplying table more formally as follows.

**Lemma 7 (Strict Dependencies from a Null-Supplying Table)**
Consider an outer join query $Q$ over two extended tables $R$ and $S$.

$$Q = R^{C_{\text{R,S}}^{\text{NCS}}}_{\text{R,S}} S$$
where the 0n condition \( p = C_{R,S} \land C_S \) consists of a conjunct of \( C_S \) containing predicates solely referencing real attributes in the null-supplying table \( S \), and \( C_{R,S} \) containing those predicates referencing real attributes from both the preserved and null-supplying sides of the left outer join. Then if the strict functional dependency \( f = a_i^S \rightarrow a_j^S \) (\( a_i^S \) and \( a_m^S \) not necessarily distinct, and \( a_i^S \) possibly composite) holds in \( S \) for every instance of the database and \( \eta(p, a_i^S) \) evaluates to \text{true}, then \( f \) also holds in \( I(Q) \).

**Proof.** By contradiction, assume that \( f \) holds in \( S \) and \( \eta(p, a_i^S) \) evaluates to \text{true}, but \( f \) does not hold in \( Q \). Then there must exist at least two tuples \( q_0, q_0' \) in \( I(Q) \) such that \( q_0[a_i^S] \neq q_0'[a_i^S] \) but \( q_0[a_j^S] \neq q_0'[a_j^S] \). There are three possible ways in which the two tuples \( q_0 \) and \( q_0' \) could be formed:

- **Case 1:** both tuples \( q_0[\text{sch}(S)] \) and \( q_0'[\text{sch}(S)] \) are projections of their corresponding tuples \( s_0 \) and \( s_0' \) in \( S \); hence the values of each corresponding attribute in \( q_0 \) and \( q_0' \) are identical. If the values of \( q_0[a_j^S] \) and \( q_0'[a_j^S] \) are different, however, then \( f \) cannot hold in \( I(S) \), a contradiction.

- **Case 2:** both tuples \( q_0[\text{sch}(S)] \) and \( q_0'[\text{sch}(S)] \) are formed using the all-Null row \( s_{\text{Null}} \), that is there are no tuples in \( S \) that satisfy \( p \) for both tuples \( q_0[\alpha(R)] \) and \( q_0'[\alpha(R)] \). However, this scenario is impossible, since the two tuples \( q_0 \) and \( q_0' \) must contain different values for \( a_j^S \) if \( f \) does not hold, and hence at least one of the values of \( a_j^S \) cannot be \text{Null}.

- **Case 3:** One tuple, arbitrarily \( q_0[\text{sch}(S)] \), is a projection of its corresponding tuple in \( S \), and the other \( q_0'[\text{sch}(S)] \) is formed from the all-Null row \( s_{\text{Null}} \). Since \( q_0[a_i^S] \neq q_0'[a_i^S] \), then each of the determinants values for attributes \( a_i^S \) for both tuples \( q_0 \) and \( q_0' \) must be \text{Null}. However, \( \eta(p, a_i^S) \) evaluated to \text{true}, meaning that at least one attribute in \( a_i^S \) cannot be \text{Null}, a contradiction. An identical situation which leads to the same contradiction occurs if \( q_0 \) and \( q_0' \) are interchanged.

Hence we conclude that \( f \) holds in \( I(Q) \) if \( f \) holds in \( I(S) \) and \( \eta(p, a_i^S) \) evaluates to \text{true}.

**Corollary 2 (Strict dependencies and equivalence constraints)**
The condition in Lemma 7 stated above is sufficient but not necessary; we can utilize an existing strict equivalence constraint to draw the proper inferences. As in the above Lemma, consider an outer join query \( Q \) over two extended tables \( R \) and \( S \)

\[
Q = R^{C_{R,S} \land C_S} S
\]
with On condition \( p = C_{R,S} \land C_S \). Assume the strict functional dependency \( f = a_i^S \rightarrow a_j^S \) holds in \( S \) for every instance of the database, and \( a_i^S \) and \( a_j^S \) are distinct singleton attributes in \( sch(S) \). Then if the strict equivalence constraint \( e : a_i^S \equiv a_j^S \) holds in \( S \) then \( f \) also holds as a strict dependency in \( I(Q) \).

**Proof.** The strict equivalence constraint ensures that if the determinant \( a_i^S \) is Null then the dependent attribute \( a_j^S \) must also be Null. However, if this is true then the generation of any all-Null row cannot produce a dependency violation, since in that tuple \( q_0 \) both \( q_0[a_i^S] \) and \( q_0[a_j^S] \) will be Null.

As well as preserving strict dependencies, we can also exploit null-intolerant predicates in a left outer join's On condition to transform lax dependencies from the null-supplying side into strict dependencies. As the following Lemma illustrates, if the On condition \( p \) is such that each null-supplying tuple containing a null value for an attribute \( X \) is eliminated from the join, then a lax dependency \( X \rightarrow Y \) can be strengthened (by inference rule FD6), as the generation of any all-Null row cannot violate the dependency.

**Lemma 8 (Lax Dependencies from a Null-Supplying Table)**

Consider an outer join query \( Q \) over two extended tables \( R \) and \( S \)

\[
Q = R^{C_{R,S} \land C_S} S
\]

where the On condition \( p = C_{R,S} \land C_S \) consists of a conjunct \( C_S \) containing predicates solely referencing real attributes in the null-supplying table \( S \), and \( C_{R,S} \) containing those predicates referencing real attributes from both the preserved and null-supplying sides of the left outer join. Then if the lax functional dependency \( g = a_i^S \rightarrow a_j^S \) (\( a_i^S \) and \( a_m^S \) not necessarily distinct, and \( a_i^S \) possibly composite) holds in \( S \) for every instance of the database and \( \eta(p,a_k) \) evaluates to true for each \( a_k \in (a_i^S \cup a_j^S) \) then \( g \) also holds in \( I(Q) \) as a strict functional dependency, that is \( g' = a_i^S \rightarrow a_j^S \) holds in \( I(Q) \).

**Proof.** The proof is similar to the proof of Lemma 7, in that the requirement that \( \eta(p,a_k) \) is true for each attribute in \( (a_i^S \cup a_j^S) \) guarantees that \( g \) holds as a strict dependency since any tuples of \( I(S) \) containing null values for any of \( (a_i^S \cup a_j^S) \) are eliminated from the result. Elimination of these tuples guarantees that the all-Null row generated by the left outer join cannot violate \( g \).

---

**3.2.9.2 Analysis of an On condition: left outer joins**

In addition to the strict and lax functional dependencies from the left outer join's inputs that may hold in the result, additional dependencies that hold in the result can be
deduced from an analysis of the predicates that constitute the \texttt{On} condition. From Example 16 above we can make several observations about derived dependencies formed from a left outer join's \texttt{On} condition.

In Example 16 above, the equivalence predicate in the \texttt{On} condition $p$ leads to the strict dependency $P$.$\text{PartID} \rightarrow S$.$\text{PartID}$ and leads to the lax dependency $S$.$\text{PartID} \rightarrow P$.$\text{PartID}$. The latter is a lax dependency because two or more rows from \texttt{PART} may not join with any rows of \texttt{SUPPLY}, resulting in two result rows with \texttt{Null} values for each attribute of \texttt{SUPPLY}. Such a result would violate a strict functional dependency $S$.$\text{PartID} \rightarrow P$.$\text{PartID}$ according to Definition 26. Similarly, we cannot define a strict equivalence constraint between these two attributes. However, as with lax dependencies, we can define a lax equivalence constraint between the two part identifiers.

Example 17 offers several additional insights into the generation of additional dependencies. First, note that the constant comparison $S$.$\text{Rating} = 'A'$ can generate only a lax dependency, since in the result $\text{Rating}$ could be \texttt{Null} as part of an all-\texttt{Null} generated row. Second, while this null-intolerant condition may fail to evaluate to \texttt{true} for any rows of \texttt{PART} and \texttt{SUPPLY} that match on \texttt{PartID}, that failure cannot lead to a violation of the strict dependency $P$.$\text{PartID} \rightarrow S$.$\text{PartID}$. This is because an all-\texttt{Null} row is generated in a left outer join only when there are no tuples in the null-supplying extended table that can pair with a given tuple from the preserved side. Hence no two null-supplying rows of \texttt{SUPPLY} with different $\text{Rating}$ values can join with the same row from \texttt{PART}, and the strict dependency holds. Third, note as well that the \texttt{On} condition implies that the strict dependency $P$.$\text{PartID} \rightarrow S$.$\text{Rating}$ also holds in $I(Q)$. This is because any row from \texttt{SUPPLY} which successfully joins with a row from \texttt{PART} will have a $\text{Rating}$ of \texttt{'A'}; otherwise, a \texttt{PART} row that fails to join with any row of \texttt{SUPPLY} will generate an all-\texttt{Null} row. Furthermore, any null-intolerant comparison of two (or more) attributes from the null-supplying table also generate a strict equivalence constraint (and hence two strict functional dependencies) because for any tuple in the result either their values are equivalent, or they are both \texttt{Null}. Constant comparisons or other equality conditions involving only preserved attributes fail to generate additional dependencies themselves, since the semantics of a left outer join means that each tuple in the preserved table will appear in the result, \textit{regardless of the comparison's success or failure}.

\textit{Aside}. Our definitions of left-, right-, and full outer join restrict the join condition $p$ such that $sch(p) \subseteq \alpha(S) \cup \alpha(T) \cup \kappa \cup \Lambda$. In the SQL standard [137], however, outer join conditions can also contain \textit{outer references} to attributes from other tables in the table expression defined by the query's \texttt{From} clause. We assume that in this situation the algebraic expression tree representing the query is modified so that the extended tables (or table expressions) that supply the outer reference attribute(s) are added to the pre-
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served side of the outer join without any change to the query semantics. Should this be impossible—as it is for full outer join—then we assume that only the functional dependencies that hold in the preserved extended table hold in the result, and we avoid any attempt to infer additional dependencies by analyzing the outer join’s ON condition.

Both Galindo-Legaria and Rosenthal [94, 97, 98] and Bhargava et al. [33, 34] exploit null-intolerant predicates to generate semantically equivalent representations of outer join queries. However, neither considered compound predicates in an outer join’s ON condition, and their effect on functional dependencies. In the following example, we similarly illustrate that null-tolerant predicates affect the inference of derived functional dependencies.

Example 18 (Null-tolerant predicates in an ON condition)
Consider a left outer join

\[ Q = \mathcal{R}_\alpha(T \leftarrow p \rightarrow S) \]

over extended tables \(T\) and \(S\) with real attributes \(WXYZ \subseteq \text{sch}(T)\) and \(ABCDE \subseteq \text{sch}(S)\) respectively, and where predicate \(p\) consists of the null-tolerant, true-interpreted condition \([T.X = S.B]\) which corresponds to the SQL statement

Select *
From \(\mathcal{R}_\alpha(T)\) Left Outer Join \(\mathcal{R}_\alpha(S)\) ON (T.X = S.B is not false).

Given the following instances of \(\mathcal{R}_\alpha(T)\) and \(\mathcal{R}_\alpha(S)\) (for brevity only the real attributes of each extended table are shown):

\[
\begin{array}{ccc}
A & B & C \\
\hline
a & b_1 & c \\
\text{Null} & c & d & e
\end{array}
\]

\[
\begin{array}{ccc}
W & X & Y \\
\hline
w & b_1 & y \\
w & b_2 & y & z
\end{array}
\]

The result \(Q\) of the outer join yields the three rows

\[
\begin{array}{cccccccc}
W & X & Y & Z & A & B & C & D & E \\
\hline
w & b_1 & y & z & a & b_1 & c & d & e \\
w & b_1 & y & z & a & \text{Null} & c & d & e \\
w & b_2 & y & z & a & \text{Null} & c & d & e
\end{array}
\]
Notice that with this database instance the strict dependency $T.X \rightarrow S.B$ does not hold in the result.

**Example 19**
Consider a left outer join whose **ON** condition involves more than one join predicate:

```
Select S.VendorID, S.PartID, Q.VendorID, Q.EffectiveDate, Q.QtyPrice
From   \( R_o(Supply) \) S Left Outer Join \( R_o(Quote) \) Q
   on ( S.PartID = Q.PartID and S.VendorID = Q.VendorID
       and Q.EffectiveDate > '1999-06-01' )
Where   Exists( Select *
   From   \( R_o(Vendor) \) V
   Where   V.VendorID = S.VendorID and
           V.Address like '%Regina%' )
```

which lists the suppliers located in Regina, along with any quotes on parts supplied by them that are effective after 1 June 1999. In this example, the strict dependency $S.VendorID \rightarrow Q.VendorID$ may not hold in the result for every instance of the database.

Consider the instances of tables `SUPPLY` and `QUOTE` below (assume that both `SUPPLY` tuples refer to a supplier located in Regina):

<table>
<thead>
<tr>
<th>Vendor ID</th>
<th>Part ID</th>
<th>Rating</th>
<th>SupplyCode</th>
</tr>
</thead>
<tbody>
<tr>
<td>002</td>
<td>100</td>
<td>Null</td>
<td>'03AC'</td>
</tr>
<tr>
<td>002</td>
<td>200</td>
<td>'A'</td>
<td>Null</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Vendor ID</th>
<th>Part ID</th>
<th>EffectiveDate</th>
<th>QtyPrice</th>
</tr>
</thead>
<tbody>
<tr>
<td>002</td>
<td>100</td>
<td>1999-08-08</td>
<td>34.56</td>
</tr>
</tbody>
</table>

The result $Q$ of the outer join yields the two rows

<table>
<thead>
<tr>
<th>S.Vendor ID</th>
<th>S.Part ID</th>
<th>Q.Vendor ID</th>
<th>EffectiveDate</th>
<th>QtyPrice</th>
</tr>
</thead>
<tbody>
<tr>
<td>002</td>
<td>100</td>
<td>002</td>
<td>1999-08-08</td>
<td>34.56</td>
</tr>
<tr>
<td>002</td>
<td>200</td>
<td>Null</td>
<td>Null</td>
<td>Null.</td>
</tr>
</tbody>
</table>

Notice that with this database instance the strict dependency $S.VendorID \rightarrow Q.VendorID$ does not hold in the result.

Why does this example seemingly contradict the observations made in Examples 16 and 17? The root of problem for dependencies implied by an **ON** condition in a left outer join is that the failure of any conjunct in the **ON** condition to evaluate to **true** for a pair of tuples from the preserved and null-supplying sides may lead to the generation of an all-Null row. To put it another way, it is each **combination** of preserved attributes that will either successfully join with a null-supplying tuple, or cause the generation of an all-Null row.
LEMMA 9 (DEPENDENCIES IMPLIED BY A LEFT OUTER JOIN’S ON CONDITION)

The set of dependencies formed from the On condition \( p \) of a left outer join \( R \xrightarrow{p} S \) can be derived as follows. First, determine the set of dependencies\(^{17} \mathcal{F} \) that would be implied if \( p \) was a restriction condition (see Section 3.2.4). For each such strict functional dependency \( f : X \rightarrow Y \) in \( \mathcal{F} \), proceed as follows:

- **Case 1.** If \( XY \subseteq \alpha(R) \cup \kappa(p) \), then eliminate \( f \) from \( \mathcal{F} \), as the condition may not necessarily hold in the result since \( R \) is preserved\(^{18} \).

- **Case 2.** If \( XY \subseteq \alpha(S) \) and \( \eta(p, X) \) is true then retain \( f \) as a strict dependency;

- **Case 3.** If \( X \subseteq \alpha_R(p) \cup \kappa(p) \), \( \alpha_R(p) \) is not empty, \( Y \subseteq \alpha_S(p) \), and \( \eta(p, Y) \) is true then introduce the strict functional dependency \( g : \alpha_R(p) \rightarrow Y \) and mark \( f \) as a lax functional dependency \( X \rightarrow Y \).

Note that each preserved attribute must be included as part of the determinant of \( g \); this would include, for example, any references to these attributes in a conjunctive or disjunctive condition, or an outer reference to one or more preserved attributes embedded in nested Exists predicates that are part of the On condition.

- **Case 4.** Otherwise, mark \( f \) as a lax dependency \( X \rightarrow Y \). In practice, the bulk of conjunctive On condition predicates, such as those in Examples 16 and 17, fall into this category.

For each lax functional dependency \( f : X \rightarrow Y \) in \( \mathcal{F} \) as defined above:

- **Case 1.** If \( XY \subseteq \alpha(R) \cup \kappa(p) \), then eliminate \( f \) from \( \mathcal{F} \).

- **Case 2.** Otherwise retain \( f \) as a lax dependency.

**PROOF.** Omitted. \( \square \)

---

\(^{17}\) Recall that both strict and lax functional dependencies in \( \mathcal{F} \) have singleton right-hand sides.

\(^{18}\) In this context we are treating a correlation attribute from a parent query block in the case of a nested query specification as a constant value, i.e. the correlation attribute is an outer reference. For further details, see references [72, 137, 200].
Example 20
Consider a left outer join

\[ Q = \mathcal{R}_\alpha(T \overset{p}{\rightarrow} S) \]

over extended tables \( T \) and \( S \) with real attributes \( WXYZ \subset \text{sch}(T) \) and \( ABCDE \subset \text{sch}(S) \), respectively, with the outer join predicate

\[ p = [ T.X = S.B \land T.Y = S.C \land T.Z = 5 \land S.A = S.B \land S.D = 2 ] \]

which corresponds to the SQL statement

Select *
From \( \mathcal{R}_\alpha(T) \) Left Outer Join \( \mathcal{R}_\alpha(S) \)
On ( T.X = S.B and T.Y = S.C and T.Z = 5 and 
S.A = S.B and S.D = 2 )

If treating \( p \) as a restriction condition, each equality condition would generate two strict functional dependencies and a strict equivalence condition. By following the construction above for left outer joins, the set of dependencies \( \mathcal{F} \) implied by \( p \) is:

1. \( T.X \rightarrow S.B \)
2. \( S.B \rightarrow T.X \)
3. \( T.Y \rightarrow S.C \)
4. \( S.C \rightarrow T.Y \)
5. \( S.A \rightarrow S.B \)
6. \( S.B \rightarrow S.A \)
7. \( 2 \rightarrow S.D \)
8. \( S.D \rightarrow 2 \)
9. \( \{T.X,T.Y,T.Z\} \rightarrow S.B \)
10. \( \{T.X,T.Y,T.Z\} \rightarrow S.C \), and
11. \( \{T.X,T.Y,T.Z\} \rightarrow S.D \).
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Lax functional dependencies, lax equivalence constraints, and the nullability of an attribute are all crucial in inferring additional dependencies that hold in the result of a left outer join. Eliminating lax functional dependencies altogether from the analysis loses information that may be pertinent to query optimization. A straightforward example being the conversion of outer joins to inner joins\(^{19}\). In addition, a left outer join implies a null constraint among the definite attributes from the null-supplying extended table:

**Definition 38 (Null Constraint)**
Consider an extended table \( R \) with instance \( I(R) \). A null constraint over \( R \) is a statement of the form \( X \rightarrow Y \) for \( X \cup Y \subset \text{sch}(R) \). An instance \( I(R) \) satisfies \( X \rightarrow Y \) if for every tuple \( r_0 \in I(R) \), if \( r_0[X] \) is Null then \( r_0[Y] \) is Null.

Because of our interest in the all-Null row, we find the notion of null constraint preferable to its more traditional contrapositive form:

**Definition 39 (Existence Constraint)**
Consider an extended table \( R \) and a specific instance \( I(R) \). An existence constraint [193, pp. 385] over \( R \) is a statement of the form \( X \leftarrow Y \) (read ‘\( X \) requires \( Y \)’) for \( X \cup Y \subset \text{sch}(R) \). An instance \( I(R) \) satisfies \( X \leftarrow Y \) if for every tuple \( r_0 \in I(R) \), if \( r_0[X] \) is definite then \( r_0[Y] \) is definite.

Consider a left outer join \( Q = R \rightarrow^p S \) over extended tables \( R \) and \( S \) with attributes \( \{a_1, a_2, \ldots, a_n\} \subset \text{sch}(R) \) and similarly \( \{b_1, b_2, \ldots, b_n\} \subset \text{sch}(S) \). Let \( I(R) \) and \( I(S) \) denote specific instances of \( R \) and \( S \). Now consider any two definite attributes \( b_i \) and \( b_j \). The null constraint \( b_i \leftarrow b_j \) holds in \( I(Q) \), since only an all-Null row of \( S \) can contain null values for the corresponding attributes \( b_i, b_j \in \text{sch}(Q) \).

Null constraints provide an opportunity to convert nullable attributes to definite attributes when a nullable attribute is referenced as part of a conjunctive, null-intolerant restriction predicate. If that attribute forms the head of a null constraint, then any attributes in the body which are definite but for the all-Null row can be similarly converted. This conversion may subsequently yield additional strict functional dependencies and equivalence constraints through their strengthening from lax dependencies and lax equivalence constraints.

We summarize all the dependencies and constraints that result from a left outer join in the following theorem:

\(^{19}\) Inner joins are typically preferred over outer joins by most query optimizers as they permit a larger space of possible access plans in which to find the ‘optimal’ join order [33].
Theorem 3 (Summary of constraints in a left outer join)

Given a left outer join expression $Q = S \leftarrow^p T$ over extended tables $S$ and $T$ with on condition $p$, the following functional dependencies, equivalence constraints, and null constraints hold in $Q$:

- **Strict functional dependencies:**
  1. Any strict functional dependency $f : X \rightarrow Y$ that held in $S$ continues to hold in $Q$.
  2. Any strict functional dependency $f$ that held in $T$ will continue to hold in $Q$ if either $\eta(p, X)$ evaluates to true or there exists a strict equivalence constraint $e : X \not\subseteq Y$ that held in $T$. (Note that if $X$ is a set, $\eta(p, X)$ will evaluate to true if any $x \in X$ cannot be null.)
  3. If $p$ would have produced the strict functional dependency $f : X \rightarrow Y$ when treated as a restriction condition and $XY \subseteq \alpha(T)$ and $\eta(p, X)$ is true then the strict functional dependency $X \rightarrow Y$ holds in $Q$.
  4. If $p$ would result in a strict functional dependency $f : X \rightarrow Y$ when treated as a restriction condition, and $X \subseteq \alpha_S(p) \cup \kappa(p)$, $\alpha_S(p)$ is not empty, $Y \subseteq \alpha_T(p)$, and $\eta(p, Y)$ is true then $\alpha_S(p) \rightarrow Y$ holds in $Q$.
  5. The newly-constructed tuple identifier $\iota(Q)$ strictly determines both $\iota(S)$ and $\iota(T)$, and $(\iota(S) \cup \iota(T)) \rightarrow \iota(Q)$.

- **Lax functional dependencies:**
  1. Any lax functional dependency $f : X \leftrightharpoons Y$ that held in $S$ continues to hold in $Q$.
  2. Any lax functional dependency $f$ that held in $T$ will continue to hold in $Q$.
  3. Any strict functional dependency $f : X \rightarrow Y$ that held in $T$ will hold as a lax functional dependency $X \rightarrow Y$ in $Q$ if $\eta(p, X)$ evaluates to false and, if both $X$ and $Y$ are singleton attributes, there does not exist a strict equivalence constraint $e : X \not\subseteq Y$ that held in $T$.
  4. If $p$ would have produced either the functional dependency $X \rightarrow Y$ or $X \rightarrow Y$ when treated as a restriction condition and $XY \cap \alpha(T)$ is not empty then $X \rightarrow Y$ in $Q$.

- **Strict equivalence constraints:**
  1. Any strict equivalence constraint $e : X \not\subseteq Y$ that held in $S$ continues to hold in $Q$. 
2. Any strict equivalence constraint \( e \) that held in \( T \) will continue to hold in \( Q \).
3. If \( \eta(p, X) \) is true and \( \eta(p, Y) \) is true for singleton attributes \( XY \subseteq \text{sch}(T) \) then a lax equivalence constraint \( e : X \simeq Y \) that held in \( T \) will hold as as strict equivalence constraint in \( Q \).
4. If \( p \) would have produced the strict equivalence constraint \( e : X \equiv Y \) when treated as a restriction condition and \( XY \subseteq \alpha(T) \) then \( X \equiv Y \) holds in \( Q \).

- Lax equivalence constraints:
  1. Any lax equivalence constraint \( e : X \simeq Y \) that held in \( S \) continues to hold in \( Q \).
  2. Any lax equivalence constraint \( e \) that held in \( T \) will continue to hold in \( Q \).
  3. If \( p \) would have produced either the equivalence constraint \( X \equiv Y \) or \( X \simeq Y \) when treated as a restriction condition and \( XY \cap \alpha(T) \neq \emptyset \) then \( X \simeq Y \) holds in \( Q \).

- Null constraints:
  1. Any null constraint \( X \vdash Y \) that held in \( S \) continues to hold in \( Q \).
  2. Any null constraint \( X \vdash Y \) that held in \( T \) continues to hold in \( Q \).
  3. For each pair of definite attributes \( X \) and \( Y \) where \( XY \subseteq \alpha(T) \) the null constraint \( X \vdash Y \) holds in \( Q \).

PROOF. Follows from Lemmas 7, 8, and 9, and Corollary 2 (page 88).

Null constraints with other algebraic operators. Much like equivalence constraints, it is easy to see that each algebraic operator maintains the null constraints that hold in their input(s), with two notable exceptions. Both restriction and intersection can mark an attribute \( X \) as definite. If the null constraint \( X \vdash Y \) holds, then \( Y \), along with any other attribute that directly or transitively is part of a null constraint with \( X \), can similarly be made definite.

3.2.10 Full outer join

With full outer joins, each side of the join is both preserved and null-supplying, hence an all-Nu11 row can be generated for either input should the 0n condition fail to evaluate to true for a row from either input. The following example illustrates the semantics of full outer join.
Example 21 (Full Outer Join)

Suppose we have the algebraic expression

\[ Q = \mathcal{R}_\alpha(\pi_{A_{\text{All}}}[a_1^P, a_2^P, a_1^S, a_3^S, a_4^S](P \leftarrow\rightarrow S)) \]

that represents the query

Select P.PartID, P.Description, S.VendorID, S.Rating, S.SupplyCode
From \( \mathcal{R}_\alpha(\text{Part}) \) P Full Outer Join \( \mathcal{R}_\alpha(\text{Supply}) \) S
on (P.PartID = S.PartID)

which is a modified version of the query in Example 16. The query lists all parts and supplier information, joining the two when they agree on the part identifier, and otherwise generating an all-Null row for either input\(^{20}\). Given a database instance where the PART and SUPPLY tables are as follows (for brevity only the relevant real attributes have been included):

<table>
<thead>
<tr>
<th>Part ID</th>
<th>Description</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>'Bolt'</td>
<td>0.09</td>
</tr>
<tr>
<td>200</td>
<td>'Flange'</td>
<td>0.37</td>
</tr>
<tr>
<td>300</td>
<td>'Tapcon'</td>
<td>0.23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Vendor ID</th>
<th>Part ID</th>
<th>Rating</th>
<th>SupplyCode</th>
</tr>
</thead>
<tbody>
<tr>
<td>002</td>
<td>100</td>
<td>Null</td>
<td>'03AC'</td>
</tr>
<tr>
<td>011</td>
<td>Null</td>
<td>'A'</td>
<td>Null</td>
</tr>
<tr>
<td>011</td>
<td>401</td>
<td>'A'</td>
<td>Null</td>
</tr>
</tbody>
</table>

then the result \( Q \) consists of the five rows

<table>
<thead>
<tr>
<th>P.Part ID</th>
<th>Description</th>
<th>Vendor ID</th>
<th>S.Part ID</th>
<th>Rating</th>
<th>SupplyCode</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>'Bolt'</td>
<td>002</td>
<td>100</td>
<td>Null</td>
<td>'03AC'</td>
</tr>
<tr>
<td>200</td>
<td>'Flange'</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
</tr>
<tr>
<td>300</td>
<td>'Tapcon'</td>
<td>Null</td>
<td>Null</td>
<td>'A'</td>
<td>Null</td>
</tr>
<tr>
<td>Null</td>
<td>Null</td>
<td>011</td>
<td>Null</td>
<td>'A'</td>
<td>Null</td>
</tr>
<tr>
<td>Null</td>
<td>Null</td>
<td>011</td>
<td>401</td>
<td>'A'</td>
<td>Null</td>
</tr>
</tbody>
</table>

\(^{20}\) For this query to really make sense, we would require schema changes to remove the primary key constraint on SUPPLY and to remove the referential integrity constraint between SUPPLY and PART. This would permit the insertion of a SUPPLY tuple with an invalid or Null part identifier.
Input dependencies and full outer joins

Because each input table to a full outer join is null-supplying, any strict functional dependency that holds in either input can remain strict only if its determinant cannot be wholly non-Null—that is, for any dependency \( f : X \rightarrow Y \) that holds in either input of an outer join \( S \rightarrow^p T \), \( \eta(p, X) \) must be \( \text{true} \). Otherwise, it is possible that the generation of an all-Null row will lead to a dependency violation, and \( f \) must be converted to its lax counterpart, \( X \leftarrow Y \).

Similarly, a strict candidate superkey of the result can exist only if the generation of any all-Null row cannot violate the key dependency of either input. Hence \( \eta(p, K) \) must be \( \text{true} \) for each candidate key \( K \) from either input. In order to combine the two keys to a candidate key of the result. Otherwise, a lax key dependency can hold in the result, which by Definition 28 is unaffected by the generation of an all-Null row.

Analysis of an On condition: full outer joins

In the case of dependencies implied by the full outer join’s On condition, the problem is that both inputs are both preserved and null-supplying in the result—therefore an arbitrary condition in \( p \) will fail to restrict either input. Consequently almost any dependency between attributes of the two inputs, either strict or lax, derived from the clauses in the On condition will not necessarily hold for every instance of the database.

Lemma 10 (Dependencies implied by a full outer join)
The set of dependencies formed from the On condition \( p \) of a full outer join \( R \rightarrow^p S \) can be derived as follows. First, determine the set of dependencies \( \mathcal{F} \) that would be implied if \( p \) was a restriction condition (see Section 3.2.4). For each such strict functional dependency \( f : X \rightarrow Y \) in \( \mathcal{F} \), proceed as follows:

- **Case 1.** If \( XY \subseteq \alpha(R) \cup \kappa(p) \), then eliminate \( f \) from \( \mathcal{F} \), as the condition may not necessarily hold in the result since \( R \) is preserved.

- **Case 2.** Similarly, if \( XY \subseteq \alpha(S) \cup \kappa(p) \) then eliminate \( f \) from \( \mathcal{F} \).

---

21 This observation makes it clear that both Theorem 9 and Corollary 10 in a recent ANSI standard change proposal [303, pp. 24] are erroneous. Because both inputs to a full outer join are preserved, any equality comparison in the outer join’s On condition that pertains only to either input will not necessarily imply a dependency since the equality condition will not restrict either input.
• Case 3. If $X \subseteq \alpha_R(p) \cup \kappa(p)$, $\alpha_R(p)$ is not empty, $Y \subseteq \alpha_S(p)$, $\eta(p, Y)$ is true, and $\eta(p, \alpha_S(p))$ is true then introduce the strict functional dependency $g : \alpha_R(p) \longrightarrow Y$ and mark $f$ as a lax functional dependency $X \longrightarrow Y$.

As with left outer joins, each attribute in $\alpha_S(p)$ must be included as part of the determinant of $g$; this would include, for example, any references to these attributes in a conjunctive or disjunctive condition, or an outer reference to one or more preserved attributes embedded in nested $\exists$ predicates that are part of the $\text{On}$ condition.

• Case 4. Otherwise, mark $f$ as a lax dependency $X \longrightarrow Y$.

For each lax functional dependency $f : X \longrightarrow Y$ in $\mathcal{F}$ as defined above:

• Case 1. If $XY \subseteq \alpha(R) \cup \kappa(p)$, then eliminate $f$ from $\mathcal{F}$.

• Case 2. If $XY \subseteq \alpha(S) \cup \kappa(p)$, then eliminate $f$ from $\mathcal{F}$.

• Case 3. Otherwise retain $f$ as a lax dependency.

\textsc{Proof.} Omitted. \hfill \Box

\textbf{Theorem 4 (Summary of constraints in a full outer join)}

Given a full outer join expression $Q = R \leftarrow^p S$ over extended tables $R$ and $S$ with $\text{On}$ condition $p$, the following functional dependencies, equivalence constraints, and null constraints hold in $Q$:

• \textbf{Strict functional dependencies:}

1. Any strict functional dependency $f : X \longrightarrow Y$ that held in $R$ or $S$ will continue to hold in $Q$ if either (1) both $X$ and $Y$ are singleton attributes and there exists the strict equivalence constraint $X \equiv Y \in \mathcal{E}_R$ (or $\mathcal{E}_S$), or (2) $\eta(p, X)$ evaluates to true. Once again, note that since $X$ is a set, $\eta(p, X)$ will evaluate to true if any $x \in X$ cannot be $\text{Null}$.

2. If $p$ would have produced the strict functional dependency $f : X \longrightarrow Y$ when treated as a restriction condition and $X \subseteq \alpha_R(p) \cup \kappa(p)$, $\alpha_R(p)$ is not empty, $Y \subseteq \alpha_S(p)$, $\eta(p, Y)$ is true, and $\eta(p, \alpha_S(p))$ is true then the strict functional dependency $\alpha_R(p) \longrightarrow Y$ holds in $Q$.

3. The newly-constructed tuple identifier $\iota(Q)$ strictly determines both $\iota(R)$ and $\iota(S)$, and $(\iota(R) \cup \iota(S)) \longrightarrow \iota(Q)$. 
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- Lax functional dependencies:
  1. Any lax functional dependency \( f : X \rightarrow Y \) that held in \( R \) continues to hold in \( Q \).
  2. Similarly, any lax functional dependency \( f \) that held in \( S \) will continue to hold in \( Q \).
  3. If \( p \) would have produced either the functional dependency \( X \rightarrow Y \) or \( X \leftarrow Y \) when treated as a restriction condition and \( X \cap \alpha(R) \) is not empty and \( Y \cap \alpha(S) \) is not empty then \( X \rightarrow Y \) in \( Q \).
  4. If \( p \) would have produced either the functional dependency \( X \rightarrow Y \) or \( X \leftarrow Y \) when treated as a restriction condition and \( X \cap \alpha(S) \) is not empty and \( Y \cap \alpha(R) \) is not empty then \( X \leftarrow Y \) in \( Q \).

- Strict equivalence constraints:
  1. Any strict equivalence constraint \( e : X \equiv Y \) that held in \( R \) continues to hold in \( Q \).
  2. Similarly, any strict equivalence constraint \( e \) that held in \( S \) will continue to hold in \( Q \).

- Lax equivalence constraints:
  1. Any lax equivalence constraint \( e : X \simeq Y \) that held in \( R \) continues to hold in \( Q \).
  2. Any lax equivalence constraint \( e \) that held in \( S \) will continue to hold in \( Q \).
  3. If \( p \) would have produced either the equivalence constraint \( X \equiv Y \) or \( X \simeq Y \) when treated as a restriction condition and \( X \in \alpha(R) \) and \( Y \in \alpha(S) \) then \( X \simeq Y \) holds in \( Q \).

- Null constraints:
  1. Any null constraint \( X \vdash Y \) that held in \( R \) continues to hold in \( Q \).
  2. Any null constraint \( X \vdash Y \) that held in \( S \) continues to hold in \( Q \).
  3. For each pair of definite attributes \( X \) and \( Y \) where \( XY \subseteq \alpha(R) \) or \( XY \subseteq \alpha(S) \) the null constraint \( X \vdash Y \) holds in \( Q \).

PROOF. Omitted. \( \Box \)
3.3 Graphical representation of functional dependencies

In order to determine what functional dependencies hold in a derived relation we need to represent a set of dependencies $\mathcal{F}$. Ausiello, D'Atri, and Saccà [19, 20] define an FD-graph as a modified directed hypergraph that models a set of functional dependencies in simplified form (see Figure 3.1). Their definition is as follows. The FD-graph $G = (V, E)$ that represents a set of dependencies $\mathcal{F}$ in a relation $R$ with scheme $R(U)$ such that:

1. for every attribute $A \in U$ there is a vertex in $V^0[G]$ labeled $A$ (termed a simple vertex);

2. for every dependency $X \rightarrow A \in F$ where $X \subseteq U$ and $\|X\| > 1$ there is a vertex in $V^1[G]$ labeled $X$ (termed a compound vertex);

3. for every dependency $X \rightarrow Y$ where $Y = \{A_1, A_2, \ldots, A_n\}$ and $X \cup Y \subseteq U$ there are edges in $E[G]$ labeled with '0', termed full arcs, from the vertex labeled $X$ to each vertex $A_1, A_2, \ldots, A_n$ (consequently compound vertices can exist only as determinants);

4. for every compound vertex $X \in V[G]$ there are edges in $E[G]$, labeled with '1' and termed dotted arcs, from $X$ to each of its component (simple) vertices $A_1, A_2, \ldots, A_n$.

The combination of compound vertices and dotted arcs provide the 'hypergraph' flavor of an FD-graph, as together they constitute a hypervertex. Edges in this hypergraph represent only strict functional dependencies.

For clarity, henceforth we will use slightly different notation for attributes and strict dependencies in an FD-graph than described above. We relabel full arcs with 'F' (to denote a functional dependency) and dotted arcs with 'C' (to denote an edge to a component vertex from its compound 'parent'). Similarly, simple vertices are in the set $V^A$ and compound vertices in the set $V^C$. Table 3.1 contains the revised notation for FD-graphs.

With this construction of an FD-graph we can not only represent the dependencies in $\mathcal{F}$, but we can also determine those transitive dependencies that hold in $\mathcal{F}^+$. Consider an FD-graph $G$ that contains only simple vertices so that $V^C = E^C = \emptyset$. Starting at an arbitrary vertex $X$, by following directed edges through $G$ one can easily determine the closure of $X (X^+)$ with respect to the dependencies represented in $G$. Ausiello et al. term such a path through $G$ an FD-path. Once we introduce compound vertices, however, the definition of what constitutes an FD-path becomes slightly more complex as we have to take the existence of $E^C$ edges into account. For example, if $\mathcal{F} = \{A \rightarrow B, A \rightarrow C, BC \rightarrow D\}$ we need to be able to infer the transitive dependency $A \rightarrow D \in F^+$. 
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Figure 3.1: An example of an FD-graph [19], representing the set of functional dependencies \( \mathcal{F} = \{A \rightarrow BCD, D \rightarrow E, BCE \rightarrow F, CE \rightarrow H\} \). It should be clear from the graph that \( A \) functionally determines each attribute in the graph, either directly or transitively.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G )</td>
<td>an FD-graph, i.e. ( G = (V, E) ).</td>
</tr>
<tr>
<td>( V )</td>
<td>The set of vertices in ( G ), where ( V = V^A \cup V^C ).</td>
</tr>
<tr>
<td>( V^A )</td>
<td>the set of vertices that represent a single attribute.</td>
</tr>
<tr>
<td>( V^C )</td>
<td>the set of vertices that represent a compound attribute.</td>
</tr>
<tr>
<td>( E )</td>
<td>the set of edges in ( G ), where ( E = E^F \cup E^C ).</td>
</tr>
<tr>
<td>( E^F )</td>
<td>the set of full (unbroken) edges in ( E ) that represent a strict functional dependency.</td>
</tr>
<tr>
<td>( E^C )</td>
<td>the set of dotted edges in ( E ) that relate compound vertices to their components (simple vertices).</td>
</tr>
</tbody>
</table>

Table 3.1: Notation for an FD-graph, adopted from reference [19].
**Definition 40 (Basic FD-path from Ausiello et al. [19])**

Consider an FD-graph $G$ and any two vertices $i, j \in V^A \cup V^C$. An FD-path from $i$ to $j$ is a minimal subgraph $G' = (V' \subseteq (V^A \cup V^C), E' \subseteq (E^F \cup E^C))$ of $G$ such that $i, j \in V'$ and either

1. there exists an edge directly linking $i$ and $j$, i.e. $((i, j) \in E')$, or

2. $j$ is a simple vertex and there exists a vertex $k$ such that the directed edge $(k, j) \in E'$ and there is an FD-path $(i, k)$ in $G'$, or

3. $j$ is a compound vertex with components $a_1, a_2, \ldots, a_n$ and there are corresponding $n$ dotted arcs (in the set $E'^C$) for each, i.e. $(j, a_1), \ldots, (j, a_n) \in E'$, and $n$ FD-paths $(i, a_1), (i, a_2), \ldots, (i, a_n)$ in $G'$.

Ausiello et al. term an FD-path $(i, j)$ a dotted FD-path if all of the outgoing edges of $i$ are dotted, that is, $i$ is a compound vertex and all of its outgoing arcs are in the set $E^C$. Otherwise, the FD-path is termed full (see Figure 3.2).

In the next section we define a modified version of FD-graph for extended tables that represents a set of functional dependencies and equivalence constraints in simplified form for which we can infer additional dependencies as required.

### 3.3.1 Extensions to FD-graphs

Unfortunately, the basic form of FD-graph defined by Ausiello, D'Attri, and Saccà [19, 20] falls short of our requirements for representing derived functional dependencies that we can exploit during the optimization of ANSI SQL expressions. Two such requirements were
introduced in Chapter 2: key dependencies and lax dependencies. Other requirements, such as the need to maintain strict and lax equivalence constraints, were introduced in Section 3.1. In this section we briefly describe our extensions to FD-graphs to capture both lax and strict dependencies and lax and strict equivalence constraints for a given algebraic expression over extended tables.

### 3.3.1.1 Keys

We add tuple identifiers to FD-graphs, mirroring our definition of an extended table (Definition 3) where we assume the existence of a unique tuple identifier for each tuple in a (base or derived) table. For each base table, we add a vertex representing a tuple identifier for that table (see Section 3.4.1 below). This vertex will belong to a new set of vertices denoted $V^R$. To represent strict superkeys of an extended table, we add strict dependency edges between each single or compound vertex that represent its attributes and the vertex representing the table’s tuple identifier.

For complex expressions involving multiple intermediate table subexpressions, the tuple identifier that denotes a tuple in the result of the combined expression will be represented by a hypervertex $v_k \in V^R$, with edges $(v_{x_i}, v_k) \in E^R$ that relate each subexpression’s tuple identifier to $v_k$, in a manner similar to that of edges in $E^C$ for compound vertices in $V^C$. This construction essentially denotes the Cartesian product of the subexpressions $x_i$. One important difference between edges in $E^C$ and $E^R$ is that the target of edges in $E^C$ must be simple vertices, but the targets of edges in $E^R$ can be either simple or compound tuple identifier vertices. For tuple identifiers this means that the right-hand side of a dependency need not be a ‘simple’ vertex (although it refers to a singleton tuple identifier attribute).

With the addition of tuple identifiers to the set of vertices maintained in an FD-graph, our definition of FD-path must be modified accordingly.

**Definition 41 (Strict FD-path)**

Consider an FD-graph $G$ and any two vertices $i, j \in V^A \cup V^C \cup V^R$. A strict FD-path from $i$ to $j$ is a minimal subgraph $G' = (V' \subseteq (V^A \cup V^R \cup V^C), E' \subseteq (E^C \cup E^F \cup E^R))$ of $G$ such that $i, j \in V'$ and either

1. there exists an edge directly linking $i$ and $j$, i.e. $(i, j) \in E'$, or

2. $j \in V^A \cup V^R$ and there exists a vertex $k \in V'$ such that the directed edge $(k, j) \in E'$ and there is a strict FD-path $(i, k)$ in $G'$, or
3. \( j \) is a compound vertex with components \( a_1, a_2, \ldots, a_n \) and there are corresponding \( n \) dotted arcs (in the set \( E^C \)) for each, i.e. \((j, a_1), \ldots, (j, a_n) \in E'\), and \( n \) strict FD-paths \( (i, a_1), (i, a_2), \ldots, (i, a_n) \) in \( G' \), or

4. \( j \) is a compound tuple identifier vertex in \( V^R \) representing component subexpressions \( e_1, e_2, \ldots, e_n \) such that there are corresponding \( n \) dotted arcs (in the set \( E^{R'} \)) for each component tuple identifier, i.e. \((k, e_1), (k, e_2), \ldots, (k, e_n) \in E'\), and \( n \) strict FD-paths \( (i, e_1), (i, e_2), \ldots, (i, e_n) \) in \( G' \).

**Claim 24**

A strict FD-path embodies those inference rules that are applicable for strict functional dependencies. In particular,

- Item (1) embodies the inference rule for reflexivity (FD1) on compound determinants, as well as encoding the given dependencies, including the uniqueness of tuple identifiers;

- Item (2) embodies the inference rules for strict transitivity (FD7A) and strict decomposition (FD4A);

- Items (3) and (4) embody rule FD3A (strict union).

By definition, a strict FD-path \( G' = (X, Y) \) is acyclic since \( G' \) must be minimal; hence the edges in \( G' \) form a spanning tree.

### 3.3.1.2 Real and virtual attributes

To correctly represent the schema of an extended table \( R \), simple vertices in \( V^A \) that represent real attributes in \( \alpha(R) \) are coloured 'white'. Virtual attributes—those in the sets \( \tau(R), \kappa(R), \) and \( \rho(R) \)—are coloured either 'gray' or 'black'. The sole vertex in \( V^R \) which denotes the tuple identifier of the algebraic expression (\( \mu(R) \)) modelled by the FD-graph is coloured gray; vertices in \( V^R \) that represent tuple identifiers of subexpressions which are in the set \( \rho(R) \) are coloured 'black'. Vertices in \( V^A \) which represent constants, denoted \( V^A_\kappa \), that appear in equality conditions of restriction predicates (see Section 3.3.1.4 below) are coloured 'gray'. Other virtual attributes in \( \rho(R) \), which typically result from schema modifications for those algebraic operators (projection, distinct projection, partition, intersection, and difference) that remove attributes from a result, are represented by simple vertices in \( V^A \) that are coloured black.
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3.3.1.3 Nullable attributes

Each vertex in $V^A$ is marked as either \textit{Definite} or \textit{Nullable}, corresponding to our definitions of definite or nullable attributes. For base tables, we assume that we have access to the table's definition to determine if a \texttt{Not Null} constraint exists on any attribute (see Section 3.4.1). We maintain the 'nullability' property for each attribute as we construct the FD-graph for the algebraic expression representing the SQL query. Our purpose is to eliminate the possibility of null values for as many determinants as possible, which will then lead to the conversion of lax dependencies into strict ones (see below).

3.3.1.4 Equality conditions

We augment FD-graphs for equality conditions as follows. First, instead of maintaining only real attributes in FD-graphs, we also include (simple) vertices of constant values, which can functionally determine any other (simple) attribute. We denote the set of constants referenced in predicates included in $e$ with the notation $V^A_{\kappa}$. These constants, coloured gray, represent the virtual attributes $\kappa(R)$ in an extended table. Second, we introduce a third type of (undirected) edge (the set of which we denote as $E^E$), which we term an \textit{equivalence edge}, that represents a strict equivalence constraint between two simple vertices. We will continue to maintain strict FD-paths consisting of the edges in $E^F$ and $E^C$ in these cases as well to simplify the dependency maintenance algorithms. We will also require the ability to infer transitive equalities in an FD-graph, as we did for implied functional dependencies:

\textbf{Definition 42 (Strict equivalence-path)}

Consider an FD-graph $G$ and any two vertices $i, j \in V^A$. A strict equivalence-path from $i$ to $j$ is a minimal subgraph $G' = \langle V' \subseteq V^A, E' \subseteq E^E \rangle$ of $G$ such that $i, j \in V'$ and either

1. there exists a strict equivalence edge directly linking $i$ and $j$, i.e. $((i, j) \in E')$, or

2. there exists a vertex $k \in V'$ such that the directed edge $(k, j) \in E'$ and there is an equivalence-path $(i, k)$ in $G'$.

\textbf{Claim 25}

A strict equivalence-path embodies those inference rules that are applicable for strict equivalence constraints. In particular, item (2) embodies inference rule EQ3 (strict transitivity).
3.3.1.5 Lax functional dependencies

The original construction for FD-graphs handled only strict functional dependencies. In our extended implementation of FD-graphs, lax dependencies are represented by edges in the set $E^f$, which have similar characteristics to their strict counterparts in the set $E^f$. Lax dependencies will appear in diagrams of FD-graphs similarly to their strict dependency edges, only they will be labelled with the letter ‘L’.

**Definition 43 (Lax FD-path)**

Consider an FD-graph $G$ and any two vertices $i, j \in V' \equiv (V^A \cup V^C \cup V^R)$. A lax FD-path from $i$ to $j$ is a minimal subgraph $G' = (V' \subseteq (V^A \cup V^C \cup V^R), E' \subseteq (E^f \cup E^f \cup E^c \cup E^r))$ of $G$ such that $i, j \in V'$ and either

1. there exists an edge directly linking $i$ and $j$, i.e. $(i, j) \in E'$, or
2. $j \in V^A \cup V^R$ and there exists a strict FD-path $(i, j)$ in $G'$, or
3. $j \in V^A \cup V^R$ and there exists a vertex $k$, such that either
   (a) $k \in V^A$ and $k$ is definite and the directed edge $(k, j) \in E^f \cup E^f$, or
   (b) $k \in V^R$ such that the directed edge $(k, j) \in E^f$, or
   (c) $k \in V^C$ with definite components $a_1, a_2, \ldots, a_n$ and the directed edge $(k, j) \in E^f \cup E^f$

   and there is a lax FD-path $(i, k)$ in $G'$, or
4. $j$ is a compound vertex with definite components $a_1, a_2, \ldots, a_n$ and there are corresponding $n$ dotted arcs (in the set $E^c$) for each, i.e. $(j, a_1), \ldots, (j, a_n) \in E'$, and $n$ lax FD-paths $(i, a_1), (i, a_2), \ldots, (i, a_n)$ in $G'$, or
5. $j$ is a compound tuple identifier vertex in $V^R$ representing component subexpressions $e_1, e_2, \ldots, e_n$ and there are corresponding $n$ dotted arcs (in the set $E^r$) for each component tuple identifier, i.e. $(k, e_1), (k, e_2), \ldots, (k, e_n) \in E'$, and $n$ lax FD-paths $(i, e_1), (i, e_2), \ldots, (i, e_n)$ in $G'$.

As with strict FD-paths, we term a lax FD-path $(i, j)$ a dotted lax FD-path if all of the outgoing edges of $i$ are dotted, that is, $i$ is a compound vertex and all of its outgoing arcs are in the set $E^c$. Otherwise, the lax FD-path is termed full.

**Claim 26**

A lax FD-path embodies those inference rules that are applicable for lax functional dependencies. In particular,
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- As with strict dependencies, item (1) in Definition 43 above embodies the inference rule for reflexivity (FD1) on compound determinants, as well as encoding the given dependencies:

- Item (2) embodies inference rule FD5 (weakening);

- Each item in (3) embodies the inference rule for lax transitivity (FD7B), and in addition Item (3c) embodies the rule for lax union (FD3B).

- Items (4) and (5) embody rule FD3B (lax union).

3.3.1.6 Lax equivalence constraints

In an FD-graph, lax equivalence constraints are represented by edges in the set $E^e$, whose construction is similar to their strict counterparts in $E^E$. Like lax functional dependencies, lax equivalence edges will appear in diagrams of FD-graphs similarly to their strict counterparts, only they will be labelled with the letter 'L'.

**Definition 44 (Lax equivalence-path)**

Consider an FD-graph $G$ and any two vertices $i, j \in V^A$. A lax equivalence-path from $i$ to $j$ is a minimal subgraph $G' = (V' \equiv V^A, E' \equiv (E^E \cup E^e))$ of $G$ such that $i, j \in V'$ and either

1. there exists an equivalence edge directly linking $i$ and $j$, i.e. $(i, j) \in E'$, or

2. there exists a vertex $k \in V'$ such that the undirected edge $(k, j) \in E^e$ and there is a strict equivalence-path $(i, k)$ in $G'$, or

3. there exists a vertex $k \in V'$ such that the undirected edge $(k, j) \in E^E$ and there is a lax equivalence-path $(i, k)$ in $G'$, or

4. there exists a definite vertex $k \in V'$ such that the undirected edge $(k, j) \in E^e$ and there is a lax equivalence-path $(i, k)$ in $G'$.

**Claim 27**

A lax equivalence-path embodies those inference rules that are applicable for lax equivalence constraints. In particular,

- Item (1) embodies inference rule EQ6 (weakening);

- Items (2), (3), and (4) embody the inference rule for lax transitivity (EQ9A).
3.3.1.7 Null constraints

To model outer joins we introduce an additional type of vertex (in the set $V^J$) and a new set of edges $(E^J)$ to track the origin of a lax functional dependency introduced by an outer join (see Section 3.4.8 below). These new FD-graph components are necessary to enable the discovery of additional strict or lax dependencies when, through query analysis, we can determine that an all-Null row from the outer join's null-supplying side will be eliminated from the query's result.

To complete the mechanism for converting lax dependencies to strict ones, we introduce another value for the 'nullability' property of each null-supplying vertex in $V^A$: 'Pseudo-definite'. This value will be used to mark the nullability of a vertex $v$ when $\eta(p, v)$ is true, meaning that it is only a generated all-Null row that can produce a null value for this attribute; otherwise its values are guaranteed to be definite. Such null-supplying attributes form a null constraint with other pseudo-definite null-supplying attributes (see Definition 38).

Using the null-supplying vertices $V^J$ in an FD-graph, we can define a null-constraint path whose existence models a null constraint between any two attribute vertices in an FD-graph implied by an outer join:

**Definition 45 (Null-constraint path)**

Consider an FD-graph $G$ and any two vertices $i, j \in V^A$. A null-constraint path from $i$ to $j$ is a minimal subgraph $G' = \langle V' \subseteq (V^A, V^J), E' \subseteq E^J \rangle$ of $G$ such that $i, j \in V'^A$ and there exist vertices $m, n \in V^J$ and edges $(m, i)$ and $(n, j)$ in $E'$ and either

1. $m$ and $n$ denote the same vertex in $V^J$, or
2. there is an edge directly linking $m$ and $n$, such that the directed edge $(m, n) \in E'$, or
3. there exist vertices $P \in V^J$ and $k \in V^A$ such that the directed edges $(P, n)$ and $(P, k)$ exist in $E'$ and there is a null-constraint path $(i, k)$ in $G'$.

3.3.1.8 Summary of FD-graph notation

The information represented by an extended FD-graph $G$ for an expression $e$ is the 13-tuple

$$\tau[G] = \langle V^A, V^C, V^R, V^J, E^C, E^F, E^J, E^E, E^r, E^J, \text{nullability()}, \text{colour()} \rangle$$  \hspace{1cm} (3.3)

where
3.3 GRAPHICAL REPRESENTATION OF FUNCTIONAL DEPENDENCIES

- a vertex in $V^A$, labeled $A$ and termed a *simple* vertex, represents an attribute $A$ that stems from a base or derived table expression in $e$;

- a vertex in $V^C$, labeled $X$ (termed a *compound* vertex), with indegree 0, represents the determinant of a strict or lax functional dependency ($f : X \rightarrow A$ or $g : X \rightarrow A$, respectively) in $e$ where $\|X\| > 1$;

- a vertex $v_K \in V^R$ represents the tuple identifier of the expression $e$ (if coloured gray) or some subexpression $e'$ (if coloured black). Three invariants for tuple identifier vertices are:

  1. Every FD-graph must have one, and only one, tuple identifier vertex coloured gray.

  2. Each gray tuple identifier vertex, which denotes a tuple of the result of the expression $e$, functionally determines all white attribute vertices in $V^A$.

  3. No tuple identifier vertex $v \in V^R$ may be the source of a lax dependency edge, part of any equivalence edge in $E^E$ or $E^e$, or the source or target of an edge in $E^J$.

- each vertex in $V^J$ represents a set of attributes that stem from the null-supplying side of an outer join in $e$;

- for every compound vertex $X \in V^C$ there are edges in $E^C$, termed *dotted arcs*, from $X$ to each of its component (simple) vertices $A_1, A_2, \ldots, A_n$ representing the set of strict functional dependencies $X \rightarrow A_k, 1 \leq k \leq n$ in $e$.

- a directed edge in the set $E^F$, termed a *strict full arc*, from a vertex with label $X$ to a vertex with label $Y$ where $X \in (V^A \cup V^R \cup V^C)$ and $Y \in (V^A \cup V^R)$ represents the strict functional dependency $X \rightarrow Y$ in $e$.

- a directed edge in $E^I$, termed a *lax full arc*, from the vertex labeled $X$ to the vertex labeled $Y$ where $X \in (V^A \cup V^C)$ and $Y \in (V^A \cup V^R)$ represents the lax functional dependency $X \rightarrow Y$. Note that tuple identifiers cannot form the determinant of a lax functional dependency.

- an undirected edge in $E^E$, termed a *strict dashed arc*, from the vertex labeled $X$ to the vertex labeled $Y$ where $X \in V^A$ and $Y \in V^A$ represents the strict equivalence constraint $X \equiv Y$ in $e$.

- an undirected edge in $E^e$, termed a *lax dashed arc*, from the vertex labeled $X$ to the vertex labeled $Y$ where $X \in V^A$ and $Y \in V^A$ represents the lax equivalence constraint $X \simeq Y$. 
• for every compound vertex \( K \in V^R \) there are edges in \( E^R \), termed *dotted rowid arcs*, from \( K \) to each of its component tuple identifier vertices \( k_1, k_2, \ldots, k_n \) representing the set of strict functional dependencies \( K \rightarrow k_i, 1 \leq i \leq n \) in \( e \), as well as the single strict dependency \( \{k_1, k_2, \ldots, k_n\} \rightarrow K \). Note that each vertex \( k_i \) can, in turn, be a compound vertex with its own set of edges in \( E^R \).

• there is a directed edge in \( E^J \), termed a *mixed arc*, from the vertex \( v_i \in V^J \) to either:
  1. the vertex labeled \( v \in V^A \) for each attribute \( v \in V^A \) that stems from the null-supplying side of an outer join, or
  2. another vertex \( v_j \in V^J \), where \( v_j \) represents null-supplying attributes from another table referenced in a nested table expression containing a left- or full-outer join (see Figure 3.8).

Furthermore, any subgraph \( G' \) of \( G \) consisting solely of vertices \( V^J \) and edges \( E^J \) forms a tree.

• the function \( \text{nullability}(v) \) has the range \{ *definite, nullable, pseudo-definite* \} and the domain \( V^A \) such that:
  1. the function returns *nullable* if \( v \in V^A \) represents a nullable attribute, or
  2. the function returns *definite* if \( v \) represents a definite attribute, or
  3. the function returns *pseudo-definite* if \( v \) represents an attribute that is definite but for the all-Null row of the null-supplying side of an outer join;

• the function \( \text{colour}(v) \) has the range \{ *white, gray, black* \} and the domain \( V^A \cup V^R \).
  For vertices \( v \in V^R \) the colour of a vertex is
  - gray if the vertex \( v \) represents the tuple identifier of \( e \);
  - black if \( v \) represents a tuple identifier in a subexpression \( e' \) of \( e \).

  For vertices \( v \in V^A \), their colour is
  - white if \( v \) exists in the result of \( e \), that is \( v \) represents a real attribute in the extended table that results from \( e \);
  - gray if \( v \) represents a constant value contained in some predicate or scalar function within \( e \); and
  - black otherwise.
Where convenient, we use $V$ to represent the complete set of vertices in $G[V]$, where $V = V^A \cup V^C \cup V^R \cup V^J$, and we use $E$ to represent the set of edges in $G[E]$, where $E = E^F \cup E^C \cup E^R \cup E^E \cup E^J \cup E^c \cup E^J$. We use the notation $V^A_\kappa$ to represent the set of vertices in $V^A$ that represent constants, which can stem from either $\kappa(C)$ for some predicate $C$ or from $\kappa(\lambda)$, denoting a constant argument to a scalar function $\lambda$.

When referring to individual properties of $\tau(G)$ in the text, we will use the notation $\tau(G)[\text{component}]$ to represent a specific component of $\tau(G)$.

### 3.4 Modelling derived dependencies with FD-graphs

It may be helpful at this point to explain some of the assumptions we make with respect to the algorithms outlined below. First, we assume at the outset that the algebraic expression tree that represents the original SQL query is correctly built and is semantically equivalent to the original expression. Second, we do not consider the naming (or renaming) of attributes to be a problem; each attribute that appears in an algebraic expression tree is qualified by its range variable (in SQL terms the table name or correlation name). Derived columns—for example, $\text{Avg}(A + B)$—are given unique names. We assume the existence of a 1:1 mapping function $\chi$ that when given a vertex $v \in V^A$ will return that vertex's (unique) label, corresponding to the name of that attribute referenced in the query\footnote{See Definition 46 in Section 3.5.} and, vice-versa, when given a name will return that attribute's corresponding vertex $v \in V^A$. Third, to minimize the maintenance of redundant information, we maintain FD-graphs in simplified form. Fourth, in the algorithms below the reader will note that we are neither retaining the closure of an attribute with respect to $\mathcal{F}$, nor are we computing a minimal cover of $\mathcal{F}^+$. We consider either approach to be too expensive. Maier [192] and Ausiello, D'Atri and Saccà [20] both offer proof that finding a minimal cover for $\mathcal{F}$ with less than $k$ edges is $\mathsf{NP}$-complete (Maier references Bernstein's PhD. thesis). Maier also shows that finding a minimal cover with fewer than $k$ vertices is also $\mathsf{NP}$-complete.

Perhaps most importantly, we cannot guarantee that the algorithms below determine all possible dependencies in $\mathcal{F}^+$. Klug [162] showed that given an arbitrary relational algebra expression $e$ it was impossible to determine all the dependencies that held in $e$. Particularly troublesome are the set operators difference and union, as is determining derived dependencies from a join of a projection of a relation with itself (Klug credits Codd with identifying the latter problem). We do claim, however, that the procedures below will derive a useful set of dependencies for a large class of queries.
Figure 3.3: FD-graph for a base table $R(ABCDE)$ with primary key $A$ and unique constraint $BC$. Attribute $B$ is nullable.

3.4.1 Base tables

'Base tables' is the only procedure that creates an FD-graph from scratch; the other procedures analyze the FD-graphs of their inputs and generate a new FD-graph as output. Given an extended base table $R$, the basic idea is to construct an FD-graph $G_R$ with one vertex, coloured white, in the set $V^A$ for each of the attributes in $\alpha(R)$. For brevity we assume that the sets of vertices and edges are initialized to the empty set ($\emptyset$) before FD-graph construction begins.

Once attribute vertices are established, we add additional vertices and edges for any key dependencies in $R$. We first construct a vertex $v_\tau \in V^R$, coloured gray, to represent the tuple identifier of each tuple in $I(R)$, and add strict dependency edges from every attribute vertex in $V^A$ to $v_\tau$. For the primary key of $R$, if one exists, or for any unique indexes defined on $R$, we add strict dependency edges from the vertex representing the primary key or the set of columns in the unique index to $v_\tau$. Note that the determinant could be from either of $V^A$ (if the candidate key is a singleton attribute) or $V^C$ (if compound). Similarly, we add dependency edges for Unique constraints, though if there is at least one nullable attribute reference in the Unique constraint then we make the dependency lax instead of strict. Figure 3.3 depicts an FD-graph for a base table that has both a primary key and a unique constraint.
### 3.4 Modelling Derived Dependencies with FD-Graphs

**Algorithm: BASE-TABLE**

**Purpose:** Construct an FD-graph for table $R(A)$.

**Inputs:** schema for table $R$.

**Output:** FD-graph $G_R$.

**begin**

1. for each attribute $a_i \in A_R$ do
   2. Construct vertex $v_i \in V^A$ corresponding to $\chi(a_i)$;
   3. Colour[$v_i$] ← White;
   4. if $a_i \in A$ is defined as Not Null then
      5. Nullability[$v_i$] ← Definite
   6. else
      7. Nullability[$v_i$] ← Nullable
   8. fi
   9. od;

10. -- Construct tuple identifier vertex $v_R$.
11. $V^R \leftarrow v_R$;
13. for each $v_i \in V^A$ do
14.    $E^F \leftarrow E^F \cup (v_R, v_i)$
15.   od;

16. for each primary key constraint or unique index of $R$ do
17.   -- Let $K$ denote the attributes specified in the constraint or index.
18.   if $K$ is compound then
19.      Construct a vertex $K$ to represent the composite key;
20.     $V^C \leftarrow V^C \cup K$;
21.     for each $v_i \in K$ do
22.        -- Add a dotted edge from $K$ to each of its components.
23.        $E^C \leftarrow E^C \cup (K, v_i)$
24.     od
25.   else
26.     Let $K$ denote an existing vertex in $V^A$
27.     fi;
28.   -- Add a strict edge from $K$ to the tuple identifier of $R$.
29.     $E^F \leftarrow E^F \cup (K, v_R)$
30. od;

31. for each unique constraint defined for $R$ do
32.   -- Let $K$ denote the vertex representing the attributes in the unique constraint.
33.   if $K$ is compound then
34.      Construct a vertex $K$ to represent the composite candidate key;
35.     $V^C \leftarrow V^C \cup K$;
36.     for each $v_i \in K$ do
37.        -- Add a dotted edge from $K$ to each of its components.
38.     od
39.   else
40.     Let $K$ denote the attributes in the unique constraint;
41.     fi;
42.   od;
As mentioned previously, other arbitrary constraints on base tables can be handled as if they constitute a false- or true-interpreted restriction condition on R (see Section 3.2.1).

### 3.4.2 Handling derived attributes

In Section 3.1.4 we described the problem of dealing with derived attributes in an intermediate or final result. To model these dependencies in an FD-graph, we add vertices which represent each derived attribute to the FD-graph as necessary while analyzing each algebraic operator.

Darwen [70, pp. 145] extended his set of relational algebra operators to include extension, which extends a relation R with a derived attribute whose value for any row is the result of a particular function. Our approach, on the other hand, is slightly different. We do not assume that scalar functions or complex arithmetic conditions are added a priori to an intermediate result prior to dependency analysis. In contrast to Darwen we will add derived attributes to an FD-graph as we process each individual algebraic operator. A derived attribute can represent a scalar function in a query's Select list, Group by list, or within a query predicate, which could be part of a Where clause, Having clause, or On condition.

Consider an idempotent function λ(X) that produces a derived attribute Y and hence implies that the strict functional dependency X → Y holds in the operator's result R'. The following procedure can be used by any of the procedures of the other operators to add the dependencies for a derived attribute to an FD-graph. Note that we assume in all
cases that $\lambda$ can return \texttt{Null}, regardless of the characteristics of its inputs. An optimization would be to make the setting of \textit{nullability} dependent upon the precise characteristics of each function $\lambda$. The test for an exact match (line 63) ensures that two or more instances of any function $\lambda$ are considered equivalent only if their parameters match exactly; otherwise they are considered unequal. Also note that we intentionally do not attach a attribute $Y$—doing so is the responsibility of the calling procedure, and can differ depending upon whether $\lambda$ is a real attribute (in $\alpha(R')$ and coloured white), or a virtual attribute (in $\rho(R)$ and coloured black).

58 Procedure: EXTENSION
59 Purpose: Modify an FD-graph to consider $X \rightarrow \lambda(X)$.
60 Inputs: FD-graph $G$; set of attributes $X$; new attribute $Y \equiv \lambda(X)$; tuple id $u_k$.
61 Output: modified FD-graph $G$.
62 begin
63 if $\chi(\lambda(X)) \in V^A$ then
64 $\quad$ Let $Y \leftarrow \chi(\lambda(X))$
65 else
66 $\quad$ Construct vertex $Y \in V^A$ to represent $\lambda(X)$;
67 $\quad$ $V^A \leftarrow V^A \cup Y$;
68 $\quad$ $E^F \leftarrow E^F \cup (u_k, Y)$;
69 fi
70 \hspace{1em} -- Assume the function $\lambda(X)$ can return a null value.
71 Nullability[$Y$] $\leftarrow$ Nullable;
72 for each constant value $\kappa \in X$ do
73 $\quad$ Construct a vertex $\chi(\kappa) \in V^A$;
74 $\quad$ $V^A \leftarrow V^A \cup \chi(\kappa)$;
75 $\quad$ Colour[$\chi(\kappa)$] $\leftarrow$ Gray;
76 $\quad$ if $\kappa$ is the null value then
77 $\quad$ Nullability[$\chi(\kappa)$] $\leftarrow$ Nullable
78 $\quad$ else
79 $\quad$ Nullability[$\chi(\kappa)$] $\leftarrow$ Definite
80 fi
81 od;
82 if $|X| > 1$ then
83 \hspace{1em} -- Construct the compound attribute $P$ to represent the set of attributes $X$.
84 Construct vertex $P \in V^C$ to represent the set $\{X\}$;
85 $V^C \leftarrow V^C \cup P$;
86 for each $v \in X$
87 \hspace{1em} -- Add the dotted edges for the new compound vertex.
88 $\quad$ $E^C \leftarrow E^C \cup (P, \chi(v))$
89 od
90 $E^F \leftarrow E^F \cup (P, Y)$
else
\[ E^F \leftarrow E^F \cup (X, Y) \]
fi;
return \( G \)
end.

### 3.4.3 Projection

The projection operator can both add and remove functional dependencies to and from the set of dependencies that hold in its result. Figure 3.4 illustrates an FD-graph with strict functional dependencies \( A \rightarrow \iota(R), \iota(R) \rightarrow ABCDE, \) and \( BC \rightarrow F \) and with attribute \( C \) projected out. The simple attribute vertex representing \( C \) is simply coloured black to denote its change from a real attribute to a virtual attribute, mirroring the semantics of both the projection and distinct projection operators.

If the projection includes the application of a scalar function \( \lambda \), then the algorithm calls the EXTENSION procedure described above to construct the vertex representing its result, and also to construct a compound vertex of its parameters if there is more than one.

If the projection operator eliminates duplicates (i.e. the algebraic \( \pi_{\text{Distinct}} \) or in SQL \textit{Select Distinct}) then we create a new tuple identifier \( v_P \in V^R \) to represent the distinct rows in the result. In this case, the entire projection list can be treated as a candidate superkey of \( e \), generating a strict key dependency since in SQL duplicate elimination via projection treats null values as equivalent 'special values' in each domain. If the number of attributes in the result exceeds one, we need to construct a new compound attribute \( P \), made up of those simple vertices \( V^A \) coloured white in \( G \). Finally, we construct a strict dependency between \( P \) and \( v_P \) to represent the superkey of this derived table. Note that even with the construction of these additional vertices, information about existing candidate keys that survive the projection operation is not lost. An existing superkey in \( G \) will continue to transitively determine all the other attributes in \( G \), and therefore will also functionally determine the new superkey of \( G' \) (see Figure 3.5).

---

**Procedure: Projection**

**Purpose:** Modify an FD-graph to consider \( Q = \pi[A](e) \).

**Inputs:** FD-graph \( G \) for expression \( e \); set of attributes \( A \).

**Output:** FD-graph \( G_Q \).

**begin**

\( v_I \leftarrow v \in V^R \) such that Colour[\( v \)] is Gray;

**end**
for each attribute \( a_i \in A \) in the projection do
    if \( a_i \) is a function \( \lambda(X) \) then
        call \( \text{Extension}(G_Q, X, a_i, v_I) \);
        \( \text{Colour}[\chi(a_i)] \leftarrow \text{White} \)
    fi
od;
for each white vertex \( v_i \in V^A[G_Q] \) do
    if \( \chi(v_i) \) is not in \( A \) then
        \( \text{Colour}[v_i \in V^A] \leftarrow \text{Black} \)
    fi
od;
if duplicates are to be eliminated then
    \( \text{Colour}[v_I] \leftarrow \text{Black} \);
    \(-- \text{Add the new tuple id vertex to represent a tuple in the derived result.}\)--
    Construct vertex \( v_P \in V^R \) as a tuple identifier:
    \( V^R \leftarrow V^R \cup v_P \);
    \( \text{Colour}[v_P] \leftarrow \text{Gray} \);
for each vertex \( v_i \in V^A[G_Q] \) do
    if \( \text{Colour}[v_i] \) is White then
        \( E^F \leftarrow E^F \cup (v_P, v_i) \)
    fi
od;
if \( |A| > 1 \) then
    \(-- \text{Add the candidate key consisting of all projection attributes to } V^C. \)--
Figure 3.5: Development of an FD-graph for projection with duplicate elimination, using the example from Figure 3.4. Note that attribute A, by transitivity, still represents a superkey of the result by functionally determining the result's tuple identifier.
3.4 MODELLING DERIVED DEPENDENCIES WITH FD-GRAPHS

127 Construct vertex \( P \in V^C \rightarrow \{A\}; \)
128 \( V^C \rightarrow V^C \cup P; \)
129 \( \quad \text{-- Add the dotted edges for the new compound vertex.} \)
130 \textbf{for each} \( v_i \in P \)
131 \( E^C \rightarrow E^C \cup (P, v_i); \)
132 \textbf{od};
133 \( E^F \rightarrow E^F \cup (P, v_P) \)
134 \textbf{else}
135 \( E^F \rightarrow E^F \cup (A, v_P) \)
136 \textbf{fi}
137 \textbf{fi};
138 \textbf{return} \( G_Q \)
139 \textbf{end}

3.4.4 Cartesian product

Figure 3.6 illustrates the FD-graph formed to represent the Cartesian product of extended table \( R \) with real attributes \( ABCDE \), whose FD-graph appears in Figure 3.3, and extended table \( T \) with real attributes \( MNPQ \) and primary key \( MN \). Note from the resulting FD-graph that two superkeys, namely \( \{MNA\} \) and \( \{MNBC\} \), can be inferred from the FD-graph. The latter is a lax superkey because \( BC \) constitutes a unique constraint in \( R \). However, subsequent discovery of a null-intolerant predicate in a \textbf{Where} or \textbf{Having} clause will trigger the conversion of lax dependencies to strict ones, and if so then \( MNBC \) still has the possibility of forming a strict candidate key (see Section 3.4.5 below).

An optimization to this algorithm, though omitted in this thesis, is to recognize that if we can guarantee that either of the inputs can have at most one tuple then constructing a combined tuple identifier vertex is unnecessary.

140 \textbf{Procedure:} \textsc{cartesian-product}
141 \textbf{Purpose:} Construct an FD-graph for \( Q = R \times T \).
142 \textbf{Inputs:} FD-graphs \( G_R \) and \( G_T \).
143 \textbf{Output:} FD-graph \( G_Q \).
144 \textbf{begin}
145 \textbf{Merge} graphs \( G_R \) and \( G_T \) into \( G_Q \);
146 \( \quad \text{-- Add a new tuple id vertex to represent a tuple in the derived result.} \)
147 Construct vertex \( v_K \in V^R \) as a tuple identifier;
148 \( V^R \rightarrow V^R \cup v_K; \)
149 \textbf{Colour} \( v_K \) \( \rightarrow \) \textbf{Gray};
(a) FD-graph for\[\pi_{A[U]}[M, N, P, Q](T)\].

(b) FD-graph for\[Q = \pi_{A[U]}[A, B, C, D, E, M, N, P, Q](R \times T)\].

**Figure 3.6:** Development of an FD-graph for the Cartesian product operator.
3.4.5 Restriction

The algebraic restriction operator $R' = \sigma[C](R)$ is used for both Where and Having clauses (see Section 2.3.1.4). Restriction is one operator that can only add strict functional dependencies to $\mathcal{F}$; it cannot remove any existing strict dependencies.

Extension. If we detect a scalar function $\lambda(X)$ during the analysis of a Where clause, then we call the EXTENSION procedure to construct a vertex to represent $\lambda(X)$ and the (strict) functional dependency $X \rightarrow \lambda(X)$ in the FD-graph. Since $\lambda(X)$ is a virtual attribute in $\rho(R')$, we colour its vertex black.

Conversion of lax dependencies. In the algorithm below we assume that each conjunct of the restriction predicate is false-interpreted. In this case, any Type 1 or Type 2 equality condition concerning an attribute $v$ will automatically eliminate any tuples from the result where $v$ is the null value. Hence any algebraic operator higher in the expression tree can be guaranteed that $v$ cannot be Null. Consequently we can mark $v$ as definite in the FD-graph, and we can do so transitively for any other attribute equated to $v$. The following sub-procedure, SET DEFINITE, appropriately marks vertices in the set $V^A$ as definite, and does so transitively using the temporary set $S$. The temporary vertex characteristic 'Visited' ensures that no attribute vertex is considered more than once.

158 Procedure: SET DEFINITE
159 Purpose: Mark each vertex in the closure of equality conditions as definite.
160 Inputs: FD-graph $G$.
161 Output: Modified FD-graph $G$.
162 begin
163 $S \leftarrow \emptyset$;
164 for each $v_i \in V^A$ do
165 Visited[$v_i$] $\leftarrow$ False;
166 if Nullibility[$v_i$] is Definite then
167 $S \leftarrow S \cup v_i$
while $S \neq \emptyset$ do
    select vertex $v_i$ from $S$;
    $S \leftarrow S - v_i$;
    Visited[$v_i$] $\leftarrow$ True;
    $D \leftarrow$ Mark Definite($v_i$);
    for each $v_j \in D$ do
        Nullability[$v_j$] $\leftarrow$ Definite;
        if Visited[$v_j$] is False then
            $S \leftarrow S \cup v_j$
        fi
    od
od;
return $G$
end

The Mark Definite procedure below returns a set $D$ of related attributes that can be treated as definite due to the existence of a strict equality constraint between each attribute in $D$ and the input parameter, vertex $v$. The test for vertex colour ensures that we do not attempt to mark a vertex in $V^K_\theta$ representing a Null constant as definite.

Procedure: Mark Definite
Purpose: Construct a set of vertices that can be considered definite.
Inputs: FD-graph $G$, vertex $v$.
Output: A set $D$ consisting of those vertices related to $v$ that can be made definite.

begin
$D \leftarrow \emptyset$;
for each $v_i \in V^A$ such that $(v, v_i) \in E^F$ do
    if Nullability[$v_i$] is not Definite and Colour[$v_i$] is not Gray then
        $D \leftarrow D \cup v_i$
    fi
od;
return $D$
end
3.4 MODELLING DERIVED DEPENDENCIES WITH FD-GRAPHS

We can convert any lax dependencies or equivalence constraints into strict ones once we can determine that both the left- and right-hand sides of the constraint cannot be Null. The following sub-procedure, CONVERT DEPENDENCIES, transforms lax dependencies or equivalence constraints between any two vertices that represent definite values into strict ones. In the case of composite determinants, we check that each of the individual component vertices that constitute the determinant are marked definite.

197  **Procedure**: CONVERT DEPENDENCIES
198  **Purpose**: Convert lax dependencies and equivalence constraints into strict ones.
199  **Inputs**: FD-graph $G$.
200  **Output**: Modified FD-graph $G$.
201  **begin**
202    for each edge $(v_i, v_j) \in E^f$ do
203       -- Note that vertex $v_j$ can only exist in $V^A \cup V^R$.
204       if $v_i \in V^A$ and Nullability[$v_i$] is Definite then
205         if $v_j \in V^R$ then
206            $E^f' := E^f' - (v_i, v_j)$;
207            $E^F := E^F \cup (v_i, v_j)$
208         else
209            if $v_j \in V^A$ and Nullability[$v_j$] is Definite then
210              $E^f' := E^f' - (v_i, v_j)$;
211              $E^F := E^F \cup (v_i, v_j)$
212            if $(v_i, v_j) \in E^e$ then
213              $E^e := E^e - (v_i, v_j)$;
214              $E^E := E^E \cup (v_i, v_j)$
215            fi
216            fi
217        fi
218    else
219      if $v_i \in V^C$ then
220         if $\exists v_k$ such that $(v_i, v_k) \in E^C$ and Nullability[$v_k$] is not Definite then
221            continue
222         fi
223      if $v_j \in V^R$ then
224        $E^f' := E^f' - (v_i, v_j)$;
225        $E^F := E^F \cup (v_i, v_j)$
226      else
227         if $v_j \in V^A$ and Nullability[$v_j$] is Definite then
228            $E^f' := E^f' - (v_i, v_j)$;
229            $E^F := E^F \cup (v_i, v_j)$
230         fi
The \texttt{RESTRICTION} procedure assumes that the given restriction predicate is in conjunctive normal form, and immediately eliminates all disjunctive clauses. For each remaining Type 1 or Type 2 condition, the procedure adds the necessary vertices if they do not already exist, marks the vertices as definite, and adds the appropriate (strict) dependency and equivalence edges. In the last two steps of the procedure, the sub-procedures \texttt{SET DEFINITE} and \texttt{CONVERT DEPENDENCIES} are called to first mark those vertices in $V^A$ that are guaranteed to be definite through transitive strict equivalence constraints, and second to convert lax dependencies and equivalence constraints into strict ones if both their determinants and dependents cannot be \texttt{Null}.

\begin{verbatim}

Procedure: \texttt{RESTRICTION}
Purpose: Construct an FD-graph for $Q = \sigma[C](R)$.
Inputs: FD-graph $G$; restriction predicate $C$.
Output: FD-graph $G_Q$.

begin
    copy $G$ to $G_Q$;
    separate $C$ into conjuncts: $C' = P_1 \land P_2 \land \ldots \land P_n$;
    for each $P_i \in C'$ do
        if $P_i$ contains an atomic condition not of Type 1 or Type 2 then
            delete $P_i$ from $C'$
        else if $P_i$ contains a disjunctive clause then
            delete $P_i$ from $C'$
        fi
    fi
    return $G_Q$ fi

end
\end{verbatim}
Colour[\chi(v)] ← Black

- - This condition will eliminate all null values of v.

Nullability[\chi(c)] ← Definite;

Nullability[\chi(v)] ← Definite;

Colour[\chi(c)] ← Gray;

E^F ← E^F \cup (\chi(v), \chi(c)) \cup (\chi(c), \chi(v));

E^E ← E^E \cup (\chi(v), \chi(c))

else

- - Component P, is a Type 2 condition (v_1 = v_2).

if v_1 is a function \lambda(X) then

  call Extension(G_Q, X, v_1, v_K);

  Colour[\chi(v_1)] ← Black

fi;

if v_2 is a function \lambda(X) then

  call Extension(G_Q, X, v_2, v_K);

  Colour[\chi(v_2)] ← Black

fi

- - This condition will eliminate all null values of both v_1 and v_2.

Nullability[\chi(v_1)] ← Definite;

Nullability[\chi(v_2)] ← Definite;

E^F ← E^F \cup (\chi(v_1), \chi(v_2)) \cup (\chi(v_2), \chi(v_1));

E^E ← E^E \cup (\chi(v_1), \chi(v_2))

fi

od;

Call SetDefinite(G_Q);

Call ConvertDependencies(G_Q);

return G_Q

end

Handling true-interpreted predicates. In the algorithm above, we presented only the pseudo-code for analyzing false-interpreted predicates. In cases where the restriction condition contains one or more conjunctive true-interpreted Type 1 or Type 2 conditions, the pseudo-code would be nearly identical but for a modification to generate lax dependencies and equivalence constraints instead of strict ones. Essentially the main loop from lines 255 through 284 would be repeated, with:

- the lines which set each vertex’s nullability characteristic to ‘definite’ removed (lines 263, 264, 279, and 280); and
• lines which add strict functional dependencies (lines 266 and 281) and strict equivalence constraints (lines 267 and 282) changed to add lax functional dependencies and equivalence constraints, respectively.

The existence of a true-interpreted predicate will not alter the validity of any strict dependency or equivalence constraint previously discovered, nor does it affect the logic of the procedures Set Definite or Convert Dependencies.

3.4.6 Intersection

The FD-graph $G_Q$ representing the intersection of extended tables $S$ and $T$ is constructed by performing a union of the FD-graphs for $S$ and $T$ and adding equivalence and strict dependency edges between the corresponding white vertices of their inputs, which correspond to the select list items of each query specification (see Figure 3.7). We assume that the merging of the two FD-graphs results in a graph where all attributes are uniquely named. We arbitrarily denote attributes from $S$ to constitute the result of the intersection, and colour black all white attributes from $T$ to model their inclusion as virtual attributes in $Q$.

To represent a tuple in the instance $I(Q)$, we arbitrarily choose the tuple identifier of $S$, and add strict dependency edges between the two tuple identifier vertices of the inputs. The tuple identifier of $T$ is coloured black. With this construction, if a complete simple or composite candidate superkey is present in either input, then that key becomes a superkey of the result (as per Corollary 1 on page 80).

Finally, we mark as pseudo-definite any vertex representing a real attribute of $S$ if it or its corresponding attribute in $T$ is pseudo-definite, since there exists a strict equivalence constraint between each attribute pair and by the semantics of intersection the corresponding values of each attribute pair are identical. Moreover, the procedure Set Definite may now be able to exploit these strict equivalence constraints to mark either of these corresponding vertices as definite. Set Definite can also exploit the existence of other strict equivalence constraints in either input to mark some subset of the attributes in $sch(Q)$ as definite. Subsequently, we may be able to convert lax functional dependencies and lax equivalence constraints to strict ones in a manner identical to that for the restriction operator.

---

23 Recall the invariant that there must be one, and only one, tuple identifier vertex in $V^R$ coloured gray in an FD-graph.
Figure 3.7: Development of an FD-graph for the Intersection operator. Note that the vertex representing $A$ denotes a superkey of the result.
Procedure: INTERSECTION

Purpose: Construct an FD-graph for \( Q = S \cap T \).

Inputs: FD-graphs \( G_S \) and \( G_T \).

Output: FD-graph \( G_Q \).

begin

Merge graphs \( G_S \) and \( G_T \) into \( G_Q \):

\[ v_S \leftarrow v \in V^R[G_S] \text{ such that Colour}[v] \text{ is Gray}; \]

\[ v_T \leftarrow v \in V^R[G_T] \text{ such that Colour}[v] \text{ is Gray}; \]

\[ E^F \leftarrow E^F \cup (v_S, v_T) \cup (v_T, v_S); \]

Colour[\( v_T \)] \leftarrow Black;

\[ \text{-- Establish equivalences between the white vertices in } G_T \text{ and } G_S. \]

for each white vertex \( v_k \in V^A[G_T] \) do

\[ \text{-- Let } v_i \text{ denote the corresponding white attribute from } G_T \text{ in } G_Q. \]

\[ \text{-- Let } v_j \text{ denote the union-compatible white attribute from } G_S \text{ in } G_Q. \]

\[ E^F[G_Q] \leftarrow E^F[G_Q] \cup (v_i, v_j) \cup (v_j, v_i); \]

\[ E^E[G_Q] \leftarrow E^E[G_Q] \cup (v_i, v_j); \]

Colour[\( v_i \)] \leftarrow Black;

if Nullability[\( v_i \)] is Pseudo-definite and Nullability[\( v_j \)] is Nullable then

Nullability[\( v_j \)] \leftarrow Pseudo-definite

fi;

if Nullability[\( v_j \)] is Pseudo-definite and Nullability[\( v_i \)] is Nullable then

Nullability[\( v_i \)] \leftarrow Pseudo-definite

fi

od;

Call SetDefinite(\( G_Q \));

Call ConvertDependencies(\( G_Q \));

return \( G_Q \)
end

3.4.7 Grouping and Aggregation

As described in Section 2.3 we model SQL's group-by operator with two algebraic operators. The partition operator, denoted \( G \), produces a grouped table as its result with one tuple per distinct set of group-by attributes. Each set of values required to compute any aggregate function is modelled as a set-valued attribute. The grouped table projection operator, denoted \( P \), projects a grouped table over a Select list composed of group-by attributes and aggregate function applications. Projection of a grouped table differs from an 'ordinary' projection in that it must deal not only with atomic attributes (those in
the Group by list) but also the set-valued attributes used to compute the aggregate functions.

### 3.4.7.1 Partition

The algorithm begins with creating a new tuple identifier \( v_K \) to represent each tuple in the partition; the tuple identifier of the original input \( v_I \), now a virtual attribute in \( \rho(Q) \), is coloured black. Subsequently, the EXTENSION procedure is called to create additional vertices for any scalar functions \( \lambda(X) \) present in the group-by list. These new attributes are coloured white since they are real attributes in the extended table \( Q \) that results from the partition. Thereafter the algorithm colours black any vertex that does not represent a real attribute—that is, a group-by attribute or a set-valued attribute required for one or more aggregate functions—to denote its assignment to \( \rho(Q) \). Finally, we create a superkey \( K \) consisting of the entire group-by list (if one exists) which forms the determinant of the set of strict functional dependencies for each of the set-valued attributes. If there already exists a superkey vertex \( X \) in the input—for example, the Group by clause contains the primary key(s) of the input base table(s)—then it follows that \( X \subseteq K \) and consequently we trivially have \( X \rightarrow K \) and \( K \rightarrow X \). These other keys will then infer \( K \), and consequently the FD-graph reflects all of the valid superkeys.

In Claim 22 (see page 83) we noted that a special case of partition is when the set \( A^G \) is empty, corresponding to a missing Group by clause in an aggregate ANSI SQL query. In this case, the result must consist of a single tuple containing one or more set-valued attributes containing the values required by each aggregation function \( f \in F \). In this case, we model the key of the result by using a constant attribute. To ensure that we do not infer erroneous transitive dependencies or equivalence constraints from this constant, we assume that the value of the constant is definite and unique across the entire database instance (and hence unequal to any other constant discovered during dependency analysis). We assume the existence of a generating function \( \Psi() \) that produces such a unique value when required.

---

**Procedure: Partition**

**Purpose:** Construct an FD-graph for \( Q = G[A^G, A^A](R) \).

**Inputs:** FD-graph \( G \); \( n \) grouping attributes \( A^G \);

\( m \) set-valued attributes \( A^A \).

**Output:** FD-graph \( G_Q \).

**begin**

- copy \( G \) to \( G_Q \);
- **-- Add a new tuple id vertex to represent a tuple in \( I(Q) \).**
- \( v_I \leftarrow v \in V^R \) such that Colour[\( v \)] is Gray;

---
Colour[v₁] ← Black;

Construct vertex vₖ ∈ Vᵣ as a tuple identifier;
Vᵣ ← Vᵣ ∪ vₖ;
Colour[vₖ] ← Gray;

--- Establish group-by attributes.

for each aᵢᵣ ∈ Aᵣ do
  if aᵢᵣ is a scalar function λ(X) then
    --- Construct the new vertex to represent the function's result.
    call Extension(G_Q, X, aᵢᵣ, vᵢ);
    Colour[χ(aᵢᵣ)] ← White;
  fi
od;

--- Establish a dependency with vₖ for each group-by and set-valued attribute.

for each white vertex vᵢ ∈ Vᵃ[G_Q] do
  if χ(vᵢ) ∈ Aᵣ then
    Eᶠ ← Eᶠ ∪ (vₖ, vᵢ)
  else if χ(vᵢ) ∈ Aᵃ then
    --- Construct set-valued vertex vₛ to represent vᵢ.
    Vᵃ ← Vᵃ ∪ vₛ;
    Colour[vₛ] ← White;
    Nullability[vₛ] ← Nullability[vᵢ];
    Eᶠ ← Eᶠ ∪ (vₖ, vₛ);
    Colour[vᵢ] ← Black
  else
    Colour[vᵢ] ← Black
  fi
od;

if Aᵣ ≠ ∅ then
  --- Construct a superkey consisting of all grouping attributes.
  if ∥Aᵣ∥ > 1 then
    Construct compound vertex K to represent the set {Aᵣ};
    Vᶜ ← Vᶜ ∪ K;
    for each χ(vᵢ) ∈ Aᵣ do
      Eᶜ ← Eᶜ ∪ (K, vᵢ)
    od
  else
    Let K ← χ(aᵢᵣ)
    Eᶠ ← Eᶠ ∪ (K, vₖ)
  else
    --- Construct a candidate key of the result using the constant N().
    Construct vertex K to represent the value N();
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\[ V^A \leftarrow V^A \cup K; \]
\[ \text{Colour}[K] \leftarrow \text{Gray}; \]
\[ \text{Nullability}[K] \leftarrow \text{Definite}; \]
\[ E^F \leftarrow E^F \cup (K, v_K) \]
\[ \text{fi} ; \]
\[ \text{return } G_Q \]
\[ \text{end} \]

3.4.7.2 Grouped table projection

The projection of a grouped table, denoted \( P \), projects a grouped table over the set of grouping columns and represents the computation of any aggregate functions over one or more set-valued attributes. The Grouped Table Projection algorithm below computes the derived dependencies that hold in the result of \( Q = P[A^G, F[A^A]](R) \). As described earlier, the number of tuples in \( Q \) is identical to the number of tuples in the extended grouped table \( R \), hence no tuple identifier modifications are necessary. Set-valued attributes do not themselves appear in the projection; only grouping columns or the result of an aggregate function \( f_i \) can appear as real attributes in the result, and hence these input attributes are coloured black. Each aggregate function in the result is created by extending \( Q \) through a call to the Extension procedure; the resulting vertex is coloured white to represent its membership in \( \alpha(Q) \).

Procedure: Grouped Table Projection

Purpose: Construct an FD-graph for \( Q = P[A^G, F[A^A]](R) \).

Inputs: FD-graph \( G \): \( n \) grouping attributes \( A^G \);

\( m \) set-valued attributes \( A^A \), \( k \) aggregate functions.

Output: FD-graph \( G_Q \).

begin

copy \( G \) to \( G_Q \);
\[ v_K \leftarrow v \in V^R \text{ such that Colour}[v] \text{ is Gray}; \]
\( \text{-- Colour black all set-valued attributes that cannot exist in the projection.} \)
for each white vertex \( v_i \in V^A \) do
  if \( \chi(v_i) \notin A^G \) then
    \( \text{-- } v_i \text{ is a set-valued aggregation attribute, which cannot be in the result.} \)
    Colour[\( v_i \)] \leftarrow \text{Black}
fi
od;
for each \( f_i \in F \mid 1 \leq i \leq k \) do
  \( \text{-- Construct a vertex } Y \text{ to represent } f_i(A^A) \text{ and} \)
-- make its set-valued input parameters its determinant.
call Extension($G_Q, A^A_j,Y, \nu_K$);
Colour[$Y$] ← White;
if $f_i$ = 'Count' or 'Count Distinct' then
  Nullability[$Y$] ← Definite
else
  Nullability[$Y$] ← Nullable
fi
od:
return $G_Q$
end

3.4.8 Left outer join

As mentioned previously in Section 3.3.1.7, for left outer joins we require a mechanism to group the attributes from the null-supplying side of an outer join so that once a null-intolerant WHERE clause predicate is discovered, all of the lax dependencies and lax equivalence constraints amongst the pseudo-definite attributes in the group—which form a null constraint—can be converted to strict dependencies and equivalence constraints. To group null-supplying attributes together, we utilize a hypervertex in $V^J$ with mixed edges in $E^J$ to each of its component vertices. In the case of nested outer joins, an edge in $E^J$ may connect two vertices in $V^J$ (see Figure 3.8). These edges form a tree of vertices in $V^J$, which represent each level of nesting in much the same way Bhargava, Goel, and Iyer [34] use levels of binding to determine the candidate keys of the results of outer joins$^{24}$.

Example 22
Consider the FD-graph pictured in Figure 3.9. The FD-graph illustrates the functional dependencies that hold in the result of the expression

$$Q = R_\alpha_{\pi_{All}[W, X, A, B]}(T \xrightarrow{P} S)$$

(3.4)

---

$^{24}$ For full outer joins each side of the join will be represented by a separate instance of a vertex in $V^J$; see Section 3.4.9.
over extended tables $T$ and $S$ with real attributes $WXYZ$ and $ABCDE$ respectively and where predicate $p$ consists of the conjunctive condition $T.X = S.B \land T.Z = S.A$, which corresponds to the SQL statement

Select $W, X, A, B$
From $R_o(T)$ Left Outer Join $R_o(S)$ On $(T.X = S.B \text{ and } T.Z = S.A)$

where $XY$ is the primary key of $T$ and $A$ is the primary key of $S$. Note the existence of the lax functional dependency $A \rightarrow Z$ and its corresponding lax equivalence constraint $A \simeq Z$, due to the fact that $S$ is the null-supplying table. Note also that $A \rightarrow BCDE$ remains reflected as four strict dependencies since $A$ is a primary key and hence cannot be Null. The strict dependency $B \rightarrow D$ has been transformed from a lax dependency in the input; the conjunctive predicate $T.X = S.B$ in the On condition ensures that the generation of an all-Null row cannot violate $B \rightarrow D$ even though $B$ is nullable in extended table $S$. 

Figure 3.8: Summarized FD-graph for a nested outer join modelling the expression $Q = R \overset{P_1}{\rightarrow} (S \overset{P_2}{\rightarrow} (T \overset{P_3}{\rightarrow} W))$. Each vertex that represents a null-supplying side groups null-supplying attributes together. Furthermore, there exists a directed edge in $E'$ from each nested null-supplying vertex to a vertex representing its 'parent' table expression.
Figure 3.9: Resulting FD-graph for the left outer join in Example 22. Note the four different types of edges: solid edges denote functional dependencies, dotted edges link compound nodes to their components, dashed edges represent equivalence constraints, and mixed edges group attributes from a null-supplying side of an outer join. Note that the lax dependency $B \rightarrow D$, which stemmed from the nullable determinant $B$, has been converted to a strict dependency due to the null-intolerant predicate in the outer join's ON condition.
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3.4.8.1 Algorithm

The algorithm below accepts three inputs: the two FD-graphs corresponding to the inputs (preserved table $S$, null-supplying table $T$) of the left outer join, and the outer join’s On condition $p$. The algorithm’s logic can be divided into five distinct parts:

1. Graph merging and initialization (lines 410 to 430): the two input graphs are merged into a single graph $G_Q$ that represents the dependencies and equivalences that hold in the result. A new tuple identifier vertex $v_K$ is created to represent a derived tuple in the outer join’s result, and a null-supplying vertex $J$ is created to link the attributes on the null-supplying side of the left outer join. The algorithm also assumes that attributes are appropriately renamed to prevent logic errors due to duplicate names, and to simplify the exposition we assume that the On condition does not contain any scalar functions, although we could easily extend the algorithm to do so. The algorithm for right outer join is symmetric with the one for left, simply by interchanging the two inputs.

2. Dependency and constraint analysis for the null-supplying table (lines 431 to 472): strict dependencies that hold in $T$ are analyzed to determine if they can hold in $I(Q)$, or if they must be ‘downgraded’ to a lax dependency because their determinant can be wholly $\text{Null}$, as per Lemma 7. As mentioned above, the algorithm relies on a function $\eta$, which is assumed to exist, to determine whether or not the left outer join’s On condition can be satisfied if a given attribute can be $\text{Null}$. Lax dependencies that hold in $T$ can also be converted to strict dependencies if the conditions specified in Lemma 8 hold. Moreover, lax equivalence constraints $e : X \simeq Y$ will continue to hold in $Q$. However, if the possibility of null values for $X$ and $Y$ are eliminated but for the all-$\text{Null}$ row—that is, both $\eta(p, X)$ and $\eta(p, Y)$ return true—then $e$ can be ‘upgraded’ to a strict equivalence constraint.

3. Generation of lax dependencies implied by the On condition (lines 473 to 516): following the analysis outlined in Section 3.2.9.2, the algorithm generates a valid subset of the lax and strict dependencies implied by null-intolerant conjunctive equality predicates in the On condition. The logic within this section is quite similar to that outlined in the RESTRICTION algorithm. A strict dependency will only result from a Type 2 condition involving two attributes from the null-supplying table; otherwise all of the generated dependencies constructed in this portion of the algorithm are lax dependencies.

4. Construction of strict dependencies implied by the On condition (lines 517 to 533): following the analysis outlined in Section 3.2.9.2, the algorithm generates the strict
dependencies $g : \alpha_S(p) \rightarrow z$ between the set of preserved attributes referenced in $p$ and each $z \in Z$, the set of null-supplying attributes included in null-intolerant conjunctive equality predicates in the 0n condition (see Theorem 3). The dependent set $Z$ is constructed as a side-effect of the 0n condition analysis done in the previous step.

5. Marking attributes nullable (lines 534 to 541): finally, all null-supplying attributes must be marked as either nullable or pseudo-definite to correspond to the possible generation of an all-Null row in the result.

We have simplified the algorithm below to ignore the existence of (1) is null predicates. (2) any other null-tolerant condition, or (3) scalar functions $\lambda(X)$ in $p$. However, the algorithm can be easily extended to include such support, or to derive additional strict or lax dependencies depending upon the sophistication of the analysis on the 0n condition predicate $p$.

```
Procedure: LEFT OUTER JOIN
Purpose: Construct an FD-graph for $Q = S \rightarrow^p T$.
Output: FD-graph $G_Q$.

begin
Merge graphs $G_S$ and $G_T$ into $G_Q$;
-- Add a new tuple id vertex to represent a tuple in the derived result.
Construct vertex $v_K \in V^R$ as a tuple identifier:
$V^R \leftarrow V^R \cup v_K$;
Colour[$v_K$] \leftarrow Gray;
$v_S \leftarrow v \in V^R[G_S]$ such that Colour[$v$] is Gray;
$E^R \leftarrow E^R \cup (v_K, v_S)$
Colour[$v_S$] \leftarrow Black;
$v_T \leftarrow v \in V^R[G_T]$ such that Colour[$v$] is Gray;
$E^R \leftarrow E^R \cup (v_K, v_T)$
Colour[$v_T$] \leftarrow Black;
-- Construct an outer join vertex $J$ to represent null-supplying attributes in $G_T$.
$V^J[G_Q] \leftarrow V^J[G_Q] \cup J$;
for each $v_i \in V^A[G_T]$ do
if $\beta(v_j, v_i) \in E^J[G_T]$ for any $v_j \in V^J[G_T]$ then
$E^J \leftarrow E^J \cup (J, v_i)$
fi
od;
for each $v_j \in V^J[G_T]$ such that $\beta v_k \in V^J \mid (v_j, v_k) \in E^J$ do
$E^J \leftarrow E^J \cup (v_j, J)$
```
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```plaintext
od :
  -- Determine those equivalences and dependencies from \( T \) that still hold in \( Q \).
  for each strict dependency edge \((v_i, v_j) \in E^F\) do
    if \( v_j \notin V^A[G_T] \cup V^R[G_T] \) then continue fi :
    if \( v_i \in V^R[G_T] \) then continue fi :
      if \( v_i \in V^A[G_T] \) then
        if \( \eta(p, \chi(v_i)) \) is False and \((v_i, v_j) \notin E^E\) then
          \( E^F \leftarrow E^F - (v_i, v_j)\):
          \( E^I \leftarrow E^I \cup (v_i, v_j)\)
        fi
      else if \( v_i \in V^C[G_T] \) then
        -- For a compound determinant, ensure it has at least one definite attribute.
        if \( \exists v_k \) such that \((v_i, v_k) \in E^C\) and \( \eta(p, \chi(v_k)) \) is True then
          \( E^F \leftarrow E^F - (v_i, v_j)\):
          \( E^I \leftarrow E^I \cup (v_i, v_j)\)
        fi
      fi
    fi
  od :
  for each lax dependency edge \((v_i, v_j) \in E^I\) do
    if \( v_j \notin V^A[G_T] \cup V^R[G_T] \) then continue fi :
    if \( v_i \in V^A[G_T] \) then
      if \( \eta(p, \chi(v_i)) \) is True and \((v_j \in V^R \ or \ \eta(p, \chi(v_j)) \) is True\) then
        \( E^F \leftarrow E^F \cup (v_i, v_j)\):
        \( E^I \leftarrow E^I - (v_i, v_j)\):
      fi
    else if \( v_i \in V^C[G_T] \) then
      -- For a compound determinant, it must have all definite attributes.
      if \( \exists v_k \) such that \((v_i, v_k) \in E^C\) and \( \eta(p, \chi(v_k)) \) is False then
        continue
        fi
      if \( v_j \in V^R \ or \ \eta(p, \chi(v_j)) \) is True then
        \( E^F \leftarrow E^F \cup (v_i, v_j)\):
        \( E^I \leftarrow E^I - (v_i, v_j)\):
      fi
    fi
  od :
  for each lax equivalence edge \((v_i, v_j) \in E^e\) do
    if \( \{v_i \cup v_j\} \notin V^A[G_T] \) then continue fi :
    if \( \eta(p, \chi(v_i)) \) is True and \( \eta(p, \chi(v_j)) \) is True then
      \( E^E \leftarrow E^E \cup (v_i, v_j)\):
      \( E^e \leftarrow E^e - (v_i, v_j)\)
    fi
  fi
```

od;
-- Initialize the dependent set of the strict dependency g : αS(p) — Z.
Z = 0;
-- Handle the ON condition in a similar manner as restriction.
separate p into conjuncts: P' = P_1 ∧ P_2 ∧ ... ∧ P_n;
for each P_i ∈ P' do
  if P_i contains a disjunctive clause then
    delete P_i from P'
  else if P_i contains an atomic condition not of Type 1 or Type 2 then
    delete P_i from P'
  fi
od
if P' is not simply True then
  -- P' now consists of entirely null-intolerant conjunctive components.
for each conjunctive component P_i ∈ P' do
  if P_i is a Type 1 condition (v = c) then
    -- Comparisons to preserved attributes do not imply a dependency.
    if \( \chi(v) \not\in V^A[G_T] \) then continue fi;
    Construct vertex \( \chi(c) \) to represent c;
    \( V^A[G_Q] \leftarrow V^A[G_Q] \cup \chi(c) \);
    Nullability[\( \chi(c) \)] ← Definite;
    Colour[\( \chi(c) \)] ← Gray;
    \( E^f \leftarrow E^f \cup (\chi(v), \chi(c)) \cup (\chi(c), \chi(v)) \);
    \( E^e \leftarrow E^e \cup \chi(v), \chi(c) \);
    Z ← Z ∪ \( \chi(v) \)
  else
    -- Component (v_1 = v_2) is a Type 2 condition; note that
    -- \( \eta(p, \chi(v_1)) \) and \( \eta(p, \chi(v_2)) \) will be true automatically.
    if \{\( \chi(v_1), \chi(v_2) \}\} ⊆ V^A[G_S] then continue fi;
    if \{\( \chi(v_1), \chi(v_2) \}\} ⊆ V^A[G_T] then
      \( E^F \leftarrow E^F \cup (\chi(v_1), \chi(v_2)) \cup (\chi(v_2), \chi(v_1)) \);
      \( E^E \leftarrow E^E \cup (\chi(v_1), \chi(v_2)) \);
      \( Z \leftarrow Z ∪ \{\( \chi(v_1), \chi(v_2) \}\} \)
    else
      \( E^f \leftarrow E^f \cup (\chi(v_1), \chi(v_2)) \cup (\chi(v_2), \chi(v_1)) \);
      \( E^e \leftarrow E^e \cup (\chi(v_1), \chi(v_2)) \);
      if \( \chi(v_1) \in V^A[G_T] \) then
        \( Z \leftarrow Z ∪ \chi(v_1) \)
      else
        \( Z \leftarrow Z ∪ \chi(v_2) \)
      fi
    fi
  fi
fi
fi

od

fi

\textit{Construct the strict dependency of preserved attributes to null-supplying ones.}

if $\|\alpha_S(p)\| > 0$ then

if $\|\alpha_S(p)\| > 1$ then

\textit{Create a compound determinant in $V^C$ for the dependency $g$.}

Construct vertex $W \in V^C$ to represent $\alpha_S(p)$;

$V^C \leftarrow V^C \cup W$;

\textit{Add the dotted edges for the new compound vertex.}

for each $v_i \in W$

$E^C \leftarrow E^C \cup (W, v_i)$;

od;

else

Let $\chi(W)$ denote the single preserved vertex in $\alpha_S(p)$;

fi

for each $v_k \in Z$ do

$E^F \leftarrow E^F \cup (W, v_k)$

od

fi;

\textit{Finally, set the nullability characteristic of each attribute from the null-supplying side.}

for each $v_i \in \mathcal{V}^A[G_T]$ do

if $\eta(p, \chi(v_i))$ is True then

Nullability[$v_i$][$G_Q]$ $\leftarrow$ Pseudo-definite

fi

od

return $G_Q$

end

\textbf{3.4.9 Full outer join}

Because full outer join only differs slightly in its semantics from left or right outer join, we omit the presentation of a detailed algorithm to construct an FD-graph representing the dependencies and equivalences that hold in the result of a full outer join. We claim that we can modify the \texttt{LEFT OUTER JOIN} algorithm in a straightforward manner, following Theorem 4, to model the correct semantics for full outer join.
Algorithm modifications to support outer joins

Galindo-Legaria and Rosenthal [97, 98] and Bhargava and Iyer [33] both describe query rewrite optimizations to convert outer joins to inner joins, or full outer joins to left (or right) outer joins, via the analysis and exploitation of strong predicates specified in the query. Such rewrite transformations are beyond the scope of this thesis. However, we do recognize that the presence of null-intolerant predicates in a Where or Having clause converts lax dependencies and equivalence constraints into strict ones. This result follows from the following algebraic identities [98, pp. 50]:

\[ \sigma[C_1](R \stackrel{C_2}{\rightarrow} S) \equiv \sigma[C_1 \land C_2](R \times S) \quad \text{if } C_1 \text{ rejects null values on } \alpha(S) \quad (3.5) \]

\[ \sigma[C_1](R \stackrel{C_2}{\rightarrow} S) \equiv \sigma[C_1](R \stackrel{C_2}{\rightarrow} S) \quad \text{if } C_1 \text{ rejects null values on } \alpha(S) \quad (3.6) \]

Consequently we modify the RESTRICTION algorithm to determine when lax dependencies can be transformed to strict ones by recognizing the existence of any null constraints. To do so simply involves modifying the MARK DEFINITE procedure to augment the set of vertices in an FD-graph that can be treated as definite to include those marked as pseudo-definite. If the input parameter to MARK DEFINITE() is part of the null-supplying side of a left- or full outer join, then all other pseudo-definite attributes—those that are guaranteed not to be Null except for the generated all-Null row—can also be marked as definite attributes by the calling SET DEFINITE procedure. Attributes that are marked as pseudo-definite as the result of a nested outer join can also be treated as definite, since the restriction condition will eliminate the all-Null row for the entire null-supplying table expression. Subsequently, the CONVERT DEPENDENCIES procedure can convert lax dependencies and equivalence edges based on these attributes to strict ones.

Procedure: MARK DEFINITE

Purpose: Construct a set of vertices that can be considered definite.

Note: Replaces previous version of pseudo-code with lines numbered 184 through 196.

Inputs: FD-graph \( G \), vertex \( v \).

Output: A set \( D \) consisting of those vertices related to \( v \) that can be made definite.

begin

\[ D \leftarrow \emptyset; \]

for each \( v_i \in V^A \) such that \((v, v_i) \in E^E\) do

if Nullability\([v_i]\) is not Definite and Colour\([v_i]\) is not Gray then

\[ D \leftarrow D \cup v_i \]

fi

od ;
Proof of correctness

In Section 3.2 we outlined, from a relational theory standpoint, those strict and lax functional dependencies and equivalence constraints that hold for each algebraic operator in an expression $e$, and in Section 3.4 gave an algorithm to construct an FD-graph that represented those dependencies and constraints. In this section we give a formal proof that the algorithms to construct an FD-graph are correct. The proof is by induction on the height of the expression tree. We assume that the expression $e$ correctly reflects the semantics of the original ANSI SQL query.

Theorem 5 (FD-graph construction algorithms)
Consider an arbitrary algebraic expression $e$ comprised of the operators defined in Section 2.3 over an arbitrary schema. The result of $e$ is an extended table $Q$ corresponding to the definitions in Section 2.2. Suppose an FD-graph $G$ is constructed for $e$, as described in Section 3.3.1, using the algorithms for each algebraic operator as described in Section 3.4. Then every dependency and constraint inferred from $G$ must hold in every instance $I(Q)$ that could result from expression $e$. 

```plaintext
-- Add to $D$ those null-supplying attributes that are pseudo-definite.
if $\exists J \in V^J$ such that $(J,v) \in E^J$ then
    -- Construct the set $S$ of attributes related to $v$ via a null constraint.
    $S \leftarrow \emptyset$;
    while $J \neq \emptyset$ do
        -- Add to $S$ those null-supplying attributes related to outer join $j_i$.
        $S \leftarrow S \cup v_i \in V^A$ such that $(J,v_i) \in E^J$ and $v_i \neq v$;
        $J \leftarrow v_j \in V^J$ such that $(J,v_j) \in E^J$
    od ;
    for each $v_i \in S$ do
        if Nullability[$v_i[GQ]]$ is Pseudo-definite and Colour[$v_i$] is not Gray then
            $D \leftarrow D \cup v_i$
        fi
    od;
fi;
return $D$
end
```
3.5.1 Proof overview

As discussed earlier, our interest in maintaining FD-graphs is to exploit strict functional dependencies, strict superkeys, and strict equivalences in optimizing algebraic expression trees. However, since we derive strict dependencies and equivalences from their lax equivalents when conditions warrant, we must also show that we correctly maintain FD-graph constructs pertaining to lax functional dependencies, lax equivalence constraints, and null constraints. Figure 3.10 illustrates an overview of the proof procedure as applied to strict functional dependencies only. Previously, in Section 3.2, we described a subset of the set of strict functional dependencies \( \mathcal{F} \) that are implied by the semantics of each algebraic operator and hold in its result \( Q \) (denoted as transformation (1) in Figure 3.10). The set of strict functional dependencies \( \Gamma \) represented in an FD-graph—transformation (2) in Figure 3.10—is provided by an extended definition of the mapping function \( \chi \).
3.5 PROOF OF CORRECTNESS

Definition 46 (Dependencies and equivalence constraints in an FD-graph)
In Section 3.4 we introduced the function $\chi()$ that served to map attribute names to simple vertices and vice-versa in an FD-graph. We now redefine $\chi()$ to be a polymorphic function that provides the following correspondences:

- for each vertex $v \in V^A$ the function $\chi(v)$ returns the unique name of attribute $v$ (and vice-versa).
- for each vertex $v \in V^R$ the function $\chi(v)$ returns the unique name given to the tuple identifier $\iota(R)$ of its corresponding base or derived table $R$ (and vice-versa).
- $\chi(\{v_1, v_2, \ldots, v_n\}) = \{\chi(v_1), \chi(v_2), \ldots, \chi(v_n)\}$.

Furthermore, we extend $\chi$ to provide mappings from other features of an FD-graph to characteristics of its corresponding extended table as follows:

- $\chi(v \in V^C) = \{\chi(b) \mid (v, b) \in E^C\}$.
- $\chi(E^C) = \{\chi(v) \rightarrow \chi(y) \mid v \in V^C \wedge (v, y) \in E^C\}$.
- $\chi(E^F) = \{\chi(x) \rightarrow \chi(y) \mid (x, y) \in E^F\}$.
- $\chi(E^R) = \{\chi(x) \rightarrow \chi(y) \mid (x, y) \in E^R\} \cup \{Y \rightarrow \chi(x) \mid x \in E^R \wedge Y = \{\chi(y) \mid (x, y) \in E^R\}\}$.
- $\chi(E^f) = \{\chi(x) \rightarrow \chi(y) \mid (x, y) \in E^f\}$.
- $\chi(E^E) = \{\chi(x) = \chi(y) \mid (x, y) \in E^E\}$.
- $\chi(E^e) = \{\chi(x) \simeq \chi(y) \mid (x, y) \in E^e\}$.

These additional mappings define the set of functional dependencies and equivalence constraints represented by an FD-graph. Note that $\chi$ cannot be used to map functional dependencies or equivalence constraints that may exist in an extended table to components in its corresponding FD-graph since not all such dependencies and constraints may be captured by the FD-graph.

We denote the complete set of strict dependencies modelled by an FD-graph with $\Gamma$, which is equivalent to $\chi(E^C) \cup \chi(E^F) \cup \chi(E^R)$. The combined set of strict and lax dependencies $\gamma$ modelled by an FD-graph is equivalent to $\Gamma \cup \chi(E^f)$, since by inference rule FD5 (weakening) any strict functional dependency is a lax dependency. Similarly, the complete set of strict equivalence constraints modelled by an FD-graph, which we denote as
Table 3.2: Summary of constraint mappings in an FD-graph

<table>
<thead>
<tr>
<th>Type</th>
<th>Mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>strict functional dependencies</td>
<td>$\Gamma = \chi(E^C) \cup \chi(E^F) \cup \chi(E^R)$</td>
</tr>
<tr>
<td>lax functional dependencies</td>
<td>$\gamma = \Gamma \cup \chi(E^I)$</td>
</tr>
<tr>
<td>strict equivalence constraints</td>
<td>$\Xi = \chi(E^E)$</td>
</tr>
<tr>
<td>lax equivalence constraints</td>
<td>$\xi = \Xi \cup \chi(E^e)$</td>
</tr>
</tbody>
</table>

$\Xi$, and the complete combined set of strict and lax equivalence constraints, which we denote as $\xi$, are equivalent to $\chi(E^E)$ and $\chi(E^e) \cup \chi(E^E)$ respectively. These definitions are summarized in Table 3.2.

What remains to be proved is that the transformation (3) is well-defined and results in the subset relationship $\Gamma \subseteq \mathcal{F}$ represented by (4) in Figure 3.10. Proof of (3) shows that each algorithm in Section 3.4 manipulates its input FD-graph(s) correctly, resulting in an FD-graph that correctly mirrors the schema of the extended table that constitutes the result $Q$ of the algebraic expression $e$:

1. $v \in V^A \land \text{colour}[v] \text{ is white} \iff \chi(v) \in \alpha(Q)$
2. $v \in V^R \land \text{colour}[v] \text{ is gray} \iff \chi(v) \in \iota(Q)$
3. $v \in V^A \land \text{colour}[v] \text{ is gray} \iff \chi(v) \in \kappa(Q)$
4. $v \in V^A \cup V^R \land \text{colour}[v] \text{ is black} \iff \chi(v) \in \rho(Q)$
5. $v \in V^A \land \text{Nullability}[v] \text{ is definite} \implies \chi(v) \text{ is a definite attribute in } I(Q)$

Proof of (4) requires that we show for each strict dependency $f \in \Gamma$ that its counterpart in $\mathcal{F}$ holds; that is, $\Gamma \subseteq \mathcal{F}$. Similarly, we must also prove that any null constraints, strict equivalence constraints (the set $\Xi$), lax functional dependencies (the set $\gamma$), and lax equivalence constraints (the set $\xi$) derived from an FD-graph are guaranteed to hold in our extended relational model. More formally, for any sets of attributes $X$ and $Y$ and atomic attributes $w$ and $z$ such that $XYzw \subseteq sch(Q)$:

1. $X \rightarrow Y \in \Gamma \implies \chi(X) \rightarrow \chi(Y) \in \mathcal{F}_Q$
2. $X \leftarrow Y \in \gamma \implies \chi(X) \leftarrow \chi(Y) \in \mathcal{F}_Q$
3. $w \models z \in \Xi \implies \chi(w) \models \chi(z) \in \mathcal{E}_Q$
4. $w \simeq z \in \xi \implies \chi(w) \simeq \chi(z) \in \mathcal{E}_Q$
5. $\text{isNullConstraint}(w, z) \implies w \vdash z$ holds in $I(Q)$.

where $\text{isNullConstraint}$ is a procedure defined in Section 3.5.1.2 below that determines whether or not a null constraint exists between two attributes in $sch(Q)$. 
3.5.1.1 Assumptions for complexity analysis

Along with the proof of correctness for each algorithm, we will also present a brief worst-case complexity analysis of each. For this analysis we assume that an extended FD-graph is implemented as follows. Each set of vertices in $V$ is represented using a hash table. The hash key of attribute vertices is their unique name, which corresponds to our vertex mapping function $\chi$. The hash tables for the other vertex sets utilize the polymorphic version of $\chi$. We further assume that FD-graph edges are represented using adjacency lists. Directed edges are linked as usual from their source vertex; we assume that undirected edges between attribute vertices $v_i$ and $v_j$ in $V^A$ which represent equivalence edges appear in the adjacency lists for both $v_i$ and $v_j$, thereby doubling their maintenance cost. With this construction, we assume that we can perform:

- constant-time ($O(1)$) vertex lookup and insertion, and
- constant-time edge lookup, insertion, and deletion.

We believe these assumptions are defensible with the availability of sophisticated, low-cost hash-based data structures. For example, consider the dynamic hash tables recently proposed by Dietzfelbinger, Karlin, and Mehlhorn et al. [80], which use space proportional to the size of the input. Their construction, which utilizes a perfect hashing algorithm, provides $O(1)$ worst-case time for lookups and $O(1)$ amortized expected time for insertions and deletions. Through the use of these hash table we can achieve $O(1)$ lookup and insertion of vertices in $V$, and moreover achieve constant time lookup, insertion, and deletion of edges in an FD-graph by using them to implement FD-graph adjacency lists.

Finally, as with restriction conditions, we assume that an outer join's on condition $p$ is specified in conjunctive normal form, and that the nullability function $\eta(p, X)$ returns a result in time proportional to the size of $p$, which we write as $||P||$ (see Table 3.3).

Ordinarily, we will express the worst-case expected running time as a function of the size of the input FD-graph(s). However, we will require a different yardstick for procedure BASE-TABLE, which constructs an FD-graph from scratch. We will use the notation in Table 3.3 to denote the sizes of various inputs to particular algorithms. For procedures like CARTESIAN PRODUCT, which construct an FD-graph by combining the components of its two inputs, we will differentiate between individual FD-graph components by using subscripts, as in $||V_S||$. Note that since we are using maximal FD-graph sizes to state complexity bounds, it follows that $||A|| < ||V||$, and similarly $||F|| < ||V||$. Finally, we also note that $||E||$ is $O(||V||^2)$ since the number of edges between any two vertices is bounded.
| $|A|$ | Maximum cardinality of a set of attributes $A$ |
| $|P|$ | Maximum size of a CNF predicate $P$ |
| $|K|$ | Maximum number of primary key and unique indexes on a table $R$ |
| $|U|$ | Maximum number of uniqueness constraints on a table $R$ |
| $|F|$ | Maximum number of aggregate functions in a group-by projection |
| $|V|$ | Maximum number of vertices in an FD-graph $G$ |
| $|E|$ | Maximum number of edges in an FD-graph $G$ |

**Table 3.3**: Notation for procedure analysis.

### 3.5.1.2 Null constraints

Procedure `isNULL CONSTRAINT` determines whether or not a null constraint (see Definition 38 on page 95) exists between two attributes in $sch(Q)$.

```plaintext
Procedure: isNULL CONSTRAINT
Purpose: Determine if a null constraint holds between attributes $w$ and $z$.
Inputs: FD-graph $G$, attributes $w$ and $z$.
Output: True if there is a null constraint path from $\chi(w)$ to $\chi(z)$, and false otherwise.

begin
if Nullability[$\chi(w)$] is Pseudo-definite then
  if Nullability[$\chi(z)$] is Pseudo-definite then
    if $\exists M, N \in V^J$ such that $\{(M, \chi(w)), (N, \chi(z))\} \subseteq E^J$ then
      while $M \neq \emptyset$ do
        if $M = N$ return true fi;
        $M \leftarrow J$ such that $J \in V^J$ and $(M, J) \in E^J$
      od
    fi
  fi
end
return false
```
Procedure isNullConstraint determines if there exists a null constraint path (Definition 45) between two attributes \( \chi(w), \chi(z) \subseteq V^A \). The algorithm relies on the characteristics of vertices in \( V^J[G] \), in particular that the edges in \( E^J \) are acyclic, and that at most one outer join vertex can directly reference any vertex in \( V^A \). As an example, consider an expression \( e \) consisting of several left-deep nested outer joins. The FD-graph representing \( e \) will then contain one outer join vertex for each of the \( k \) outer joins in \( e \), with \( k - 1 \) directed edges in \( E^J \) forming a path through the \( k \) vertices in \( V^J \). In the case of nested outer joins consisting of table expressions containing multiple (unnested) outer joins or full outer joins, a tree of edges in \( E^J \) will result.

**Lemma 11 (Analysis)**
Given as input two attributes \( w \) and \( z \) and an FD-graph \( G \), procedure isNullConstraint executes time proportional to \( O(||V||) \).

**Proof.** If attributes \( w \) and \( z \) each participate in an outer join, then the main loop beginning on line 579 and ending on line 582 must terminate if the invariants in both \( \tau(G)[V^J] \) and \( \tau(G)[E^J] \) hold. If either does not participate in an outer join, there is no loop. Since no vertex in \( V^J \) is considered more than once, we conclude that isNullConstraint executes in time proportional to \( O(||V||) \). \( \Box \)

**Lemma 12 (Correctness of IsNullConstraint)**
Given as input two attributes \( w \) and \( z \) and an FD-graph \( G \), procedure isNullConstraint returns \( true \) if and only if there exists a null constraint path in \( G \) from \( \chi(w) \) to \( \chi(z) \).

**Proof.** Straightforward from Definition 45 and from the invariants for outer join vertices \( V^J \) and outer join edges \( E^J \) that must hold in the result of \( e \). \( \Box \)

**3.5.2 Basis**

Our proof that the procedures specified in Section 3.4 are correct is by induction on the height of the expression tree \( e \) representing the query. The basis of the induction is to show that we correctly construct an FD-graph for a base table \( R \), since only base tables are permitted as the leaves of an expression tree.

**Claim 28 (Analysis)**
Procedure base-table executes in time proportional to \( O(||V||) \).

**Proof (Sketch).** It is immediate that each main loop in Procedure base-table executes over a finite set:
• Lines 6 through 14 are executed once for each attribute $a_i$ in $R_\alpha(R)$, and hence in time proportional to $O(||A||)$;

• Lines 21 through 35 execute once for each primary key or unique index on $R_\alpha(R)$, and hence in time proportional to $O(||K||)$; and

• Lines 36 through 55 execute once for each unique constraint defined on $R_\alpha(R)$, and hence in time proportional to $O(||U||)$.

Clearly Procedure BASE-TABLE terminates; hence our claim of overall execution time proportional to $O(||A|| + ||K|| + ||U||)$ follows. Since uniqueness constraints cannot be trivially redundant, for a given extended table $R$ BASE TABLE must construct at least $||A_R|| + ||K_R|| + ||U_R||$ vertices; hence the overall running time is bounded by $O(||V||)$. □

CLAIM 29 (SCHEMA OF A BASE TABLE)
Procedure BASE-TABLE constructs an FD-graph whose vertices correctly represent the schema of an extended base table $R$.

PROOF (SKETCH).

$\alpha(R) = R_\alpha(R)$.

By a straightforward analysis of the BASE-TABLE procedure, it is easy to see that each attribute in $\alpha(R)$ is represented by a white vertex in $V^A$ (line 7). Each of $R$'s attribute vertices in $V^A$ are coloured white (line 8).

$\iota(R)$ = a new tuple identifier attribute.

Only one tuple identifier vertex in $V^R$ is constructed in $G$ (line 16) and its colour is gray (line 17). Hence this vertex correctly represents $\iota(R)$. Note also that $R$’s tuple identifier vertex is the source of only strict full arcs (line 19).

$\rho(R) = \kappa(R) = \emptyset$.

Obvious.

Definite attributes. Each attribute in $\alpha(R)$ has a vertex in $V^A$ and the ‘Nullability’ attribute of each vertex is appropriately marked as ‘Definite’ or ‘Nullable’ depending on the schema definition of $R_\alpha(R)$ (lines 10 and 12 respectively). □
3.5 PROOF OF CORRECTNESS

CLAIM 30 (CONSTRAINTS AND DEPENDENCIES IMPLIED BY A BASE TABLE)
Procedure BASE-TABLE constructs an FD-graph whose vertices and edges correctly represent the functional dependencies that hold in an extended base table $R$.

PROOF (STRICT FUNCTIONAL DEPENDENCIES). By a straightforward analysis of the BASE-TABLE procedure, it is easy to see that edges in $E^F$ are constructed only for (1) the tuple identifier vertex $v_K$ as the determinant of each attribute in $R$ (line 19), (2) for primary keys or unique indexes whose target is $v_K$ (line 34), and (3) for unique constraints whose attributes are defined as definite (line 53). Moreover, compound vertices in $V^C$ are only constructed for composite keys, either strict (line 25) or lax (line 40). There are no edges constructed in $E^R$ since $G_R$ will contain only a single tuple identifier vertex. Edges in $E^C$ are constructed only for composite strict candidate keys that stem from a primary key constraint or unique index (line 25) and strict or lax candidate keys that stem from a unique constraint (line 40); and no compound vertex is the target of any edge in $E[G]$. Hence for any strict functional dependency $f : X \rightarrow Y \in \Gamma$ the strict functional dependency $\chi(X) \rightarrow \chi(Y)$ holds in $I(R)$. □

PROOF (LAX FUNCTIONAL DEPENDENCIES). BASE-TABLE constructs edges in $E^I$ only for unique constraints (line 50) containing at least one nullable attribute. Hence it is easy to see that any lax functional dependency $f : X \leftarrow Y \in \gamma$ implies that the lax functional dependency $\chi(X) \leftarrow \chi(Y)$ holds in $I(R)$. □

PROOF (EQUIVALENCE AND NULL CONSTRAINTS). As there are no other edges constructed by BASE-TABLE, $E^E = E^e = E^J = \emptyset$, correctly mirroring the lack of any equivalence constraint or null constraint implied by the definition of table $\mathcal{R}_\alpha(R)$. □

THEOREM 6 (FD-GRAPH CONSTRUCTION FOR BASE TABLES)
The interpretation $\tau(G)$ of the FD-graph $G$ constructed by the procedure BASE TABLE for an arbitrary base table $R$ correctly reflects the attributes in $R$, their characteristics, and both the strict and lax functional dependencies inherent in $R$.

PROOF. Follows from Claims 28 through 30. □

3.5.3 Induction

The basis of the induction, proved above, shows that the procedure BASE TABLE correctly constructs an FD-graph for base tables, which constitute the leaves of an expression tree. We now prove that the procedure used to construct an FD-graph for each algebraic operator is correct. More formally, we intend to show that given an operator $\odot$ at the root
of an expression tree $e$ of height $n$, the procedure to construct an FD-graph that represents the characteristics of the dependencies that hold for $\odot$ produces a correct FD-graph assuming that its input FD-graph(s) for each subtree of height $k \mid 0 \leq k < n$ are correct.

### 3.5.3.1 Projection

Given an arbitrary expression tree $e'$ of height $n > 0$ rooted with a unary projection operator, we must show that $\tau(G_Q)$ of the FD-graph $G_Q$ constructed by the procedure PROJECTION based on the input FD-graph $G_R$ for expression $e$ of height $n - 1$ correctly reflects the characteristics (attributes, equivalences, and dependencies) of the derived extended table $Q$ resulting from the projection of expression $e$ which produced the input extended table $R$. The PROJECTION procedure modifies an FD-graph to:

1. model the projection (the algebraic operator $\pi$) of a set of tuples over a set of attributes $A$;

2. model duplicate elimination (the algebraic operator $\pi_{\text{Dist}}$) by constructing a new candidate key for the FD-graph of $e'$ by creating an FD-path from $\chi(A)$ to the new tuple identifier representing a tuple in $Q$; and

3. model the dependencies implied by the use of scalar functions in the projection list.

To model these changes, the PROJECTION procedure:

1. colours black all vertices in $u \in V^A$ such that $\chi(u) \not\in A$; (line 111);

2. constructs a new tuple identifier vertex $v_P$ (line 118) to uniquely identify a tuple in $Q$ when duplicate elimination is necessary, and:

   (a) adds a strict dependency edge from $v_P$ to each attribute that exists in the Select list and hence survives projection (line 122);

   (b) if $\|A\| > 1$, PROJECTION adds a compound vertex $P$ to $G_Q$ (line 128) and constructs the appropriate dotted edges to its components (line 131) and a full edge to $v_P$ (line 133);

   (c) otherwise, if $\|A\| = 1$ then PROJECTION simply adds a full edge between $\chi(A)$ and $v_P$ (line 135).

3. for each scalar function $\lambda$ in the Select list, PROJECTION calls the EXTENSION procedure to add the strict dependencies from $\lambda$'s inputs to the vertex representing the function's result (line 105). The EXTENSION procedure constructs a single strict dependency between the function's inputs and its result. The vertex corresponding to
the result is constructed first (line 67), followed by the construction of the strict edge to \( \lambda \) from the given tuple identifier (line 68), followed by the construction of the strict edge denoting the dependency (line 90 or 92), possibly including the construction of a compound node if \( \lambda \) has more than one input parameter (line 85).

By the induction hypothesis, \( \tau(G_R) \), which represents the characteristics of the FD-graph \( G_R \) that models the expression tree \( e \) of height \( n - 1 \), is correct. We proceed with the proof of \textsc{Projection} by first stating that the procedure terminates.

**Claim 31 (Analysis)**

Procedure \textsc{Projection} completes in time proportional to \( O(||V||^2) \).

**Proof.** The first step of the \textsc{Projection} procedure is to copy the input FD-graph (line 101), which will take time proportional to \( O(||V|| + ||E||) \). The second step is to create vertices in \( V^A \) that correspond to scalar functions in the \texttt{Select} list (lines 103 through 108). By observation, it is clear that for a scalar function \( \lambda(X) \) the \textsc{Extension} procedure executes in time proportional to \( ||X|| \). Since the set of arguments to any scalar function may include each attribute in the FD-graph, this second phase executes in time proportional to \( O(||A|| \times ||V||) \). The third step (lines 109 through 113) colours black each attribute that does not survive projection, and hence executes in \( O(||V||) \) time. The final two steps are necessary only if the projection involves duplicate elimination. First, lines 120 through 124 create strict dependency edges from the new tuple identifier \( v_P \) to each white vertex in \( V^A \), and hence executes in \( O(||A||) \) time. Finally, lines 130 through 132 create dotted edges for the compound vertex representing the superkey of the result. Again in \( O(||A||) \) time. Since \( ||A|| < ||V|| \) and \( ||E|| \) is \( O(||V||^2) \), the total execution time is proportional to \( O(||V||^2) \). \( \square \)

**Lemma 13 (Schema of the Result of Projection)**

Procedure \textsc{Projection} constructs an FD-graph \( G_Q \) whose vertices correctly represent the schema of the extended table \( Q \) that results from the algebraic expression \( e' = \tau_A\cup\{A\}(e) \) for an arbitrary expression \( e \) whose result is the extended table \( R \).

**Proof.**

\( \alpha(Q) = A \).

We need to show that the white vertices in \( V^A[G_Q] \) correctly reflect that \( \alpha(Q) \) is equal to the set \( A \). We first note that \textsc{Projection} does not colour any preexisting vertex white. Thus a white attribute vertex \( w \in V^A \) can arise from one of two possible sources. Either \( w \) denotes the result of a scalar function \( \lambda \), added by procedure \textsc{Extension} (line 67) and
coloured white (line 106), or \( w \) was already a white vertex in \( G_R \). In both cases \( \chi(w) \in A \), since any white attribute vertex \( v \in V^A[G_R] \) is coloured black (line 111) if \( \chi(v) \notin A \).

\[ \iota(Q) = \iota(R). \]

Obvious.

\[ \kappa(Q) = \kappa(R) \cup \kappa(\Lambda). \]

Obvious.

\[ \rho(Q) = \rho(R) \cup \{ \alpha(R) \setminus A \}. \]

**PROJECTION** retains all vertices in the FD-graph \( G_R \) and colours black those vertices representing real attributes of \( R \) that are not in \( A \) (line 111).

Definite attributes. By observation, **PROJECTION** does not alter the nullability characteristic of any attribute vertex in \( G_R \). Hence if \( w \in V^A[G_R] \) is marked definite, then by the induction hypothesis \( \chi(w) \) is a definite attribute in \( R \) and consequently \( \chi(w) \) is also definite in \( Q \). If \( w \notin V^A[G_R] \) then \( w \) must represent a scalar function \( \lambda \). However, attribute vertices constructed by **EXTENSION** for scalar functions are nullable, since we assume that the result of \( \lambda() \in A \) is possibly \texttt{Null} (line 71).

**LEMMA 14 (DEPENDENCIES AND CONSTRAINTS IN THE RESULT OF PROJECTION)**

Procedure **PROJECTION** constructs an FD-graph \( G_Q \) whose vertices and edges correctly represent the functional dependencies, equivalence constraints, and null constraints of the extended table \( Q \) that results from the algebraic expression \( e' = \pi_{All}[A](e) \) for an arbitrary expression \( e \) whose result is the extended table \( R \).

**PROOF (STRICT FUNCTIONAL DEPENDENCIES).** By contradiction, assume that the strict functional dependency \( f : X \rightarrow Y \in \Gamma \) but the corresponding strict functional dependency \( f' : \chi(X) \rightarrow \chi(Y) \) does not hold in \( I(Q) \).

**Case (1).** If \( f : X \rightarrow Y \in \Gamma \) in \( G_R \), then by the induction hypothesis the dependency \( \chi(X) \rightarrow \chi(Y) \) held in \( R \). If so, then \( \chi(X) \rightarrow \chi(Y) \) must also hold in \( I(Q) \), a contradiction. This is because \( \chi(XY) \subseteq \text{sch}(R) \), procedure **PROJECTION** does not alter any existing edges in \( G_R \), and the projection operator \( \pi_{All} \) does not alter or remove any existing strict functional dependency from \( R \).

**Case (2).** Otherwise, \( f \notin \Gamma \) in \( G_R \). In the case of \( \pi_{All} \) the **PROJECTION** procedure does not alter existing edges nor add additional edges to \( E^F \) except in the case of scalar functions. However, the **EXTENSION** procedure is only called by **PROJECTION** to extend
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$Q$ with a scalar function $\lambda$, and edges to $E^F$ are added in only two cases: to add the edge $(v_I, \chi(\lambda))$ (line 68) and the edge $(P, \chi(\lambda))$ to denote the strict dependency between $\lambda$ and its input arguments (lines 90 or 92). Hence $f$ can only exist in $G_Q$ if $\chi(Y)$ represents the result of a scalar function, and by the definition of the projection operator $f'$ must hold in $I(Q)$, a contradiction.

Hence we conclude that if $f \in \Gamma$ then $\chi(X) \rightarrow \chi(Y) \in F_Q$. \hfill \Box

**Proof (Lax Dependencies and Equivalence Constraints).** Since Projection does not modify or create any edges in $E^E$ or $E^e$, and the semantics of $\pi_{All}$ does not affect equivalence constraints that hold in the input, then if $e : w \equiv z \in \Xi$ then $e \in \Xi$ in $G_R$ and by the induction hypothesis the strict equivalence constraint $\chi(w) \equiv \chi(z)$ holds in $I(Q)$. An identical situation occurs with lax equivalence constraints. \hfill \Box

**Proof (Null Constraints).** Procedure Projection does not mark any attributes as pseudo-definite, nor does it construct any vertices in $V'$ or edges in $E'$. Hence if isNullConstraint$(w, z)$ returns true in $G_R$ then by the induction hypothesis the null constraint $w \nmid z$ holds in $e$. isNullConstraint$(w, z)$ must also return true in $G_Q$ since $w \nmid z$ still holds in $Q$. \hfill \Box

**Lemma 15 (Schema of the Result of Distinct Projection)**

Procedure Projection constructs an FD-graph $G_Q$ whose vertices correctly represent the schema of the extended table $Q$ that results from the algebraic expression $e' = \pi_{Dist}[A](e)$ for an arbitrary expression $e$ whose result is the extended table $R$.

**Proof.**

$\alpha(Q) = A$.

The proof for this component of sch$(Q)$ is identical to that for projection (Lemma 13 above).

$\iota(Q) =$ a new tuple identifier attribute.

In the case of distinct projection, the Projection procedure add a new tuple identifier vertex $v_P$ to $G_Q$ (line 118), which is coloured gray to denote the new tuple identifier attribute $\iota(Q)$. The existing tuple identifier $v_I$ is coloured black (line 115) to denote its addition to $\rho(Q)$.

$\kappa(Q) = \kappa(R) \cup \kappa(\Lambda)$. 
Obvious.

$$\rho(Q) = \rho(R) \cup \iota(R) \cup \{\alpha(R) \setminus A\}.$$ 

By observation, **PROJECTION** colours real attributes $\alpha(R) \not\in A$ black, denoting their addition to $\rho(Q)$, and colours the tuple identifier vertex $v_I$ black to denote its move to $\rho(Q)$ as well.

Definite attributes. The proof of the correct modelling of definite attributes for distinct projection is identical to that for projection. \qed

**Lemma 16 (Constraints in the Result of Distinct Projection)**

Procedure **PROJECTION** constructs an FD-graph $G_Q$ whose vertices and edges correctly represent the functional dependencies, equivalence constraints, and null constraints of the extended table $Q$ that results from the algebraic expression $e' = \pi_{Dist}[A](e)$ for an arbitrary expression $e$ whose result is the extended table $R$.

**Proof (Strict functional dependencies).** By contradiction, assume that the strict functional dependency $f : X \rightarrow Y \in \Gamma$ but the corresponding strict functional dependency $f' : \chi(X) \rightarrow \chi(Y)$ does not hold in $I(Q)$.

There are four possible scenarios:

- **Case (1).** If $Y \equiv v_P$, representing $\iota(Q)$, then $\chi(X) \equiv A$, as by observation the only edge added to $E^F$ with $v_P$ as a dependent is to represent the dependency $A \rightarrow \iota(Q)$ (line 133 or 135).

- **Case (2).** If $X \equiv v_P$ then $\chi(Y) \in A$, because the only edge added to $E^F$ with $v_P$ as the determinant is to represent the strict dependency between the new tuple identifier and an attribute in $A$ (line 122).

- **Case (3).** If $\chi(XY) \subseteq \text{sch}(R)$ and $f : X \rightarrow Y \in \Gamma$ in $G_R$, then by the induction hypothesis the dependency $\chi(X) \rightarrow \chi(Y)$ held in $R$. If so, then $\chi(X) \rightarrow \chi(Y)$ must also hold in $I(Q)$, a contradiction. This is because $\chi(XY) \subseteq \text{sch}(R)$, procedure **PROJECTION** does not alter any edges that existed in $G_R$, and the projection operator $\pi_{Dist}$ does not alter or remove any existing strict functional dependency from its input.

- **Case (4).** Otherwise, $f \not\in \Gamma$ in $G_R$ and neither $\chi(X)$ nor $\chi(Y)$ represents the new tuple identifier $\iota(Q)$. There are two remaining possibilities: either (1) $X \equiv \{A\}$, so that $(X,Y) \in E^C$ (line 131) representing the reflexive dependency $\chi(X) \rightarrow \chi(Y)$, or (2) $Y$ is a scalar function and $X$ is its input parameters, denoting the strict functional dependency $\chi(X) \rightarrow \chi(Y)$. Both these dependencies hold in $I(Q)$. 


Since no other edges are added to $G_Q$ by the Projection procedure, we conclude that if $f: X \rightarrow Y \in \Gamma$ then $\chi(X) \rightarrow \chi(Y) \in \mathcal{F}_Q$. \hfill \Box

Proof (Lax Dependencies and Constraints). As with the projection operator, distinct projection does not invalidate any functional dependency, equivalence constraint, or null constraint that held in its input. Projection does not introduce any new edges into $E'$ or $E^e$, and hence any such constraint that appears in $\chi(E')$ or $\chi(E^e)$ represents one that held in $R$ and continues to hold in $Q$. \hfill \Box

Theorem 7 (Projection)
Procedure Projection correctly constructs an FD-graph $G_Q$ corresponding to the projection $\pi[A](e)$ for any algebraic expression $e$.

Proof. Follows from Claim 31 and Lemmas 13 through 16. \hfill \Box

### 3.5.3.2 Cartesian product

Given an arbitrary expression tree $e'$ of height $n > 0$ rooted with a binary Cartesian product operator, we must show that $\tau(G_Q)$ of the FD-graph $G_Q$ constructed by the procedure Cartesian product based on two input FD-graphs $G_R$ and $G_T$ for expressions $e_R$ and $e_T$, one or both having a maximum height $n - 1$, correctly reflects the characteristics (attributes, equivalences, and dependencies) of the derived table $Q$ resulting from the Cartesian product of expressions $e_R$ and $e_T$.

Claim 32 (Analysis)
Procedure Cartesian-product completes in time proportional to $O(||V|| + ||E||)$.

Proof. Obvious, since the two input FD-graphs must be copied into the FD-graph of the result. \hfill \Box

Lemma 17 (Schema of the result of Cartesian product)
Procedure Cartesian product constructs an FD-graph $G_Q$ whose vertices correctly represent the schema of the extended table $Q$ that results from the algebraic expression $e' = e_R \times e_T$ for arbitrary expressions $e_R$ and $e_T$ whose results are the extended table $R$ and $T$ respectively.

Proof.

$\alpha(Q) = \alpha(S) \cup \alpha(T)$.

Obvious.

$\iota(Q) = \text{a new tuple identifier attribute.}$
Procedure \textsc{Cartesian-product} constructs a new tuple identifier vertex \(v_K\) (line 148) and colours it gray (line 149) to represent \(\iota(Q)\). The existing tuple identifiers for \(R\) and \(T\) are coloured black to denote their addition to \(\rho(Q)\) (lines 152 and 155).

\[
\kappa(Q) = \kappa(R) \cup \kappa(T).
\]

Obvious.

\[
\rho(Q) = \rho(R) \cup \rho(T) \cup \iota(R) \cup \iota(T).
\]

Obvious.

Definite attributes. By observation, \textsc{Cartesian-product} does not alter the nullability characteristic of any attribute vertex in \(G_Q\). Hence any attribute vertex \(w \in V^A\) marked definite in either input will remain marked definite in \(G_Q\), mirroring the semantics of the Cartesian product operator. \(\Box\)

\textbf{Lemma 18 (Constraints in the Result of Cartesian Product)}

Procedure \textsc{Cartesian-product} constructs an FD-graph \(G_Q\) whose vertices and edges correctly represent the functional dependencies, equivalence constraints, and null constraints of the extended table \(Q\) that results from the algebraic expression \(e' = e_R \times e_T\) for arbitrary expressions \(e_R\) and \(e_T\) whose results are the extended tables \(R\) and \(T\) respectively.

\textbf{Proof (Strict Functional Dependencies).} By contradiction, assume that the strict functional dependency \(f : X \rightarrow Y \in \Gamma\) but the strict functional dependency \(f' : \chi(X) \rightarrow \chi(Y)\) does not hold in \(I(Q)\).

\textit{Case (1).} First, consider the case where \(\chi(XY) \subseteq \text{sch}(R)\) and \(f \in \Gamma\) in \(G_R\). By the induction hypothesis \(f'\) held in \(I(R)\). If so, then \(f'\) must also hold in \(I(Q)\), a contradiction. This is because \(\chi(XY) \subseteq \text{sch}(Q)\), procedure \textsc{Cartesian-product} does not alter any existing edges in \(G_R\), and the Cartesian product operator does not alter or eliminate any existing strict functional dependencies from either of its inputs. An identical argument can be used if \(\chi(XY) \subseteq \text{sch}(T)\).

\textit{Case (2).} If \(f \notin \Gamma\) in \(G_R\) or \(G_T\), then there is only one possible instance of such an edge existing in \(\Gamma\) in \(G_Q\): that edge must include the newly-constructed row identifier vertex \(v_K\) added to \(G_Q\) (line 148), and that is the edge \((X, Y) \in E^R\) which represents the strict functional dependency between the new tuple identifier and the tuple identifiers from either \(R\) or \(T\) (and vice-versa). \(\Box\)
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Proof (Lax Dependencies and Constraints). As with the projection operator, Cartesian product does not invalidate any functional dependency, equivalence constraint, or null constraint that held in its input. Cartesian product does not introduce any new edges into $E'$ or $E^e$, and hence any such constraint that appears in $\chi(E')$ or $\chi(E^e)$ represents one that held in either $R$ or $T$ and continues to hold in $Q$. □

Theorem 8 (Cartesian Product)
Procedure Cartesian product correctly constructs an FD-graph $G_Q$ corresponding to $e_R \times e_T$ for two arbitrary algebraic expressions $e_R$ and $e_T$.

Proof. Follows from Claim 32 and Lemmas 17 and 18. □

Restriction

Given an arbitrary expression tree $e'$ of height $n > 0$ rooted with a unary restriction operator, we must show that $\tau(G_Q)$ of the FD-graph $G_Q$ constructed by the procedure Restriction based on the input FD-graph $G_R$ for expression $e$ of height $n - 1$ correctly reflects the characteristics (attributes, equivalences, and dependencies) of the derived table $Q$ resulting from the restriction of expression $e$ (with result $R$) by a predicate $C$.

By the induction hypothesis, $\tau(G_R)$, which represents the characteristics of the FD-graph $G_R$ that models the expression tree $e$ of height $n - 1$, is correct. We proceed with the proof of Restriction by first proving that the procedure terminates.

Claim 33 (Analysis)
Procedure Restriction executes in time proportional to $O(\|E\|^2 + \|V\|^2 + (\|V\| \times \|P\|))$.

Proof. By observation, note that the CNF preprocessing loop beginning on line 244 and the Restriction procedure's main loop beginning on line 255 iterate once per conjunct in the combined predicate $C'$. As each atomic condition $P_i \in C'$ may contain one or two scalar functions $\lambda(X)$, the main loop will execute in time proportional to $O(\|V\| \times \|P\|)$, following from our previous analysis of the Extension procedure in Claim 31 on page 153.

Subsequent to these two loops, the SetDefinite procedure first loops over all attribute vertices in $G_Q$ (lines 164 through 169), and then processes each vertex added to the set $S$ at most once (lines 170 through 181). The inner loop (lines 175 through 180) processes those vertices returned by Mark Definite, which in the worst case is $O(\|V\|)$. Procedure Mark Definite, as modified in Section 3.4.10, consists of two sections. The first, from lines 549 through 553, executes in time proportional to $O(\|E\|)$, for each call from procedure Set Definite. The second section consists of two loops that consider null constraints that stem from the existence of outer joins. The first loop (lines 558 through 562) constructs the set $S$ by ranging over all attribute vertices for each outer
join in $e$. Since no attribute vertex can be directly connected to more than one outer join vertex in $V^J$, its execution time is proportional to $O(||V||)$. The second loop (lines 563 through 567) ranges over the vertices in $S$, which can be at most $O(||V||)$. Hence the complete running time of SET DEFINITE is $O(||V|| \times (||V|| + ||E||))$.

Finally, we observe that the main loop in procedure CONVERTDEPENDENCIES (lines 202 through 234) iterates once for each edge in $E'$. Since no edge is ever added to $E'$ in the entire execution of RESTRICTION, it is immediate that CONVERTDEPENDENCIES must terminate. The execution time of CONVERTDEPENDENCIES is, therefore, $O(||E||^2)$ due to the inner loop over all equivalence edges, implicit on line 220. Since $||V|| \times ||E||$ is $O(||V||^2 + ||E||^2)$, we therefore claim that procedure RESTRICTION terminates in time proportional to $O(||E||^2 + ||V||^2 + (||V|| \times ||P||))$. \hfill \Box

**Lemma 19 (Schema of the Result of Restriction)**

Procedure RESTRICTION constructs an FD-graph $G_Q$ whose vertices correctly represent the schema of the extended table $Q$ that results from the algebraic expression $e' = \pi_{ALL}[A](e)$ for an arbitrary expression $e$.

**Proof.** The proof of the correct construction of each vertex in $G_Q$ that mirrors $sch(Q)$ is straightforward. We devote our attention to the correct modelling of definite attributes. By contradiction, assume that $w \in V^A[G_Q]$ is marked definite but $\chi(w)$ is not guaranteed to be definite in $I(Q)$.

Case (1). If $w \in V^A$ is coloured white in $G_Q$, then $w$ cannot be a vertex added by RESTRICTION, since all such vertices (representing constants or the result of a scalar function $\lambda$) are coloured gray or black, respectively (lines 260, 265, 272, and 276). If $w \in V^A[G_R]$ is marked definite, then by the induction hypothesis $\chi(w)$ represents a definite attribute in $e$. Since RESTRICTION does not mark any vertices as pseudo-definite or nullable, $w$ must remain a definite vertex in $G_Q$; and if already definite, setting $w$ to be definite through its inclusion in a Type 1 or Type 2 condition in $C$ has no effect. However, if $\chi(w)$ was guaranteed to be definite in $I(R)$, then by the semantics of the restriction operator it must remain definite in $I(Q)$; a contradiction.

Case (2). If $w \in V^A$ is coloured gray, then $\chi(w)$ is a constant in $\kappa(Q)$. If $w \in V^A[G_R]$ then by the induction hypothesis $\chi(w) \in \kappa(R)$. Otherwise, $w$ was added to $G_Q$ a part of the processing of either (1) a Type 1 condition (line 257) and coloured gray (line 265), or (2) a constant argument to a scalar function added by the EXTENSION procedure (line 74) and coloured gray (line 75). Once the nullability of these constants is established, they are never changed; procedure MARK-DEFINITE ensures that constants in the FD-graph remain unaltered (lines 550 and 564). Hence we conclude that if $w \in V^A[G_Q]$ and $w$ is coloured gray and marked definite then $\chi(w)$ represents a definite constant in $\kappa(Q)$. 
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Case (3). If \( w \in V^A[G_R] \) is coloured black and marked definite, then by the induction hypothesis \( \chi(w) \in \rho(R) \) and is definite in \( I(R) \). If so, \( w \) cannot be a vertex modified by RESTRICTION, since the main loop of the RESTRICTION algorithm deals only with Type 1 or Type 2 conditions which must refer only to attributes in \( \alpha(R) \), and RESTRICTION does not mark any vertices in \( G_Q \) as pseudo-definite or nullable. Hence \( w \) must remain a definite vertex in \( G_Q \). However, if \( w \) was guaranteed to be definite in \( I(R) \), then by the semantics of the restriction operator it must remain definite in \( I(Q) \); a contradiction.

Case (4). If \( w \notin V^A[G_R] \) and \( w \) is coloured black, then \( w \) is a vertex that corresponds to the result of a scalar function \( \lambda \) since these are the only vertices created by RESTRICTION (lines 259, 271, and 275) that are coloured black (lines 260, 272, and 276 respectively). In each case, these vertices are marked definite (lines 264, 279, and 280) since they are created only when they participate in a false-interpreted, null-intolerant condition of Type 1 or Type 2, and once marked definite remain definite. Hence if \( w \) is marked definite, the semantics of the restriction operator guarantees that \( \chi(w) \) will be definite in \( I(Q) \).

Case (5). Otherwise, \( w \in V^A \) represents a pseudo-definite or nullable attribute \( \chi(w) \in \alpha(R) \cup \rho(R) \). There are three possible ways in which RESTRICTION can mark an existing vertex as definite:

- Case (A). The vertex \( w \) represents an attribute \( \chi(w) \in \alpha(R) \) that is equated to a constant in a conjunctive, null-intolerant, false-interpreted predicate \( P_i \in C \) (line 264). If this is the case, then clearly \( \chi(w) \) cannot be \texttt{Null} in \( I(Q) \) by our definition of restriction; a contradiction.

- Case (B). The vertex \( w \) represents an attribute \( \chi(w) \in \alpha(R) \) that is equated to another attribute \( \chi(z) \) in a conjunctive, null-intolerant, false-interpreted predicate \( P_i \in C \) (line 279 or 280). Again, it is obvious that both \( \chi(z) \) and \( \chi(w) \) cannot be null in \( I(Q) \); a contradiction.

- Case (C). The vertex \( w \) is marked definite by procedure SET DEFINITE due to a transitive strict equivalence constraint to some other definite attribute vertex \( z \in V^A \).

Consider the point in procedure SET DEFINITE at which such a attribute vertex \( w \) is altered (line 176). If \( w \) is so marked, then procedure MARK DEFINITE must have returned \( w \) as one of a set of attribute vertices that are either (1) directly equated to a definite vertex \( v_i \) through a strict equivalence edge in \( E^F \) or (2) related to a definite vertex through a null constraint path (line 174). The vertex \( v_i \) must be a definite vertex since only definite vertices are added to \( S \) (lines 167 and 178).
Now consider the correctness of procedure Mark Definite. There are two possibilities for a vertex $v_i$ to be added to the set $D$:

- **Case i.** There exists a strict equivalence edge $e: (v, v_i) \in E^E$. If $e \in E^E[G_R]$ then by the induction hypothesis $e$ represented a valid strict equivalence constraint $\chi(v) \equiv \chi(v_i)$ in $R$. By the definition of the restriction operator, this equivalence constraint continues to hold in $I(Q)$. Otherwise, if $e \notin E^E[G_R]$ then $e$ must have been constructed by the Restriction procedure (note that we need not consider the outcomes of procedure Convert Dependencies since it does not alter the nullability of an attribute vertex, and is executed only after procedure Set Definite has completed). There are only two sources of such edges: lines 267 and 282. However, these correspond to the existence of conjunctive false-interpreted equivalence predicates of Type 1 or 2 in $C$. Therefore if $v$ is definite (by one of Cases 1–4 above) then $\chi(v_i)$ must be definite in $I(Q)$.

- **Case ii.** Otherwise, $v_i$ is added to the set $D$ as the result of the existence of a null constraint path between $v$ and $v_i$. Since Restriction does not alter any vertex in $V^J$ nor any edge in $E^J$, then the only way for a null constraint path $\langle v, v_i \rangle$ to exist in $G_Q$ is if it existed in $G_R$, and if so then the null constraint $\chi(v) \vdash \chi(v_i)$ held in $R$.

Consider the pseudo-code in procedure Mark Definite that considers null constraint paths (lines 534 through 568). An attribute vertex $v_i$ is added to the set $S$ (line 560) only if (1) $v_i$ is related to the identical outer join vertex $J$ as $v$, meaning that $\chi(v)$ and $\chi(v_i)$ are both null-supplying attributes of the same outer join, or (2) $v_i$ is a null-supplying attribute in an outer join $J'$ that includes $J$ as part of its null-supplying side (see Figure 3.8). Hence if $\chi(v_i) \in S$ then the null constraint path $\langle v, v_i \rangle$ exists in $G_Q$. However, $v_i$ is not added to $D$ unless $v_i$ is still marked as pseudo-definite (line 564). This is because if $v_i$ has already been marked as definite due to some other processing by Restriction then the null constraint cannot hold, since neither $\chi(v)$ nor $\chi(v_i)$ can be Null.

Hence we conclude from the contradictions shown in Cases 1-5 above that if $w \in V^A[G_Q]$ is marked definite then $\chi(w)$ is guaranteed to be definite in $I(Q)$.

\[\square\]

**Lemma 20 (Constraints in the Result of Restriction)**

Procedure Restriction constructs an FD-graph $G_Q$ whose vertices and edges correctly represent the functional dependencies, equivalence constraints, and null constraints of the
extended table $Q$ that results from the algebraic expression $e' = \sigma[C](e)$ for an arbitrary expressions $e$ whose results is the extended table $R$.

**Proof (Strict Functional Dependencies).** By contradiction, assume that the strict functional dependency $f : X \rightarrow Y \in \Gamma$ but the strict functional dependency $f' : \chi(X) \rightarrow \chi(Y)$ does not hold in $I(Q)$.

Case (1). First, consider the case where $\chi(XY) \subseteq sch(R)$ and $f \in \Gamma$ in $G_R$. By the induction hypothesis $f'$ held in $I(R)$. If so, then $f'$ must also hold in $I(Q)$, a contradiction. This is because $\chi(XY) \subseteq sc\Lambda(Q)$, procedure RESTRICTION does not alter any existing strict dependencies that result from the sets of edges $E^F \cup E^C \cup E^R$, and by definition the restriction operator $\sigma$ only adds strict functional dependencies to $Q$.

Case (2). If $f \notin \Gamma$ in $G_R$, then $f$ can be formed by the RESTRICTION procedure under the following circumstances:

- $X$ and $Y$ denote the vertices representing the input parameters to a scalar function $\lambda(X)$, added by EXTENSION on lines 90 or 92; or
- $\chi(X) \subset \chi(Y)$ where $Y \in V^C$ and represents the set of inputs to a scalar function $\lambda(\chi(Y))$ (line 88); or
- $X$ denotes the gray tuple identifier vertex $v_K$ and $Y$ represents the scalar function $\lambda()$ (line 68); or
- $X$ and $Y$ are vertices that represent two attributes or function results $\chi(X)$ and $\chi(Y)$ respectively that are operands in a Type 1 or Type 2 equality condition (lines 266 or 281); or
- $f$ is a converted lax functional dependency transformed by the procedure CONVERT DEPENDENCIES once each definite vertex has been so marked by the SET DEFINITE procedure. The four situations where this can occur involve (1) a lax key dependency with a single key attribute (line 207), (2) a lax dependency between two attributes (line 211), (3) a lax key dependency involving a wholly non-Null composite key (line 225), and (4) a lax dependency with a wholly non-Null composite determinant (line 229).

In each case, these modifications to $G_Q$ correctly imply that the strict functional dependency $f' : \chi(X) \rightarrow \chi(Y)$ must hold in $I(Q)$; a contradiction. 

$\square$
Proof (Lax functional dependencies). By observation, procedure Restriction does not add edges to \( E^f \) to denote any additional lax functional dependencies implied by \( \sigma \), nor are any edges in \( E^f \) deleted outright; they are only converted to strict dependency edges in \( E^f \) when valid to do so: when both the dependent and determinant vertices are marked as definite, which has already been proven in Lemma 19 above. Since \( \gamma = \chi(E^f) \cup \chi(E^f) \), and since inference axiom FD5 (weakening) implies that every strict dependency is also a lax dependency, then \( f : X \rightarrow Y \in \gamma \) must imply that \( f' : \chi(X) \rightarrow \chi(Y) \) holds in \( I(Q) \).

Proof (Strict and lax equivalence constraints). The proof of these constraints mirrors the above proofs for strict and lax functional dependencies.

Proof (Null constraints). The sufficient conditions for proving that procedure IsNullConstraint(\( X, Y \)) returns true only if there exists a valid null constraint \( X \vdash Y \) between attributes \( X \) and \( Y \) in \( e' \) have already been stated in the proof for definite attributes.

3.5.3.4 Intersection

Given an arbitrary expression tree \( e' \) of height \( n > 0 \) rooted with a binary intersection operator, we must show that \( \tau(G_Q) \) of the FD-graph \( G_Q \) constructed by the procedure Intersection based on two input FD-graphs \( G_S \) and \( G_T \) for expressions \( e_S \) and \( e_T \), one or both having a maximum height \( n - 1 \), correctly reflects the characteristics (attributes, equivalences, and dependencies) of the derived table \( Q \) resulting from the intersection of expressions \( e_S \) and \( e_T \).

Claim 34 (Analysis)
Procedure Intersection terminates in time proportional to \( O(||V||^2 + ||E||^2) \).

Proof. It is easy to see that the main loop in the Intersection procedure (lines 301 through 313) completes in time proportional to \( O(||V||) \) since it is over a (finite) set of white attributes in \( V^A \) that corresponds to the set of union-compatible real attributes in the result of \( e_T \). This loop adds \( O(||V||) \) edges to the combined FD-graph produced by the Intersection procedure. Lemma 33 already showed that procedures Set Definite and Convert Dependencies execute in time proportional to \( O(||V|| \times (||V|| + ||E||)) \) and \( O(||E||^2) \) respectively. Since \( ||V|| \times ||E|| \) is \( O(||V||^2 + ||E||^2) \), we can simplify the analysis in a manner similar to that for the Restriction procedure above. Hence we claim that procedure Intersection executes in time proportional to \( O(||V||^2 + ||E||^2) \).
Lemma 21 (Schema of the Result of Intersection)

Procedure INTERSECTION constructs an FD-graph $G_Q$ whose vertices correctly represent the schema of the extended table $Q$ that results from the algebraic expression $e' = e_S \cap_{All} e_T$ for arbitrary expressions $e_S$ and $e_T$ whose results are extended tables $S$ and $T$ respectively.

Proof.

$\alpha(Q) = \alpha(S)$

Each white vertex $v$ that represents a union-compatible attribute $\chi(v) \in \alpha(T)$ is coloured black (line 306) denoting its move from $\alpha(T)$ to $\rho(Q)$. The only remaining white vertices will be all the existing white attributes vertices in $G_S$.

$\iota(Q) = \iota(S)$

Obvious.

$\kappa(Q) = \kappa(S) \cup \kappa(T)$

Obvious.

$\rho(Q) = \rho(S) \cup \rho(T) \cup \iota(T)$

Obvious.

Definite attributes. By contradiction, assume that a vertex $v \in V^A$ is marked definite in $G_Q$ but the attribute $\chi(v)$ is not guaranteed to be definite in $I(Q)$.

If $v$ is marked definite in either $G_S$ or $G_T$ then by the induction hypothesis $\chi(v)$ was definite in $I(S)$ or $I(T)$, respectively. Since the semantics of intersection does not change any values in either input, $\chi(v)$ must be definite in the result; a contradiction.

Otherwise, $v$ is either nullable or pseudo-definite. Without loss of generality, assume that $v \in V^A[G_T]$. The nullability of $v$ is altered by procedure INTERSECTION in two possible ways:

1. If its corresponding union-compatible attribute vertex $v_S$ is pseudo-definite in $G_S$, then $v$ is marked pseudo-definite in $G_Q$ (line 311). In this case $\chi(v)$ must be pseudo-definite, since the semantics of the intersection operator requires that the real attributes of a tuple $s_0[\alpha(S)]$ in $S$ must match exactly (using the null equivalence operator $\equiv$) with the corresponding real attributes of at least one tuple $t_0[\alpha(T)]$ in order to construct a corresponding tuple in the result. Hence the corresponding attributes must either match in value, or both be Null. Therefore if either input attribute is pseudo-definite, so must be the other in the result.
2. Otherwise, \( v \) is marked definite due to either (1) the existence of a strict equivalence edge between \( v \) and some other constant or attribute vertex \( v_Q \in V^A[G_Q] \), or (2) the existence of a null constraint between \( v \) and another attribute vertex \( v_Q \). The proof for the correct behaviour of the procedures \textsc{Set Definite} and \textsc{Mark Definite} were already presented in Lemma 19 above.

Hence we conclude that if \( v \) is marked definite in \( G_Q \) then \( \chi(v) \) is guaranteed to be definite in the result. \( \square \)

**Lemma 22 (Constraints in the Result of Intersection)**

Procedure \textsc{Intersection} constructs an FD-graph \( G_Q \) whose vertices and edges correctly represent the functional dependencies, equivalence constraints, and null constraints of the extended table \( Q \) that results from the algebraic expression \( e' = S \cap \text{All } T \) for arbitrary expressions \( e_S \) and \( e_T \) whose results are the extended tables \( S \) and \( T \) respectively.

**Proof (Strict Functional Dependencies).** By contradiction, assume that the strict functional dependency \( f : X \rightarrow Y \in \Gamma \) but the strict functional dependency \( f' : \chi(X) \rightarrow \chi(Y) \) does not hold in \( I(Q) \).

**Case (1).** Suppose \( f \) held in \( \Gamma \) in \( G_S \); by the induction hypothesis \( f' \) held in \( I(S) \). Observe that \textsc{Intersection} does not remove nor alter any existing strict dependency that stemmed from \( S \); hence \( f \) remains in \( G_Q \) unchanged. By Claim 21 all strict dependencies in \( S \) now hold in \( Q \); a contradiction.

**Case (2).** The identical situation exists if \( f \) held in \( \Gamma \) in \( G_T \).

**Case (3).** Otherwise, \( f \) is produced by the \textsc{Intersection} procedure. There are three possible cases where \( f \) may be derived:

1. If \( X \) and \( Y \) refer to the two tuple identifier vertices \( \iota(S) \) and \( \iota(T) \), then this dependency was produced on line 298. By Claim 21 this dependency holds in \( Q \); contradiction.

2. If \( X \) and \( Y \) refer to two paired, union-compatible attributes (one from each input) then \( f \) must have been constructed by \textsc{Intersection} on line 304. By the semantics of intersection, these two vertices represent attributes that must have identical values in the result \( Q \); hence both \( X \rightarrow Y \) and \( Y \rightarrow X \) hold in \( Q \), a contradiction.

3. Otherwise, \( f \) must have been a lax dependency in either \( G_S \) or \( G_T \) that has now been converted to a strict dependency through the modification of one or more vertices to reflect that, by the semantics of the intersection operator their values are definite
in the result. The proof of the operation of procedures \textsc{Set Definite}, \textsc{Mark Definite}, and \textsc{Convert Dependencies} has already been described in Lemmas 19 and 20 above.

Hence we conclude that if $f \in \Gamma$ in $G_Q$ then the strict functional dependency $\chi(X) \rightarrow \chi(Y)$ holds in $Q$.

\textbf{Proof (Lax Dependencies and Constraints).} Proofs of lax functional dependencies, equivalence constraints, and null constraints are similarly proved.

\begin{itemize}
\item \textbf{3.5.3.5 Partition}
\end{itemize}

Given an arbitrary expression tree $e'$ of height $n > 0$ rooted with a unary partition operator, we must show that $\tau(G_Q)$ of the FD-graph $G_Q$ constructed by the procedure \textsc{Partition} based on the input FD-graph $G_R$ for expression $e$ of height $n - 1$ correctly reflects the characteristics (attributes, equivalences, and dependencies) of the grouped extended table $Q$ resulting from the partition of expression $e$ by grouping columns $A^G$.

\textbf{Claim 35 (Analysis)}

Procedure \textsc{Partition} executes in time proportional to $O(||V||^2)$.

\textbf{Proof.} The proof of this claim is straightforward; from observation it is clear that the algorithm terminates. Copying the input FD-graph takes time proportional to $O(||V|| + ||E||)$. Moreover, other than the loop over each \texttt{Group-by} attribute (lines 332 through 338), which executes in time proportional to $O(||V||^2)$ due to the possible existence of scalar functions, the remaining loops in the procedure execute in time linear to the number of vertices in the graph.

\textbf{Lemma 23 (Schema of the Result of Partition)}

Procedure \textsc{Partition} constructs an FD-graph $G_Q$ whose vertices correctly represent the schema of the grouped extended table $Q$ that results from the algebraic expression $e' = \mathcal{G}[A^G, A^A](R)$ for an arbitrary expression $e$ whose result is the extended table $R$.

\textbf{Proof.} This proof is similar to the proof for distinct projection (Lemma 15).

\textbf{Lemma 24 (Constraints in the Result of Partition)}

Procedure \textsc{Partition} constructs an FD-graph $G_Q$ whose vertices and edges correctly represent the functional dependencies, equivalence constraints, and null constraints of the grouped extended table $Q$ that results from the algebraic expression $e' = \mathcal{G}[A^G, A^A](R)$ for an arbitrary expressions $e$ whose result is the extended table $R$.

\textbf{Proof.} This proof is similar to that for distinct projection (Lemma 16).
3.5.3.6 Grouped table projection

Given an arbitrary expression tree $e'$ of height $n > 0$ rooted with a unary grouped table projection operator, we must show that $\tau(G_Q)$ of the FD-graph $G_Q$ constructed by the procedure GROUPED TABLE PROJECTION based on the input FD-graph $G_R$ for expression $e$ of height $n - 1$, which by definition must be rooted with a unary partition operator, correctly reflects the characteristics (attributes, equivalences, and dependencies) of the extended table $Q$ resulting from the grouped table projection of expression $e$.

CLAIM 36 (ANALYSIS)
Procedure GROUPED TABLE PROJECTION executes in time proportional to $O(||V||^2)$.

PROOF. Straightforward. The main loop that constructs vertices corresponding to aggregate functions (lines 391 through 401) executes in time proportional to $O(||V|| \times ||F||)$, since the EXTENSION procedure executes in $O(||V||)$ time. Since copying the input FD-graph takes $O(||V|| + ||E||)$ time, $||F|| < ||V||$, and $||E||$ is $O(||V||^2)$, procedure GROUPED TABLE PROJECTION executes in time proportional to $O(||V||^2)$.

LEMMA 25 (SCHEMA OF THE RESULT OF PARTITION)
Procedure GROUPED TABLE PROJECTION constructs an FD-graph $G_Q$ whose vertices correctly represent the schema of the extended table $Q$ that results from the algebraic expression $e' = \mathcal{P}[A^G, F[A^A]](R)$ for an arbitrary expression $e$ rooted with a partition operator whose result is the grouped extended table $R$.

PROOF. This proof is similar to that for projection (Lemma 13).

LEMMA 26 (CONSTRAINTS IN THE RESULT OF GROUPED TABLE PROJECTION)
Procedure GROUPED TABLE PROJECTION constructs an FD-graph $G_Q$ whose vertices and edges correctly represent the functional dependencies, equivalence constraints, and null constraints of the extended table $Q$ that results from the algebraic expression $e' = \mathcal{P}[A^G, F[A^A]](R)$ for an arbitrary expressions $e$ rooted with a partition operator whose result is the grouped extended table $R$.

PROOF. This proof is similar to that for projection (Lemma 14).

3.5.3.7 Left outer join

Given an arbitrary expression tree $e'$ of height $n > 0$ rooted with a binary left outer join operator, we must show that $\tau(G_Q)$ of the FD-graph $G_Q$ constructed by the procedure LEFT OUTER JOIN based on two input FD-graphs $G_S$ and $G_T$ for expressions $e_S$ and
3.5 PROOF OF CORRECTNESS

$e_T$, one or both having a maximum height $n - 1$, correctly reflects the characteristics (attributes, equivalences, and dependencies) of the derived table $Q$ resulting from the left outer join $e' = e_S \rightarrow^P e_T$ of expressions $e_S$ and $e_T$ with on condition $p$.

CLAIM 37 (Analysis)
Procedure LEFT OUTER JOIN executes in time proportional to $O(\|V\|^2 + \|E\| \times \|P\| \times \|V\|)$.

PROOF. We proceed by code section, following our explanation of the algorithm in Section 3.4.8.1 beginning on page 137.

1. Graph merging and initialization (lines 410 to 430). As with Cartesian product, graph merging consists of creating a combined FD-graph of the two inputs in $O(\|V\| + \|E\|)$. The first loop (lines 423 through 427), which establishes an edge between each null-supplying attribute and the new outer join vertex as a prerequisite for the testing of null constraints, executes in time proportional to $O(\|V\|^2)$. The second loop (lines 428 through 430) links this new outer join vertex with unnested outer join vertices in $G_T$ in $O(\|V\|)$.

2. Dependency and constraint analysis for the null-supplying table (lines 431 to 472). There are three loops in this section, over strict dependency edges, lax dependency edges, and lax equivalence edges respectively. It is immediate that their execution time is proportional to $O(\|V\| \times \|E\| \times \|P\|)$, $O(\|V\| \times \|E\| \times \|P\|)$, and $O(\|E\| \times \|P\|)$ respectively.

3. Generation of lax dependencies implied by the on condition (lines 473 to 516). This section analyzes the on condition predicate $p$ several times, first to break up $p$ into conjuncts, next to eliminate any conjunctive term containing disjuncts, and finally to infer additional dependencies and equivalences from each conjunctive atomic condition that remains. However, since we are assuming constant time updates of the FD-graph, this code section executes in time proportional to $O(\|P\|)$.

4. Construction of strict dependencies implied by the on condition (lines 517 to 533). It is immediate that in the worst case, this section of code executes in time proportional to $O(\|V\|)$.

5. Marking attributes nullable (lines 534 to 541). In this final section, each definite attribute from the null-supplying side is marked pseudo-definite. Since we assume that the nullability function $\eta$ is $O(\|P\|)$, this section of pseudocode executes in $O(\|V\| \times \|P\|)$ time.
We therefore claim that procedure LEFT OUTER JOIN executes in time proportional to $O(||V||^2 + ||E|| \times ||P|| + ||V||)$.  

**Lemma 27** (Schema of the Result of Left Outer Join)

Procedure LEFT OUTER JOIN constructs an FD-graph $G_Q$ whose vertices correctly represent the schema of the extended table $Q$ that results from the algebraic expression $e' = e_S \xleftarrow{p} e_T$ for arbitrary expressions $e_S$ and $e_T$ whose results are extended tables $S$ and $T$ respectively.

**Proof.** The proof of this Lemma is virtually identical to the corresponding proof for Cartesian product. 

**Lemma 28** (Constraints in the Result of Left Outer Join)

Procedure LEFT OUTER JOIN constructs an FD-graph $G_Q$ whose vertices and edges correctly represent the functional dependencies, equivalence constraints, and null constraints of the extended table $Q$ that results from the algebraic expression $e' = e_S \xleftarrow{p} e_T$ for 0n condition $p$ and arbitrary expressions $e_S$ and $e_T$ whose results are the extended tables $S$ and $T$ respectively.

**Proof (Strict Functional Dependencies).** By contradiction, assume that the strict functional dependency $f : X \rightarrow Y \in \Gamma$ but the strict functional dependency $f' : \chi(X) \rightarrow \chi(Y)$ does not hold in $I(Q)$.

**Case (1).** Suppose $f$ held in $\Gamma$ in $G_S$ (the FD-graph for the preserved table $S$). If so, then by the induction hypothesis $f'$ held in $S$. By Theorem 3 $f'$ holds in $I(Q)$; a contradiction.

**Case (2).** Suppose $f$ held in $\Gamma$ in $G_T$ (the FD-graph for the null-supplying table $T$). If so, then by the induction hypothesis $f'$ held in $T$. There are two situations in which $f$ could be altered by LEFT OUTER JOIN:

1. $f$ denotes a dependency with a singleton attribute vertex $X$ as its determinant, and $\chi(X)$ cannot be guaranteed to be definite in the result except for the all-Null row (line 436); or

2. $f$ denotes a dependency with a compound vertex $X$ as its determinant, and no single attribute $\chi(x) \in \chi(X)$ can be guaranteed to be definite in the result but for the all-Null row (line 442).

Thus, if $f$ is unaltered, either $X$ represents a tuple identifier vertex in the set $V^R$, $XY \subseteq V^A$ and the strict equivalence constraint $e : X \equiv Y$ held in $\Xi$ in $G_T$, or $\eta(p, \chi(X))$ is true. Under these conditions, by Theorem 3 $f'$ must hold in $I(Q)$, a contradiction.
3.5 PROOF OF CORRECTNESS

Case (3). Otherwise, \( f \) must be developed through the analysis of the \( 0n \) condition \( p \). We consider each possible modification to the edges in \( E^F \cup E^R \cup E^C \) in \( G_Q \) that could result in the new dependency \( f \):

1. If \( f \in \Gamma \) is represented by an edge \((X, Y) \in E^R\) then \( f \) corresponds to one of the strict functional dependencies between the tuple identifier of the result \( Q \) and the tuple identifiers of both inputs, or vice-versa (lines 416 and 419) which clearly hold in the result \( Q \).

2. If \( f \in \Gamma \) is represented by an edge \((X, Y) \in E^C\) then \( f \) must represent the strict reflexive dependency formed by the construction of the composite determinant \( W \), all of whose attributes are from the preserved table \( S \); clearly this dependency also holds in \( Q \).

3. Otherwise, \( f \) must stem from an edge \((X, Y) \in E^F\). There are four ways that LEFT OUTER JOIN constructs such an edge:

   (a) Line 452: \( X \leftarrow Y \) was a lax dependency that held in \( T \), \( \eta(p, \chi(X)) \) is true, meaning that the singleton attribute \( X \) is either definite in \( T \) or \( p \) is such that it cannot evaluate to true if \( \chi(X) \) is \text{Null} (line 436), and either \( Y \) denotes a tuple identifier in \( G_T \) or \( \eta(p, \chi(Y)) \) is true. These conditions match the corresponding case in Theorem 3, and hence \( f' \) must hold in \( I(Q) \), a contradiction.

   (b) Line 461: similarly, if \( X \leftarrow Y \) is a lax dependency that held in \( T \) and \( X \) is a compound determinant such that \( \chi(X) \subseteq \text{sch}(T) \) and \( \eta(p, \chi(X)) \) is true (line 442) then \( f' \) must hold in \( I(Q) \).

   (c) Line 502: \( f \) stems from an Type 2 equality condition between null-supplying attributes \( \chi(X) \) and \( \chi(Y) \). Since we falsely-interpret Type 1 and Type 2 conditions in \( p \), the nullability function \( \eta \) will evaluate to true for both \( \eta(p, \chi(X)) \) and \( \eta(p, \chi(Y)) \). This case is also explicit in Theorem 3 and hence it must follow that \( f' \) holds in \( I(Q) \), a contradiction.

   (d) Line 531: in this case we add a set of strict dependency edges \( \alpha_S(p) \rightarrow z \) for all \( z \in Z \) between all of the preserved attributes referenced in the \( 0n \) condition \( p \) and each null-supplying vertex \( z \) referenced in each false-interpreted Type 1 or Type 2 condition in \( p \) (lines 496, 504, 509, and 511). By their inclusion in such a condition \( \eta(p, \chi(z)) \) for each \( \chi(z) \in \chi(Z) \) is automatically true. The tests on line 518 verifies that \( \alpha_S(p) \) is not empty. This combined set of conditions mirrors those conditions specified in Theorem 3 (Case 4), and therefore \( f' \) must hold in \( Q \), a contradiction.
As we have shown that in each case an edge in $\Gamma$ correctly represents a strict functional dependency in $\mathcal{F}$, we conclude that procedure LEFT OUTER JOIN correctly constructs an FD-graph representing strict dependencies that hold in $Q$. 

**Proof (Lax Functional Dependencies).** By contradiction, assume that the lax functional dependency $f : X \rightarrow Y \in \gamma$ but the lax functional dependency $f' : \chi(X) \rightarrow \chi(Y)$ does not hold in $I(Q)$.

*Case (1).* Suppose $f$ held in $\Gamma$ in $G_S$ (the FD-graph for the preserved table $S$). If so, then by the induction hypothesis $f'$ held in $S$. By Theorem 3 $f'$ holds in $I(Q)$; a contradiction.

*Case (2).* Suppose $f$ held in $\gamma$ in $G_T$ (the FD-graph for the null-supplying table $T$). If so, then by the induction hypothesis $f'$ held in $T$. There are four situations in which $f$ could be altered or removed by LEFT OUTER JOIN:

1. Line 438: $X \rightarrow Y$ denotes a strict dependency in $E^F$ with a singleton attribute vertex $X$ as its determinant, and $X$ cannot be guaranteed to be definite in the result except for the all-Null row (line 436). By Theorem 3 this dependency laxly holds in the result since the generation of an all-Null row may produce a strict dependency violation.

2. Line 444: similarly, $X \rightarrow Y$ denotes a strict dependency with a compound determinant vertex $X$, and no single attribute $\chi(x) \in \chi(X)$ can be guaranteed to be definite but for an all-Null row in the result (line 442).

3. Line 453: $f$ represents the lax dependency $f'$ that held in $T$, but both its determinant and dependent attributes cannot be Null except for the all-Null row. In this case, as argued above for strict dependencies in $Q$, the dependency can be made strict. However, by inference axiom FD5 (weakening) $f'$ still laxly holds in $I(Q)$, as per Theorem 3.

4. Line 462: similarly, $f$ denotes a lax dependency that held in $T$, where $X$ is a compound determinant and at least one of the attributes $\chi(x) \in \chi(X)$ is guaranteed definite in $Q$ but for the all-Null row. Once again, by Theorem 3 $f$ can be made strict, hence $f'$ still laxly holds in $Q$.

Hence, if none of the conditions in the cases above are met, $f$ is retained unaltered in $G_Q$. By Theorem 3, any lax dependency that held in $I(T)$ must hold in $I(Q)$; a contradiction.

*Case (3).* Otherwise, $f$ must be a new dependency produced via the analysis of the at condition $p$. $f$ represents a lax dependency formed by an equality condition between an attribute from $\alpha(T)$ and either a constant (line 494) or an attribute from $\alpha(S)$ (line 506).
This situation is also explicitly mentioned in Theorem 3; hence \( f' \) holds in \( Q \); again a contradiction.

**Proof (Strict equivalence constraints).** By contradiction, assume that the strict equivalence constraint \( e : X \equiv Y \in \Xi \) but the corresponding strict equivalence constraint \( e' : \chi(X) \equiv \chi(Y) \) does not hold in \( I(Q) \).

- **Case (1).** Suppose \( e \) held in \( \Xi \) in \( G_S \); by the induction hypothesis, \( e' \in \mathcal{E} \) in \( S \). By Theorem 3, therefore, \( e' \) must hold in \( Q \); a contradiction.

- **Case (2).** Suppose \( e \) held in \( \Xi \) in \( G_T \); by the induction hypothesis, \( e' \in \mathcal{E} \) in \( T \). By Theorem 3, therefore, \( e' \) must hold in \( Q \); a contradiction.

- **Case (3).** Suppose \( e : X \simeq Y \) held as a lax equivalence constraint in \( \xi \in G_T \); by the induction hypothesis, \( \chi(X) \simeq \chi(Y) \) in \( T \). There is only one circumstance where \( e \) is made into a strict equivalence constraint (line 469), and that is when both \( \eta(p, \chi(X)) \) and \( \eta(p, \chi(Y)) \) evaluate to \textit{true}. By Corollary 2, under these conditions \( e' \) holds as a strict equivalence constraint in \( Q \); a contradiction.

- **Case (4).** Otherwise, the only remaining possibility is that \( e \) was generated through the analysis of a Type 2 equality condition in \( p \) (line 503). In this case \( \chi(XY) \subseteq \text{sch}(T) \), and by Theorem 3 \( e' \) must hold in \( Q \); a contradiction.

As we have shown that \( e \) holds in each case, we have proved that if \( G_Q \) contains a strict equivalence constraint \( e : X \equiv Y \) then \( \chi(X) \equiv \chi(Y) \) holds in \( \mathcal{E} \).

**Proof (Lax equivalence and null constraints).** The proof for lax equivalence constraints is similar to the proof for strict equivalence constraints above; the proof for null constraints is straightforward, by construction.

By similarly showing that the procedures for union, difference, and full outer join correctly modify an FD-graph such that the dependencies and constraints modelled by the graph are guaranteed to hold in its result, we will have proven the theorem. Moreover, we have also shown that the complete algorithm executes in time polynomial in the size of its inputs. Q.E.D.

### 3.6 Closure

The mapping function \( \chi \), as defined in Definition 46, straightforwardly converts edges in an FD-graph \( G \) into strict or lax functional dependencies and equivalence constraints that are guaranteed to hold in the result of the algebraic expression \( e \) modelled by \( G \). By the
soundness of the inference axioms for strict and lax dependencies (Theorem 1) and strict and lax equivalence constraints (Theorem 2), any dependency or constraint in the closure of these dependencies and constraints must hold in \( I(e) \) as well.

One method to compute the closure of the strict functional dependencies modelled in \( G \) would be to:

1. use the mapping function \( \chi \) to create the set of strict functional dependencies \( \Gamma \);

2. develop the closure of the these dependencies in the standard manner, that is to apply the inference rules augmentation, union, and strict transitivity defined in Lemma 1 to the set of dependencies in \( \Gamma \); and, if desired,

3. eliminate from the closure any dependency whose determinant or dependent contained an attribute in \( \rho(e) \), retaining only those dependencies that involve real attributes, constants, and the tuple identifier of the result of \( e \).

Instead, we shall use the data structures comprising the FD-graph \( G \) to compute the closure of \( \Gamma \) directly. In this section, we present two algorithms, DEPENDENCY-CLOSURE and EQUIVALENCE-CLOSURE, that computes the closures of \( \Gamma, \gamma, \Xi, \) and \( \xi \). Observe that the closures of these sets of dependencies and constraints correspond to the definitions of FD-paths and equivalence-paths described earlier (Definitions 41 through 44):

**Definition 47 (Strict Dependency Closure)**
The strict dependency closure of a set of vertices \( X \subseteq V \) with respect to the strict FD-paths in an FD-graph \( G \), denoted \( X^+_\Gamma \), is defined as follows:

\[
X^+_\Gamma = X \cup V^A_\kappa \cup \{Y\}
\]  
(3.7)

such that for each vertex \( y \in Y \) the strict FD-path \( (X \cup V^A_\kappa, y) \) exists in \( G \).

**Definition 48 (Lax Dependency Closure)**
The lax dependency closure of a set of vertices \( X \subseteq V \) with respect to the lax FD-paths in an FD-graph \( G \), denoted \( X^+_\gamma \), is defined as follows:

\[
X^+_\gamma = X \cup V^A_\kappa \cup \{Y\}
\]  
(3.8)

such that for each vertex \( y \in Y \) the lax FD-path \( (X \cup V^A_\kappa, y) \) exists in \( G \).

**Definition 49 (Strict Equivalence Closure)**
The strict equivalence closure of a single vertex \( x \in V^A \) with respect to the strict equivalence-paths in an FD-graph \( G \), denoted \( x^+_\Xi \), is defined as follows:

\[
x^+_\Xi = x \cup \{Y\}
\]  
(3.9)
such that for each vertex \( y \in Y \subseteq V^A \) the strict equivalence-path \( \langle x, y \rangle \) exists in \( G \).

**Definition 50 (Lax Equivalence Closure)**

The *lax equivalence closure* of a single vertex \( x \in V^A \) with respect to the lax equivalence-paths in an FD-graph \( G \), denoted \( x^+_\xi \), is defined as follows:

\[
x^+_\xi = x \cup \{Y\}
\]  

(3.10)

such that for each vertex \( y \in Y \subseteq V^A \) the lax equivalence-path \( \langle x, y \rangle \) exists in \( G \).

### 3.6.1 Chase procedure for strict and lax dependencies

Procedure **DEPENDENY-CLOSURE**, which implements a chase procedure for dependencies represented in an FD-graph, is a modified version of Ausiello, D'Attri, and Saccà's algorithm **NODE-CLOSURE**. **DEPENDENY-CLOSURE** computes the set of all strict or lax FD-paths in \( G \) with head \( \chi(X) \cup V^*_A \) using the temporary set variables \( S^+ \) and \( S \). As each FD-path in \( G \) represents a functional dependency for an expression \( e \), the former represents that portion of the closure \( X^+_\Gamma \) or \( X^+_\gamma \) derived from functional dependencies, and the latter represents vertices on FD-paths, used to determine transitive dependencies. Lines 603 through 607 add constants to \( S \) so that in turn all attributes functionally determined by constants are added to \( S^+ \). In addition, our version requires logic to ensure that only attribute vertices coloured white, and tuple identifier vertices coloured gray, appear in the closure \( S^+ \). This eliminates from \( S^+ \) any vertex representing an attribute in \( \rho(e) \), and at the same time enables a calling procedure to easily determine if any FD-path rooted with \( \chi(X) \cup V^*_A \) represents a key dependency. Note, however, that attributes of any colour can be placed in \( S \) since transitive dependencies through projected-out attributes in \( \rho(e) \) continue to hold. Lines 643 through 676 compute the closure of any lax dependencies, enforcing the condition that a lax FD-path is transitive only over definite attributes. **DEPENDENY-CLOSURE** also contains an invariant: a compound determinant is never added to the set \( S \) until each of its component vertices have been added to \( S \) and considered for inclusion in \( S^+ \).

588 **Procedure: DEPENDENY-CLOSURE**
589 **Purpose:** Determine the closure of \( \{X\} \) with respect to \( \Gamma \) or \( \gamma \).
590 **Inputs:** FD-graph \( G \), attributes \( X_1, X_2, \ldots, X_n \), closure type
591 **Output:** the set of vertices representing the closure of \( X \), denoted \( S^+ \).
592 **begin**
593 \( S^+ \leftarrow S \leftarrow \emptyset \);
594 **-- Create a temporary structure ‘Visited’ for vertices in \( G \).**
595 **for each** \( v_j \in \{V^C \cup V^R \cup V^A\} \) **do**
Visited[\nu_i] \leftarrow \text{false}
\text{od};
-- Initialize \(S\) and \(S^+\) with vertices representing those attributes in \(X\).
for each \(\nu_i \in \{X\}\) do
\(S \leftarrow S \cup \chi(\nu_i)\)
\text{od};
-- Add to \(S\) any constant values in \(G\).
for each \(\nu_i \in \nu^A\) do
if Colour[\nu_i] is gray then
\(S \leftarrow S \cup \nu_i\)
fi
\text{od};
-- Construct the closure \(X^+_I\).
while \(S \neq \emptyset\) do
select \(\nu_i\) from \(S\);
\(S \leftarrow S - \nu_i;\)
Visited[\nu_i] \leftarrow \text{true};
if \(\nu_i \in \nu^A\) then
-- \(\nu_i\) is a simple node; determine if a compound node including \(\nu_i\)
-- is now transitively dependent on \(S\).
for each \(\nu_j \in \nu^C \mid (\nu_j, \nu_i) \in \nu^C\) do
if Visited[\nu_j] is false and \(\forall \nu_k \mid (\nu_j, \nu_k) \in \nu^C\): Visited[\nu_k] is true then
\(S \leftarrow S \cup \nu_j;\)
fi
\text{od};
if Colour[\nu_i] is white then
\(S^+ \leftarrow S^+ \cup \nu_i\)
fi
else if \(\nu_i \in \nu^R\) then
-- \(\nu_i\) is a tuple identifier; determine if we have found a key.
if Colour[\nu_i] is Gray then
\(S^+ \leftarrow S^+ \cup \nu_i\)
fi;
-- Determine if a compound tuple identifier including \(\nu_i\)
-- is now transitively dependent on \(S\).
for each \(\nu_j \in \nu^R \mid (\nu_j, \nu_i) \in \nu^R\) do
if Visited[\nu_j] is false and \(\forall \nu_k \mid (\nu_j, \nu_k) \in \nu^R\): Visited[\nu_k] is true then
\(S \leftarrow S \cup \nu_j;\)
fi
\text{od}
fi;
for each \(\nu_k \mid (\nu_i, \nu_k) \in \nu^F\) do
if Visited[v_k] is false then
    $S \leftarrow S \cup v_k$;
fi
od
-- Include lax dependencies if desired by the calling procedure.
if closure type = 'γ' then
if $v_i \in V^A$ then
    if Nullability[v_i] is Definite then
        for each $v_k \mid (v_i, v_k) \in E^f$ do
            if $v_k \in V^A$ then
                if Colour[v_k] is white then
                    $S^+ \leftarrow S^+ \cup v_k$;
                fi
            if Nullability[v_k] is Definite and Visited[v_k] is false then
                $S \leftarrow S \cup v_k$
            fi
        else if $v_k \in V^R$ and Visited[v_k] is false then
            $S \leftarrow S \cup v_k$
        fi
    fi
else if $v_i \in V^C$ then
    if $\exists v_j \in V^A \mid (v_i, v_j) \in E^C$ and Nullability[v_j] is not Definite then
        for each $v_k \mid (v_i, v_k) \in E^f$ do
            if $v_k \in V^A$ then
                if Colour[v_k] is white then
                    $S^+ \leftarrow S^+ \cup v_k$;
                fi
            if Nullability[v_k] is Definite and Visited[v_k] is false then
                $S \leftarrow S \cup v_k$
            fi
        else if $v_k \in V^R$ and Visited[v_k] is false then
            $S \leftarrow S \cup v_k$
        fi
    fi
fi
fi
fi
fi
od;
return $S^+$
end
Observe that if \( S \) is implemented as a queue then \textsc{dependency-closure} corresponds to a breadth-first traversal of \( G \). We could, if desired, optimize the algorithm to simply return all white vertices in \( G \) once a gray tuple identifier vertex \( v_k \in V^R \) has been found.

Lemma 29 (Analysis)

Given as input an arbitrary set of valid attributes \( X \) and an \textbf{fd}-graph \( G < V, E > \), procedure \textsc{dependency-closure} executes in time proportional to \( O(||V||^2) \).

Proof. We can make the following straightforward observations:

1. Clearly the initialization loops execute in \( O(||V||) \) time since they are over finite sets (lines 593 through 607).

2. Consider the main closure loop beginning on line 609. The loop terminates when \( S \) is empty; the size of \( S \) can never exceed \( ||V|| \) since no vertex is visited more than once. After initialization, when \( S \) contains the vertices of \( \chi(X) \), there are only the following ways in which a vertex may be added to \( S \):
   
   (a) a compound node may be added to \( S \) once all of its components have been visited, executing in time proportional to \( O(||V||^2) \) (line 618);
   
   (b) a node \( v_i \in V^R \) may be added to \( S \) upon discovery of all of its component tuple identifiers that together form \( v_i \); again in time proportional to \( O(||V||^2) \) (line 633):
   
   (c) a node in \( V^A \) or \( V^R \) may be added to \( S \) upon discovery of a strict edge in \( E^F \), taking time \( O(||E||) \) (line 639);
   
   (d) a node in \( V^A \) may be added to \( S \) upon discovery of a lax edge in \( E^f \) (lines 652 and 667, executing in time proportional to \( O(||E||) \) and \( O(||V||^2) \) respectively); or
   
   (e) a node in \( V^R \) may be added to \( S \) upon discovery of a lax edge in \( E^f \) (lines 655 and 670, executing in time proportional to \( O(||E||) \) and \( O(||V||^2) \) respectively).

In no case can the node be added to \( S \) if already visited (line 612); hence even if cycles exist in \( E^F \) or \( E^f \) each vertex in \( V[G] \) will be considered at most once. Moreover, it is impossible for the algorithm to traverse any single edge in \( E \) more than once. Hence, we claim that the main loop beginning on line 609 executes in time proportional to \( O(||V||^2 + ||E||) \).

Since \( G \) contains a finite number of vertices and edges, and \( ||E|| \) is \( O(||V||^2) \), we conclude that \textsc{dependency-closure} must terminate, and in the worst case executes in time proportional to \( O(||V||^2) \). \( \square \)
LEMMA 30 (STRONG CLOSURE)
Given inputs of an arbitrary set of valid attributes $X$, an FD-graph $G$ representing the dependencies in $e$, and closure type of $\Gamma$, procedure DEPENDENCY-CLOSURE returns a set containing a vertex $\chi(Y)$ if and only if $Y \in \iota(e) \cup \alpha(e)$ and $\chi(Y) \in X^+_\Gamma$.

PROOF (SUFFICIENCY). For strict closures there are only two ways in which a vertex $v_i$ can be added to $S^+$. The first, on line 622, requires that $v_i \in V^\Delta$ was previously part of the set $S$. If $\chi(Y) \in (\chi(X) \cup V^\Delta)$ then $S^+$ will automatically contain $\chi(Y)$, since lines 600 and 605 will add $\chi(Y)$ to $S$, and if $\chi(Y)$ is a white attribute vertex then it will be added to $S^+$ on line 622. The second, on line 627, adds the vertex $v_i$ to $S^+$ if $v_i \in V^R$ is coloured gray, indicating that $\chi(v_i) \equiv \iota(e)$.

Otherwise, since the elements of $S$ correspond to vertices on strict FD-paths, it is clear that the traversal of each strict FD-path component will result in a vertex added to $S$ to represent a vertex on that FD-path, and either (1) a white vertex added to $S^+$ if it appears on the FD-path, or (2) a gray tuple-identifier vertex added to $S^+$ if it appears on the FD-path. Hence we claim that if the strict FD-path $(\chi(X) \cup V^\Delta, \chi(Y))$ exists in $G$ then $\chi(Y)$ will be returned in the result of DEPENDENCY-CLOSURE. Therefore, the result of DEPENDENCY-CLOSURE will contain $\chi(Y)$ if $Y \in \iota(e) \cup \alpha(e)$ and $\chi(Y) \in X^+_\Gamma$. □

PROOF (NECESSITY). To prove necessity, by contradiction assume that DEPENDENCY-CLOSURE returns a set which contains a vertex $\chi(Y)$, but either $\chi(Y)$ is not a white vertex in the set $V^\Delta$ and $\chi(Y)$ is not a gray tuple identifier vertex in $V^R$, or $G$ does not contain the strict FD-path $(\chi(X) \cup V^\Delta, \chi(Y))$. Then at some point during the traversal of $G$ DEPENDENCY-CLOSURE must add $\chi(Y)$ to $S^+$. There are only two possible ways this may occur: at line 622 or line 627. $\chi(Y)$ must also be either a white vertex in $V^\Delta$, due to the test on line 621, or a gray vertex in $V^R$, due to the tests on lines 624 and 626. Furthermore, $\chi(Y)$ was previously an element of the set $S$. For $\chi(Y)$ to exist in $S$ one of the following must have occurred:

1. $\chi(Y) \in \chi(X)$, added to $S$ during initialization at line 600, contradicting our initial assumption.

2. $\chi(Y)$ is a constant and is coloured gray (line 604), and is added to $S$ on line 605. In this case the trivial FD-path $(V^\Delta, \chi(Y))$ exists in $G$, again contradicting our initial assumption.

3. In our last case we carry on the proof by induction on the number of strict edges traversed in $G$. If $\chi(Y) \subseteq S^+$ then there must exist a directed edge with target $\chi(Y)$. $\chi(Y)$ can be added to $S$ only at line 639, as a result of an edge in $EF$, or at line 633,
as a result of a set of edges in $E^R$. These are the sole remaining possibilities since we are not considering lax dependency edges at this point (lines 643 through 676).

**Basis.** The base case of the induction is that there exists a directed edge $(v_j, \chi(Y)) \in E^F \mid v_j \in (\chi(X) \cup V^A_\kappa)$, which represents the strict FD-path $(v_j, \chi(Y))$; hence the strict FD-path $(\chi(X) \cup V^A_\kappa, \chi(Y))$ is also in $G$.

**Induction.** Otherwise, in our FD-graph implementation there are four possible sources of an edge with target $\chi(Y)$:

- **Case (1).** The source vertex $v_i$ is a tuple identifier vertex $v_i \in V^R$. If so, then $v_i$ was also an element of $S$.

- **Case (2).** $\chi(Y)$ is a tuple identifier vertex in the set $V^R$ with edges in $E^R$ to each of its component tuple identifiers, all of which must already be in $S$.

- **Case (3).** The source is a compound vertex $v_i \in V^C$. If so, then $v_i$ must also have been added to $S$, and in addition all of its component vertices must have already been visited during the traversal of $G$ due to the test on line 617.

- **Case (4).** The source vertex is an ordinary vertex $v_i \in V^A$.

In each case, the vertex $v_i$ was added to $S$ only through the direct or indirect traversal of strict edges in $G$, indicating the existence of a direct or transitive strict FD-path from $\chi(X) \cup V^A_\kappa$ to $v_i$. Since there exists a strict FD-path $(v_i, \chi(Y))$ in $G$, we then have a combined FD-path $(\chi(X) \cup V^A_\kappa, \chi(Y))$, a contradiction.

Hence we conclude that DEPENDENCY-CLOSURE will return $\chi(Y)$ as part of the strict closure of an attribute set $X$ only if $Y \in \iota(e) \cup \alpha(e)$ and $\chi(Y) \in X^+_1$. \hfill $\square$

**Lemma 31 (Lax Closure)**

Given inputs of an arbitrary set of valid attributes $X$, an FD-graph $G$, and closure type of $\gamma$, procedure DEPENDENCY-CLOSURE returns a set containing an element $\chi(Y)$ if and only if $Y \in \iota(e) \cup \alpha(e)$ and $\chi(Y) \in X^+_1$.

**Proof (Sufficiency).** Observe that if $Y \subseteq X$ then $S^+$ will automatically contain $Y$, since this situation corresponds to a strict FD-path from $\chi(X)$ to $\chi(Y)$. Otherwise, for lax closures, the only way in which a vertex $v_i$ can be added to $S^+$ is on lines 622, 627, 649, or 664, each of which requires that $v_i$ is a target of some strict or lax edge in $G$. If $v_i$ represents a definite attribute or a tuple identifier then $v_i$ will also be added to $S$, corresponding to the definition of a lax FD-path. Hence it is clear that every lax FD-path traversed by DEPENDENCY-CLOSURE will result in (1) that path's target vertex added to $S^+$ if representing a real attribute in $\alpha(e)$ or a tuple identifier in $\iota(e)$ and (2) added to
the set $S$ if a definite attribute or tuple identifier for use as a determinant. Therefore we claim that if there exists a lax FD-path $\langle \chi(X) \cup V^A, \chi(Y) \rangle$ and $Y \in \iota(e) \cup \alpha(e)$ then $\chi(Y)$ will be returned in the result of DEPENDENCY-CLOSURE.

\[\square\]

**Proof (Necessity).** Clearly $X^+_i \subseteq X^+_j$ since the strict closure of $X$ is computed in both cases. Following an approach similar to that in Lemma 30, assume that DEPENDENCY-CLOSURE returned $\chi(Y)$ in the result but either $Y \not\in \iota(e) \cup \alpha(e)$ or $\chi(Y) \not\in X^+_j$. We must have $Y \not\in (X^+_i \cup V^A)$ since we have already shown in Lemma 30 that DEPENDENCY-CLOSURE correctly computes the strict closure of $X^+_i$. Therefore $\chi(Y)$ must have been added to $S^+$ only due to the existence of:

- **Case (1).** a strict dependency edge in $E^F$ whose target is $\chi(Y)$ and whose source is already in $S$ (line 622), or

- **Case (2).** a set of edges in $E^R$ whose source is a gray vertex in $V^R$ representing $\iota(e)$ and each of the targets of such edges are tuple identifier vertices in $V^R$ that are already in $S$, or

- **Case (3).** a lax dependency edge in $E^I$ whose source is a simple vertex in $S$ and whose target is $\chi(Y)$ (line 649), or

- **Case (4).** a lax dependency edge in $E^I$ whose source is a compound vertex in $S$ and whose target is $\chi(Y)$ (line 664).

Cases (1) and (2) were proven correct in Lemma 30; we now consider cases (3) and (4). In both cases the addition of a vertex to $S^+$ is valid since they both represent instances of a valid lax FD-path. We now argue inductively that the existence of the source vertex $v_i \in S$ is correct. If $v_i \in S$ then it must have been added to $S$ either:

- during initialization, implying that either $v_i \in \chi(X)$ or $v_i$ is a constant (basis);

- $v_i \in V^C$ (line 618) and each component of $v_i$ has been transitively inferred by the traversal of other edges in $G$, and furthermore each component of $v_i$ is definite (line 660);

- $v_j \in V^R$ (line 633), $v_j$ is a compound tuple identifier vertex, and $v_j$ has been transitively inferred by its component tuple identifier vertices that are already in $S$;

- $v_i \in V^A \cup V^R$ (line 639), $v_i$ has been transitively inferred by the traversal of a strict dependency edge in $G$, and either $v_i$ represents a definite attribute (lines 645 or 651) or $v_i \in V^R$. 
• \( v_i \in V^A \) (line 652), \( v_i \) has been laxly inferred by a definite simple vertex (line 645), and \( v_i \) itself represents a definite attribute (line 651);

• \( v_i \in V^R \) (line 655), transitively inferred by a definite simple vertex in \( V^A \) (line 645);

• \( v_i \in V^A \) (line 667), transitively inferred by a definite compound vertex in \( V^C \) (line 660), and \( v_i \) itself represents a definite vertex (line 666);

• \( v_i \in V^R \) (line 670), transitively inferred by a definite compound vertex in \( V^C \) (line 660).

We have shown that the only way in which a vertex \( \chi(Y) \) can be added to the result contained in \( S^+ \) is either for \( Y \subseteq X \) or for \( \chi(Y) \) to be directly or transitively connected to one or more vertices in \( \chi(X) \) through the existence of a lax FD-path. Hence we conclude that \( G \) must contain a lax FD-path \( \langle \chi(X) \cup V^A, \chi(Y) \rangle \).

\[ \Box \]

**Theorem 9 (Dependency Closure)**

Procedure \textsc{Dependency-closure} is correct.

**Proof.** Follows from Lemmas 29, 30, and 31. \[ \Box \]

**3.6.2 Chase procedure for strict and lax equivalence constraints**

For a given attribute \( X \) as input, the procedure \textsc{Equivalence-closure} given below computes that attribute's equivalence class for real attributes in \( X_\Sigma^+ \) or \( X_\xi^+ \). Included in the closure are gray vertices representing constants; therefore if a vertex \( v \in V^A \) then the calling procedure can conclude that \( X \) is strictly or laxly equivalent to a constant. Note that the complete set of strictly equivalent attributes are also returned for a lax equivalence closure. In a similar fashion to \textsc{Dependency-closure}, the input parameter 'closure type' is either '\( \Sigma \)' or '\( \xi \)' to represent strict and lax equivalence closures respectively. The basic algorithm is a straightforward implementation of determining the connected components of an undirected graph; handling black or gray vertices and computing the set of laxly connected components are the two specializations of the basic algorithm.

**Procedure:** \textsc{Equivalence-closure}

**Purpose:** Determine the equivalence class of an attribute \( X \) in an FD-graph \( G \).

**Inputs:** FD-graph \( G \), attribute \( X \), closure type

**Output:** the set \( S^+ = \chi(X) \cup \{ y_i \} \) for each path \( \langle X, y_i \rangle \) \( | \chi(y_i) \in \alpha(e) \cup \kappa(e) \).

**begin**

\[ S^+ \leftarrow \emptyset; \]

\[ - - \text{Establish a 'visited' indicator for each vertex in } V^A. \]
for each $v_i \in V^A$ do

Visited[$v_i$] ← false

od ;

$S ← X$;

-- Construct the equivalence class of the attributes in $S$.

while $S \neq \emptyset$ do

select $v_i$ from $S$;

$S ← S - v_i$;

Visited[$v_i$] ← true;

if Colour[$v_i$] is white or gray then

$S^+ ← S^+ \cup v_i$

fi ;

-- Add to the closure those attributes transitively equivalent to $v_i$.

for each $v_k \mid (v_i, v_k) \in E^E$ do

if Visited[$v_k$] is false then

$S ← S \cup v_k$;

fi

od

-- Include lax equivalence constraints if desired.

if closure type = 'ξ' then

for each $v_k \mid (v_i, v_k) \in E^e$ do

if Visited[$v_k$] is false then

if Nullability[$v_i$] is Definite or $\exists v_j \in V^A \mid (v_k, v_j) \in E^E$ then

$S ← S \cup v_k$;

fi

fi

od

fi

od ;

return $S^+$

end
Lemma 32 (Analysis)
Given as input an arbitrary attribute $X$ and an FD-graph $G$, procedure EQUIVALENCE-CLOSURE executes in time proportional to $O(||V|| + ||E||)$.

Proof. We proceed with our analysis of procedure EQUIVALENCE-CLOSURE by making the following observations:

1. Clearly the initialization loop executes in time $O(||V||)$ since it is over a finite set (lines 685 through 689).

2. Consider the main closure loop beginning on line 692. The loop terminates when $S$ is empty; again, $||S||$ can never exceed $||V||$. After initialization, when $S$ contains the vertex $\chi(X)$ (line 690), there are only the following ways in which a vertex may be added to $S$:

   (a) a node in $V^A$ may be added to $S$ upon discovery of a strict edge in $E^E$ (line 702); or,

   (b) a node in $V^A$ may be added to $S$ upon discovery of a lax edge in $E^e$ (line 710).

In neither case can the node be added to $S$ if already visited; hence even if cycles exist in $E^E$ or $E^e$ each vertex in $V[G]$ will be considered at most once. Moreover, no edge in $E^F \cup E^I$ will be considered more than once, hence bounding the overall execution time to $O(||V|| + ||E||)$.

Since $G$ contains a finite number of vertices and edges, we conclude that EQUIVALENCE-CLOSURE must terminate, and executes in time proportional to $O(||V|| + ||E||)$.

We now show that for strict equivalence closures (that is, closures over edges in $E^E$) EQUIVALENCE-CLOSURE returns a set containing $Y$ if and only if $Y \in X^+_\Xi$.

Lemma 33 (Strict Closure)
Given inputs of an arbitrary attribute $X$, an FD-graph $G$ representing the constraints that hold in the algebraic expression $e$, and closure type of $\Gamma$, procedure EQUIVALENCE-CLOSURE returns a set containing an element $\chi(Y)$ if and only if $Y \in \alpha(e) \cup \kappa(e)$ and $\chi(Y) \in X^+_\Xi$.

Proof (Sufficiency). For strict equivalence closures, the only way in which a vertex $v_i$ can be added to $S^+$ is on line 697, which requires that $v_i$ was previously part of the set $S$. Since the elements of $S$ correspond to target attributes of strict equivalence-paths, it is clear that every strict equivalence edge traversed by EQUIVALENCE-CLOSURE will
result in (1) that path’s target attribute vertex added to \( S^+ \) if either representing a real attribute or a constant, and (2) it will be added to \( S \) to represent the head of another equivalence-path. Hence we claim that if the strict equivalence-path \( \langle \chi(X), \chi(Y) \rangle \) exists in \( G \) and \( Y \in \alpha(e) \cup \kappa(e) \) then \( \chi(Y) \) will be returned in the result of \textit{EQUIVALENCE-CLOSURE}. \( \square \)

\textbf{Proof (Necessity).} To prove necessity, by contradiction assume that \textit{EQUIVALENCE-CLOSURE} returns the equivalence class of \( \chi(X) \) which contains \( \chi(Y) \), but \( \chi(Y) \neq \chi(X) \) and either \( Y \not\in \alpha(e) \cup \kappa(e) \) or the strict equivalence-path \( \langle \chi(X), \chi(Y) \rangle \) is not in \( G \). Then at some point during the traversal of \( G \) \textit{EQUIVALENCE-CLOSURE} must add \( \chi(Y) \) to \( S^+ \) at line 697. \( \chi(Y) \) must also be either representing a real attribute in \( \alpha(e) \) or a constant in \( \kappa(e) \), due to the test on line 696. Furthermore, \( \chi(Y) \) was previously an element of the set \( S \). For \( \chi(Y) \) to exist in \( S \) one of the following must have occurred:

1. \( Y \) is the input parameter \( X \), so \( \chi(Y) \) is added to \( S \) during initialization (line 690), which contradicts our initial assumption that \( X \) and \( Y \) are not in the same equivalence class.

2. Otherwise, if \( X \) and \( Y \) are different attributes then we prove the remainder of the cases by induction on the number of strict equivalence edges traversed in \( G \). If \( \chi(Y) \subseteq S^+ \) then there must exist a strict undirected edge with target \( \chi(Y) \), since \( \chi(Y) \) can be added to \( S \) only at line 702; this is true remaining possibility since we are not considering lax equivalence edges at this point (lines 707 through 713). Therefore \( \chi(Y) \in S \) only as the result of the existence of a strict equivalence edge in \( E^E \) with \( \chi(Y) \) as the target vertex.

\textit{Basis.} The base case of the induction is that there exists an edge \( \langle \chi(X), \chi(Y) \rangle \in E^E \) which represents the (direct) equivalence-path \( \langle \chi(X), \chi(Y) \rangle \), contradicting our initial assumption.

\textit{Induction.} Otherwise, in our FD-graph implementation there is only one other possible source of a strict undirected edge with target \( \chi(Y) \), and that is another single vertex \( v_i \in V^A \). The vertex \( v_i \) was added to \( S \) only through the direct or indirect traversal of strict equivalence edges in \( G \), indicating the existence of a transitive strict equivalence-path from \( \chi(X) \) to \( v_i \). Such an equivalence-path, however, implies that there exists the strict equivalence path \( \langle \chi(X), \chi(Y) \rangle \) in \( G \), again contradicting our initial assumption.

Hence we conclude that \textit{EQUIVALENCE-CLOSURE} will return \( \chi(Y) \) as part of the strict closure of \( X \) only if \( Y \in \alpha(e) \cup \kappa(e) \) and \( \chi(Y) \in X^+_X \). \( \square \)
**Lemma 34 (Lax closure)**

Given inputs of an arbitrary attribute \( X \), an FD-graph \( G \) representing the constraints that hold in the algebraic expression \( e \), and closure type of \( \xi \), procedure \textsc{Equivalence-closure} returns a set containing an element \( \chi(Y) \) if and only if \( Y \in \alpha(e) \cup \kappa(e) \) and \( \chi(Y) \in X^+_{\xi} \).

**Proof (Sufficiency).** As was the case for strict equivalence closures, for lax equivalence closures the only way in which a vertex \( v_i \) can be added to \( S^+ \) is on line 697, which requires that \( v_i \) was previously part of the set \( S \). The elements of \( S \) correspond to either target attributes of strict equivalence-paths or definite target attributes of lax equivalence-paths. By observation, it is clear that every lax equivalence-path traversed by \textsc{Equivalence-closure} will result in (1) that path's target attribute added to \( S^+ \) if either representing a real attribute or a constant, and (2) it will be added to \( S \), if guaranteed to be definite, to represent the head of another lax equivalence-path. Hence we claim that if the lax equivalence-path \( \langle \chi(X), \chi(Y) \rangle \) exists in \( G \) and \( Y \in \alpha(e) \cup \kappa(e) \) then \( \chi(Y) \) will be returned in the result of \textsc{Equivalence-closure}. \( \square \)

**Proof (Necessity).** To prove that \textsc{Equivalence-closure} returns the correct lax equivalence closure of \( X \), by contradiction assume that \textsc{Equivalence-closure} returns the equivalence class of \( X \) which contains \( \chi(Y) \), but \( Y \neq X \) and either \( Y \) does not represent a real attribute in \( e \) or a constant, or the lax equivalence-path \( \langle \chi(X), \chi(Y) \rangle \) is not in \( G \). Then at some point during the traversal of \( G \) \textsc{Equivalence-closure} must add \( \chi(Y) \) to \( S^+ \) at line 697. \( \chi(Y) \) must represent a real attribute or a constant, due to the test on line 696. Furthermore, \( \chi(Y) \) was previously an element of the set \( S \). For \( \chi(Y) \) to exist in \( S \) one of the following must have occurred:

1. \( Y \) is the input parameter \( X \), so \( \chi(Y) \) is added to \( S \) during initialization (line 690), which contradicts our initial assumption that \( X \) and \( Y \) are not in the same equivalence class.

2. Otherwise, if \( X \) and \( Y \) are different then we again prove the remainder of the cases by induction on number of strict and lax equivalence edges traversed in \( G \). If \( \chi(Y) \subseteq S^+ \) then there must exist a strict or lax undirected edge with target \( \chi(Y) \), since \( \chi(Y) \) must first be added to \( S \) at either lines 702 or 710. Therefore \( \chi(Y) \in S \) only as the result of the existence of a strict or lax edge in \( E^E \) or \( E^c \) with \( \chi(Y) \) as the target vertex.

\textit{Basis.} The base case of the induction is that there exists an edge \( \langle \chi(X), \chi(Y) \rangle \in E^E \cup E^c \) which represents a direct strict or lax equivalence-path \( \langle \chi(X), \chi(Y) \rangle \), contradicting our initial assumption.
3.7 RELATED WORK

Induction. Otherwise, in our FD-graph implementation there are two additional sources of a strict undirected edge with target $\chi(Y)$, and that is an edge linking another single vertex $v_i \in V^A$ such that $(v_i, \chi(Y)) \in E^E$ or $(v_i, \chi(Y)) \in E^e$. In either case the vertex $v_i$ was added to $S$ only through the direct or indirect traversal of strict (or lax) equivalence edges in $G$. By Lemma 33 we know that $\chi(Y) \subseteq S^+$ if the strict equivalence path $(v_i, \chi(Y))$ is in $G$. For lax equivalence, $\chi(Y)$ is added to $S$ only on line 710, and the prior tests (line 709) ensure that the lax equivalence path is transitive only over a definite attribute. Hence the addition of $v_i$ to $S$ implies the existence of a transitive lax equivalence-path from $X$ to $v_i$. Such an equivalence-path, however, implies that the lax-equivalence path $(\chi(X), \chi(Y))$ exists in $G$, again contradicting our initial assumption.

Hence we conclude that EQUIVALENCE-CLOSURE will return $\chi(Y)$ as part of the lax closure of $X$ only if $Y \in \alpha(e) \cup \kappa(e)$ and $\chi(Y) \in X_\xi^+$. \hfill \Box

Theorem 10 (Equivalence closure)
Procedure EQUIVALENCE-CLOSURE is correct.

Proof. Follows from Lemmas 32, 33, and 34. \hfill \Box

3.7 Related work

Early work on functional dependencies concentrated on schema decomposition. In other words, at that time the goal of functional dependency analysis was to determine the 'best' database design given a set of attributes and a set of functional (including key) dependencies. References [14, 22, 24, 28, 79, 87, 185, 191, 193, 201] are representative of this early research on dependency theory. In addition, several researchers have studied the interaction of functional dependencies with other forms of constraints; noteworthy examples include the work of Beeri et al. [23], Fagin [84], and Nicolas [218] who studied the interaction of functional and multivalued dependencies, and Mitchell [206], Casanova, Fagin, and Papadimitriou [45, 46], and Johnson and Klug [145] who studied the interaction of functional dependencies with inclusion dependencies.

Klug [162] developed a high-level procedure for determining those functional dependencies that hold in an arbitrary relational algebra expression consisting of the projection, restriction, selection (a restriction predicate that references a literal), cross product, and union operators. Klug's procedure relies on computing the transitive closure of a set of dependencies, but he gave no details as to how this was to be done. Klug's motivation was to determine the validity of functional dependencies that hold in a view, in
the context of an exported schema in an ANSI-SPARC multidatabase system. Klug later [164] studied derived dependencies in the context of tableaux, but again the application was schema design. Darwen [70], on the other hand, considered the application of dependency analysis for query optimization. Darwen reiterated much of Klug's earlier work, but also considered additional algebraic operators such as intersection, natural join, grouping, and aggregation. Both authors considered a 'classical' relational model where null values and duplicate tuples are not permitted (as opposed to ANSI SQL semantics). Darwen's early results were also incorporated into the draft SQL3 standard [137], but the failure to take into account duplicates and null values produced a series of flaws that subsequent work has tried to correct [303]. Nevertheless we are unaware of any study of derived functional dependencies that takes into account conjunctive atomic conditions in an outer join's ON condition.

Darwen's [70] main contribution is a much more detailed explanation of how to determine the closure of a set of dependencies, though his algorithm is exponential as it computes a minimal cover of \( \Gamma \). His paper, and its corresponding rules in the draft SQL3 standard, provide the motivation for the present work. In addition to Darwen, Abiteboul, Hull, and Vianu [4, pp. 177–80] also looked at exploiting functional dependencies in the optimization of tableaux queries using the chase algorithm.

Determining the closure of a set of functional dependencies is a problem that has been extensively studied over the past two decades, though once again this research was conducted in the context of database schema normalization. Bernstein [28] and, in a follow-up paper, Beeri and Bernstein [22] use derivation trees [28] to represent functional dependencies and provide several algorithms for their analysis, including transitive closure. Maier, Mendelzon, and Sagiv [194] describe a chase algorithm for determining transitive dependencies in tableau queries; a forerunner of the chase can be found in reference [7]. Mannila and Räihä [195] and Ausiello et al. [19] both describe algorithms to compute the closure of a set of dependencies using a hypergraph representation. This latter work, which also provided an algorithm to produce a minimal covering so as to synthesize a relational schema into 3NF, provides the basis for the representation of functional dependencies in this thesis. Diederich and Milton [78, 79] use a slightly modified definition of attribute closure, which they term \( r \)-closures, to enable more efficient elimination of extraneous attributes and redundant dependencies, which in turn permit the determination of a minimal covering for \( \mathcal{F} \). Such a minimal covering leads to a decomposition of the fewest possible number of relations. As mentioned earlier in Section 3.2.4, Yan [294, pp. 75–78] presents an algorithm which, given an input set of dependencies and an arbitrary predicate \( P \), determines the closure of a set of attributes \( S \) for simple SPJ queries. The goal of the algorithm is to determine if a query can be rewritten to commute Group-by and join, one of sev-
eral semantic query optimization techniques Yan introduces for grouped queries. The algorithm is similar to the RESTRICTION procedure presented above, but Yan’s algorithm considers a smaller class of queries and exploits a smaller set of constraints.

Three independent, though quite similar problems, are closely related to determining the set of functional dependencies that hold in a derived relation. The first related problem is that of finding the candidate key(s) of a base or derived relation, which (obviously) relies on the determination of transitive functional dependencies. Lucchesi and Osborne [191] were one of the first to study this problem. Their approach utilized Beeri and Bernstein’s transitive closure algorithms (using derivation trees) for determining candidate keys of a set of relations. A recent paper by Saiedian and Spencer [246] offers yet another technique, using another form of directed graph called attribute graphs. By categorizing attributes into three subsets—those which are determinants only, dependents only, or both—the authors claim to reduce the algorithm’s running time for a large subset of dependency families. Saiedian and Spencer also contrast other key-finding algorithms that have been proposed: references [82, 167, 273], [16, pp. 115], and [81, pp. 431] are five such algorithms. All these papers rely on duplicate-free relations: finding a determinant that determines all the attributes in a relation $R$ does not necessarily imply a key when duplicate tuples are permitted. Consequently, Pirahesh et al. [230], Bhargava et al. [33, 34], Paulley and Larson [228], and Yan and Larson [295, 296] use similar but more straightforward approaches to determine the key of a derived (multiset) table in the context of semantic query optimization. This is done through the (simple) exploitation of equivalence comparisons in a query’s WHERE clause, and finds only keys; other dependencies that are discovered in the process are ignored.

The second related problem is query containment [139, 245], the fundamental component of common subexpression analysis [89] that play a large role in query optimization (e.g. reference [254]), utilization of materialized views [39, 174, 239, 274], and multiple query optimization [10, 144, 227, 251]. Determining query containment relies on the analysis of relational expressions, the same type of analysis required to determine which new functional dependencies are introduced in the derived relation as the result of an arbitrary WHERE clause.

The third related problem is view updatability [75, 91, 93, 147–149, 169, 185, 198]. The problem of translating an update operation on a view into one or more update operations on base tables requires knowledge of which underlying tuples make up the view, ordinarily determined through analysis of key dependencies. A typical requirement of updating through a view is that the underlying functional dependencies in the base tables must continue to hold [185] [169, pp. 55]; hence key attributes cannot be projected out of a view [147, 185]. Medeiros and Tompa [197–199] describe a validation algorithm that
takes into account the existence of functional dependencies when deciding how to map an update operation on a view into one or more base tables.

3.8 Concluding remarks

Our complexity analysis of the FD-graph construction algorithm given in Section 3.4 demonstrated that its running time was proportional to the square of its input, though we assumed $O(1)$ vertex and edge lookup, insertion, and deletion. Similarly, the algorithms for computing an FD-graph’s dependency and equivalence closure were also polynomial in the size of the FD-graph. Clearly, our stated bounds are not tight; there are a variety of minor improvements we could make to reduce the running time of the more complex procedures. For example, we could quite easily reduce the running time of the Dependency Closure algorithm from $O(||V||^2)$ to $O(||V|| + ||E||)$, using Beeri and Bernstein’s [22, pp. 44–5] ‘counter’ technique for computing the closure of dependencies represented with derivation trees.

However, it is not clear that the use of the hash tables described by Dietzfelbinger, Karlin, and Mehlhorn et al. [80] is indeed ‘optimal’ for the construction and maintenance of FD-graphs in a typical relational database system. One set of tradeoffs is in terms of both the space required for the data structures themselves, and the additional software required to maintain them. In addition, our approach centered on deferring the computation of any closure; but naively recomputing the strict or lax closure of a set of attributes on demand may, in the end, prove more expensive, depending on the number of times attribute closure is required during optimization. Hence it may be worthwhile to consider other techniques for representing an FD-graph.

Several authors have developed algorithms for on-line computation of the transitive closure of a directed graph, where the closure is automatically maintained in the face of edge insertions and deletions [130, 141, 168]. In a recent paper, Ausiello, Nanni, and Italiano [21] modified their representation of FD-graphs so that they could be maintained in a dynamic fashion—that is, so that the transitive closure was maintained along with the graph during both vertex and edge insertion and deletion. They introduced several additional data structures to do this, in addition to the ‘base’ representation of an FD-graph, which is done using adjacency lists. The first is an $n \times n$ array $A$ of pointers that represents the closure of simple attributes. If the dependency $X \rightarrow Y$ exists in $G$ then the array value $A[X, Y]$ points to the last simple (or compound) vertex in $G$ that is on an

---

25 Beeri and Bernstein’s technique is also utilized by Ausiello, D’Atri, and Saccà [19] for computing the closure of dependencies represented with their FD-graphs.
FD-path from $X$ to $Y$ (but excluding $Y$ itself). Secondly, they use $n$ reachability vectors to quickly determine if a simple vertex $Y$ is on an FD-path originating at each vertex $X$. Thirdly, they use an AVL-tree to maintain the compound vertices in sorted order. This permits a faster search to determine whether or not a compound determinant to be introduced corresponds to a vertex already in the graph. With this construction, their approach requires $O(n^2)$ elements for the closure array, and a balanced tree implementation for compound nodes. They also do not address the issue of deleting a dependency from the graph, which will likely be more complex with the extra structures.

Another set of tradeoffs lies in the complexity of the query being analyzed. Suppose we have a schema composed of tables that have large numbers of attributes but with simple (non-compound) keys. Then the $n \times n$ closure array may be quite large, even for very simple queries, but will be quite sparse. Maintaining the array will have little if any benefit, since the length of any FD-path is likely to be limited to at most, say, 2 or 3. This 'sparseness' of directed edges is also a weakness of the hash-table based approach we assumed in Section 3.5. Additional research is needed to determine the 'best' technique for maintaining FD-graphs given a representative set of queries. Diederich and Milton [79] have done a similar analysis on closure algorithms, and their approach may be useful in this context.

In the remainder of the thesis, we will utilize our extended relational model, and exploit the knowledge of implied functional dependencies and constraints developed in this chapter, to improve the optimization of large classes of queries. We assume that the reader will be able to make the necessary transformations between extended tables, and algebraic expressions over them defined by our extended relational model, to ANSI SQL base tables and SQL expressions over them. We also will use the more conventional notation RowID($R$) to denote the tuple identifier of an extended table, instead of $\iota(R)$.
4 Rewrite optimization with functional dependencies

4.1 Introduction

SQL\textsuperscript{26} queries that contain Distinct are common enough to warrant special consideration by commercial query optimizers because duplicate elimination often requires an expensive sort of the query result. It is worthwhile, then, for an optimizer to identify redundant Distinct clauses to avoid the sort operation altogether. Example 23 illustrates a situation where a Distinct clause is unnecessary.

**EXAMPLE 23**
Consider the query

\begin{verbatim}
Select Distinct S.VendorID, P.PartID, P.Description
From Supply S, Part P
Where S.PartID = P.PartID AND P.Cost > 100
\end{verbatim}

which lists all parts with cost greater than $100 and the identifiers of vendors that supply them. The Distinct in the query’s Select clause is unnecessary because each tuple in the result is uniquely identified by the combination of VendorID and PartID, the primary key of SUPPLY. Conversely, Example 24 presents a case where duplicate elimination must be performed.

**EXAMPLE 24**
Consider a query that lists expensive parts along with each distinct supply code:

\begin{verbatim}
Select Distinct S.SupplyCode, P.PartID, P.Description
From Supply S, Part P
Where S.PartID = P.PartID and P.Cost > 100.
\end{verbatim}

In this case, duplicate elimination is required because two parts, supplied by different vendors, can have the same supply code. These two examples raise the following questions:

- Under what conditions is duplicate elimination unnecessary?

\textsuperscript{26} © 1994 IEEE. Portions of this chapter are reprinted, with permission, from the IEEE International Conference on Data Engineering, pp. 68–79; February 1994.
• Are there other types of queries where duplicate analysis enables alternate execution strategies?

• If so, when are these other execution strategies beneficial, in terms of query performance?

In this chapter we explore the first two questions. Our main theorem provides a necessary and sufficient condition for deciding when duplicate elimination is unnecessary. Testing the condition utilizes FD-graphs developed in the previous chapter, but in addition requires minimality analysis of (super)keys, which cannot always be done efficiently. Instead, we offer a practical algorithm that handles a large class of possible queries yet tests a simpler, sufficient condition. The rest of the chapter is organized as follows. Section 4.2 formally defines the main result in terms of functional dependencies. Section 4.3 presents our algorithm for detecting when duplicate elimination is redundant for a large subset of possible queries. Section 4.4 illustrates some applications of duplicate analysis: we consider transformations of SQL queries using schema information such as constraints and candidate keys. Section 4.5 summarizes related research, and Section 4.6 presents a summary and lists some directions for future work.

4.2 Formal analysis of duplicate elimination

Section 2.4 detailed the SQL2 mechanisms for declaring primary and candidate keys of base tables. A key declaration implies that all attributes of the table are functionally dependent on the key. For duplicate elimination, we are interested in which functional dependencies hold in a derived table—a table defined by a query or view. We call such dependencies derived functional dependencies. Similarly, a key dependency that holds in a derived table is a derived key dependency. The following example illustrates derived functional dependencies.

Example 25
Consider the derived table defined by the query

Select All S.VendorID, S.SupplyCode, P.PartID, P.Description
From Supply S, Part P
Where P.PartID = S.PartID and S.VendorID = :Supplier-No

which lists the supplier ID and supply code, and part name and number, for all parts supplied by vendor :Supplier-No. We claim that PartID is a key of the derived table. PartID is certainly a key of the derived table D where D = σ[VendorID = :Supplier-No](Supply). In this case, :Supplier-No is a host variable in an application program, assumed to have the same domain as S.VendorID. Each tuple of D joins
with at most one tuple from PART since PartID is PART’s primary key. Therefore, PartID remains the key of the derived table obtained after projection. Since the key dependency VendorID —> SupplyCode holds in the SUPPLY table, it should also hold in the derived table. In this case, a key dependency in a source table became a non-key functional dependency in the derived table.

**4.2.1 Main theorem**

Example 25 illustrates the usefulness of derived functional dependencies in determining if duplicate elimination is required, because the existence of a primary key in each output tuple—PartID in the example—means that duplicates cannot exist. In this section, we formally define the conditions necessary to determine if a key exists in a derived table, taking into account SQL’s three-valued logic and multiset semantics.

Consider a simple SQL query specification that involves only projection, restriction, and Cartesian product; for simplicity, we do not permit queries to contain arithmetic expressions, outer joins, Group by clauses, or Having clauses. A query’s Where clause may contain host variables—constants whose values are known only at query execution. We assume that each restriction predicate expression containing host variables compares them to other union-compatible arguments, for example, domains of particular columns. We define a host variable’s domain as the intersection of the column domains with which the host variable is compared.

We would like to determine if the result of the query

```
Select A
From  R, S
Where  C_R \land C_S \land C_{R,S}
```

may contain duplicate rows. Intuitively, the uniqueness condition will be met if:

- both R and S have primary keys, so that the key of (R \times S) is the concatenation of Key(R) with Key(S), denoted Key(R) \circ Key(S);

- if either R or S lack a key, then we can utilize the respective tuple identifiers of each tuple to act as a surrogate key;

- either all the columns of Key(R \times S) are in the projection list, or

- a subset of the key columns is present in the projection list, and the values of the other key columns are equated to constants or can be inferred through the restriction predicate or table constraints.

This notion corresponds to the following theorem.
Theorem 11 (Uniqueness Condition)
Consider a query involving only projection, restriction, and Cartesian product over two tables $R$ and $S$ where $R$ and $S$ each have at least one candidate key. The restriction predicate $C_R \land C_S \land C_{R,S}$ may contain expressions that include host variables; we denote this set of input parameters by $h$. Thus we identify the test of a restriction predicate, which includes host variables, on tuple $r$ of $R$ with the notation $C_R(r, h)$. Then the two expressions

$$Q = \pi_{AH}[A](\sigma[C_R \land C_S \land C_{R,S}](R \times S))$$

and

$$V = \pi_{DH}[A](\sigma[C_R \land C_S \land C_{R,S}](R \times S))$$

are equivalent if and only if the following condition holds:

$$\forall r, r' \in \text{Domain}(R \times S); \forall h \in \text{Domain}(H):$$

$$\{ [T_R(r)] \land [T_R(r')] \land [T_S(r)] \land [T_S(r')] \land$$

$$(\text{for each } K_i(R) : (r[K_i(R)] \not\equiv r'[K_i(R)]) \implies r[\alpha(R)] \not\equiv r'[\alpha(R)]) \land$$

$$(\text{for each } U_i(R) : (\lnot r[U_i(R)] = r'[U_i(R)] ) \implies r[\alpha(R)] \not\equiv r'[\alpha(R)]) \land$$

$$(\text{for each } K_i(S) : (r[K_i(S)] \not\equiv r'[K_i(S)]) \implies r[\alpha(S)] \not\equiv r'[\alpha(S)]) \land$$

$$(\text{for each } U_i(S) : (\lnot r[U_i(S)] = r'[U_i(S)] ) \implies r[\alpha(S)] \not\equiv r'[\alpha(S)]) \land$$

$$(C_R(r, h)] \land [C_R(r', h)] \land [C_S(r, h)] \land$$

$$(C_S(r', h)] \land [C_{R,S}(r, h)] \land [C_{R,S}(r', h)] \implies$$

$$([r[A] \not\equiv r'[A]) \implies$$

$$(r[\text{Key}(R \times S)] \not\equiv r'[\text{Key}(R \times S)]) \}$$

Proof (Sufficiency). We assert that if the theorem's condition is true then the query result contains no duplicates. In contradiction, assume the condition stated in Theorem 11 holds but $Q \neq V$; i.e. $Q$ contains duplicate rows. If $Q \neq V$, then there exists a valid instance $I(R)$ and a valid instance $I(S)$ giving different results for $Q$ and $V$. Then there exist (at least) two different tuples $r_0, r'_0 \in (I(R) \times I(S))$ such that $r_0[A] \not\equiv r'_0[A]$. Projecting $r_0$ and $r'_0$ onto base tables $I(R)$ and $I(S)$, $r_0$ and $r'_0$ are derived from the tuples $r_0[\alpha(S)], r'_0[\alpha(S)], r_0[\alpha(R)],$ and $r'_0[\alpha(R)]$. Furthermore, $r_0[\alpha(R)], r'_0[\alpha(R)] \in \sigma[C_R](R)$ and $r_0[\alpha(S)], r'_0[\alpha(S)] \in \sigma[C_S](S)$. If $Q \neq V$, then the extended Cartesian product of these tuples, which satisfies the condition $C_{R,S}$, yields at least two tuples in $Q$'s result. This means that either the tuples in $I(S)$ are different ($r_0[\alpha(S)] \not\equiv r'_0[\alpha(S)]$), the tuples in $I(R)$ are different, or both. It follows that the consequent $r_0[\text{Key}(R \times S)] \not\equiv r'_0[\text{Key}(R \times S)]$
must be false, since if either \( r_0[\alpha(S)] \not\equiv r'_0[\alpha(S)] \), \( r_0[\alpha(R)] \not\equiv r'_0[\alpha(R)] \), or both, then the keys of the respective tuples must be different; a contradiction. Therefore, we conclude that no duplicate rows can appear in the query result if the condition of Theorem 11 holds.

\[ \square \]

**Proof (Necessity).** Assume that for every valid instance of the database, \( Q \) cannot generate any duplicate rows, but the condition stated in Theorem 11 does not hold. To prove necessity, we must show that we can construct valid instances of \( R \) and \( S \) for which \( Q \) results in duplicate rows.

If Theorem 11's condition does not hold, then there must exist two tuples \( r_0, r'_0 \in \text{Domain}(R \times S) \) so that the consequent \( (r_0[A] \equiv r'_0[A]) \implies (r_0[\text{Key}(R \times S)] \equiv r'_0[\text{Key}(R \times S)]) \) is false, but its antecedents (table constraints, key dependencies, and query predicates) are true. If \( r_0 \) and \( r'_0 \) disagree on their key, then there must exist at least one column \( \epsilon \in \text{Key}(R) \circ \text{Key}(S) \) where \( r[\epsilon] \not\equiv r'[\epsilon] \). Projecting \( r_0 \) and \( r'_0 \) onto base tables \( R \) and \( S \), we get the database instance consisting solely of the tuples \( r_0[\alpha(S)], r'_0[\alpha(S)], r_0[\alpha(R)], \) and \( r'_0[\alpha(R)] \). This instance is valid since the tuples satisfy the table and uniqueness constraints for \( R \) and \( S \). Furthermore \( r_0[\alpha(S)], r'_0[\alpha(S)] \in \sigma[C_S](S) \) and \( r_0[\alpha(R)], r'_0[\alpha(R)] \in \sigma[C_R](R) \). Because all constraints are satisfied and \( r_0[A] \equiv r'_0[A] \), \( V \) contains a single tuple. Suppose \( \epsilon \in \text{Key}(S) \). Then \( r_0[\alpha(S)] \not\equiv r'_0[\alpha(S)] \), and the extended Cartesian product with \( r_0[\alpha(R)] \) and \( r'_0[\alpha(R)] \) satisfying \( C_{R,S} \) yields at least two tuples. A similar result occurs if \( \epsilon \in \text{Key}(R) \). In either case, \( Q \) contains at least two tuples, so \( Q \not\equiv V \). Therefore, we conclude that the condition in Theorem 11 is both necessary and sufficient.

\[ \square \]

Note that we can extend this result to involve more than two tables in the Cartesian product.

**Example 26**
Consider the query from Example 25, modified to eliminate duplicate rows:

\[ \text{Select } \text{Distinct } S.\text{VendorID, S.SupplyCode, P.PartID, P.Description} \]
\[ \text{From } S, \text{ Part P} \]
\[ \text{Where } P.\text{PartID} = S.\text{PartID} \text{ and } S.\text{VendorID} = :\text{Supplier-No}. \]

We can safely ignore the \text{Distinct} specification in the above query if the condition of Theorem 11 holds:

\[ \forall r, r' \in \text{Domain}(S \times P); \]
\[ \forall :\text{Supplier-No} \in \text{Domain}(S.\text{VendorID}); \]

**Tuple constraints (Check conditions)**

\[ \{ [r[P.Price] \geq r[P.Cost]] \land \]
(\{r[P.Qty] \neq 0\} \lor [r[P.Status] = \text{Inactive}] \land
\{r[S.Rating] = 'A'\} \lor [r[S.Rating] = 'B'] \lor [r[S.Rating] = 'C']) \land
[r[P.Price] \geq r'[P.Price]] \land
([r'[P.Qty] \neq 0] \lor [r'[P.Status] = \text{Inactive}] \land
([r'[S.Rating] = 'A'] \lor [r'[S.Rating] = 'B'] \lor [r'[S.Rating] = 'C']) \land

\text{Primary key dependency for Supply}

(r[S.VendorID] \equiv r'[S.VendorID]) \land
r[S.PartID] \equiv r'[S.PartID]) \implies
([r[S.Rating] \equiv r'[S.Rating] \land r[S.SupplyCode] \equiv r'[S.SupplyCode]) \land
r'[S.SupplyCode] \land r[S.Lagtime] \equiv r'[S.Lagtime]) \land

\text{Primary key dependency for Part}

(r[P.PartID] \equiv r'[P.PartID]) \implies
([r[P.Description] \equiv r'[P.Description] \land r[P.Status] \equiv r'[P.Status]) \land
r[P.Qty] \equiv r'[P.Qty] \land r[P.Price] \equiv r'[P.Price]) \land
r[P.Cost] \equiv r'[P.Cost] \land r[P.Support] \equiv r'[P.Support]) \land
r[P.ClassCode] \equiv r'[P.ClassCode]) \land

\text{Query predicate conditions}

[r[S.VendorID] = :\text{Supplier-No}] \land [r'[S.VendorID] = :\text{Supplier-No}] \land [r[P.PartID] = r[S.PartID]] \land
[r'[P.PartID] = r'[S.PartID]] \implies

\text{Projection attributes}

([r[S.VendorID] \equiv r'[S.VendorID] \land r[S.SupplyCode] \equiv r'[S.SupplyCode] \land
r'[S.SupplyCode] \land r[P.PartID] \equiv r'[P.PartID]) \land
r[P.Description] \equiv r'[P.Description]) \implies

\text{Key of } P \circ \text{Key of } S

(r[P.PartID] \equiv r'[P.PartID] \land r[P.PartID] \equiv r'[S.PartID] \land
r'[S.VendorID] \equiv r[S.VendorID)])

Although complex, this expression is satisfiable: ignoring the table constraints and
key dependencies, we can see from the consequent

(r[S.VendorID] \equiv r'[S.VendorID] \land r[S.SupplyCode] \equiv r'[S.SupplyCode]) \land
r'[S.SupplyCode] \land r[P.PartID] \equiv r'[P.PartID] \land
4.3 ALGORITHM

\[ r'[P.\text{Description}] \subseteq r'[P.\text{Description}'] \implies \]

Key of \( P \circ \) Key of \( S \)

\[(r'[P.\text{PartID}] \subseteq r'[P.\text{PartID}] \land r'[S.\text{PartID}] \subseteq r'[S.\text{PartID}] \land \]

\[ r'[S.\text{VendorID}] \subseteq r'[S.\text{VendorID}] \]

that the conjuncts containing \( P.\text{PartID} \) and \( S.\text{PartID} \) in the final consequent are trivially true. The conjunct containing \( S.\text{VendorID} \) is also true, since the antecedent \[ r[S.\text{VendorID}] = \text{:Supplier-No} \land r'[S.\text{VendorID}] = \text{:Supplier-No} \] implies that \( S.\text{VendorID} \) is constant. Therefore, the entire condition is true, and duplicate elimination is not necessary.

In the next section, we propose a straightforward algorithm for determining if a uniqueness condition, like the one above, holds for a given query and database instance.

4.3 Algorithm

We need to test whether a particular query, for any instance of a database, satisfies the conditions of Theorem 11 so that we can decide if duplicate elimination is unnecessary. Since the conditions are quantified Boolean expressions, the test is equivalent to deciding if the expression is satisfiable—a \( \text{PSPACE} \)-complete problem [102, pp. 171–2]. However, we can determine satisfiability of a simplified set of conditions through exploiting the strict functional dependency relationships known to hold in the result, computed by the various algorithms described in Section 3.4. Our algorithm to determine if duplicate elimination is unnecessary, described below, utilizes the FD-graph built for a query \( Q \) and checks if the transitive closure of strict dependencies (denoted \( \Gamma \)) whose determinants are in the query's Select list contains a key of each table in the From clause\(^{27}\).

720 Procedure: DUPLICATE-ELIMINATION
730 Purpose: Determine if duplicate elimination is unnecessary.
740 Inputs: A query \( Q \).
750 Output: Yes or No.
760 begin
770 \( Q' \leftarrow Q \) with Distinct removed from the outermost query specification;
780 Construct the FD-graph \( G \) for query \( Q' \);
790 -- Compute the closure of the query's projection list, denoted \( A \).
800 \( A^n_\Gamma \leftarrow\text{DEPENDENCY-CLOSURE}(G, A, \Gamma) \);

---

\(^{27}\) For the moment we still presume that the class of queries under consideration comprises those containing only projection, restriction, and extended Cartesian product.
if any element of $A^+_R$ is a tuple identifier vertex then
    return Yes
else
    return No
fi

4.3.1 Simplified algorithm

While an FD-graph can be used to determine whether or not duplicate elimination is unnecessary, it is possible to optimize a slightly smaller class of queries by using a simplified form of FD-graph than that presented earlier. Our proposed algorithm exploits information about primary keys, candidate keys, and equality conditions in a Where clause. As with the analysis of restriction predicates in Section 3.2.4, we classify equality conditions into two types: Type 1 of the form $(v = c)$ and Type 2 of the form $(v_1 = v_2)$ where $v, v_1, v_2$ are columns and $c$ is a constant.

Our simplified algorithm, Simplified-Duplicate-Elimination, uses a simplified form of FD-graph that does not require tuple identifiers, lax dependency edges, outer join vertices and edges, or equivalence edges. The algorithm requires the infrastructure to support only base tables, extended Cartesian product, and restriction. We first construct a hypergraph consisting of all of the base tables in the query's From clause, using a simplified version of the Base Table algorithm, which builds a hypergraph representing the functional dependencies that hold for a base table's primary and definite candidate keys.

Procedure: Base-table (simplified)

Purpose: Construct a simplified FD-graph for table $R$.

Inputs: scheme of table $R$; query $Q$.

Output: FD-graph $G$.

begin
    for each attribute $a_i \in A_R$ do
       Construct vertex $v_i \in V^A$;
       Colour[$v_i$] ← Black;
       if $a_i$ is nullable in $R$ then
           Nullability[$v_i$] ← Nullable
       else
           Nullability[$v_i$] ← Definite
       fi
    od;
    for each primary or candidate key of $R$ do


if \( \exists \) any key column that is nullable then continue fi;

if Key\((R)\) is composite then

Construct the composite vertex \( K \);

\( V^C \leftarrow V^C \cup K \);

for each \( v \in K \) do

\( E^C \leftarrow E^C \cup (K, v) \)

od

else

Let \( K \) denote the singleton key vertex \( K \in V^A \)

fi

for each \( v \in V^A \) such that \( v \notin K \) do

\( E^F \leftarrow E^F \cup (K, v) \)

od

od;

for each attribute \( a_i \in A_R \) referred to in the Select list of \( Q \) do

Colour[\( v_i ] \leftarrow \) White

od

return \( G \)
end

Construction of the simplified FD-graph to determine if a uniqueness condition holds consists of three steps. First, we union the base-table FD-graphs together (as usual, we assume that all attributes can be uniquely identified by their correlation names). Second, we add strict functional dependency edges to \( G \) for each Type 1 and Type 2 equality condition in the query's where clause. The algorithm supports only a simplified set of comparison conditions: conjunctive, null-intolerant equality conditions of Type 1 or 2, with no support for scalar functions. Third, we utilize the DEPENDENCY-CLOSURE algorithm to compute the transitive closure of the white attributes in \( G \) (the attributes in the projection) and then determine if the closure covers a primary or candidate key from each table.

Algorithm: SIMPLIFIED-DUPLICATE-ELIMINATION

Purpose: Determine if duplicate elimination is unnecessary.

Inputs: predicates \( C_R, C_S, C_R,S \); key constraints \( U(R), U(S), K(R), K(S) \); projection list \( A \).

Output: Yes or No.

begin

-- Construct an FD-graph for the query's extended Cartesian product.

---

28 As with the algorithms in Chapter 3, we assume a priori that each where clause, if necessary, has been converted to conjunctive normal form.
\begin{verbatim}
G \leftarrow \emptyset;
for each table \( T_i \) in the From clause (the set \( \{R, S\} \)) do
    G \leftarrow G \cup SIMPLIFIED-BASE-TABLE(\( T_i \));
\textbf{od}
\textbf{-- Construct strict edges for search conditions in the Where clause.}
Separate \( C_R \land C_S \land C_{R,S} \land T \) into conjuncts: \( C' = P_1 \land P_2 \land \ldots \land P_n \);
for each \( P_i \in C' \) do
    if \( P_i \) contains an atomic condition not of Type 1 or Type 2 then delete \( P_i \) from \( C' \)
    else if \( P_i \) contains a disjunctive clause then delete \( P_i \) from \( C' \)
\textbf{fi}
\textbf{od}
for each conjunctive predicate \( P_i \in C' \) do
    \textbf{-- Consider Type 1 conditions that equate an attribute to a constant.}
    if \( P_i \) is a Type 1 condition \( (v = c) \) then
        Construct vertex \( \chi(c) \) to represent the constant \( c \);
        \( V[G] \leftarrow V[G] \cup \chi(c) \);
        Colour[\( \chi(c) \)] \leftarrow Gray;
        Nullability[\( \chi(c) \)] \leftarrow Definite;
        \( E^F \leftarrow E^F \cup (\chi(v), \chi(c)) \);
        \( E^F \leftarrow E^F \cup (\chi(c), \chi(v)) \)
    \textbf{else}
    \textbf{-- Consider Type 2 conditions in \( P_i \).}
    if \( P_i \) is a Type 2 condition \( (v_1 = v_2) \) then
        \( E^F \leftarrow E^F \cup (\chi(v_1), \chi(v_2)) \);
        \( E^F \leftarrow E^F \cup (\chi(v_2), \chi(v_1)) \)
    \textbf{fi}
\textbf{fi}
\textbf{od}
\( A^+_T \leftarrow DEPENDENCY-CLOSURE(G, A, \Gamma) \);
for each table \( T_i \in Q \) do
    if any candidate \( \text{Key}(\{T_i\}) \in A^+_T \) then \textbf{continue}
\textbf{else}
    \textbf{return No}
\textbf{fi}
\textbf{od}
\textbf{return Yes}
\textbf{end}
\end{verbatim}
(a) Simplified FD-graph for SUPPLY.

(b) Simplified FD-graph for PART.

(c) Simplified FD-graph for
Select Distinct S.VendorID, S.SupplyCode, P.PartID, P.Description
From Supply S, Part P
Where P.PartID = S.PartID and S.VendorID = :Supplier-No.

Figure 4.1: Development of a simplified FD-graph for the query in Example 26.
Example 27
Suppose we are given the query of Example 26:

\textbf{Select Distinct} S.VendorID, S.SupplyCode, P.PartID, P.Description  
\textbf{From} Supply S, Part P  
\textbf{Where} P.PartID = S.PartID and S.VendorID = :Supplier-No.

Applying \textsc{Simplified-Duplicate-Elimination} to this query we can trace the following steps:

\textbf{Line 1290:} The simplified FD-graphs for the base tables \textsc{part} and \textsc{supply} are shown in Figure 4.1. The strict functional dependencies in each graph correspond to the primary keys of each table. The simplified FD-graph that represents the Cartesian product of these two tables is the union of the vertices and edges of these two graphs.

\textbf{Line 1320:} C' \iff S.VendorID = :Supplier-No \land S.PartID = P.PartID \land T.

\textbf{Lines 1330–1360:} C' is unchanged.

\textbf{Line 1410:} Here a vertex representing the unknown constant in the host variable :Supplier-No is added to the graph, as are two strict edges between it and the vertex representing S.VendorID.

\textbf{Line 1480:} At this point we add two other strict edges to the graph between the two existing vertices that represent S.PartID and P.PartID. At this point no further edges are to be added, and the resulting FD-graph is shown in Figure 4.1(c).

\textbf{Line 1540:} Executing the \textsc{Dependency-Closure} algorithm on the simplified FD-graph G, which embodies the set of strict functional dependencies \( \Gamma \), yields \( A^+ = \{ S.VendorID, S.SupplyCode, P.PartID, P.Description, S.PartID \} \).

\textbf{Line 1560:} \( A^+ \) contains both the primary key of \textsc{part} (P.PartID) and the primary key of \textsc{supply} (\{ S.VendorID, S.PartID \}); we proceed.

\textbf{Line 1610:} Return \textbf{Yes} and stop.

Since the algorithm returns \textbf{Yes}, we know that the \textbf{Distinct} clause in the query is unnecessary.
4.3.2 Proof of correctness

Algorithm SIMPLIFIED-DUPLICATE-ELIMINATION tests a simpler, sufficient condition than that stated in Theorem 11; it ignores table constraints $T_R$ and $T_S$ and considers only conjunctive, atomic equality conditions in the query's where clause. Any $P_i$ deleted on line 1340 weakens condition $C$, but $C$ remains a sufficient condition for testing if duplicate elimination is unnecessary. Similarly, any $P_i$ deleted on line 1350 removes conditions like $'X = 5$ or $X = 10'$. Therefore, we need to show that the simplified condition

$$\forall r, r' \in \text{Domain}(R \times S); \forall h \in \text{Domain}(H):$$

$$(4.2)$$

$$(\text{for each } K_i(R): (r[K_i(R)] \equiv r'[K_i(R)]) \implies r[\alpha(R)] \equiv r'[\alpha(R)]) \land$$

$$(\text{for each } K_i(S): (r[K_i(S)] \equiv r'[K_i(S)]) \implies r[\alpha(S)] \equiv r'[\alpha(S)]) \land$$

$$[C_R(r, h)] \land [C_R(r', h)] \land [C_S(r, h)] \land$$

$$[C_S(r', h)] \land [C_{RS}(r, h)] \land [C_{RS}(r', h)] \implies$$

$$[(r[A] \equiv r'[A]) \implies$$

$$(r[\text{Key}(R \times S)] \equiv r'[\text{Key}(R \times S)]) \}$$

where $C'_R$, $C'_S$, and $C'_{RS}$ contain only atomic conditions using ‘=’. is true when the algorithm returns Yes. Assuming SIMPLIFIED-DUPLICATE-ELIMINATION returns Yes, consider one iteration of the main loop starting on line 1370. Since line 1560 yields True (the primary keys of both $R$ and $S$ occur in $\Gamma^+$), then we know that the $\text{Key}(R) \circ \text{Key}(S)$ is functionally determined from the result attributes: a derived functional dependency. This means that the consequent $(r[A] \equiv r'[A]) \implies (r[\text{Key}(R \times S)] \equiv r'[\text{Key}(R \times S)])$ must be true. Since we assume that all key dependencies hold, and we considered only conjunctive components $P_i \in C'$ then the simplified condition must hold for $C$ since $P_1 \land P_2 \land \ldots \land P_m \iff C'_R \land C'_S \land C'_{RS}$.

4.4 Applications

Our goal is to show how relational query optimizers can employ Theorem 11 to expand the space of possible execution strategies for a variety of queries. Once the optimizer identifies possible transformations, it can then choose the most appropriate strategy on the basis of its cost model. In this section, we identify four important query transformations: detection of unnecessary duplicate elimination, conversion of a subquery to a join, conversion of set intersection to a subquery, and conversion of set difference to a subquery. Other researchers have described these query transformations elsewhere [74, 157, 212, 230] but with relatively little formalism. Later, in Section 6.2, we show the applicability of these transformations in nonrelational environments.
4.4.1 Unnecessary duplicate elimination

We believe that many queries contain unnecessary Distinct clauses, for two reasons. First, CASE tools often generate queries using ‘generic’ query templates. These templates specify Distinct as a conservative approach to handling duplicate rows. Second, some practitioners [71] encourage users to always specify Distinct, again as a conservative approach to simplify query semantics. We feel that recognizing redundant Distinct clauses is an important optimization, since it can avoid a costly sort.

Example 28
Consider the following query which lists the vendor ID and part data for every part supplied by a vendor with the name :VendorName:

```
Select Distinct V.VendorID, P.PartID, P.Description, P.Qty
From Supply S, Vendor V, Part P
Where V.Name = :VendorName and V.VendorID = S.VendorID
    and S.PartID = P.PartID.
```

This query satisfies the conditions in Theorem 11, and, consequently, Distinct in the Select clause is unnecessary.

4.4.2 Subquery to join

A number of researchers over the years, including Kim [157], Ganski and Wong [101], Muralikrishna [211, 212], Dayal [74], Pirahesh, Hellerstein, and Hasan [230], and Steenhagen, Apers, and Blanken [265] have studied the rewriting of correlated, positive existential subqueries as joins. Their rationale is to avoid processing the query with a naive nested-loop strategy. Instead, they convert the query to a join so that the optimizer can consider alternate join methods.

The class of queries we consider corresponds to Type J nested queries in Kim’s paper; however, we explicitly consider three-valued logic and duplicate rows. Pirahesh et al. consider merging existential subquery blocks in Rule 7 of their suite of rewrite rules in the Starburst query optimizer. We believe that it is worthwhile to analyze several subquery-to-join transformations, particularly when duplicate rows are permitted.

Example 29
Consider the correlated query
Select All Q.QuoteID, Q.Date, Q.QtyPrice
From Quote Q
Where Q.MinOrder > :Minimum_Qty and
   Exists (Select *
       From Part P
       Where Q.PartID = P.PartID and
       P.PartID = :Part_No)

which lists all part quotations for a given part (from all the part's suppliers) as long as
the minimum order quantity in the quote is greater than the parameter 'Minimum_Qty',
which is a host variable. We claim that this query may be rewritten as

Select All Q.QuoteID, Q.Date, Q.QtyPrice
From Quote Q, Part P
Where Q.MinOrder > :Minimum_Qty and
   Q.PartID = P.PartID and
   P.PartID = :Part_No

since the conditions in the subquery block can, at most, identify a single tuple in the
PART table for each candidate tuple in QUOTE.

THEOREM 12 (SUBQUERY TO JOIN)
Consider a nested query on tables R and S that contains a positive existential subquery
block. Assume that R and S have at least one candidate key and the same preconditions
for host variables, as described in Theorem 11, hold. Then the two expressions

\[ Q = \pi_{\forall l}[A_R](\sigma[C_R \land \exists(\sigma[C_S \land C_{R,S}](S))](R)) \]

and

\[ V = \pi_{\forall l}[A_R](\sigma[C_R \land C_S \land C_{R,S}](R \times S)) \]

are equivalent if and only if the following condition holds:

\[ \forall r \in \text{Domain}(R); \forall h \in \text{Domain}(H) : \]

\[ \{ [[T_R(r)] \land [C_R(r, h)]] \implies \]
\[ [[[\forall s, s' \in \text{Domain}(S) :]
   [T_S(s)] \land [T_S(s')]] \land
   (\text{for each } K_i(S) : (s[K_i(S)] \not\equiv s'[K_i(S)]) \implies s[\alpha(S)] \not\equiv s'[\alpha(S)]) \land
   (\text{for each } U_i(S) : ([s[U_i(S)] = s'[U_i(S)]) \implies s[\alpha(S)] \not\equiv s'[\alpha(S)]) \land
   [C_S(s, r, h)] \land [C_S(s', r, h)] \land [C_{R,S}(s, r, h)] \land [C_{R,S}(s', r, h)] \implies
   (s[\text{RowID}(S)] \not\equiv s'[\text{RowID}(S)]) \} \]
Proof (Sufficiency). We assert that at most one tuple from $S$ can match the restriction predicate $C_S \land C_{R,S}$ if the condition in Theorem 12 holds. We prove this claim by contradiction; assume the condition in Theorem 12 holds, but the expressions $Q$ and $V$ are not equivalent. Then there must exist instances $I(R)$ and $I(S)$, a tuple $r_0 \in I(R)$, and (at least) two different tuples $s_0, s'_0 \in I(S)$ such that $C_S(s_0, h), C_S(s'_0, h), C_{R,S}(r_0, s_0, h),$ and $C_{R,S}(r_0, s'_0, h)$ are satisfied. Since all the antecedents in the condition hold, and the table and key constraints hold for every tuple in Domain$(R \times S)$, then $s_0$ and $s'_0$ must agree on their key. However, if the two tuples $s_0$ and $s'_0$ agree on their key, then they violate the candidate key constraint for $S$, a contradiction.

We now argue that the semantics of $Q$ and $V$ are equivalent if at most one tuple from $S$ matches each tuple from $R$. If the predicate $C_S \land C_{R,S}$ in $Q$ is false or unknown, then the existential predicate $\exists \sigma [C_S \land C_{R,S}](S)$ must return false, and the tuple represented by $r_0$ cannot be part of the result. Otherwise, if $C_S \land C_{R,S}$ is true then $r_0$ appears in the result. Similarly, for query $V$, any tuple $r_0$ that satisfies $C_R$ will join with at most one tuple $s_0$ of $S$ if the condition in Theorem 12 holds. If $C_S \land C_{R,S}$ is false or unknown for the two tuples $r_0$ and $s_0$ the restriction predicate is false; hence $r_0$ will not appear in the result. If $C_S \land C_{R,S}$ is true then at most one tuple of $S$ qualifies, and the extended Cartesian product produces only a single tuple from $R$. Therefore, if at most one tuple from $S$ matches each tuple of $R$, then $Q = V$.

Proof (Necessity). Assume that for every valid instance of the database, the subquery block on $S$ can match at most one tuple $r$ of $R$ but the condition in Theorem 12 does not hold. To prove necessity, we must show we can construct valid instances $I(R)$ and $I(S)$ so that evaluating $Q$ and $V$ on those instances yields a different result.

If the condition in Theorem 12 is false there must exist two different tuples $s_0, s'_0 \in \text{Domain}(S)$ and a tuple $r_0 \in \text{Domain}(R)$ such that the consequent $(s_0[\text{Key}(S)] \not\equiv s'_0[\text{Key}(S)])$ is false, but its antecedents are true. The instance of $S$ formed by tuples $s_0$ and $s'_0$ is certainly valid, since it satisfies the table and uniqueness constraints for $I(S)$. In turn, $r_0$ is a valid instance of $R$ because it satisfies the constraints on $R$. Since $r_0$ satisfies the condition $C_R$ and since both $s_0$ and $s'_0$ satisfy the restriction predicate $C_S \land C_{R,S}$, then $Q$ yields one instance of $r_0$ in the result, but $V$ yields two, a contradiction. We conclude that the condition in Theorem 12 is both necessary and sufficient.

At this point, we can make several observations. Trivially, if the subquery in $Q$ includes more than one table so that the subquery involves an extended Cartesian product of, say, tables $S$ and $W$, we can extend Theorem 12 to include the corresponding conditions of $W$ (similar to Theorem 11). Moreover, we observe that the two expressions

$$Q = \pi_{\text{Dist}}[A_R](\sigma(C_R \land \exists(\sigma[C_S \land C_{R,S}](S)))(R))$$


and

\[ V = \pi_{D_{st}}[A_R](\sigma[C_R \land C_S \land C_{R,S}](R \times S)) \]

are always equivalent, since duplicate elimination in the projection automatically excludes duplicate tuples obtained from the Cartesian product if more than one tuple in S matches the restriction predicate. This means that if we can alter the projection \( \pi_{All}[A_R] \) to \( \pi_{D_{st}}[A_R] \) without changing the query's semantics, then we can always convert a nested query to a join, as illustrated by the following example.

**Example 30**

Consider the correlated query

Select All V.VendorID, V.Name, V.Address
From Vendor V
Where Exists (Select *
From Part P, Supply S, Quote Q
Where P.PartID = S.PartID and V.VendorID = S.VendorID
and Q.PartID = P.PartID and Q.VendorID = S.VendorID
and Q.MinOrder < 500 and P.Qty > 1000 )

which lists all suppliers who supply at least one part that is significantly overstocked, but whose minimum order quantity has been less than 500. Note that the uniqueness condition does not hold on the subquery block since many quotes can exist for the same part sold by the same vendor. However, this query may be rewritten as

Select Distinct V.VendorID, V.Name, V.Address
From Vendor V, Part P, Supply S, Quote Q
Where P.PartID = S.PartID and V.VendorID = S.VendorID
and Q.PartID = P.PartID and Q.VendorID = S.VendorID
and Q.MinOrder < 500 and P.Qty > 1000

since the uniqueness condition is satisfied for the outer query block (VendorID is the key of VENDOR). The optimizer converts the query to a join, disregards any columns from the other tables in the From clause, and then applies duplicate elimination that outputs only one VENDOR tuple for each unique VendorID in the Cartesian product. This observation leads to the following corollary:

**Corollary 3 (Subquery to Distinct Join)**

Consider a nested query on tables R and S that contains a positive existential subquery block. Assume that R and S have at least one candidate key and the same preconditions for host variables, as described in Theorem 12, hold. Then the two expressions

\[ Q = \pi_{All}[A_R](\sigma[C_R \land \exists(\sigma[C_S \land C_{R,S}](S))](R)) \]
and

\[ V = π_{\text{Dist}}[A_R](σ[C_R \land C_S \land C_{R.S}](R \times S)) \]

are equivalent if \( π_{\text{All}}[A_R](σ[C_R](R)) \) contains no duplicate rows. Duplicate elimination in the projection can be implemented through the use of tuple identifier(s) if suitable primary keys are either missing or are absent from the projection list \([A_R]\).

Two additional, though perhaps straightforward, observations are noteworthy here. First, note that we can safely transform a Select Distinct to a Select All in any subquery that is involved in a set-oriented search condition (e.g. In, Any, All, Some). This is because the select list of any Exists subquery is of no consequence to its result, and can be replaced by a simple literal\(^{29}\). We cannot, however, safely ignore Distinct in a subquery that is part of a scalar theta-comparison, since the RDBMS must generate a run-time execution error if the subquery returns more than one row.

Second, note that once all set-oriented predicates involving nested subqueries (e.g. In, Any, All, Some) have been transformed to simple (correlated) Exists predicates we can always flatten nested SPJ queries into joins without the need for duplicate elimination as long as the query’s outermost block is not involved—that is, the subquery being ‘flattened’ is itself contained within another subquery. This is (again) because the select list of any Exists subquery is of no consequence to its result, so retaining duplicate tuples will not affect the result of any Exists predicate.

Thus far we have proved the equivalence of nested queries and joins in a variety of situations. Commercial relational database systems exploit this equivalence to transform nested queries to joins whenever possible \(^{230}\) so that their optimizers’ join enumeration algorithms can try to construct a less expensive access plan. To our knowledge, no commercial RDBMS performs the reverse transformation: rewriting a join as a subquery as a semantic transformation. Later, in Section 6.2, we consider this opposite case and show its potential as a semantic optimization in different database environments, including hierarchical and object-oriented database systems. For now, we present examples where converting an SQL query expression—specifically those involving Except or Intersect—into a nested query specification could lead to a cheaper access plan.

\(^{29}\) In fact, the ANSI standard defines Exists subqueries in precisely this manner.
4.4.3 Distinct intersection to subquery

Typically, most relational query optimizers execute the Intersect operation by evaluating each operand, sorting each intermediate result if necessary, and merging the inputs. Recall that the semantics of Intersect requires ignoring duplicates and, more troublesome, equating two tuples if:

- all non-Null columns are equal and
- for each Null column, its counterpart in the other (derived) table is also Null.

A subtle difficulty with the transformation of query expressions to nested query specifications arises because the equivalence of tuples, normally handled by a set operator that treats null values as equivalent, is now moved into a Where clause. Pirahesh et al. [230] do not handle this situation adequately in their paper (Rule 8); they transform a query without considering possibly Null keys.

**Theorem 13 (Distinct Intersection to Exists)**

Consider a query expression that contains the set intersection operator on two tables \( R \) and \( S \) where \( R \) and \( S \) each have at least one candidate key. Either restriction predicate \( C_R(R) \) or \( C_S(S) \) may contain host variables. Then the two expressions

\[
Q = \pi_{All}[A_R](\sigma[C_R](R)) \cap_{Dist} \pi_{All}[A_S](\sigma[C_S](S))
\]

and

\[
V = \pi_{All}[A_R](\sigma[C_R \land \exists(\sigma[C_S \land C_{R,S}](S))](R)),
\]

where \( C_{R,S} = \land_{i=1}^m R[A_i] \neq S[A_i] \) are equivalent if the derived table \( \pi_{All}[A_R](\sigma[C_R](R)) \) does not contain duplicate rows.

**Proof.** Omitted. \( \square \)

Recall that the semantics of \( R \cap_{Dist} S \) are to include a tuple from \( R \) iff it exists in \( S \), and eliminate any duplicates in the result. If each result tuple from \( R \) is unique, then a tuple from \( \pi_{All}[A_R](\sigma[C_R](R)) \) may appear in the final result if at least one matching tuple is found in \( \pi_{All}[A_S](\sigma[C_S](S)) \).

Observe that the predicate \( C_{R,S} = \land_{i=1}^m R[A_i] \neq S[A_i] \) can be expressed in SQL as (\( R.X \) Is Null and \( S.X \) Is Null) or \( R.X = S.X \) for each attribute \( X \) in the projection list (though a plain equijoin predicate will suffice for primary key columns, since a primary key is guaranteed not to contain any Null values). Using a primary key makes the transformation in Example 5 of reference [230] correct.
Example 31
As an example of Theorem 13, consider the SQL query expression

```sql
SELECT All P.PartID
FROM Part P
WHERE P.ClassCode = 'BX'
INTERSECT
SELECT All Q.PartID
FROM Quote Q
WHERE Q.MinOrder < 500 AND Q.UnitPrice < 0.75
```

which lists part numbers for those parts in part class 'BX' who have at least one quotation from any vendor where the unit price is less than $0.75 and the minimum order quantity is less than 500. Since `PartID` is the key of `PART`, the derived table from `PART` cannot contain duplicate rows, and we may rewrite the query as

```sql
SELECT All P.PartID
FROM Part P
WHERE P.ClassCode = 'BX' AND
EXISTS ( SELECT *
    FROM Quote Q
    WHERE Q.MinOrder < 500 AND Q.UnitPrice < 0.75 AND
      ( Q.PartID = P.PartID OR ( Q.PartID Is Null
                               AND P.PartID Is Null ) )
)
```

Obviously we can perform this transformation if either of the derived tables from `PART` or `QUOTE` have unique rows. Subsequent conversion of the `EXISTS` subquery to a join is possible [230] if the tests for `Nulls` are maintained\(^\text{30}\). We can make two additional observations:

- We now have a means of converting a nested query specification to a query expression involving intersection, another possible execution strategy.

- The semantics of `INTERSECT` and `INTERSECT ALL` are equivalent if at least one of the derived tables cannot produce duplicate rows. This leads to the following corollary:

\[^{30}\text{Because the derived table from `PART` in Example 31 is a primary key column, and thus can never be `Null`, the test for null values in the transformed nested query is actually unnecessary.}\]
COROLLARY 4 (ALL INTERSECTION TO EXISTS)
Consider a query expression that contains the set operator Intersect All. Assume that 
\( R \) and \( S \) have at least one candidate key, and the same preconditions for host variables, 
as described in Theorem 11, hold. Then the two expressions 

\[ Q = \pi_{\text{All}}[A_R](\sigma[C_R](R)) \cap_{\text{All}} \pi_{\text{All}}[A_S](\sigma[C_S](S)) \]

and 

\[ V = \pi_{\text{All}}[A_R](\sigma[C_R \land \exists(C_S \land C_{R,S})(S)])(R), \]

where \( C_{R,S} \) is defined as in Theorem 13 are equivalent if the expression \( \pi_{\text{All}}[A_R](\sigma[C_R](R)) \) 
does not contain duplicate rows. Similarly, \( Q \) and \( V \) (modified by interchanging \( R \) and 
\( S \)) are equivalent if the query specification on \( S \) does not contain duplicate rows.

4.4.4 Set difference to subquery

In a manner similar to the typical computation of set intersection, which sorts the two inputs 
and performs a merge, SQL's two set difference operators are typically processed 
by sorting the two operands and subsequently computing the difference of the two tuple streams. However, the semantics of set difference offers a natural transformation to 
a nested query form containing a Not Exists predicate, which can offer additional optimization opportunities. Once again, we have to be careful about the possible existence 
of null values in order to ensure a correct result.

EXAMPLE 32
Consider the SQL query expression

```
Select Distinct P.PartID
From Part P
Where P.ClassCode = 'BX'
Except All
Select Distinct S.PartID
From Supply S
```
which lists part numbers for those parts in part class 'BX' that are not supplied by any 
supplier. Since PartID is the key of PART, the derived table from PART cannot contain 
duplicate rows, and we may rewrite the query as
Select All P.PartID
From Part P
Where P.ClassCode = 'BX' and
    Not Exists( Select *
        From Supply S
        Where ( S.PartID = P.PartID or ( S.PartID Is Null
            and S.PartID Is Null ) ) ).

Note that because PartID cannot be Null in either table, the disjunction that tests for Null can be omitted. Note as well that we may hereafter utilize Dayal’s [74] techniques to convert this negated Exists predicate into an outer join—more precisely, to a grouped query over an outer join with a Having clause containing the aggregate function Count(*)—which offers yet another syntactic form that could lead to a more efficient access plan.

Example 32 illustrates three separate transformations. The first is to rewrite the query expression involving Except All as a nested query. This is possible because the Distinct in the first query specification means that there cannot be any duplicate rows in the result; hence in this case Except and Except all computes the identical result. To compute the result utilizing the nested query, we need only verify that each qualifying PartID from PART does not exist in any row of SUPPLY. Second, note that the Distinct in the second query specification is unnecessary since we are implementing the semantics of Except—duplicate tuples in the subquery do not affect the output. Third, we can eliminate the Distinct from the outer block in the nested query since PartID is the key of PART and hence there cannot be duplicate parts in the output.

More formally, we state the equivalence of these two queries as follows:

Lemma 35 (Except all to Except)
Consider a query expression that contains the set difference operator on two tables R and S where R and S each have at least one candidate key (an actual key or tuple identifier). Either restriction predicate $C_R(R)$ or $C_S(S)$ may contain host variables. Then the two expressions

$$Q = \pi_{\text{All}}[A_R](\sigma[C_R](R)) - \text{All } \pi_{\text{All}}[A_S](\sigma[C_S](S))$$

and

$$V = \pi_{\text{All}}[A_R](\sigma[C_R](R)) - \text{Dist } \pi_{\text{All}}[A_S](\sigma[C_S](S))$$

are equivalent iff the derived table $\pi_{\text{All}}[A_R](\sigma[C_R](R))$ does not contain duplicate rows.

Proof. Straightforward from the definition of Except all. □
Theorem 14 (Distinct Difference to Not Exists)
Consider a query expression that contains the set difference operator on two tables \( R \) and \( S \) where \( R \) and \( S \) each have at least one candidate key. Either restriction predicate \( C_R(R) \) or \( C_S(S) \) may contain host variables. Then the two expressions

\[
Q = \pi_{A_R}[\sigma[C_R](R)] - \pi_{A_S}[\sigma[C_S](S)]
\]

and

\[
V = \pi_{A_R}[\sigma[C_R \land \mathcal{B}(C_S \land C_{R,S})(S)](R)],
\]

where \( C_{R,S} = \land_{i=1}^{\mathcal{N}} R[A_i] \equiv S[A_i] \) are equivalent if the derived table \( \pi_{A_R}[\sigma[C_R](R)] \) does not contain duplicate rows.

Proof. Omitted.

4.5 Related Work

Semantic transformation of SQL queries using our uniqueness condition is a form of semantic query optimization [161]. Kim [157] originally suggested rewriting correlated, nested queries as joins to avoid nested-loop execution strategies. Subsequently, several researchers corrected and extended Kim’s work, particularly in the aspects of grouping and aggregation [47, 74, 101, 155, 211, 212]. Much of the earlier work in semantic transformations ignored SQL’s three-valued logic and the presence of Null values. To help better understand these problems, Negri, Pelagatti, and Sbattella [216] and von Bültzingsloewen [288] defined formal semantics for SQL using an extended relational calculus, although neither paper tackled the problems of duplicates. A significant contribution of Negri et al. is their notion of query equivalence classes for syntactically different, yet semantically equivalent, SQL queries.

Several authors discuss the properties of derived functional dependencies in two-valued logic. Klug [162] studied the problem of derived strict dependencies in two-valued relational algebra expressions with the operators projection, selection, restriction, cross-product, union, and difference. His paper’s main contributions were (1) the problem of determining the equivalence of two arbitrary relational expressions is undecidable, (2) the definition and proof of a transitive closure operator for strict functional dependencies, and (3) an algorithm to derive all strict functional dependencies for an arbitrary expression, without set difference, and with a restricted order of algebraic operators. Maier [193] describes query modification techniques with respect to minimizing the number of rows in tableaux, which is equivalent to minimizing the number of joins in relational algebra. Maier’s chase computation uses functional and join dependencies to transform
tableaux. Darwen [70] reiterates Klug's work, and gives an exponential algorithm for generating derived strict functional dependencies. Darwen concentrates on deriving candidate keys for arbitrary algebraic expressions and their applications, notably view upatability and join optimization. Ceri and Widom [48] discuss derived key dependencies with respect to updating materialized views. They define these dependencies in terms of an algorithm for deducing *bound columns*, quite similar in purpose to our SIMPLIFIED-DUPLICATE-ELIMINATION algorithm. In our approach, however, our formal proofs take into account other static constraints and explicitly handle the existence of Null values; our algorithm is simply a sufficient condition for determining candidate keys.

Pirahesh, Hellerstein, and Hasan [230] draw parallels between optimization of SQL subqueries in relational systems and the optimization of path queries in object-oriented systems. Their work in STARBURST focuses on rewriting complex *Select* statements as select-project-join queries. One of the query rewrite rules identifies when duplicate elimination is not required, through isolation of two conditions: uniqueness, termed the 'one-tuple-condition', and existence of a primary key in a projection list, termed the 'quantifier-nondup-condition'. However, we feel that optimization opportunities may be lost upon their insistence that the STARBURST rewrite engine convert *all* queries, whenever possible, to joins. In contrast, we believe that converting joins to subqueries offers possibilities for optimization in nonrelational systems. We explore that possibility in Chapter 6.

Bhargava, Goel and Iyer [32–34] extended the work described in this chapter and applied it to the optimization of (a) outer joins and (b) the set operators *Union*, *Intersect*, and *Except* and their interaction with projections of query specifications that eliminate duplicates. Their research into outer join optimization covered (1) join elimination of an outer join in the presence of distinct projection, (2) simplifications of outer joins to inner joins, (3) discovery of a uniqueness condition for a query block containing (possibly nested) outer joins. Their approach to uniqueness conditions with respect to outer joins was based on key sets, and influenced our approach to the maintenance of lax dependencies in FD-graphs. Some of their later work on set operations mirrors our own research, which due to space constraints was omitted from publication [228].

4.6 Concluding remarks

We have formally proved the validity of a number of semantic query rewrite optimizations for a restricted set of SQL queries, and shown that these transformations can potentially improve query performance in both relational and nonrelational database systems. Although testing the conditions for transformation is PSPACE-complete, our algorithm detects a large subclass of queries for which the transformations are valid. Our approach
takes into account static constraints, as defined by the SQL2 standard, and explicitly handles the 'semantic reefs' [155] referred to by Kiessling—duplicate rows and three-valued logic—which continue to complicate optimization strategies.
5 Tuple sequences and functional dependencies

An obvious benefit of using an ordered data structure like a B+-tree in the implementation of a relational database system is that tuples may be retrieved in ascending or descending secondary key sequence, which quite often matches the ordering of the result tuples desired by an application program. Indexes present one of the few opportunities for exploiting ordering since tuples in base tables are not typically maintained in key sequence (clustered indexes are one exception). In this chapter, we illustrate how we can exploit tuple sequences [2, 3] in optimizing queries over ANSI SQL relational databases. In addition to project-select-join queries we formally defined in Section 2.3, we will also look at the possibility of exploiting tuple sequences to compute the result of SQL query specifications containing Group by, and query expressions containing Union or Union all, Intersect or Intersect all, and Except or Except all. Throughout this section, for simplicity we assume that the domains of attributes involved in any query can be totally ordered [103].

5.1 Possibilities for optimization

Example 33
Consider the SQL query

Select D.Name, E.Surname, E.GivenName, E.Phone
From Division D, Employee E
Where D.Name = E.DivName
Order by E.Surname

that lists information about each employee in the firm in ascending sequence by surname, using the manufacturing schema described in Appendix A.

There are several possible ways to process the above query (see Figure 5.1). One possible access strategy, shown in Figure 5.1(a), is to perform a sort-merge join of the two tables over Name and Divname. Given the lack of any other restriction predicate, it may be necessary to first sort both the DIVISION and EMPLOYEE tables in their entirety, perform the merge join, and then sort the join's output to satisfy the Order by clause. Sorts
of the input relations could be avoided if there exist the appropriate indexes on each table, though retrieving each tuple randomly through the index is likely to significantly increase the cost of retrieval.

A second possible strategy (b) is to perform an indexed nested-loop join with the \texttt{DIVISION} as the 'outer' table, and \texttt{EMPLOYEE} as the indexed 'inner', assuming an index on the \texttt{Divname} attribute of \texttt{EMPLOYEE}. Conversely, strategy (c) reverses the join order and scans \texttt{EMPLOYEE} as the 'outer' table. In either case, however, we will need to sort the entire result to satisfy the query's \texttt{ORDER BY} clause. However, suppose there exists an ascending index on \texttt{Surname}. Then a fourth possible strategy (d) is to scan the outer \texttt{EMPLOYEE} table by the index on \texttt{Surname}, and join each \texttt{EMPLOYEE} tuple with at most one from \texttt{DIVISION} as before. In this case a final sort of the result would be unnecessary, assuming that the nested-loop join implementation is order-preserving.

The process of query optimization is responsible for analyzing these tradeoffs to determine the cheapest access plan. Because every \texttt{EMPLOYEE} tuple will be in the result, the most efficient way to retrieve them is to perform a sequential scan. However, this access strategy requires a final sort, so it may not be the cheapest overall. Furthermore, it is not possible to return any result tuples to the application until all the \texttt{EMPLOYEE} tuples have been retrieved.

Using strategy (d), though possibly more costly, avoids both of these problems. This strategy may be particularly appropriate if only a subset of the tuples in the result will actually be retrieved by the application [42-44]. But this strategy will not always be considered in a commercial database system. For example, the query optimizer in \texttt{ORACLE} Version 7 rejects outright such a strategy as too expensive [69]. \texttt{ORACLE} will exploit an index to satisfy an \texttt{ORDER BY} clause only if there exists at least one restriction predicate on the index's secondary key (in this case, \texttt{Surname}).

In this chapter, we are interested in how we can exploit 'interesting orders' [247] of tuple sequences in a multiset relational model. Some opportunities are:

Sort avoidance. Avoiding an unnecessary sort can dramatically improve query execution time. The \texttt{SQL} language offers several possibilities where the analysis of a lexicographic tuple sequence can avoid an unnecessary sort. First, it may be possible to avoid a redundant sort to satisfy a query's \texttt{ORDER BY} clause. Second, a redundant sort can be avoided for one or both of the inputs to a merge join, which can provide a significant reduction in query execution time and buffer pool utilization [100, 261]. A third example is to eliminate the need to materialize intermediate results during query processing. For instance, we may be able to exploit the ordered nature of sequences for processing queries containing \texttt{DISTINCT} or \texttt{GROUP BY} [92]. The elimination of a materialization step is important not only because it may take fewer resources to compute the query's result; it
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Figure 5.1: Some possible physical access plans for Example 33.

(a) Sort-merge join strategy.

(b) Nested-loop join strategy.

(c) Nested-loop strategy with Employee as 'outer' table.

(d) Nested-loop join strategy requiring no explicit sorting.
also means that the database system can begin returning result tuples to the application program at once, rather than after the computation of the entire (intermediate) result. This is a critical determination when a relational query optimizer attempts to optimize a query for response time, as opposed to most commercial query optimizers' goal of minimizing resource consumption.

A recent paper by Simmen, Shekita, and Malkemus [261] provides a framework for the analysis of tuple sequences to avoid redundant sorts. However their framework, which utilizes Darwen's [70] analysis of derived functional dependencies, lacks a solid theoretical foundation and one piece of analysis is missing: how to determine the lexicographic order of two or more relations involved in a nested-loop (or sort-merge) join.

Scan factor reduction. Consider a nested-loop join with an indexed inner relation. With one or more suitable conditions in the query's WHERE clause, we can exploit the fact that the inner tuples are retrieved in sequence so that we can 'cut' the search as soon as a tuple is retrieved whose indexed attribute(s) is greater than the one desired. A similar technique can be used to compute the aggregate functions \( \text{Max}(\cdot) \) and \( \text{Min}(\cdot) \). If a query specifies \( \text{Min}(X) \) and attribute \( X \) is indexed in ascending sequence, then under certain conditions the database need only retrieve the first non-null value in the index to compute \( \text{Min}(X) \). The situation with \( \text{Max}(X) \) is analogous.

More accurate cost estimation. In any given strategy, it may be useful to know for purposes other than joins if an intermediate result is ordered. For example, consider IBM's DB2/MVS that memoizes [202] the previously computed results of subqueries\(^{31} \). If it can be determined that the correlation variables for the subquery are sorted (that is, they correspond to the order in which the tuples of the outer query block are retrieved), then memoizing the subquery's result will not require more than a single row buffer: once a range of correlation values has been processed, the subquery will never again be executed with those values. As another example, Yu and Meng [299, pp. 142–3] give an algorithm for converting left-deep join strategies to bushy strategies in a multidatabase global query optimizer. Preserving the sortedness of each join means not only that the introduction of additional sort nodes can be avoided, but estimating the cost of the bushy access plan can be more efficient as the optimizer must re-estimate only a subset of the nodes in the transformed subtree.

Sort introduction. Consider an indexed nested-loop join strategy to compute the join of two tables \( R \) and \( S \). If lookups on the indexed inner table (say \( S \)) are done using a sorted

---

31 Guy M. Lohman, IBM Almaden Laboratory, personal communication, 30 June 1996.
5.2 FORMALISMS FOR ORDER PROPERTIES

list of values, then it is likely that the join’s cost will be decreased since each index leaf page for table $S$ will be referenced only once. If the index is a clustering index, then it is likely that each base table page of $S$ will also be referenced only once.

This examples illustrates the possibility of sort introduction to decrease the overall cost of an access plan. Moreover, it illustrates that there are more ways to exploit ‘interesting orders’ than simply for the optimization of joins, Distinct, and Group by—a query optimizer can exploit the ordering of intermediate results in a myriad of ways. For example, an optimizer can:

- push an interesting order down the algebraic expression tree to cheapen the execution cost of operators higher in the tree (also termed sort-ahead [261]);

- in addition, modify the ordering requirement to include additional attributes to eliminate the need for an additional sort operation higher in the tree;

- push down cardinality restrictions on the result (i.e. in the case of Select Top $n$ queries) through order-preserving operations to restrict the size of intermediate results [44].

Such analysis, however, comes at a cost to the process of optimization [261]. Utilizing the sort order of a tuple stream means that an optimizer implemented with a classic dynamic programming algorithm [247] can no longer produce optimal access plans, since the choice of join strategy for a sub-plan may differ depending on the sort order of the strategy for an outer query block [100]. Hence dynamic programming optimizers, such as DB2’s, use heuristics to guide the pruning of access strategies when exploiting sort order [261].

The topics covered in this chapter are as follows. After introducing some formalisms to describe order properties and interesting orders, we describe the infrastructure necessary to exploit order properties in a query optimizer, with some ideas as to their implementation. Thirdly, we look at how various implementations of relational algebra operators affect the ordering of tuples, and how to exploit that order in query processing. We conclude the chapter with a summary of related work and some thoughts on future research.

5.2 Formalisms for order properties

We begin by formally defining what we mean by an ordering of tuples in a multiset relational model with duplicates, null values, and three-valued logic. We then restate some of the concepts developed by Simmen, Shekita, and Malkemus [261] and show how they correspond to facets of lexicographic indexes previously described by Abiteboul and Ginsburg [2, 3].
Definition 51 (Tuple sequence)
A sequence of $m$ tuples $r^* = r_1, r_2, \ldots, r_m$ defines an explicit ordering to the $m$ tuples of the instance $I(R)$, which can denote an instance of either a base or derived table. While it is possible to define a factorial number of sequences for any (finite) instance, the notion of a tuple sequence is concerned with physical access, i.e. tuple $r_1$ is 'retrieved' prior to tuple $r_2$.

To consider ordering tuple sequences that can contain nullable attributes, we need to consider how to treat null values in terms of their lexicographic order. We do so by following SQL2's treatment of null values. That is as a special value that we arbitrarily define as having a value less than any other value in its domain\(^{32}\).

Definition 52 (Ordering comparison of null values)
We define the binary comparison operator $\preceq$ as follows. For the expression $a \preceq b$:

- if neither $a$ nor $b$ are Null then the operator returns the same (two-valued) truth value as $a < b$;
- if $a$ is Null and $b$ is not, the result is $true$;
- otherwise the result is $false$.

Definition 53 (Order property)
An order property, which we abbreviate $\text{OP}$, is an ordered list of $n$ attributes, written $\text{OP}(a_1, a_2, \ldots, a_n)$, taken from the set of attributes $A \subseteq \alpha(I(R))$, where $I(R)$ can denote an instance of a base or derived relation. A sequence of $m$ tuples $r^* = r_1, r_2, \ldots, r_m$ where $r^* \equiv I(R)$ satisfies $\text{OP}(a_1, \ldots, a_n)$ if for all $r_i, r_j \in r^*$ such that $i < j$, either

1. $r_i[a_k] \preceq r_j[a_k]$ for each $k \mid 1 \leq k \leq n$, or
2. there exists some $k$, where $0 \leq k < n$, such that $r_i[a_1 \cdots a_k] \preceq r_j[a_1 \cdots a_k]$ and $r_i[a_{k+1}] \preceq r_j[a_{k+1}]$.

\(^{32}\) In ANSI SQL the collating sequence of null values is implementation-defined. Sybase SQL Anywhere and Adaptive Server Enterprise follow the above convention (less than). IBM's DB2 2.1 and Oracle Versions 6 and 7 implement the opposite: null values are defined as greater than every other value in each data type's domain.
Ordinarily $n \geq 1$; if $n = 0$ then any sequence of tuples trivially satisfies the order property. Hence an order property\textsuperscript{33} is simply a dependency defined over a tuple sequence, precisely the meaning of a ‘lexicographic index’ described by Abiteboul and Ginsburg [3].

It is clear from this definition that if a tuple sequence satisfies $\text{OP}(X, Y, Z)$ then it also satisfies $\text{OP}(X, Y)$ and $\text{OP}(X)$, thus forming a partial order [233]. The coverage of this partial order is precisely what Simmen et al. mean by ‘covering’ two or more order properties—that is, when a particular order property ‘covers’ two or more interesting orders [261].

Our definition of order property is a generalization of Abiteboul and Ginsburg’s lexicographic indexes [3]. Their formalism only considered total orders; each index was a unique index, and, consequently, also defined a candidate (possibly composite) key for its base relation. They also only considered key dependencies in their development of axioms for order properties. While key dependencies are important, we also consider derived functional dependencies to develop similar axioms for our definition of order properties.

Lemma 36 (Augmentation of Order Properties)
Suppose a sequence of tuples $r^*$ satisfies $\text{OP}(x_1, x_2, \cdots, x_k, x_{k+1}, \cdots, x_n)$. If the functional dependency $\{x_1, \ldots, x_k\} \rightarrow A$ holds for some subset of attributes $A \subseteq \alpha(R)$ then $r^*$ also satisfies $\text{OP}(x_1, x_2, \cdots, x_k, A, x_{k+1}, \cdots, x_n)$. We say that the order property is augmented by attribute $A$.

Proof. We break $x_1$ through $x_n$ into two subsets $X \equiv \{x_1, x_2, \cdots, x_k\}$ and $Y \equiv \{x_{k+1}, x_{k+2}, \cdots, x_n\}$. Therefore $r^*$ satisfies $\text{OP}(X, Y)$. Consider any two tuples $r_i, r_j \in r^* | i < j$. If $r_i[X] \preceq r_j[X]$ then $r_i[XA] \preceq r_j[XA]$, so the two tuples are still in the correct sequence. Otherwise, if $r^*$ satisfies $\text{OP}(X, Y)$ then $r_i[X] \equiv r_j[X]$. However, if this is true then $r_i[XA] \equiv r_j[XA]$ if the functional dependency $X \rightarrow A$ holds, so $r^*$ satisfies both $\text{OP}(X, Y)$ and $\text{OP}(X, A, Y)$. \hfill \Box

Corollary 5 (Augmentation Position)
Suppose the tuple sequence $r^*$ satisfies the order property $\text{OP}(X)$ where $X$ is the ordered list $x_1, x_2, \cdots, x_k, x_{k+1}, \cdots, x_n$ and the functional dependency $X' \rightarrow A$ holds in $R$, where $X'$ denotes some subset of $X$ with highest subscript $k$. Then $r^*$ also satisfies any order property consisting of the concatenation of

1. the subsequence $X'' = x_1, x_2, \cdots, x_k$, and

\textsuperscript{33} For simplicity and without loss of generality we have only considered the case of ascending order properties.
2. any subsequence consisting of the set \( Y = \{ x_{k+1}, x_{k+2}, \ldots, x_n \} \cup A \) such that the relative position of each \( x_i \in Y \) is preserved—that is, \( A \) can appear anywhere within the subsequence \( x_{k+1}, x_{k+2}, \ldots, x_n \).

PROOF. If the dependency \( X' \rightarrow A \) holds, by Armstrong's axioms we can trivially add any attribute to its determinant; hence \( \{ X' \cup x_{k+1} \} \rightarrow A \) also holds. Therefore we can add attribute \( A \) at any position in the order property after its determinant. Similarly, if \( r^* \) satisfies \( \text{op}(X, Y) \) then \( r^* \) also satisfies \( \text{op}(A, X, Y) \) if and only if the 'empty-headed' [70] functional dependency \( \{ \} \rightarrow A \) holds. In this case \( A \) can be added to the order property at any position in the list.

\( \square \)

COROLLARY 6 (REDUCED ORDER PROPERTIES)
Let \( r^* \) denote a tuple sequence on a single table \( R \). Then if \( r^* \) satisfies \( \text{op}(X, A, Y) \) then \( r^* \) also satisfies \( \text{op}(X, Y) \) if the functional dependency \( X \rightarrow A \) holds in \( R \).

COROLLARY 7 (DUPLICATE ATTRIBUTES IN AN ORDER PROPERTY)
Let \( r^* \) denote a tuple sequence on a single table \( R \). Then if \( r^* \) satisfies \( \text{op}(X, A, Y, Z) \) then \( r^* \) also satisfies \( \text{op}(X, A, Y, A, Z) \), since \( R \) satisfies the trivial dependency \( A \rightarrow A \).

Finally, if it can be inferred that, for each tuple in the result, two attribute values are always equivalent—that is, \( X = Y \) so that we have \( X \rightarrow Y \wedge X \rightarrow Y \) (see Section 3.2.4)—then we can perform attribute substitution within an order property.

LEMMA 37 (ATTRIBUTE SUBSTITUTION)
Let \( r^* \) represent a tuple sequence over a single table \( R \). If \( r^* \) satisfies \( \text{op}(W, X, Z) \) for every valid instance of \( R \), then \( r^* \) also satisfies \( \text{op}(W, Y, Z) \) if and only if for any two tuples \( r, r' \in r^* \) we have \((r[X] \equiv r[Y]) \wedge (r'[Y] \equiv r'[X])\).

PROOF (SUFFICIENCY). If \( X \) and \( Y \) are \( \equiv \)-equivalent for each tuple in \( r^* \) then we can substitute each \( X \)-value with each \( Y \)-value, and vice versa. Therefore \( r^* \) trivially satisfies \( \text{op}(W, Y, Z) \) by substituting each \( X \)-value with its matching \( Y \)-value from the same tuple.

\( \square \)

PROOF (NECESSITY). Assume that for every valid instance of the database \( r^* \) satisfies both \( \text{op}(W, X, Z) \) and \( \text{op}(W, Y, Z) \) but the attributes \( X \) and \( Y \) are not equivalent. We must show that we can construct a valid instance of \( R \) so that \( r^* \) satisfies \( \text{op}(W, X, Z) \) but not \( \text{op}(W, Y, Z) \).

Consider an instance \( I(R) \) of \( R \) consisting of two valid tuples \( r_0, r'_0 \) such that \( r_0[X] \equiv r_0[Y], \ r_0[X] \equiv r'_0[X] \) but \( r'_0[X] \not\equiv r'_0[Y] \). Let each attribute value \( W \) in each tuple be a constant; thus the tuple sequence \( r^* \equiv (r_0, r'_0) \) satisfies \( \text{op}(W, X) \). We can, however, select any value of \( Y \) for \( r'_0 \) as long as \( r'_0[X] \not\equiv r'_0[Y] \). Let \( r'_0[Y] \not\equiv r'_0[X] \). Then \( r_0 \) and \( r'_0 \)
constitute a valid instance of $R$, but $r^*$ does not satisfy $\text{OP}(W, Y)$, which it must satisfy to satisfy $\text{OP}(W, Y, Z)$. Hence we conclude that the equivalence of $X$ and $Y$ is both necessary and sufficient. □

### 5.2.1 Axioms

In summarizing the proofs above, we have the following axioms to use in reasoning about the interaction of order properties and functional dependencies:

\[ \text{OP}(X, Y) \Rightarrow \text{OP}(X, A, Y) \quad \text{if } X \rightarrow A \text{ (augmentation)}, \]
\[ \text{OP}(X, A, Y) \Rightarrow \text{OP}(X, Y) \quad \text{if } X \rightarrow A \text{ (reduction)}, \]
\[ \text{OP}(W, X, Z) \Rightarrow \text{OP}(W, Y, Z) \quad \text{if } X = Y \text{ (substitution)}. \] (5.1) (5.2) (5.3)

Abiteboul and Ginsburg [3] define yet another axiom that shows how a combination of order properties can be satisfied by the same tuple sequence. This axiom, along with axioms 5.1 and 5.2, form a sound and complete basis for inferencing with (unique) lexicographic indexes. While interesting from a theoretical standpoint, such a result does not assist in the problem of order optimization, since we cannot guarantee the satisfaction of two arbitrary order properties (other than satisfying prefixes of an order property) without a formal specification of the order dependencies that exist in the database [103]. Of much greater interest is how order properties hold in the context of derived relations.

### 5.3 Implementing order optimization

As described in Chapter 3, an execution strategy for an SQL query is made up of various relational algebra operators that form a tree. Each ‘node’ in the tree represents an algebraic operator that takes as input one or two tuple sequences and outputs another sequence, which either constitutes the query’s final result or an intermediate result used as an input sequence for another operator placed higher in the tree. So it is important to determine how order properties are propagated through algebraic operator (sub)trees so as to determine the order property of each intermediate result in the strategy. Once the order property of a tuple sequence generated by an operator subtree is known, a separate problem is to determine in what ways can this ordering be exploited during query processing.

**Definition 54 (Interesting Order)**

Selinger et al. [247] coined the phrase interesting order to denote a desired order property that could lead to a more efficient access plan. Hence an interesting order is merely
a specification for a desired order property, and can be defined in the same way. An interesting order, abbreviated IO, over an instance I(R) of relation R is an ordered list of n attributes, written IO(a_1, a_2, \cdots, a_n), taken from the set of attributes \( \alpha(R) \). Ordinarily \( n \geq 1 \); if \( n = 0 \) then there is no sort requirement to be satisfied.

Lemmas 36 and 37 provide the basic axioms to manipulate order properties so that one can determine if the ‘interesting order’ desired is satisfied by a tuple sequence.

A critical aspect of order property analysis is the reduction of an order property into its canonical form \[261\]. Reducing order properties and interesting orders serves two purposes: it expands the space of the number of other order properties that can cover it, and if a sort is required the reduced version of an interesting order gives the minimal set of sorting columns. Lemma 36 formally proves the basis for the algorithms ‘reduce order’, ‘test order’, and ‘cover order’ in reference \[261\].

In Chapter 3 we described a data structure (an FD-graph) and an algorithm to keep track of derived functional dependencies and attribute equivalences that propagate through the query’s algebraic expression tree. With this information, we can apply the axioms previously described to manipulate order properties to determine the coverage of any specific order property. To exploit the various possibilities of order optimization, a query optimizer must keep track of the following for each tuple sequence:

1. the order property satisfied by the sequence in its canonical (reduced) form. An order property’s canonical form is an order property stripped of any redundancies, either duplicate attributes or attributes whose order is implied by (derived) functional dependencies. This is the major distinction between Abiteboul and Ginsburg’s work \[3\] and that of Simmen et al. from IBM Almaden \[261\]: Abiteboul and Ginsberg consider only functional dependencies that hold for every database instance, whereas Simmen et al. consider not only functional dependencies implied by the database schema but derived dependencies as well.

2. a set of (derived) functional dependencies. By generating and maintaining a set of functional dependencies that hold for a given relational operator, it is possible to augment a canonical order property using these dependencies in order to determine if an interesting order is satisfied.

3. a set of attribute equivalences. As with functional dependencies, the optimizer can use the equivalences of attributes to augment an order property or substitute one attribute for another within an order property.
5.4 Order properties and relational algebra

In Section 5.1 we briefly described the situations in which we can exploit the order nature of sequences to speed query processing. Sort avoidance is an obvious application of order properties; if a query's order by clause (an 'interesting order') coincides with the order property satisfied by the tuple sequence constituting the result, then a sort of the final result is unnecessary. In query optimization we are interested in how properties of the database, and even properties of the given database instance, can be exploited to speed query execution. In particular, we can use query predicates to determine what functional dependencies hold in any intermediate result, and then attempt to match the order property of the result with the interesting order required by the query itself, or subsequent physical algebra operators higher in the expression tree.

A note of caution: while we describe the affects of relational algebra operators on order properties, it should be obvious that not all implementations of these operators propagate order properties in the same way. For example, most implementations of both hash-join [41] and block nested-loop join [156] do not preserve the sequence of their inputs. Consequently, we assume in what follows that the implementation of each relational algebra operator is 'order preserving'. Where applicable, we give examples of order-preserving implementations of these algorithms to illustrate that orderings can indeed be preserved. We note, however, that there are substantially more sophisticated implementations of these algebraic operators in commercial database systems that are beyond the scope of this thesis. We refer the interested reader to two surveys on the subject [107, 203].

5.4.1 Projection

From the definition of an order property (Definition 53) we know that if a given tuple sequence satisfies a composite order property, say $\text{OP}(X, Y, Z)$ then it trivially satisfies any prefix of that property, say $\text{OP}(X, Y)$.

**Theorem 15 (Projection)**
Suppose the order property $\text{OP}(x_1, \ldots, x_n)$, which has been reduced to its canonical form, is satisfied by an arbitrary tuple sequence. Then after a projection (with or without duplicate elimination) that preserves $x_1, x_2, \ldots, x_{j-1}$ but eliminates $x_j$ the prefix $\text{OP}(x_1, \ldots, x_{j-1})$ holds and cannot be extended to include any of $x_j, x_{j+1}, \ldots, x_n$. If $j$ is 1 then the order property becomes empty $\text{OP}(\emptyset)$, that is, the tuple sequence cannot be guaranteed to satisfy any order property.

**Proof.** Obvious.  

Projection is an excellent example of the need to first reduce an order property to its canonical form. For example, projecting away a given column from the result may in fact have no effect on the sequence's order property if that column is functionally determined by higher-order attributes. Projection may also permit the augmentation of the reduced order property so that a larger (longer) order property can cover it [261].

As an aside, some relational systems such as Sybase SQL Anywhere extend the SQL2 standard and permit an Order by clause to reference columns or derived columns that do not appear in the query's Select list. The way in which this can be handled (with respect to projection) is to interpret the query's Select list as the union of those attributes that actually appear in the Select list with those attributes in the Order by clause. The above lemma can still be used to determine the order property of the result of a projection in this case.

See Section 5.4.6 for a discussion on order properties and duplicate elimination.

5.4.2 Restriction

The algorithms used by Simmen, Shekita, and Malkemus [261] to determine the order properties of derived relations use the presence of equivalence conditions in the query's Where clause to infer functional dependencies for that database instance that can be used to reduce an OP to its 'canonical' (reduced) form. While equivalence operators do provide opportunities for reduction, we can also utilize table or column constraints, candidate or primary keys, and any other query predicates to infer which OP holds.

Theorem 16 (Restriction Predicates and Order Properties)
Consider a query involving only restriction on a single table \( R \) consisting of at least 3 attributes \( X, A, Y \). The restriction predicate \( C_R \) may contain expressions that include host variables; we denote this set of input parameters by \( h \). Thus we identify the test of a restriction predicate, which includes host variables, on tuple \( r \) of \( R \) with the notation \( C_R(r, h) \). Then if the expression

\[
Q = \sigma[C_R](R)
\]

represents a sequence of tuples that satisfies \( \text{OP}(X, Y) \) then \( Q \) also satisfies \( \text{OP}(X, A, Y) \) if the following condition holds:

\[
\forall r, r' \in \text{Domain}(R); \forall h \in \text{Domain}(H) : \quad (5.4)
\]

\[
\{ [[T_R(r)] \land [T_R(r')]] \land \\
(\text{for each } K_i(R) : (r[K_i(R)] \not= r'[K_i(R)] \implies r[\alpha(R)] \not= r'[\alpha(R)]) \land \\
(\text{for each } U_i(R) : ([r[U_i(R)] = r'[U_i(R)]]) \implies r[\alpha(R)] \not= r'[\alpha(R)]) \land
\]
\[ [C_R(r, h)] \land [C_R(r', h)] \land \\
(r[X] \neq r'[X]) \implies (r[A] \neq r'[A]) \]

**Proof.** Follows directly from Lemma 36.

The satisfaction of the condition in Theorem 16 permits an optimizer some 'degrees of freedom' in trying to determine if an order property satisfies an interesting order. An independent but related problem is the analysis of the predicates in a query's *Where* clause to determine if indexed retrieval of a base or derived table is beneficial. Two such techniques are index union and intersection [207] that merge sets of row identifiers (RIDs) from two or more indexes. The result of the merge is a sorted list of RIDs used to probe the underlying table; hence the tuple sequence fails to satisfy any order property that corresponds to any syntactic component of the original SQL statement. However, RIDs can act as surrogate data values (in fact, primary keys) in a variety of situations and many commercial system employ physical algebra operators that utilize sorted RIDs for efficient processing.

### 5.4.3 Inner join

Consider an inner join between two tables \( R \) and \( S \). If we restrict the physical inner join operator to order-preserving implementations of either sort-merge or nested-loop join, then it is easy to see that if the tuple sequence \( r^* \) of \( R \) satisfies \( OP(X, Y, Z) \) then the derived table consisting of the inner join of \( R \) and \( S \) also satisfies \( OP(X, Y, Z) \) regardless of the characteristics of the tuple sequence \( s^* \) of \( S \) [261]. Of more interest is when we can augment the order property satisfied by \( R \) with that of \( S \) when joining \( R \) and \( S \).

### 5.4.3.1 Nested-loop inner join

**Example 34**

Consider the following SQL query:

```sql
Select D.Location, D.Name, E.EmpID, E.Surname, E.GivenName
From Division D, Employee E
Where D.Name = E.DivName
Order by D.Location, E.EmpID
```

that lists information about each employee in the firm in ascending sequence by employee ID within division location. The nested-loop strategy illustrated in Figure 5.2 will not return the correct order of results for every instance of the database. This is because the Location attribute is not unique. It is possible that a database instance will have two divisions with identical locations and with different (but overlapping) sets of employee identifiers—so the result of the join may not be in the desired ascending sequence. This
situation raises the following question: under what conditions can we guarantee that the result is properly ordered without sorting?

Algorithm 1 describes a straightforward implementation of nested-loop join that is order-preserving. It is easy to see that with this algorithm the output of the join satisfies the order property of the 'outer' table $R$, since each tuple of $R$ is accessed in order only once. We wish to show that we can augment the order property of the result with attributes of $S$ if certain conditions hold. Without loss of generality, assume that $R$ represents the 'outer' table, and $S$ the 'inner'.

**Theorem 17 (Nested Loop Inner Join)**

Consider a query involving the nested-loop inner join of two tables $R$ and $S$. Assume the nested loop join is implemented using simple tuple-iteration semantics (e.g. the join does not perform bulk operations on groups of tuples) and is order preserving on the tuple sequences $r^*$ of $R$ and $s^*$ of $S$ (see Algorithm 1). Each of the restriction predicates in the query $C_R, C_S$ and $C_{R,S}$ may contain expressions that include host variables. If the tuple sequence $r^*$ of $R$ satisfies $\text{OP}(X)$ and the tuple sequence $s^*$ of $S$ satisfies $\text{OP}(Y)$, then the expression

$$Q = \sigma[C_R \land C_S \land C_{R,S}](R \times S),$$
Algorithm: Order-preserving nested-loop inner join.
Inputs: join predicate \( C_{R,S} \); tuple sequences \( r^* \) and \( s^* \).
Output: the ordered result \( \sigma_{C_{R,S}}(R \times S) \).

begin
\[ r \leftarrow r^*_1; \]
while \( r \neq \text{EOF} \) do
\[ s \leftarrow \text{first tuple of } s^* \text{ such that } C_{R,S} \text{ is true}; \]
while \( s \neq \text{EOF} \) and \( C_{R,S} \) is true do
\[ s \leftarrow \text{next tuple after } s \text{ of } s^* \]
od;
\[ r \leftarrow \text{next tuple after } r \text{ of } r^* \]
end

ALGORITHM 1: Basic order-preserving nested-loop join algorithm.

which represents the sequence of tuples \( q^* \) returned by the nested-loop join of \( R \) and \( S \), satisfies \( \text{OP}(X, Y) \) if the following condition holds:

\[
\forall q, q' \in \text{Domain}(R \times S); \forall h \in \text{Domain}(H) : \\
\{ [T_R(q)] \land [T_R(q')] \land [T_S(q)] \land [T_S(q')] \land \\
(\text{for each } K_i(R) : (q[K_i(R)] \not\equiv q'[K_i(R)]) \implies q[\alpha(R)] \not\equiv q'[\alpha(R)]) \land \\
(\text{for each } U_i(R) : ([q[U_i(R)] = q'[U_i(R)]) \implies q[\alpha(R)] \not\equiv q'[\alpha(R)]) \land \\
(\text{for each } K_j(S) : (q[K_j(S)] \not\equiv q'[K_j(S)]) \implies q[\alpha(S)] \not\equiv q'[\alpha(S)]) \land \\
(\text{for each } U_j(S) : ([q[U_j(S)] = q'[K_j(S)]) \implies q[\alpha(S)] \not\equiv q'[\alpha(S)]) \land \\
[C_R(q, h)] \land [C_R(q', h)] \land [C_S(q, h)] \land \\
[C_S(q', h)] \land [C_{R,S}(q, h)] \land [C_{R,S}(q', h)] \implies \\
([q[X] \not\equiv q'[X]] \implies \\
([q[Y] \not\equiv q'[Y]]) \land \\
(\forall r, r' \in \text{Domain}(R) : \\
q[X] \equiv r[X] \land q'[X] \not\equiv r'[X] \land r[X] \not\equiv r'[X] \implies \\
r[\text{RowID}(R)] = r'[\text{RowID}(R)]) \}\)
\]

PROOF. If the condition holds then for any two tuples \( r, r' \) in the result either the functional dependency \( X \rightarrow Y \) holds, or the (possibly composite) attribute values of \( r[X] \) and \( r'[X] \) are unique in \( R \). If the former case, then we have a simple case of augmentation,
so the theorem holds by Lemma 36. We now consider the latter case: where \( X \) uniquely identifies the two tuples of \( R \). \( R \) is specified as the outer relation, hence we are guaranteed that \( q^* \) satisfies \( \text{OP} (X) \). Since \( s^* \) satisfies \( \text{OP} (Y) \), then any tuples from \( S \) that join with a single tuple from \( R \) will satisfy \( \text{OP} (Y) \). Since the \( X \) attributes are unique, then for tuples \( r_i, r_j \in r^* \mid i < j \) we have \( r_i [X] \trianglelefteq r_j [X] \). Therefore we conclude that \( q^* \) satisfies \( \text{OP} (X, Y) \). \( \square \)

The condition in Theorem 17 must hold for each pair of tuples in the sequence \( r^* \), which can be difficult to test on a tuple-by-tuple basis for any instance of the database. Since the conditions are quantified Boolean expressions, the test is equivalent to deciding if the expression is satisfiable, which in general is \( \text{PSPACE} \)-complete [102, pp. 171-2]. Instead, an easier test that constitutes a sufficient condition is to determine whether or not the set of attributes \( X \) form a candidate key of \( R \), or if the functional dependency \( X \rightarrow Y \) holds in the result for any instance of the database. As with the algorithms in Chapter 4, assuming that we have an \( \text{FD-graph} \ G \) representing the constraints that hold in \( Q \), testing the result of \( \text{DEPendency-closure} (G, X, \Gamma) \) will provide the desired answer. Also note that the theorem holds for not only nested-loop equijoins, but for any arbitrary join condition on \( R \) and \( S \).

**Lemma 38 (Nested-loop inner join with covered join attributes)**

The condition in Theorem 17 is necessary if the attributes from \( R \) involved in the join condition are a subset of those attributes in \( X \), that is \( \alpha_{R}(C_{R,S}) \subseteq X \).

**Proof.** Assume that \( q^* \) satisfies \( \text{OP} (X, Y) \) but the condition in Theorem 17 does not hold—that is, the attribute set \( X \) is neither a candidate key of \( R \) nor does the functional dependency \( X \rightarrow Y \) hold for any two tuples in \( Q \). If so, then there must exist at least two tuples \( r_i, r_j \) in \( R \) such that \( r_i[X] \trianglelefteq r_j[X] \). Let the subset of the attributes of \( X \) that are referenced in the join condition be denoted as \( J \); hence \( J \subseteq X \). Then \( r_i[J] \trianglelefteq r_j[J] \). It follows that if tuple \( r_i \) from \( R \) is present in \( Q \) then tuple \( r_j \) will join with the same tuples of \( S \) and will also be in the result. Furthermore, since the condition in Theorem 17 does not hold, we know that for those tuples in \( Q \) that stem from tuples \( r_i \) and \( r_j \) in \( R \) the \( Y \) values are unequal; hence these two tuples of \( R \) each joined with at least two tuples of \( S \), and there exists at least four tuples in the result that stem from \( r_i \) and \( r_j \).

Consider now the (at least) four tuples in \( Q \) that stem from \( r_i \) and \( r_j \). There must be an even number of tuples since \( r_i \) and \( r_j \) joined with the identical tuples of \( S \). Assume that in \( r^* \) tuple \( r_i \) appears before \( r_j \). Then regardless as to which tuples of \( S \) are joined, there is no way for the order property \( \text{OP} (X, Y) \) to be satisfied since the \( X \) values are equal, but the \( Y \) values are not; a contradiction. Hence we conclude that the condition in Theorem 17 is both necessary and sufficient if \( \alpha_{R}(C_{R,S}) \subseteq X \). \( \square \)
Algorithm: Order-preserving sort-merge inner equijoin.

Inputs: equijoin predicate \( C_{R,S} \); tuple sequences \( r^* \) and \( s^* \).

Output: the ordered result \( \sigma[C_{R,S}](R \times S) \).

begin

\( r \leftarrow r_1^* \);
\( s \leftarrow s_1^* \);
\( g \leftarrow s \);

while \( r \neq \text{EOF} \) and \( s \neq \text{EOF} \) do

while \( r \neq \text{EOF} \) and \( r[\alpha_R(C_{R,S})] \preceq g[\alpha_S(C_{R,S})] \) do

\( r \leftarrow \text{next tuple after } r \text{ of } r^* \)

od;

while \( g \neq \text{EOF} \) and \( g[\alpha_S(C_{R,S})] \preceq r[\alpha_R(C_{R,S})] \) do

\( g \leftarrow \text{next tuple after } g \text{ of } s^* \)

od;

while \( r \neq \text{EOF} \) and \( [r[\alpha_R(C_{R,S})] = g[\alpha_S(C_{R,S})]] \) do

\( s \leftarrow g \);

while \( s \neq \text{EOF} \) and \( s[\alpha_S(C_{R,S})] = r[\alpha_R(C_{R,S})] \) do

output the tuple \( (r, s) \) to the result:

\( s \leftarrow \text{next tuple after } s \text{ of } s^* \)

od

\( r \leftarrow \text{next tuple after } r \text{ of } r^* \)

od

\( g \leftarrow s \)

od

end

Algorithm 2: A straightforward implementation of sort-merge inner equijoin that preserves the ordering of both input sequences, taken from Ramakrishnan [232, pp. 292].

5.4.3.2 Sort-merge inner join

Sort-merge join relies on both inputs being sorted on the attribute(s) being joined (see Algorithm 2). Hence the attributes involved in the equijoin condition must constitute the prefix of the order properties of both inputs. However, each input sequence may satisfy a longer order property that covers the one necessary to perform the join.

Theorem 18 (Sort-merge inner equijoin)
Consider a query involving the sort-merge inner equijoin of two tables \( R \) and \( S \). Assume the sort-merge inner join implementation is order preserving on both tuple sequences \( r^* \) of \( R \) and \( s^* \) of \( S \) (see Algorithm 2). The join predicate \( C_{R,S} \) may contain only equality conditions; each of the other restriction predicates in the query \( (C_R \) and \( C_S) \) may contain
expressions that include host variables. If the tuple sequence \( r^* \) of \( R \) satisfies \( \text{op}(J_R, X) \) and the tuple sequence \( s^* \) of \( S \) satisfies \( \text{op}(J_S, Y) \) such that \( C_{R,S} \) constitutes equality conditions between corresponding attributes in \( J_R \) and \( J_S \), then the expression

\[
Q = \sigma[C_R \land C_S \land C_{R,S}](R \times S)
\]

which represents the sequence of tuples \( q^* \) returned by the sort-merge inner join of \( R \) and \( S \), satisfies \( \text{op}(J_R, X, Y) \) and, via axiom 5.3, also \( \text{op}(J_S, X, Y) \), if and only if the following condition holds:

\[
\forall q, q' \in \text{Domain}(R \times S); \forall h \in \text{Domain}(H) :
\begin{align*}
&\{ [T_R(q)] \land [T_R(q')] \land [T_S(q)] \land [T_S(q')] \land \\
&(\text{for each } K_1(R) : (\alpha(K_1(R)) \equiv q'(K_1(R))) \implies q[\alpha(R)] \not\equiv q'[\alpha(R)]) \land \\
&(\text{for each } U_1(R) : (\land q[U_1(R)] = q'(U_1(R))) \implies q[\alpha(R)] \not\equiv q'[\alpha(R)]) \land \\
&(\text{for each } K_j(S) : (\land q[K_j(S)] \equiv q'[K_j(S)]) \implies q[\alpha(S)] \not\equiv q'[\alpha(S)]) \land \\
&(\text{for each } U_j(S) : (\land q[U_j(S)] = q'[U_j(S)])) \implies q[\alpha(S)] \not\equiv q'[\alpha(S)]) \land \\
&[C_R(q, h)] \land [C_R(q', h)] \land [C_S(q, h)] \land [C_S(q', h)] \implies \\
&[q[J_R, X] \equiv q'[J_R, X]] \implies \\
&[\land q[Y] \not\equiv q'[Y]] \lor \\
&(\forall r, r' \in \text{Domain}(R) : \\
&q[J_R] \not\equiv r[J_R] \land q'[J_R] \not\equiv r'[J_R] \land r[J_R] \equiv r'[J_R] \implies \\
r[\text{RowID}(R)] = r'[\text{RowID}(R)]})
\}
\]

PROOF. The proof for sort-merge join is similar to the proofs of Theorem 17 and Corollary 38. If the condition does not hold, then it is possible that the existence of two or more tuples in \( R \) with identical values for the set of join attributes \( J_R \) will cause the algorithm to re-process the same tuples of \( S \), and hence the ordered attributes of \( Y \) will repeat, breaking the sequence. \( \square \)

5.4.3.3 Applications

If the conditions in Theorems 17 and 18 hold then an optimizer can use this information to choose an access plan for a class of SPJ queries that does not require an additional sort of the final result.
5.4 ORDER PROPERTIES AND RELATIONAL ALGEBRA

Example 35 (Sort avoidance and inner joins)

The SQL query:

```
Select Q.PartID, Q.UnitPrice, Q.MinOrder, S.VendorID, S.SupplyCode
From Quote Q, Supply S
Where Q.PartID = S.PartID and Q.VendorID = S.VendorID
    and S.Rating = 'A'
Order by Q.PartID, S.VendorID, S.SupplyCode
```

that lists part quotations for vendors with an 'A' supply rating for that part. The query's predicates enable a query optimizer to substitute S.VendorID with Q.VendorID and S.PartID with Q.PartID. That, combined with the fact that the functional dependency \{S.VendorID, S.PartID\} \rightarrow S.SupplyCode holds means that the optimizer can choose an access plan that does not require an explicit sort of the entire result. A possible strategy is to perform an index scan on the QUOTE table by VendorID within PartID, and subsequently perform a nested-loop index join or sort-merge join with the SUPPLY table on those two attributes. It is unnecessary to consider the SupplyCode attribute since it is functionally determined by the key of SUPPLY.

Even though such a strategy may involve an index scan of the outer relation, it may still be cheaper than alternative strategies if the number of tuples fetched by the application is small. It also has the advantage of accessing the SUPPLY table in primary key sequence, which should reduce the amount of I/O to retrieve tuples from that table.

Another application of this analysis is in the optimization of disjunctive predicates in queries which, in fact, do not necessarily contain a join at all.

Example 36 (Ordered index scan)

Consider the following SQL query:

```
Select *
From Employee E
Where E.EmpID in (100, 115, ..., 1230)
Order by E.EmpID
```

that lists employee information for each employee in the list. This type of In predicate is ubiquitous in production applications. Moreover, in our experience it is not uncommon to see SQL statements containing In lists of hundreds, even thousands, of values, the result of the widespread use of ad-hoc query tools that generate SQL statements.

One possible way of rewriting this query is a join of EMPLOYEE with the single-column relation made up of the distinct elements of the list. If we denote this relation as TEMP with column EmpID then the rewritten query is
Select E.*
From Employee E, Temp T
Where E.EmpID = T.EmpID
Order by E.EmpID.

Consider a nested-loop join strategy for this query. If EMPLOYEE is the outer table, then we can only satisfy the query's Order by clause by either (1) sorting the entire result or (2) performing an index scan on EMPLOYEE by EmpID. However, if the EmpID attribute in the EMPLOYEE table is indexed, then it may be preferable to do n probes into EMPLOYEE to compute the result set, where n is the number of elements in the list. Note however that duplicate elements in the In list must be removed to preserve the query's semantics. If we chose to eliminate those duplicate elements through sorting, then a nested-loop join with TEMP as the outer table may be a cost-effective strategy, and furthermore satisfies the condition in Theorem 17, avoiding a sort of the final result.

5.4.4 Left outer join

In terms of order properties, order-preserving implementations of outer joins work in much the same way as inner joins. We first consider nested-loop implementations of left-outer joins. Note that the cases for right-outer joins are equivalent since the two operations are symmetric.

5.4.4.1 Nested-loop left outer join

Consider the left outer join of table R and S, i.e. $R \xrightarrow{p} S$ on some On condition $p$, computed by the nested-loop left outer join algorithm in Algorithm 3. If the tuple sequence $r^*$ of R satisfies some order property $\text{op}(X,Y,Z)$ then it is easy to see that the derived table consisting of the left outer join of R and S also satisfies $\text{op}(X,Y,Z)$ since each tuple of R (the preserved side of the outer join) is retrieved only once in sequence. As with inner join, we can augment the order property satisfied by $r^*$ with the order property satisfied by $s^*$ if certain conditions hold.

**Theorem 19 (Nested loop left outer join)**

Consider a query involving the nested-loop outer join of two tables R and S. Assume the nested loop outer join is implemented using simple tuple-iteration semantics (e.g. the join does not perform bulk operations on groups of tuples) and is order preserving on both tuple sequences $r^*$ of R and $s^*$ of S. Each of the restriction predicates in the query $C_R, C_S$
and $C_{R,S}$ may contain expressions that include host variables. If the tuple sequence $r^*$ of $R$ satisfies $\text{OP}(X)$ and the tuple sequence $s^*$ of $S$ satisfies $\text{OP}(Y)$, then the expression

$$Q = \sigma[C_R](R \xrightarrow{p} \sigma[C_S](S))$$

where $p = C_{R,S}$,

which represents the sequence of tuples $q^*$ returned by the nested-loop outer join of $R$ and $S$, satisfies $\text{OP}(X,Y)$ if the following condition holds:

$$\forall h \in \text{Domain}(H) :$$

$$\forall q, q' \in \text{Domain}(R \xrightarrow{p} S) :$$

$$\{ [T_R(q)] \land [T_R(q')] \land [T_S(q)] \land [T_S(q')] \land$$

$$\text{(for each } K_i(R) : (q[K_i(R)] \neq q'[K_i(R)]) \implies q[\alpha(R)] \neq q'[\alpha(R)]) \land$$

$$\text{(for each } U_i(R) : ([q[U_i(R)] = q'[U_i(R)]) \implies q[\alpha(R)] \neq q'[\alpha(R)]) \land$$

$$\text{(for each } K_j(S) : (q[K_j(S)] \neq q'[K_j(S)]) \implies q[\alpha(S)] \neq q'[\alpha(S)]) \land$$

$$\text{(for each } U_j(S) : ([q[U_j(S)] = q'[U_j(S)]) \implies q[\alpha(S)] \neq q'[\alpha(S)]) \land$$

$$[C_R(q,h)] \land [C_R(q',h)] \land$$

$$([q[\alpha(S)] \lor [C_S(q,h)]) \land ([q'[\alpha(S)] \lor [C_S(q',h)]) \land$$

$$([q[\alpha(S)] \land [C_{R,S}(q,h)]) \land ([q'[\alpha(S)] \lor [C_{R,S}(q',h)]) \land$$

$$\implies [q[X] \neq q'[X]] \land$$

$$[(q[Y] \neq q'[Y]) \lor$$

$$\forall r, r' \in \text{Domain}(R) :$$

$$q[X] \neq r[X] \land q'[X] \neq r'[X] \land q[X] \neq r'[X]$$

$$\implies r[\text{RowID}(R)] = r'[\text{RowID}(R)]) \}$$

**Proof.** If the condition holds then for any two tuples $r, r'$ in the result either the functional dependency $X \rightarrow Y$ holds, or the (possibly composite) attribute values of $r[X]$ and $r'[X]$ are unique in $R$. If the former case, then we have a simple case of augmentation, so the theorem holds by Lemma 36. We now consider the latter case: where $X$ uniquely identifies the two tuples of $R$. $R$ is specified as the outer relation, hence we are guaranteed that $q^*$ satisfies $\text{OP}(X)$. Since $s^*$ satisfies $\text{OP}(Y)$, then any tuples from $S$ that join

---

34 To simplify the theorem, we assume that any portion of the On condition that solely refers to $\alpha(S)$ is pushed down the physical algebra expression tree by the identity [98, pp. 50]:

$$R_1 \xrightarrow{p \land p_2} R_2 \equiv R_1 \xrightarrow{p} \sigma[p_2](R_2) \quad \text{if } \alpha(p_2) \subseteq \alpha(S).$$

This ensures that any two tuples from the preserved side of the join with the same values of the join attribute(s) will join (or not) with the same set of tuples of $S$. 
Algorithm: Order-preserving nested-loop left-outer join.

Inputs: outer join predicate $C_{R,S}$; tuple sequences $r^*$ and $s^*$.

Output: the ordered result $R \rightarrow S$ where $p = C_{R,S}$.

begin
  $r \leftarrow r_1^*$;
  while $r \neq \text{EOF}$ do
    $s \leftarrow$ first tuple of $s^*$ such that $\{ C_{R,S} \}$ is true;
    if $s = \text{EOF}$ then
      output the tuple $\langle r, \text{NULL} \rangle$ to the result
    else
      while $s \neq \text{EOF}$ and $\{ C_{R,S} \}$ is true do
        output the tuple $\langle r, s \rangle$ to the result;
        $s \leftarrow$ next tuple after $s$ of $s^*$
      od
    fi;
  $r \leftarrow$ next tuple after $r$ of $r^*$
od
end

Algorithm 3: Basic order-preserving nested-loop left outer join.

with a single tuple from $R$ will satisfy $\text{OP}(Y)$. Since the $X$ attributes are unique, then for tuples $r_i, r_j \in r^* \mid i < j$ we have $r_i[X] < r_j[X]$. Therefore we conclude that $q^*$ satisfies $\text{OP}(X,Y)$. 

In practice, the dependency $X \rightarrow Y$ will only hold when the left outer join's $\text{ON}$ condition contains the single equality condition $X = Y$, because the presence of any other condition can affect whether or not a specific tuple from $R$ 'matches' a tuple from $S$, and if not, the output contains that tuple of $R$ combined with an all-Null row, violating the dependency (see Section 3.2.9). Hence for conjunctive $\text{ON}$ conditions the condition in Theorem 19 will hold only if the attributes in $X$ constitute a candidate key of $R$.

5.4.4.2 Sort-merge left outer join

Theorem 20 (Sort-merge left outer join)
Consider a query involving the sort-merge outer join of two tables $R$ and $S$. Assume the sort-merge outer join implementation is order preserving on both tuple sequences $r^*$ of $R$ and $s^*$ of $S$. Each of the restriction predicates in the query $C_R, C_S$ and $C_{R,S}$ may contain expressions that include host variables. If the tuple sequence $r^*$ of $R$ satisfies $\text{OP}(J_R, X)$
and the tuple sequence \( s^* \) of \( S \) satisfies \( \mathrm{OP}(J_S, Y) \) such that \( C_{R,S} \) constitutes equality conditions between corresponding attributes in \( J_R \) and \( J_S \), then the expression
\[
Q = \sigma[C_R](R \xrightarrow{p} \sigma[C_S](S)) \quad \text{where} \quad p = C_{R,S},
\]
which represents the sequence of tuples \( q^* \) returned by the sort-merge outer join of \( R \) and \( S \), satisfies \( \mathrm{OP}(J_R, X, Y) \) if and only if the following condition holds:
\[
\forall h \in \text{Domain}(H) : \quad (5.9)
\]
\[
\forall q, q' \in \text{Domain}(R \xrightarrow{p} S) :
\]
\[
\{ [T_R(q)] \land [T_R(q')] \land [T_S(q)] \land [T_S(q')] \land
\]
\[
(\text{for each } K_1(R) : (q[K_1(R)] \neq q'[K_1(R)]) \implies q[\alpha(R)] \neq q'[\alpha(R)]) \land
\]
\[
(\text{for each } U_1(R) : ([q[U_1(R)] = q'[U_1(R)]) \implies q[\alpha(R)] \neq q'[\alpha(R)]) \land
\]
\[
(\text{for each } K_2(S) : (q[K_2(S)] \neq q'[K_2(S)]) \implies q[\alpha(S)] \neq q'[\alpha(S)]) \land
\]
\[
(\text{for each } U_2(S) : ([q[U_2(S)] = q'[U_2(S)]) \implies q[\alpha(S)] \neq q'[\alpha(S)]) \land
\]
\[
[C_R(q, h)] \land [C_R(q', h)] \land
\]
\[
([q[\alpha(S)] \lor [C_S(q, h)] \land ([q'[\alpha(S)] \lor [C_S(q', h)])) \land
\]
\[
([q[\alpha(S)] \lor [C_{R,S}(q, h)] \land ([q'[\alpha(S)] \lor [C_{R,S}(q', h)])) \implies
\]
\[
([q[J_R, X] \neq q'[J_R, X)] \implies
\]
\[
(\forall r, r' \in \text{Domain}(R) :
\]
\[
q[J_R] \neq r[J_R] \land q'[J_R] \neq r'[J_R] \land r[J_R] \neq r'[J_R] \implies
\]
\[
r[\text{RowID}(R)] = r'[\text{RowID}(R)] \}
\]

\textbf{Proof.} Omitted. \qed

**5.4.5** Full outer join

Straightforward implementations of nested loop join or its variants, such as block nested loop join, cannot realistically be used for full outer joins, for example \( R \xrightarrow{p} S \). This is because of the need to scan both inputs twice: once to produce the left outer result \( R \xrightarrow{p} S \) and the other to produce those tuples in \( S \) that do not join with any tuple in \( R \). Consequently hash or sort-merge joins are used to compute full outer joins. As mentioned previously, the former algorithm, by design, is not order-preserving on either input. Sort-merge implementations of full outer joins are not usually order-preserving either, however, because \texttt{Null} values can be introduced at any point during the merge of the two sorted input sequences.
Algorithm: Order-preserving sort-merge left-outer equijoin.

Inputs: predicate \( C_{R,S} \); tuple sequences \( r^* \) and \( s^* \).

Output: the ordered result \( (R \xrightarrow{p} S) \) where \( p = C_{R,S} \).

begin
\[ r \leftarrow r^*_1; \]
\[ s \leftarrow s^*_1; \]
\[ g \leftarrow s; \]
while \( r \neq \text{EOF} \) do
\[ \text{if } g = \text{EOF} \text{ then} \]
\[ \text{output the tuple } (r, \text{NULL}) \text{ to the result} \]
\[ \text{else} \]
\[ \text{while } r \neq \text{EOF} \text{ and } r[\alpha_R(C_{R,S})] \lesssim g[\alpha_S(C_{R,S})] \text{ do} \]
\[ \text{output the tuple } (r, \text{NULL}) \text{ to the result; } \]
\[ r \leftarrow \text{next tuple after } r \text{ of } r^* \]
\[ \text{od; } \]
\[ \text{while } g \neq \text{EOF} \text{ and } g[\alpha_S(C_{R,S})] \lesssim r[\alpha_R(C_{R,S})] \text{ do} \]
\[ g \leftarrow \text{next tuple after } g \text{ of } s^* \]
\[ \text{od; } \]
\[ \text{while } r \neq \text{EOF} \text{ and } [r[\alpha_R(C_{R,S})] = g[\alpha_S(C_{R,S})]] \text{ do} \]
\[ s \leftarrow g; \]
\[ \text{while } s \neq \text{EOF} \text{ and } [s[\alpha_S(C_{R,S})] = r[\alpha_R(C_{R,S})]] \text{ do} \]
\[ \text{output the tuple } (r, s) \text{ to the result; } \]
\[ s \leftarrow \text{next tuple after } s \text{ of } s^* \]
\[ \text{od} \]
\[ r \leftarrow \text{next tuple after } r \text{ of } r^* \]
\[ \text{od} \]
\[ g \leftarrow s \]
\[ \text{fi} \]
\[ \text{od} \]
end

Algorithm 4: An implementation of sort-merge left-outer equijoin that preserves the ordering of both input sequences.

5.4.6 Partition and distinct projection

It has long been realized that Group by processing can be simplified by processing an ordered input stream [92, 107]. An implementation of the partition operator does not need to materialize its result if its input is a sequence of tuples ordered on the grouping attributes; if the query does not contain any Distinct aggregate functions, any aggregation can be done trivially in memory. Consequently the database can return the first row
in the result set almost immediately to the application program.

As pointed out by both Simmen et al. [261] and Furtado and Kershberg [92] the 'interesting order' for both Group by and Select Distinct queries is any permutation of the grouping columns (for grouped queries) and any permutation of the columns in the select list (for distinct queries). After the input is partitioned into groups, the candidate key of the derived relation becomes the columns in the group-by list (see Section 3.2.8.1). For example, the query

```
Select D.Name, Avg(E.Salary)
From Division D, Employee E
Where D.Name = E.DivName
Group by D.Name
```

can be processed without materialization if there exists an index on Division.Name. With multiple grouping attributes, any permutation of the grouping columns in an index will satisfy the query's interesting order. In addition, we can exploit both ascending and descending sequences of attributes since only their clustering, not rank order, is important [261]. After simplification of an interesting order through the analysis of functional dependencies, for n grouping columns there are n! x 2^n possible interesting orders that are applicable to computing the derived table—n! permutations of the attributes, with 2^n combinations of ascending or descending order for each attribute.

Suppose we modify the above query slightly to eliminate duplicate salaries from the computation:

```
Select D.Name, Avg(Distinct E.Salary)
From Division D, Employee E
Where D.Name = E.DivName
Group by D.Name.
```

With this query we can still compute the result without a temporary table if the tuple sequence satisfies the order property (D.Name, E.Salary), which is equivalent to the OP (E.DivName, E.Salary). In general, if there are multiple grouping columns with such a query the interesting order we need to satisfy consists of

- the n! x 2^n possible interesting orders for the grouping columns, augmented (suffixfixed) by

- the aggregation attribute (again, in ascending or descending lexicographical sequence). Note that with sort-based aggregation we can compute at most one distinct aggregate function in this way.

With grouped queries containing joins, the aggregation can be pipelined with the join if the Group by columns constitute the primary key columns of each relation [74]. This
condition, however, can be relaxed: any primary or candidate key of the base relations will do [294] and we can also utilize table constraints and restriction conditions to infer the values of key attributes [228].

If there is no Group by clause then we have the situation mentioned earlier on page 222: if the aggregation function is \( \text{Min()} \) or \( \text{Max()} \) we can simply retrieve the first (last) non-null value in the index [219, pp. 566-7]—we must ignore null values in the sequence since both \( \text{Min()} \) and \( \text{Max()} \) cannot return Null if the query does not contain a Group by clause. With \( \text{Avg} \) (Distinct) or \( \text{Sum} \) (Distinct) we retrieve all of the tuples satisfying the query’s Where clause but eliminate duplicate values from the input.

5.4.6.1 Pipelining join with duplicate elimination

Duplicate elimination also benefits from sorted input, as Select Distinct is semantically equivalent to grouping over all of the attributes in the query’s Select list. However, if we consider duplicate elimination of SPJ queries, there are several additional ways to exploit ordered tuple sequences. We illustrate some possible optimization techniques with the following example.

Example 37
Consider the query

```
Select Distinct P.PartID, P.Description, P.ClassCode
From Part P, Supply S, Vendor V
Where P.PartID = S.PartID and V.VendorID = S.VendorID and
   S.Rating in ( 'A', 'B' ) and S.Lagtime < 3 and
   V.Address like '%Quebec%'
Order by D.Name
```

which lists the parts supplied by vendors located in Quebec that can be reliably delivered in less than three business days.

Several potential execution strategies are possible\textsuperscript{35}; two potential nested-loop strategies are shown in Figure 5.3. From Corollary 3 in Section 4.4.2 we know that we can rewrite this query as the nested query

\textsuperscript{35} These nested-loop strategies serve only to illustrate possible access plans. Which plan offers the best performance will greatly depend on the relative sizes of the tables and the selectivity of each predicate.
Select P.PartID, P.Description, P.ClassCode
From Part P
Where Exists(
    Select *
    From Vendor V, Supply S
    Where V.VendorID = S.VendorID and
    S.PartID = P.PartID and
    S.Rating in ( 'A', 'B' ) and
    S.Lagtime < 3 and
    V.Address like '%%Quebec%%')

Order by D.Name

which corresponds to a semi-join between the two tables [74]. The first potential strategy (a) embodies this approach; it sequentially scans the PART table, and for each part
determines whether or not matching tuples exist in the SUPPLY and VENDOR tables.

Figure 5.3(b) illustrates an alternative join strategy with the PART table as the innermost table in the plan. Strategy (b) involves determining the set of part identifiers required from the join of SUPPLY and VENDOR, which are then sorted. The semijoin operator then accesses each PART tuple but only does so once: duplicate part identifiers are ignored (an alternative way of constructing the physical expression tree would be to eliminate duplicate part identifiers before the join).

Strategy (b) is an example of both sort-ahead and duplicate elimination pushdown, identical to interchanging the order of Group by and join [54, 57, 294–296]. Such a strategy takes advantage of the additional restriction predicates on both SUPPLY and VENDOR tables, which may pay off depending on the selectivities of those predicates. Note as well that the sort of part identifiers could be avoided by performing an index scan on SUPPLY by s.Pt.ID, rather than a table scan. However, this could add considerable cost to the retrieval of tuples from the SUPPLY table.

### 5.4.7 Union and distinct union

Another possible exploitation of tuple sequences is for the optimization of query expressions: Union, Intersect, and the like [136]. For example, consider a Union query expression (which we denote as $T \cup_{Dist} V$) that, by definition, eliminates duplicate rows. It is possible to perform a simple merge of the two query specifications, thus eliminating the need for a temporary table and a duplicate elimination step, if the tuple sequence of both $T$ and $V$ satisfies the same order property and the order properties include each attribute in the Select list. We can pipeline duplicate elimination with merging in the case where we have a Union all query expression (which we denote as $T \cup_{All} V$) and both query specifications satisfy the same requirement as to ordering.

Albeit advantageous, neither of the two scenarios above are likely to occur often in practice. However, two other optimizations are possible that can exploit the order properties of the underlying query specifications. The first optimization uses the idea of quotient relations from reference [92] to exploit order properties for Union queries, which by definition require duplicate elimination. The insight is to realize that if both query specifications satisfy the same OP then that OP forms a partition of the tuples in the derived tables defined by each query specification. Consequently, for duplicate elimination only those tuples in that partition need be examined to eliminate duplicate rows. Consequently the size of the temporary table (or other data structure) used to eliminate duplicates can be greatly reduced in size.
5.5 RELATED WORK IN ORDER OPTIMIZATION

The second optimization assists with the computation of Union all query expressions. Since duplicate tuples are not eliminated, the result can be computed simply as the concatenation of the two inputs. However, consider a Union all query expression that contains an Order by clause. We can eliminate the subsequent sort step if the order property of both of its input query specifications can satisfy the interesting order specified in the query—that is, we push down the Order by clause into the underlying query specifications, and then merely merge the inputs. Simmen et al. [261] consider the possibility of sort-ahead only for SPJ queries, particularly for sort-merge joins.

5.4.8 Intersection and difference

Similar to Union expressions, we can exploit order properties in the computation of the set operations Intersect and Intersect all. As with Union, for Intersect query expressions we can exploit the partitioning of the rows if each of the inputs to the distinct intersection operator satisfy the same OP. For Intersect all, however, a simple merge of the inputs is not sufficient to yield the correct result unless both query specifications satisfy the same order property that contains each item in their respective Select lists. However, partitioning the tuples by their order property (in each input) can still yield a strategy that may be cheaper than sorting both inputs in their entirety. Similar processing can be performed for query expressions involving Except and Except all (the operators distinct difference and difference, respectively).

5.5 Related work in order optimization

Commercial relational database systems, such as IBM’s DB2 Universal Database, have exploited sort order in indexed access methods for some time. To our knowledge, however, Simmen, Shekita, and Malkemus [261, 262] appear to be the first researchers to discuss the theory of order optimization in the literature. They also describe several aspects of the implementation of this theory in DB2. Much of the work presented in this chapter was developed independently of Simmen et al. One of our main contributions is to prove the sufficient and necessary conditions for propagating order properties through a join, a problem which Simmen et al. mention only in passing.

The basic theory of tuple sequences and several ideas about the relationship between functional dependencies and unique indexes is given by Abiteboul and Ginsburg [3]. Ginsberg and Hull [104] mention applications of sort set analysis (a class of order dependencies) to physical storage implementations in relational database systems, and allude to
the possibility of reducing the time spent on sorting during query processing by taking advantage of the order of the tuples as they are stored on disk. They do not, however, investigate the application of the theory to query processing and optimization. Similarly, some recent results by Ng [217] parallel both the work herein, and that of Simmen et al. Ng defines a sound and complete axiom system for ordered functional dependencies over an ordered relational model, using two similar but subtly different extensions for domains: pointwise orderings and lexicographical orderings. Ng's model, however, is not based on ANSI SQL and does not address the existence of null values, duplicate rows, or three-valued logic. Interestingly, the main application of his work appears to be normalized schema design for an ordered relational database; there is no mention of the usefulness of order dependencies in query optimization. Dayal and Goodman [76] study tree query optimization in the context of the MULTIBASE system but do not consider exploiting tuple sequences. In their TIMBER system, Stonebraker and Kalash [268] consider sequences of tuples as a possible storage mechanism to support text retrieval applications but do not elaborate on optimization techniques that exploit TIMBER's storage model.

Another possible technique for combining order properties with the semantics of sequences of tuples is to extend the notion of quotient relations [92], which offer a well-defined relational algebra that operates over partitions of relations that are equivalent for some set of attributes $X$. In effect, these partitions are the 'groups' that result when performing a Group by over $X$ on any arbitrary query. The extension required is to add an ordering relationship between the groups of tuples.

5.6 Conclusions

In this chapter we formally described the necessary and sufficient conditions for augmenting and reducing order properties, which included the specification of table and column constraints and handled the three-valued logic of ANSI SQL. We also presented sufficient conditions for determining if the order properties satisfied by two tuple sequences could be concatenated when performing inner or outer nested-loop and sort-merge joins. Part of this research brought together formalisms on tuple sequences [3] and prior work in query processing [92] that was absent in reference [261]. We also expanded the number of types of 'interesting orders' that we can exploit in query processing: in addition to sort avoidance with joins, Distinct, and Group by, order properties are useful to:

- optimize query expressions with or without duplicate elimination,
- optimize simple queries containing $\text{Min()}$ or $\text{Max()}$ aggregate functions,
- optimize aggregate functions with duplicate elimination,
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- reduce the size of a cache for subquery memoization.
- cut the processing of an indexed search condition, and
- lower the cost of indexed retrieval by probing with a sorted set of secondary keys.

We believe there are several additional opportunities for exploiting order properties in query optimization. One very promising area mentioned previously is in the optimization of queries where the result set size is bounded, for example with the specification of Top $n$ or Bottom $n$ queries [42–44]. Exploiting this information is an active research area for vendors whose databases are used in OLAP applications. Sort order analysis is also useful in environments where the user desires an access plan optimized for response time instead of resource consumption.
Conclusions

Knowledge of functional dependencies, particularly key dependencies, is vital to the operation of a sophisticated query optimizer. All commercial database systems exploit functional dependencies in a variety of ways. However, we believe that most, if not all, of the query optimizers in these implementations could be improved by expanding the set of maintained constraints to include lax functional dependencies, equivalence constraints, and null constraints. The fact that ORACLE8i [26] permits a database administrator to explicitly declare functional dependencies that hold in a given schema using ORACLE's Dimension objects is evidence that not only are dependencies useful for optimization—in the case of reference [26], to permit the query optimizer to exploit the existence of materialized views—but that the existing tools and techniques for their analysis are insufficient.

Our primary goal in this thesis was to develop an algorithm to capture this array of dependency and constraint information for an arbitrary relational algebra expression. Our main contributions can be summarized as follows:

1. a formal definition of an extended relational model that includes real and virtual attributes, three-valued logic, and multiset semantics, and a set of algebraic operators over that model that correspond to the major algebraic operators supported by ANSI SQL, particularly outer joins;

2. definitions of lax functional dependencies and equivalence constraints that effectively model ANSI SQL's unique constraints, true-interpreted predicates, and outer joins;

3. a sound axiom system for a combined set of strict and lax functional dependencies and equivalence constraints;

4. a formal characterization of the dependencies and constraints that hold in the result of each algebraic operator, particularly the problematic operators left-, right-, and full-outer join;

5. an extended FD-graph representation and an algorithm that correctly represents the set of valid dependencies and constraints that hold in the result of each operator and that can be simply augmented to capture additional constraints;
6. a suite of rewrite optimizations, formally proved, that exploit derived functional dependencies to transform queries into semantically equivalent variants that may offer the opportunity to discover better access plans;

7. a set of theorems that describe the interaction of order properties and functional dependencies, and examples of how exploiting these dependencies can lead to improved access plans, particularly by avoiding unnecessary sorts.

Our theoretical results provide a metaphorical channel through the ‘semantic reef’ of the optimization of outer joins. By characterizing the dependencies and equivalence constraints that hold with outer joins, we permit a wider class of optimization techniques to be applied to queries, views, or materialized views containing them. However, we believe that additional work on outer join optimization is still necessary to ‘widen’ and ‘deepen’ this channel. If we have learned anything through the development of this thesis, it is that the optimization of outer join queries remains a considerable challenge, both theoretically and in practice.

Some of the work contained herein has already been adopted into commercial database products, providing their optimizers with an expanded set of tools to optimize complex queries. Two variants of the simplified FD-graph algorithms described in Chapter 4 have been implemented in Sybase SQL Anywhere, where they are used to determine the correctness of subquery-to-join transformations, including those which require subsequent duplicate elimination, and Distinct elimination on SPJ queries, nested queries, and SPJ views. These algorithms have been extended to now support queries containing left outer joins, grouping, and aggregation, and now also utilize equivalence constraints derived from conditions in a WHERE clause. A significant result from their implementation is that a larger class of join elimination optimizations are now possible, which usually has a direct affect on a query’s execution time. We believe that other commercial systems have utilized the results in Chapter 4 (actually the results published in our earlier paper [228]) to improve their query rewrite transformations. Moreover, Bhargava, Goel, and Iyer [34] based their work on outer join optimization on the formalisms developed in that paper. In addition, some of the work in Chapter 5, notably on the optimization of IN-list predicates (see Example 36), has also been implemented in Sybase SQL Anywhere.

6.1 Developing additional derived dependencies

While the dependency and constraint inference algorithms presented in Chapter 3 develop and maintain a comprehensive set of constraints, there are many ways in which the algorithms can be improved to exploit additional information. For example:
1. The current analysis ignores the possible existence of other forms of complex 3-valued logic predicates in ANSI SQL. For example, to simplify the algorithms and proofs, we intentionally ignored predicates of the form 'P(x) is unknown', which occur rarely in practice.

2. Note that only a limited set of lax dependencies are developed for the ON condition in a full outer join. Hence a subsequent null-intolerant restriction predicate that could convert the full outer join to a left- or right-outer join will be unable to exploit the missing dependencies.

3. Corollary 2, which provides an alternative means to maintain an existing strict functional dependency \( f : X \rightarrow Y \) from the null-supplying side of an outer join, is also merely a sufficient condition. One could utilize an existing null constraint \( X \vdash Y \) in the outer join's null-supplying side to show that \( f \) continues to hold in the outer join's result as a strict functional dependency.

4. Consider the left outer join \( Q = S \stackrel{P}{\rightarrow} T \) where \( p \) contains the conjunctive, null-intolerant condition \( S.X = T.Y \). If \( X \) is a key of \( S \) then the strict functional dependency \( f : X \rightarrow Y \) will always hold in the result, even though \( X \neq Y \) (due to the possible generation of an all-Null row) and, for the same reason, \( Y \vdash X \).

5. Similarly, consider the left outer query \( Q \) as above, but where \( p \) consists of the single atomic condition \( S.X = 5 \). While this condition does not produce a lax or strict dependency, it does produce another form of constraint: for each tuple in the result where \( S.X \) is not equal to 5, the value of each attribute in \( sch(T) \) is Null. In fact, this is a generalization of a null constraint. Rather than a constraint between two attributes \( X \) and \( Y \), as per Definition 38 on page 95, we instead could write \( P(X) \vdash Y \) to reflect that if the predicate \( P \) on attribute(s) \( X \) evaluates to true then attribute \( Y \) must be Null. This more generalized form of null constraint could be exploited during optimization in several ways. In the example above, such constraints can be used to determine the distribution of values for each result attribute that stems from \( sch(T) \), which could lead to a more accurate cost estimate. A similar situation exists with full outer joins. If \( Q = S \stackrel{P}{\rightarrow} T \) and the ON condition \( p \) contains the conjunct \( S.X = 5 \), then any tuple \( q_0 \) in the result containing an \( S.X \)-value that is neither \( 5 \) nor \( \text{Null} \) contains the all-Null row of \( T \).

6. As mentioned in Section 3.4.2, we could develop classes of scalar functions so that if we have \( \lambda(X) \) in a Select list or predicate, and we can guarantee that the value returned from \( \lambda \) cannot be \( \text{Null} \), then we can 'push' that restriction to make the inference that \( X \) also cannot be \( \text{Null} \), forming the existence constraint \( x \vdash \lambda(X) \).
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for each \( x \in X \). There are likely other possible ways in which we can manufacture and exploit existence constraints with respect to inferring functional dependencies.

Moreover, improvements to the RESTRICTION algorithm that would recognize strict or lax functional dependencies from a more varied Boolean expression could yield additional opportunities for optimization improvements, as this predicate analysis could be utilized not only for restriction but for the outer join operators as well.

The changes required to extend the set of dependencies and/or constraints captured in an FD-graph largely depend on whether or not the new information simply adds another instance of an existing constraint, or forms an altogether new class of constraint. For example, suppose that we wished to extend Cartesian product (Section 3.4.4) to exploit the knowledge that one or both of its inputs consists of at most a single row. Consider the expression \( Q = S \times T \). Such a case would occur, for example, if either of the input expressions, say \( e_T \), represented a grouped query that did not contain any grouping attributes \( A^G = \emptyset \). In this case, there is no need to construct a new tuple identifier vertex to represent the result of \( Q \). Instead, we need only add strict functional dependencies from the vertex \( v_k \in V^R[G_S] \) that represents \( \iota(S) \) to each of the vertices in \( V^A[G_T] \).

On the other hand, capturing a new form of constraint will likely require additional classes of vertices and edges. Such an enhancement would involve:

1. proving that the new dependency or constraint would hold in the result of that operator over any instance of the database;

2. analyzing the other operators to determine if the new dependency would remain valid in the result of each;

3. extending the data structures in the FD-graph to represent the constraint;

4. modifying the appropriate FD-graph algorithm(s) to capture the new constraint;

5. possibly modifying other algorithms in order to retain or remove this constraint as necessary;

6. proving the correctness of each modified algorithm.

---

36 For example, David Toman has suggested modelling scalar functions and other complex predicates of \( n \) parameters by constructing a table with \( n + 1 \) columns of infinite domains, and rewriting the original query to include these 'virtual' tables by deriving the necessary join predicates from the set(s) of function parameters. In this manner the analysis of strict and lax dependencies due to functions can be reduced to the more straightforward analysis of conjunctive equality conditions.
6.2 Exploiting uniqueness in nonrelational systems

Our original motivation for determining how derived functional dependencies could be used in semantic query optimization was to find ways to expand the strategy space for optimizing ANSI SQL queries—particularly nested queries and joins—against relational views of IMS databases [131]. We believe these transformations are useful for any database model that uses pointers between objects. Pointer-based systems differ from traditional relational systems in that the cost of processing a particular algebraic operator in a pointer-based database system can vary significantly from the cost of processing the same operator in a 'pure' relational system.

As mentioned previously, several researchers [74, 101, 155, 157, 212, 230, 291] have studied ways to rewrite nested queries as joins to avoid a nested-loops execution plan. When the query is converted to a join, the optimizer is free to choose the most efficient join strategy while maintaining the semantics of the original query; the assumption is that a nested-loops strategy is inefficient and seldom worth considering.

On the other hand, non-relational systems such as IMS and various object-oriented database systems are essentially navigational and queries against these data models inherently use a nested-loops approach. In this section, we propose converting joins to subqueries as a possible execution strategy in these systems. Our examples below illustrate that nested-loop processing remains an attractive execution strategy, under certain conditions, with a variety of database architectures.

6.2.1 IMS

Part of the CORDS multidatabase project at the University of Waterloo [15] aimed to find ways to support ANSI-standard SQL queries against relational views of IMS databases [170, 171]. Essentially, the SQL gateway optimizer attempted to translate an SQL query into an iterative DL/I program consisting of nested loops of IMS calls [133]. Queries that cannot be directly translated by the data access layer—which executes the iterative program—require facilities of the post-processing layer that can perform more complex operations not directly supported by DL/I, such as sorting or aggregation, but at increased cost [170]. Therefore, nested-loop strategies, which require only the gateway's data access layer, may often be cheaper to execute.

Example 38

Consider the select-project-parent/child join query
Select All V.*
From Vendor V, Supply S
Where S.VendorID = V.VendorID and S.PartID = :PARTNO

which lists all suppliers who have supplied a particular part, denoted by the host variable :PARTNO. This query can be handled exclusively by the data access layer by utilizing the application view in Figure A.4(a). A straightforward nested-loop join strategy is:

```
1717  GU VENDOR;
1718  while status = ' ' do
1719    GNP VSUPPLY (PartID = :PARTNO);
1720    while status = ' ' do
1721      output VENDOR tuple;
1722    GNP VSUPPLY (PartID = :PARTNO)
1723   od ;
1724  GN SUPPLIER
1725  od
```

The subquery block satisfies conditions similar to those in Theorem 12, which in turn depends on being able to infer derived key dependencies, and therefore can exploit the mechanisms detailed in Chapter 3. For this example, a necessary condition is that at most a single instance (segment) of VSUPPLY can join with each VENDOR. Therefore, we can rewrite this query as:

```
Select All S.*
From Vendor V
Where Exists (Select *
   From Supply S
   Where V.VendorID = S.VendorID
       and S.PartID = :PARTNO ).
```

This transformation simplifies the iterative method above, since the inner nested loop can stop as soon as one qualifying VSUPPLY segment is found:

```
1726  GU VENDOR;
1727  while status = ' ' do
1728    GNP VSUPPLY (PartID = :PARTNO);
1729    if status = ' ' then
1730      output VENDOR tuple
1731    fi ;
1732  GN VENDOR
1733  od
```
6.2 EXPLOITING UNIQUENESS IN NONRELATIONAL SYSTEMS

This version reduces the number of DL/I calls against the VSUPPLY segment by half, since the second GNP call in the join strategy (line 1722) will always fail with a ‘GE’ (not found) status code. A greater cost reduction may occur if the optimizer can convert a join that specifies non-key attributes in the join predicate to a nested query. For example, suppose the Supply table contained the attribute OEM-PartID, which in the IMS implementation would likely be represented as a unique SRCH field in the VSUPPLY segment. In the join strategy above, DL/I would have to scan all VSUPPLY segments with the given OEM part number, instead of halting the search when the next segment’s key was greater than :PARTNO. The nested version halts the search immediately once DL/I finds a match.

6.2.2 Object-oriented systems

In some object-oriented database systems, physical object identifiers (OIDs) take the place of foreign keys; both EXODUS and O2 take this approach [256]. However, OIDs differ from pointers in IMS because each child object points to its parent (see Figure 6.1.) This pointer scheme does not effectively support select-project-join queries in which the selection predicate on the parent class (for example, VENDOR is more restrictive than the predicate on a subordinate class, because the most efficient way to process this type of join would require pointers in the opposite direction [256, pp. 46].

Example 39

Consider the following join between VENDOR and SUPPLY in an object-oriented database system (assume that the object-oriented system supports the use of path expressions, as in reference [301], in the SQL variant used herein):

```
Select All V.*
From  Supply S, Vendor V
Where V.VendorID Between '000AA000' and '000AAB000' and
     V.S.SupplyCode = :SC
```

which lists all part vendors whose identifiers lie in the range ‘000AA000’ to ‘000AAB000’ and whose supply code is equivalent to the input host variable :SC. A straightforward nested-loop join strategy is:

```
1734  retrieve SUPPLY;
1735  while suppliers remaining do
1736    if SUPPLY.SUPPLYCODE = :SC then
1737      retrieve SUPPLY.VENDOR;
1738    if SUPPLY.VENDOR.VendorID is between '000AA000' and '000AAB000' then
1739      output VENDOR object
1740    fi
1741  fi;
```
Figure 6.1: Rumbaugh OMT object-oriented data model for the parts-related classes. We assume object identifiers (OIDs), implemented as physical pointers, replace foreign keys as the relationship mechanism between objects. Each class has a surrogate key attribute to aid in object identification.

```
1742  retrieve next SUPPLY
1743  od

This strategy may be inefficient because many vendor objects may be referenced, only to find that their identifier is not in the specified range—this would be the case, for instance, if many vendors supplied parts with a supply code of :SC. From Theorem 12, however, we can rewrite the query in Example 39 as the nested query

Select All V.*
From  Vendor V
Where V.VendorID between '000AA000' and '000AB000' and
   Exists (Select *
            From  Supply S

Assuming we have an index on SUPPLY by supply code, and an index on VENDOR by vendor identifier, then a more efficient strategy may be as follows:
```
1744  retrieve VENDOR (VendorID between '000AA000' and '000AB000');
6.3 Other applications and open problems

The formalisms we developed in Chapter 2, in particular our definitions of strict and lax functional dependencies, equivalence constraints, and null constraints, and the formalisms for order properties and their interaction with these constraints, allow for the systematic study of other, closely related optimization problems. For example, the set of algebraic operators described in this thesis are merely the 'basic' ones needed to mirror a reasonably large class of query expressions in ANSI SQL. However, database systems implement a wider variety of executable algebraic operators: inner semijoin, left-outer semijoin, full-outer semijoin, exists join [29,74,146], variant forms of 'generalized outer join' [30, 31, 34, 94, 95, 98], and so on; Graefe's recent survey [107] provides a useful overview. Each of these operators requires careful analysis to determine the sets of dependencies and constraints that hold in their result.

The theoretical results contained herein can be extended in a variety of ways. We limited our modelling of constraints to those ANSI SQL column and table constraints that could be specified in a Check clause; we did not attempt to exploit other forms of constraints, such as multivalued dependencies, referential integrity constraints (inclusion dependencies), and the more general form of SQL table constraints termed assertions. We made no attempt to prove the completeness of the inference axioms for strict and lax dependencies, defined in Chapter 2, and strict and lax equivalence constraints, defined in Chapter 3. We have also not analyzed the algorithms' efficiency, nor have we constructed a prototype to experiment with various implementations to find an efficient one (see Section 3.8 for some additional remarks).

We believe these results have wide applicability to query processing and optimization. As a first example, consider the optimization of universally-quantified subqueries (see Section 2.3.1.2). Most query optimizers do not optimize these types of queries in a
sophisticated fashion [109]; part of the reason is the existence of true-interpreted correlation predicates, which are difficult to exploit for index processing. However, modelling a query's equivalence constraints with an FD-graph may permit such a predicate to be transformed into a semantically equivalent, false-interpreted one, permitting the correlation predicate to be used as a 'standard' matching predicate for indexed retrieval.

Other applications of our work on derived dependencies include:

1. exploiting derived dependencies during the optimization of queries over materialized views [26, 52, 53, 57, 174, 297];

2. using dependencies, equivalence constraints, and null constraints for materialized view maintenance, particularly for those views containing one or more outer joins [118, 119];

3. extending the work of Medeiros and Tompa [198] on view update policies to support the update of views over ANSI SQL tables, not simply relations, and to verify that the constraints (unique indexes, unique constraints, Check constraints, assertions, and so on) defined on them cannot be violated.
Example schema

Our example database scheme contains employee, part, and supplier information for a hypothetical mechanical parts distribution firm, with divisions located in Chicago, New York, and Toronto. The firm's inventory consists of a wide variety of parts, from fasteners to widgets, manufactured by a variety of suppliers throughout North America. Figure A.1 contains an entity-relationship diagram that models the schema.

Relational schema

Parts. The firm's parts inventory is represented by several base tables which contain information about each part, its supplier(s), its status, and its cost. Parts are organized into classes, which serve to classify parts into groups for easier management and tracking.

```sql
Create Table Class (  
    ClassCode char(2) not null,  
    Description char(20) not null,  
    Status char(1)  
    Primary Key (ClassCode));

Create Table Part (  
    PartID char(8) not null,  
    Description char(30) not null,  
    Status char(8),  
    Qty numeric(7),  
    Price numeric(7,2) not null,  
    Cost numeric(7,2) not null,  
    Support char(2) not null,  
    ClassCode char(2) not null  
    Primary Key (PartID)  
    Foreign Key (ClassCode) references Class  
    Check (Qty ≠ 0 Or Status = 'InStock')  
    Check (Price ≥ Cost));
```
Vendors. Each part may be supplied by more than one supplier (termed a vendor), and the **SUPPLY** table contains a row for each part-vendor relationship. Vendors are 'ranked' for each part they supply.

```sql
CREATE TABLE Supply (  
  VendorID char(8) not null,  
  PartID char(8) not null,  
  Rating char(1),  
  SupplyCode char(4),  
  Lagtime numeric(7) not null  
  Primary Key (PartID, VendorID)  
  Foreign Key (PartID) references Part  
  Foreign Key (VendorID) references Vendor  
  Check (Rating in( 'A', 'B', 'C')));
```

It is assumed that periodically a part vendor will respond to a quotation request and offer a specific part for a certain price. The **QUOTE** table represents this intersection data detailing the quote of a part's price by that particular vendor for a certain date range.

```sql
CREATE TABLE Quote (  
  QuoteID char(7) not null,  
  EffectiveDate date not null,  
  ExpiryDate date not null,  
  MinOrder numeric(5) not null,  
  UnitPrice numeric(7,2) not null,  
  QtyPrice numeric(7,2) not null,  
  PartID char(8) not null,  
  VendorID char(8) not null  
  Primary Key (PartID, VendorID, QuoteID)  
  Foreign Key (PartID, VendorID) references Supply);
```

Finally, part vendors and their contacts are defined by the **VENDOR** table. The data model assumes that vendor names are unique.

```sql
CREATE TABLE Vendor (  
  VendorID char(8) not null,  
  Name char(40),  
  ContactName char(30),  
  Address char(40),  
  BusPhone char(10),  
  ResPhone char(10)  
  Primary Key (VendorID)  
  Unique (Name));
```
Employees. The EMPLOYEE table contains information regarding the firm's employees, organized by the corporate divisions within the firm. The DIVISION table simply identifies a division within the firm, including a foreign key to that division's manager.

Create Table Division (  
Name char(20) not null,  
Location char(40),  
ManagerID char(5)  
Primary Key(Name)  
Foreign Key(ManagerID) references Employee  
Check (Location in ('Chicago', 'New York', 'Toronto'));

Each division in the firm may have several employees who are assigned to one, and only one, division. Employees are uniquely identified by their Employee ID, which is unique across all company divisions. An employee is either salaried, or earns an hourly wage. A candidate key for an employee is the employee's name.

Create Table Employee (  
EmpID char(5) not null,  
Surname char(20) not null,  
GivenName char(15) not null,  
Title char(20),  
Salary numeric(6,2) not null,  
Wage numeric(6,2) not null,  
Phone char(10),  
DivName char(20)  
Primary Key (EmpID)  
Unique (Surname, GivenName)  
Foreign Key (DivName) references Division  
Check (EmpID Between 1 and 30000)  
Check (Salary ≠ 0 Or Wage ≠ 0 ));

The MANAGES table embodies the manager-division relationship; a division can have only one manager, but an employee may manage several divisions.

Create Table Manages (  
ManagerOf char(20) not null,  
EmpID char(5) not null  
Primary Key (EmpID, ManagerOf)  
Foreign Key (EmpID) references Employee  
Foreign Key (ManagerOf) references Division);
Finally, each employee is responsible for the inventory of one or more parts, which are identified by a unique part identifier. Each part may be managed by more than one employee.

```
CREATE TABLE ResponsibleFor (
    PartID    char(8) not null,
    EmpID     char(5) not null
 PRIMARY KEY (PartID, EmpID)
 FOREIGN KEY (EmpID) references Employee
 FOREIGN KEY (PartID) references Part);
```

A.2 IMS schema

IMS, jointly developed by IBM Corporation and Rockwell International for the Apollo space program in the 1960s, permits application programs to navigate through a set of database records stored as a hierarchy. The hierarchy defines one-to-many relationships between segments (or, more properly, segment types), with a root segment at the top of each 'tree'. Each database record consists of a root segment occurrence and all occurrences of its dependent segments. Each root segment type in a HIDAM, HDAM, or HISAM database must have a sequence field that may either be unique or non-unique. The sequence field is used by IMS to locate a specific root segment occurrence: with HDAM a hashing technique is used, while with HIDAM and HISAM databases an index is used to retrieve root segment occurrences by their sequence field. With dependent segments the sequence field is optional. If one is defined, IMS stores the dependent segment occurrences in ascending order of the sequence field. If a dependent segment type lacks a sequence field, then IMS will insert new segment occurrences at an arbitrary point under that segment type's ancestor in the hierarchy, the precise position determined by the application program at execution.

If the sequence field of a particular segment type is unique, and each of its physical ancestors in the database record also have unique sequence fields, then each segment occurrence can be uniquely identified by the concatenation its sequence field and the sequence fields of each segment occurrence in its hierarchic path. In IMS terminology this is termed the segment's fully concatenated key.

A physical IMS database may have up to 15 levels (the PARTS database illustrated in Figure A.3 has four) and up to 255 segment types. The database administrator defines a database with a database description, commonly referred to as a DBD.

Application programs navigate through the database hierarchy, retrieving one segment at a time, using the IMS application program interface Data Language/One (DL/I).
The application view of a physical or logical IMS database is described in a Program Control Block, or PCB (see Figure A.4). The segment hierarchy defined in a PCB may be composed of a physical hierarchy, meaning that all the segments in the view are from the same physical IMS database, or they may be composed of a logical hierarchy, which utilizes logical child/logical parent relationships to form a hierarchical view of segments from different physical databases. Note that a database level cannot be 'missing' from an application view described by an IMS PCB.

Since DL/1 is such a low-level API (see Table A.1) the application programmer is responsible for optimizing how the application retrieves its required information, including the use of any indexes that may exist; hence index usage in IMS is not transparent to the application. Furthermore, the programmer must be aware of the effects of different IMS access methods. For example, an HDAM and a HIDAM database with identical schemas can return different results to an application program because of HDAM's hashed access to root segments.

<table>
<thead>
<tr>
<th>DL/1 Call</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>GU</td>
<td>Get Unique: retrieve the first segment occurrence in the database that satisfies the SSAS</td>
</tr>
<tr>
<td>GN</td>
<td>Get Next: retrieve the next segment from the current position in hierarchical order</td>
</tr>
<tr>
<td>GNP</td>
<td>Get Next Within Parent: retrieve the next dependent segment occurrence under the present ancestor</td>
</tr>
</tbody>
</table>

Table A.1: DL/1 calls. Each retrieval call has a 'hold' option (GUH, GNH, and GNP, respectively) that positions a program on a particular segment occurrence and locks it, prior to its replacement or deletion.

A complete description of IMS databases and application programming are beyond the scope of this thesis. More details regarding the DL/1 interface can be found in references [36, 133, 276].

A.2.1 IMS physical databases

Figures A.2 and A.3 depict the three example databases used to implement the IMS version of the data model described in Figure A.1. In the EMPLOYEE physical database, employees are modelled as dependent segments under the DIVISION that employs them. RE-
SPBFOR and MANAGES are logical child segments that respectively implement the many-to-many relationship employees and the parts they are responsible for, and the one-to-many relationship between divisions and managers. With many-to-many relationships, logical child segments are often paired, meaning that while two different segment types are used to model the many-to-many relationship (one in each physical hierarchy) only one segment type is actually stored in the database. In this way, IMS ensures a consistent database when an application program inserts, updates, deletes a relationship segment. Table A.2 cross-references each logical child segment in the example schema with its pair. In contrast, MANAGES is a one-to-many relationship, embodying the constraint that each division can have only one manager. Hence MANAGES is not logically paired with any other segment.

### A.2.2 Mapping segments to a relational view

Background information regarding the mapping of an IMS schema to a relational view can be found in references [170] and [172], but we briefly state the essentials here; a comprehensive discussion is beyond the scope of this thesis. Each IMS segment type is mapped to a virtual table that contains corresponding attributes. Parent-child relationships are modeled as foreign keys; the fully concatenated key of each dependent segment type is used as the key of its virtual table in the relational view. In this thesis we assume that each segment type has a unique sequence field, which can serve as a key. In practice, most segment types in IMS databases have unique sequence fields, enabling faster retrieval and avoiding the situation where the position of a segment in the database has some intrinsic meaning to application programs. Key attributes inherited from parent segment types are termed virtual attributes. For example, DivName is a virtual column, derived from the DIVISION segment, in the relational view of the EMPLOYEE segment.

Logical relationships provide a particular challenge for query optimization. For example, the paired bi-directional logical child segments PSUPPLY and VSUPPLY embody the many-to-many relationship between parts and vendors. There are two logical child segment types to permit navigation in both directions, though the contents of a paired PSUPPLY and VSUPPLY are identical but for their logical parent pointers. In the relational view, one table is created (SUPPLY) to represent this data; however, the gateway’s optimizer must choose the direction, and therefore the logical child segment, in which to traverse the relationship to retrieve a query’s result using the fewest resources.

As an aside, we note that there do exist several commercial products, notably Ingres’ gateway products [135] (now offered by Computer Associates), IBM’s DataJoiner, and Oracle’s SQL Connect to IMS [222] that all provide relational access, via SQL queries, to IMS databases. All of these commercial products fail to offer a comprehensive solution
<table>
<thead>
<tr>
<th>Segment</th>
<th>Paired with</th>
<th>Pairing method</th>
<th>Logical parent</th>
</tr>
</thead>
<tbody>
<tr>
<td>RESPBFOR</td>
<td>EMPRESPB</td>
<td>virtual</td>
<td>PART</td>
</tr>
<tr>
<td>VSUPPLY</td>
<td>PSUPPLY</td>
<td>physical</td>
<td>PART</td>
</tr>
<tr>
<td>EMPRESPB</td>
<td>RESPBFOR</td>
<td>virtual</td>
<td>EMPLOYEE</td>
</tr>
<tr>
<td>MANAGES</td>
<td>N/A</td>
<td>unidirectional</td>
<td>DIVISION</td>
</tr>
<tr>
<td>PSUPPLY</td>
<td>VSUPPLY</td>
<td>physical</td>
<td>VENDOR</td>
</tr>
</tbody>
</table>

**Table A.2: Logical relationships in the IMS schema**

to both the problem of mapping an IMS database to a relational view, and to the problem of transforming update operations done on the view to physical database operations.

In the PARTS physical IMS database, the PART segment is a *child* of the CLASS segment, which is the root segment (see Figure A.3). In turn, EMPRESPB and PSUPPLY are both *dependent segments* of PART, and are thus termed *siblings*. Using analogous terminology, *twin segments* are multiple occurrences of a segment type under the same parent segment occurrence.

Figure A.4 diagrams two application views of the Vendor database. Figure (a) illustrates a straightforward view of the physical Vendor database consisting of the two physical segments VENDOR and VSUPPLY. The second PCB in Figure (b) illustrates the affect logical relationships has on the structure of the hierarchical view seen by the application program. In this example, the concatenated logical parent consisting of VSUPPLY and PART permits the application to view a hierarchy combining the Vendor database with components of the Part database. Moreover, note how the CLASS segment, the root of the physical Parts database, is now described in the hierarchy as a child of the concatenated logical parent segment VSUPPLY/PART.
Figure A.1: E/R diagram of the manufacturing schema. Entities and relationships that begin with capital letters are represented by base tables.
**Figure A.2:** Employee IMS database. Solid boxes denote *physical* segments; dashed boxes denote *logical*, or *pointer*, segments. The database organization is HIDAM [132] with parent-child/twin pointers; root segments are key-sequenced through the database’s primary index.
(a) Parts IMS database. EMPRESPB is a paired logical child of the EMPLOYEE segment in the Employee database. QUOTE is intersection data for each supplied part from a particular vendor.

(b) Vendor IMS database. VSUPPLY is a logical child segment, physically paired with PSUPPLY in the Parts database, to implement the many-to-many relationship between parts and vendors.

Figure A.3: Parts and Vendor IMS databases.
(a) Application view (PCB) of the physical Vendor database.

(b) Application view (PCB) of a logical Vendor database using the concatenated logical child segment consisting of VSUPPLY and PART.

Figure A.4: Two application views of the Vendor IMS database.
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