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Abstract

Measurement of visual quality is crucial for various image and video processing applications. It is widely applied in image acquisition, media transmission, video compression, image/video restoration, etc.

The goal of image quality assessment (QA) is to develop a computable quality metric which is able to properly evaluate image quality. The primary criterion is better QA consistency with human judgment. Computational complexity and resource limitations are also concerns in a successful QA design. Many methods have been proposed up to now. At the beginning, quality measurements were directly taken from simple distance measurements, which refer to mathematically signal fidelity, such as mean squared error or Minkowsky distance. Lately, QA was extended to color space and the Fourier domain in which images are better represented. Some existing methods also consider the adaptive ability of human vision. Unfortunately, the Video Quality Experts Group indicated that none of the more sophisticated metrics showed any great advantage over other existing metrics.

This thesis proposes a general approach to the QA problem by evaluating image information entropy. An information theoretic model for the human visual system is proposed and an information theoretic solution is presented to derive the proper settings. The quality metric is validated by five subjective databases from different research labs. The key points for a successful quality metric are investigated. During the testing, our quality metric exhibits excellent consistency with the human judgments and compatibility with different databases. Other than full reference quality assessment metric, blind quality assessment metrics are also proposed. In order to predict quality without a reference image, two concepts are introduced which quantitatively describe the inter-scale dependency under a multi-resolution framework. Based on the success of the full reference quality metric, several blind quality metrics are proposed for five different types of distortions in the subjective databases. Our blind metrics outperform all existing blind metrics and also are able to deal with some distortions which have not been investigated.
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Chapter 1

Introduction

1.1 Image Quality

For a long time people have been eager to understand how the human vision system responds to the visual world. Among many vision functions, comparison is a natural capability that everyone takes for granted. With this ability, people can notice the differences between two similar images. But teaching a computer to “perceive” the differences in a human manner is frustrating. There are several reasons that limited success has been achieved\(^{47}\). First, image comparison by a human entity is a subjective action. The judgment will be affected by individual physiological limits, observation behavior, personal preference, and knowledge limitation. All of these imply that simple distance metrics are not able to evaluate the perceptual differences. Second, distortion variety poses difficulties for subjective evaluation. Research\(^{2}\) shows that observers could become familiar with the stimuli (such as image distortion) in order to make judgment results more repeatable. But interpretation of certain distortions with varied image contents is highly subjective. Also people usually do not quantify the difference but evaluate the difference in a fuzzy manner. Third, accumulating individual perceptible differences and combining them is a subjective process. The whole procedure of difference detection, quantification and accumulation to a single score is referred to as image quality assessment.

Why has so much effort gone into developing reliable methods for evaluating image quality? Because quality assessment metrics are widely used in every image processing area where human perception is involved.

First, most image acquisition, storage or communication systems need quality as-
essment metrics. Images are acquired by choosing from a wide variety of possible methods according to which method gives the best visual quality. Quality assessment is also used in storage systems or digital television broadcasting. Due to limited storage capacity or channel bandwidth, raw data are usually processed by compression technologies. The basic idea of lossy compression is to reduce spatial redundancy and discard high frequency information. The question is how much information should be kept for acceptable visual quality.

Second, quality assessment metrics are used to evaluate the performance of image processing technologies, especially in image restoration areas, such as denoising. With quality assessment metrics project developers are able to choose the best solutions for their specific tasks among numerous existing methods.

Third, optimization of image processing systems usually needs quality assessment metrics. For power limitations or computation resource constraints, such as real-time application, algorithms need to be simplified to make systems run smoothly. Unfortunately this simplification usually weakens system performance. Under this circumstance, reliable quality assessment metrics will be helpful in choosing the proper modifications.

The quality assessment is critical aspect of most image processing systems. The main purpose of this thesis is to propose the reliable quality prediction methods under different circumstances, specifically, with or without reference image.

1.2 Subjective Image Quality Assessment

The straightforward way of measuring image quality is to consult human opinions because people are the ultimate viewers in most image applications. This is known as subjective image quality assessment. The basic idea of subjective quality assessment is to ask several observers to give their personal judgments for a given image test sample and then compute the mean opinion score (MOS) of the human judgments as the subjective evaluation.

Subjective testing for visual quality assessment has been defined in ITU-R Recommendation BT.500-10 (2000) [2]. The three most commonly used procedures are:

- Double Stimulus Continuous Quality Scale (DSCQS) [2]
- Double Stimulus Impairment Scale (DSIS) [2]
• Single Stimulus Continuous Quality Evaluation (SSCQE) \(^2\)

The databases LIVE \(^9\), IVC \(^{64}\) and TOYAMA \(^{49}\) use double stimulus continuous quality scale method for subjective testing, since DSCQS is the most reliable method shown in contextual effects study \(^{47}\). Several issues should be considered during the subjective quality assessment experiment. First, sufficient observers should be included in the experiment. At least 15 observers are recommended in \(^2\). Even though the observers are urged to base their score only on how different or dissimilar they perceive the images to be, the personal preference effect on evaluation results cannot be totally eliminated. More observers will help to achieve a quality score that most people agree with. Also “nonexpert” observers and “expert” observers need to be included in the observer group. A nonexpert viewer may pay more attention to the larger context, but a trained viewer may focus on the details or evaluate image quality from professional perspective. Second, to conduct appropriate subjective assessment, it is necessary to set up the proper viewing conditions which include display device requirements and viewing manner. For instance, the ratio of luminance of inactive screen to peak luminance should be less than 0.02. The viewing distance is recommended to be 1.5m, which corresponds to a viewing distance/display height ratio of 6. In addition, other procedural elements are worth noting, such as: timing of presenting test samples and selection of samples. These weaknesses result in the request for a fast, computational and reliable quality assessment method.

1.3 Outline of Thesis

The thesis is organized as follows. Chapter 1 gives a general introduction about the motivation and subjective image quality assessment. The past work on quality assessment and human vision properties is reviewed in Chapter 2. Chapter 3 talks about wavelet and image statistics, which are applied to construct an information theoretic framework for representing an image. In Chapter 4, an information theoretic framework with a human vision model will be proposed. Chapter 5 will use the framework to approach objective quality assessment with access to reference image. Chapter 6 proposes several image quality assessment methods without using reference image. Future work will be discussed in Chapter 7.
Chapter 2

The Human Visual System and Past Work

2.1 Human Visual System

The goal of image quality assessment is to simulate human assessment of image dissimilarities. Although the full functions of the human visual system, especially high level functions, are not thoroughly investigated, knowledge of the early stage of the human visual system is still helpful in understanding fundamental visual behaviors. Some human vision behaviors are modeled to simulate the human assessment of visual quality. Four of them are popular for the design of quality assessment.

1. Luminance Sensitivity

In early research, experiments results [12] showed that the human vision system responds to luminance change in a logarithmic way. Consider a light area with luminance of $I + \triangle I$ surrounded by a background with luminance of $I$. The just noticeable difference $\triangle I$ is proportional to the background luminance as in Equation 2.1. Several quality assessment methods [77,121,122,130] incorporate this feature in their frameworks.

$$\triangle I \propto I$$  \hspace{1cm} (2.1)

Later research [13] shows that human visual system luminance sensitivity not only depends on the overall background luminance but also the local neighborhood luminance.

2. Contrast Sensitivity

The famous Campbell-Robson [20] chart was proposed to illustrate that the human
visual system has different responses to visual signals at different frequencies, which is referred to as contrast sensitivity. Campbell and Robson generated a chart (Figure 2.2) in which spatial frequency increases (the bars get thinner) in the horizontal direction and contrast decreases (the black/white bars merge to plain gray area) in the vertical direction. The envelop of distinguishable bars illustrates visual sensitivity to different frequencies. In theory, human vision has a cut-off frequency which equals the smallest bars that people cannot detect even with the largest contrast. Many quality assessment methods adopt this feature. Among them, Mannos and Sakrison [72] first proposed a linear spatial invariant operation $a(\cdot)$ applied on the raw image to simulate the contrast sensitivity, or just noticeable difference corresponding to certain frequency. The response $A(f)$ of the operation $a(\cdot)$ is given by Campbell and Robson in Equation 2.2. The equation describes a bandpass filter, which has maximum gain at 7.891 cycles/degree and bandwidth is 12.922 cycles/degree.

$$A(f) = 2.6(0.0192 + 0.114f)e^{-(0.114f)^{1.1}}$$

where $f$ is in cycles/degree.

3. Vision Channel Decomposition
Current consensus [14,72] seems to be that the primary cortex is sensitive to different orientations, frequencies and colors carried by visual signals. This suggests the visual area functions similarly to filters with orientation and frequency selectivity. Hubel and Wiesel [14] deduced that simple cells are sensitive to specific orientations with approximate bandwidth 30°. Along with contrast sensitivity in different frequencies, Mannos and Sakrison [72] suggested that the human visual system contains a number of independent channels with narrow bandwidths and specific center frequencies. Experiments show the frequency bandwidth of simple cells is about one octave. Usually
4. Contrast Masking
Contrast Masking happens when different image components are present at the same spatial location. A simple example below gives a clear illustration. Figure 2.3(a) is a raw image. The top half of Figure 2.3(b) has extra white noise, whereas the bottom half of Figure 2.3(c) has the same amount of white noise. Generally people are more likely to notice the noise in the middle figure than the right. The presence of one component (grass) decreases the visibility of another component (noise) in Figure 2.3(c). Usually, the contrast masking effect is strongest when two components have similar frequency and orientation [65]. Based on this statement, masking is typically modeled within each channel. This vision property is also widely adopted in many quality assessment methods [17,77,121,122,130].

2.2 Quality Assessment Methods Review
Image quality assessment was originally designed for compression purposes. MSE or PSNR is computed to indicate the error created by different compression methods with different compression ratios. Although MSE or PSNR could be taken as a quality indication, these fundamental quality metrics are not consistent with human
Figure 2.3: Masking effect. Figure (a) is the raw image. Figure (b) has extra white noise in the top half. Figure (c) has the same amount of white noise in the bottom half.

judgments\[9,37,125\]. Later, people\[17,72,77,130\] designed quality assessment metrics by modeling human visual properties. Recently, quality assessment\[15,35,69,97,121,123,126\] was extended to images with varied distortions, such as noise, blur, communication distortion. Depending on reference accessibility, quality assessment methods can be classified into two broad categories.

**Full-reference Quality Assessment methods**\[15,17,35,38,43,69,72,77,97,110,115,117,121,123,126\], in which the quality assessment method has full access to the reference image. Most existing quality assessment solutions belong to this category. Modern quality assessment metrics usually propose nonlinear models to predict human visual reactions to distortions and convert the reactions into the quality score, which are summarized in Table 2.1.

**No-reference/Blind Quality Assessment methods**\[21,22,44,52,73,96,98,111,119,124,137\], in which the quality assessment method has access only to the distorted image. Up to now, the solution has two different directions. One is to evaluate artificial effects due to compression, especially for JPEG. Most blind quality methods\[68,111,119,124\] take this direction. One approach\[96\] tried to exploit experimental knowledge of natural scene statistics.

There is another type of quality measure\[8,23,24,27,49,59,61,74,109,127\]: the reduced reference quality assessment, which aims to predict the visual quality of distorted images with only partial information about the reference images. The reduced reference quality assessment was proposed as the substitute for blind quality assessment as people\[96\] thought distortion is difficult to evaluate without reference information. Partial reference image will help us to understand how distortion affects the entire image if the distortion is globally applied. For local distortion, such as the fastfading distortion, it
is dangerous to estimate the distortion using only partial reference image. This thesis focuses on full-reference and blind quality assessments.

### 2.2.1 Existing Quality Assessment Methods

In this section, the past work on image quality assessment will be reviewed. Let us begin with some distance metrics \[9\], \[114\], \[38\], \[69\], which were considered as the quality metrics at the early stage of quality assessment.

1. **Minkowsky Distance Metric** \[9\]

   \[
   D = 
   \left[ \frac{1}{M \times N} \sum_{m=1, n=1}^{M, N} |X(m, n) - X_d(m, n)|^\gamma \right]^{\frac{1}{\gamma}} \tag{2.3}
   \]

   where
   - \(X(m, n)\) pixel value at position \((m, n)\)
   - \(X, X_d\) reference image and distorted image
   - \(M, N\) image width and height
   - \(\gamma\) distance order

   The Minkowski distance \[9\] in Equation 2.3 is a metric on Euclidean space. With different distance order \(\gamma\), different distance metrics can be obtained.
   - If \(\gamma = 1\), mean absolute error is obtained.
     \[
     D_1 = \frac{1}{M \times N} \sum_{m=1, n=1}^{M, N} |X(m, n) - X_d(m, n)| \tag{2.4}
     \]
   - If \(\gamma = 2\), root mean square error is obtained.
     \[
     D_2 = \left[ \frac{1}{M \times N} \sum_{m=1, n=1}^{M, N} |X(m, n) - X_d(m, n)|^2 \right]^{\frac{1}{2}} \tag{2.5}
     \]
   - If \(\gamma = \infty\), maximum error is obtained.
     \[
     D_3 = \arg \max_{m, n} |X(m, n) - X_d(m, n)| \tag{2.6}
     \]

   In the literature, mean absolute error \(D_1\) and maximum error \(D_3\) are seldom used to predict image quality directly. Mean squared error \((D_2)^2\) is a popular metric which can
be found in most of the literature. Minkowski distance is also used in many modern quality assessment methods \cite{17,130} in which image dissimilarities are computed on different frequencies Minkowski distance is applied to pool these dissimilarities to obtain a visual quality score. Common values for $\gamma$ in Minkowski distance are 3.5 \cite{130} and 4 \cite{17}.

2. Moments of the Angles \cite{114}

\begin{align}
D_4 &= \frac{2}{\pi} \sum_{m=1,n=1}^{M,N} A(m,n) \\
D_5 &= \sum_{m=1,n=1}^{M,N} A(m,n) \times R(m,n) \\
A(m,n) &= \cos^{-1} \frac{<X(m,n),X_d(m,n)>}{||X(m,n)|| \cdot ||X_d(m,n)||} \\
R(m,n) &= \frac{||X(m,n) - X_d(m,n)||}{\max\{||X(m,n)||, ||X_d(m,n)||\}} + 1
\end{align}

where

- $X(m,n)$ the vector of RGB pixel value at position $(m,n)$ in reference image
- $X_d(m,n)$ the vector of RGB pixel value at position $(m,n)$ in distorted image
- $<,>$ inner product of two vectors
- $|| \cdot ||$ vector magnitude
- $\max\{a,b\}$ larger value between $a$ and $b$

Trahanias \cite{114} defined visual quality as the moments of the angles. Trahanias stated that similar colors have almost parallel orientations in RGB color space. The angular distance, which quantifies the orientation difference between two color vectors $X(m,n)$ and $X_d(m,n)$, is a meaningful measure of the color similarity. Trahanias also proposed $D_5$ which considered the magnitude difference.

The above quality metrics evaluate image quality by computing the geometric distances or dissimilarities between the reference and the test (distorted) image. The advantage of these quality assessment methods is that the result is predictable and intuitive. Alternatively, the following fundamental metrics address quality assessment by utilizing image statistics.

3. Normalized Cross-correlation \cite{38}

If an image is considered to be a random field $X$, each pixel value $X(m,n)$ is a sam-
ple generated by this random field. $D_7$ indicates the strength of a linear relationship between two images (random fields).

$$D_7 = \frac{\sum_{m=1,n=1}^{M,N} X(m,n)X_d(m,n)}{\sum_{m=1,n=1}^{M,N} X(m,n)^2}$$ (2.11)

4. Mutual Information

$$D_8 = I(X; X_d)$$ (2.12)

$$I(X; X_d) = -\sum_{x\in\mathcal{X},x_d\in\mathcal{X}_d} p(x, x_d) \log \frac{p(x, x_d)}{p(x)p(x_d)}$$ (2.13)

where

$\mathcal{X}, \mathcal{X}_d$ the set of all possible values generated by random field $X$ and $X_d$

$p(x, x_d)$ joint probability of pixel value pair $(x, x_d)$

The concept of information entropy describes how much randomness (uncertainty) there is in an image. For instance, if an image is plain white, from an information theory point of view, the randomness within the image is zero. If an image is distorted, its information (randomness) usually changes. For instance, if a plain white image is contaminated by Gaussian noise, which is often generated by amplifier devices, the information (randomness) of the distorted image is greater than the information of the reference image. Obviously the distorted image has degraded quality, which means increased information does not guarantee better visual quality. Mutual information is proposed as a reasonable measure for quality assessment, since it describes the common information between the reference image $X$ and distorted image $X_d$. By definition, mutual information measures the remaining information after operations, such as compression and transmission which usually cause distortions. If an independent distortion (i.e. white noise) applied to the image $X$ is so strong that the distorted image $X_d$ is almost independent of $X$, then the joint probability $p(x, x_d)$ is close to $p(x)p(x_d)$ which makes the ratio inside the log operator close to 1 so that mutual information in Equation 2.12 is close to zero. If the distorted image $X_d$ is very similar to $X$, mutual information is almost equal to the information in image $X$. From the above discussion, we notice that the mutual information could be a qualified metric for image quality assessment.
5. Entropy correlation coefficient \[ D_9 = \frac{2I(X; X_d)}{H(X) + H(X_d)} \] (2.14)

\[ H(X) = \sum_{x \in X} p(x) \log p(x) \] (2.15)

\[ H(X_d) = \sum_{x_d \in X_d} p(x_d) \log p(x_d) \] (2.16)

The problem of the mutual information metric \( D_8 \) is that it is not adaptive to images with varied contents. Consider two distorted images with the same perceptual quality. The mutual information of the image with simple content (plain image) might be much less than the mutual information of the image with complex content (natural scenes). Maes et al. \[69\] introduced a normalization operation, as in Equation 2.14, that eliminated the impact of varied image contents.

6. Peak signal to noise ratio (PSNR)

Peak signal to noise ratio (PSNR) maps the mean squared error into a logarithmic scale. PSNR does not depend on image intensity scaling. For different dynamic ranges, i.e. \([0,1]\) or \([0, 255]\), PSNR gives a single score for image quality. Although PSNR is not originally intended to be designed as a method for quality assessment, it is one of the most popular quality metrics. The VEQG report \[47\] even concluded that none of the more sophisticated metrics show any great advantage over peak signal noise ratio.

\[ D_{10} = 10 \log_{10} \frac{MAX_X}{MSE} \] (2.17)

\[ MSE = \frac{1}{M \times N} \sum_{m=1,n=1}^{M,N} |X(m,n) - X_d(m,n)|^2 \] (2.18)

In the following section, some modern quality assessment methods are reviewed in historical order. Most of these methods consider essential human visual behaviors in order to achieve consistent quality evaluation performances. We will also see that the fundamental quality metrics are widely used in the modern quality assessment methods.

Mannos and Sakrison proposed a method on evaluating the impact of contrast sensitivity on image quality assessment. The contrast sensitivity response was modeled as a low pass filter $A(f_u, f_v)$. Mannos and Sakrison assumed that the response of $A(f_u, f_v)$ has the same magnitude in different directions. $A(f_u, f_v)$ can be simplified to $\tilde{A}(f_r)$, where $f_r = \sqrt{f_u^2 + f_v^2}$. The dissimilarity between the reference $X$ and the distorted image $X_d$ is defined as the squared error between $Y$ and $Y_d$, where $Y$ and $Y_d$ are the corresponding images processed by the contrast sensitivity model $\tilde{A}(f_r)$. This is the first quality assessment method which modeled contrast sensitivity behavior with Equation 2.2.

$$D_{11} = \sum_{m,n} [Y(m,n) - Y_d(m,n)]^2 \quad (2.19)$$

$$\tilde{A}(f_r) = c + (f_r/f_0)^{k_1}e^{-(f_r/f_0)^{k_2}} \quad (2.20)$$

where

- $Y(m,n), Y_d(m,n)$ the results of image $X$ and $X_d$ processed by the contrast sensitivity model $\tilde{A}(f_r)$
- $f_0, c, k_1, k_2$ contrast sensitivity function parameters

There is another method proposed by Mitsa and Varkur (1993) that computes the weighted signal to noise ratio of the distorted image with respect to its reference and returns the image quality in dB. The basic idea of their method is to weight the mean squared errors in several frequencies according to contrast sensitivity. The quality prediction is similar to PSNR ($D_{10}$) but the mean squared error (MSE) is replaced by the weighted mean squared error.

8. DCTune (1993)

Watson approached quality assessment by considering luminance sensitivity and contrast masking. The luminance sensitivity $t_{ijk}$ at frequency $(i\pi/8, j\pi/8)$ in the $k$th block ($8 \times 8$ microblock) is defined according to the ratio between local luminance $c_{00k}$ and global luminance $c_{00}$.

$$t_{ijk} = t_{ij} \left[\frac{c_{00k}}{c_{00}}\right]^{\alpha_t} \quad (2.21)$$
where

\( t_{ij} \) the smallest coefficient change that yields a visual perception in
spatial domain at each frequency \((i\pi/8,j\pi/8)\)

\( c_{00k} \) DC component at \( k^{th} \) block

\( \bar{c}_{00} \) the mean of DC component over all blocks

\( \alpha_t \) the nonlinearity parameter, which is recommended to be 0.649
by Ahumada and Peterson [4]

The definition of contrast masking threshold \( m_{ijk} \) considers luminance sensitivity and
contrast masking, as shown in Equation 2.22. The contrast masking effect can be
made more local by manipulating the parameter \( w_{ij} \).

\[
m_{ijk} = \max \{ t_{ijk}, |c_{ijk}|^{w_{ij}} \times t_{ijk}^{1-w_{ij}} \}
\] (2.22)

where

\( c_{ijk} \) DCT coefficient of \( k^{th} \) block at frequency \((i\pi/8,j\pi/8)\)

\( w_{ij} \) between 0 and 1.

Watson described the difference \( e_{ijk} \) between images in threshold units as shown in
Equation 2.23. Finally, the Minkowski metric is applied to pool differences in dif-
f erent blocks (Equation 2.24) and frequencies (Equation 2.25) as the visual quality
(Equation 2.25) for an image. Bradly chose \( \beta = \beta_f = 4 \).

\[
d_{ijk} = \frac{e_{ijk}}{m_{ijk}}
\] (2.23)

\[
p_{ij} = \left[ \sum_k |d_{ijk}|^\beta \right]^{\frac{1}{\beta}}
\] (2.24)

\[
D_{12} = \left[ \sum_{ij} p_{ij}^{\beta_f} \right]^{\frac{1}{\beta_f}}
\] (2.25)

9. **Picture Quality Scale** (1996) [77]

Miyahara et al. [77] addressed image quality assessment in a signal processing man-
ner. The preliminary step is luminance correction.

\[
X(m,n) = I(m,n)^{1/2.2}
\] (2.26)

where \( I(m,n) \) is pixel value of the image
Miyahara et al. modeled human visual contrast sensitivity as an anisotropic function with two steps. \( S(\omega) \) in Equation 2.28 depicts such a sensitivity function that has the maximum magnitude at frequency of \( \frac{\log(16/9)}{\sigma} \) and then monotonically decreases to zero. \( O(\omega) \) in Equation 2.29 controls the contrast sensitivity varying with the angle’s change. \( O(\omega, \theta) \) has the weakest response when the angle \( \theta = \tan^{-1}(v/u) \) is a multiple of \( \pi/4 \). This anisotropic effect performs strongest at \( \omega_o \).

\[
S_a(u, v) = S(w)O(w, \theta) \tag{2.27}
\]

\[
S(\omega) = 1.5e^{-\sigma^2\omega^2/2} - e^{-\sigma^2\omega^2} \tag{2.28}
\]

\[
O(\omega, \theta) = \frac{1 + e^{\beta(\omega-\omega_o)}}{1 + e^{\beta(\omega-\omega_o)}} \cos^4 2\theta \tag{2.29}
\]

where \( \sigma = 2 \) \( \omega = \frac{2\pi\sqrt{u^2+v^2}}{60} \) \( \theta = \tan^{-1}(v/u) \) \( \beta = 8 \) \( \omega_o = 1.165 \)

Miyahara et al. introduced five strategies to compute error maps. The first error factor \( F_1 \) was computed by CSF weighted squared error as shown Equation 2.30. \( F_1 \) was originally proposed by International Telecommunication Union (1982) as the quality prediction for noise degradation.

\[
f_1(m, n) = [E_I(m, n) \ast W(m, n)]^2 \tag{2.30}
\]

\[
F_1 = \frac{\sum_{m,n} f_1(m, n)}{\sum_{m,n} i^2(m, n)} \tag{2.31}
\]

where

- \( FT\{W(m, n)\} = W(u, v) = \frac{1}{1 + (u^2 + v^2)/f_c^2} \)
- \( f_c = 5.56 \text{ cycles/degree} \)
- \( E_I(m, n) = I(m, n) - I_d(m, n) \)

The distortion factor \( F_2 \) adopts anisotropic contrast sensitivity and contrast masking. \( S_a(m, n) \) accounts for contrast sensitivity. In contrast to other methods \( 130 \), Miyahara et al. implemented the masking effect with a simple indicator function \( I_T(m, n) \) with a perceptual threshold \( T = 1 \).

\[
f_2(m, n) = I_T(m, n) [E_X(m, n) \ast S_a(m, n)]^2 \tag{2.32}
\]

\[
F_2 = \frac{\sum_{m,n} f_2(m, n)}{\sum_{m,n} i^2(m, n)} \tag{2.33}
\]
where \[ FT \{ S_a(m, n) \} = S_a(u, v) \] which is defined in Equation 2.27
\[ E_x(m, g) = X(m, n) - X_d(m, n) \]

Block disturbances factor \( F_3 \) is specifically designed for block based distortion, such as JPEG compression. The basic idea is to accumulate the discontinuities along the artificial block edges. This idea is also widely shared in many quality measurements for JPEG pictures \[ \{68,89,111,119,124\} \]. The error map in horizontal direction \( f_{3h}(m, n) \) is computed as:

\[
f_{3h}(m, n) = I_h(m, n) \triangle_h^2(m, n)
\]

where \( \triangle_h(m, n) = E_X(m, n) - E_X(m, n + 1) \)
\( I_h(m, n) \) is an indicator function where selects only those differences on the block boundaries by default \[ \{68,89\} \], since images of natural scenes rarely have periodic boundaries.

The distortion factor \( F_3 \) is defined as the combined block effect in horizontal and vertical direction.

\[
F_3 = \left[ \sum_{m,n} f_{3h}(m, n) + \sum_{m,n} f_{3v}(m, n) \right]^{1/2}
\]

The fourth distortion factor \( F_4 \) considers the distortion which disrupts strong local spatial correlation. The distortion map \( f_4(m, n) \) is computed as the average correlations of the block centering at \((m, n)\) with its neighbors.

\[
F_4 = \sum_{m,n} f_4(m, n)
\]

Miyahara et al. named the fifth distortion factor \( F_5 \) as errors in the vicinity of high contrast image transitions. The basic idea of \( F_5 \) is still based on the statement that the visibility of disturbance is reduced in active areas (texture-rich area). \( s_h \) and \( s_v \) are defined such that the pixel value changes within very small (2 pixels) distance exponentially affect the perception of differences.

\[
f_5(m, n) = |e_w(m, n)| \left[ s_h(m, n) + s_v(m, n) \right]
\]

\[
F_5 = \sum_{m,n} f_5(m, n)
\]

where \( s_h(m, n) = e^{-0.02|i(m,n-1)-i(m,n+1)|} \)
\( s_v(m, n) = e^{-0.02|i(m-1,n)-i(m+1,n)|} \)
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Picture Quality Scale (PQS) is quite different from other methods. Those methods usually follow the track of visual signal in human vision system, and simulate the subsequent response. Instead, PQS computes several distortion factors in a parallel way. Some distortion factors ($F_2$ and $F_5$) even correspond to the same vision feature. To pool all these distortion factors, Miyahara et al. used principle component analysis. The key idea is to divide the whole image into several slices (for instance $N$ slices), and compute the distortion vector $[F_1, ..., F_5]^T$ for each slice. Then principle component analysis is carried out to fuse the distortion factors by taking the first several eigenvalues of the correlation matrix.


Bradley [17] proposed a wavelet visible difference predictor in 1999. He might be the first that adopted multi-resolution analysis in quality assessment. His method has four stages. First, an image is decomposed into wavelet domain (Daubechies Biorthogonal 9/7 wavelet). The contrast sensitivity in each subband (specific orientation $\theta$ and frequency $f$) is calculated as the minimum noticeable threshold $y(\theta, f)$ in the spatial domain [131].

$$\log y(\theta, f) = \log 0.495 + 0.466[\log f - \log(0.401g_\theta)]^2$$

(2.39)

where

- $\theta$ LL, LH, HL or HH subband
- $g_\theta$ is 1.501, 1 and 0.534 for the LL, LH/HL and HH subbands

Bradley used a “worst case” formula that converts contrast sensitivity to the wavelet domain.

$$n_w(\theta, f) = \frac{y(\theta, f)}{i_\theta \times p_l^{2(l-1)}}$$

(2.40)

where

- $l$ wavelet decomposition level
- $i_\theta$ 0.6217, 0.6723 or 0.7271 for $\theta = LL, LH/HL$ or HH

The contrast masking, modeling signal content sensitivity, is the third stage. The threshold for masking at each specific position is given in Equation [2.41]. Similar to the DCTune method [27], the masking effect can be made more local by manipulating parameter $b(f)$. Bradley chose $b(f)$ to be 1.

$$T_c(\theta, f, i, j) = \max\{n_w(\theta, f), b(f) \times |w(i, j)|\}$$

(2.41)
where \( w(i,j) \) is wavelet coefficient.

Bradley extended contrast masking further to mutual masking. The basic idea of mutual masking is to consider the flat area due to over compression especially for highly textured area in the original image. Bradley suggested \( T_{em}(\theta,f,i,j) = \min\{T_e(\theta,f,i,j), T_e(\theta,f,i,j)\} \) as the masking threshold, where \( T_e(\theta,f,i,j) \) is the threshold for distorted (compressed) image.

Instead of pooling differences by Minkowski metric \([17,130]\), Bradley applied a detection probability for the difference at position \((i,j)\), first proposed by Daly \([30]\).

\[
P_b(\theta,f,i,j) = 1 - \exp(-|\frac{\Delta w(\theta,f,i,j)}{T_{em}(\theta,f,i,j)}|^{\beta})
\]

(2.42)

where

\( \Delta w(\theta,f,i,j) \) wavelet coefficient difference between the reference image and distorted image

\( \alpha, \beta \) decision threshold, \( \alpha = 4.0, \beta = 2.0 \) in \([30]\)

Detection probability is accumulated at position \((i,j)\) across different orientation \(\theta = \text{HL/LH} \) and HH. The impairment score \(D_{14}\) is the Minkowski sum of the detection probabilities \(P_d(f,i,j)\).

\[
P_d(f,i,j) = 1 - \prod_{\theta} [1 - P_b(\theta,f,i,j)]
\]

(2.43)

\[
D_{14} = \left[ \sum_{i,j} |P_d(i,j)|^{\beta} \right]^{1/\beta}
\]

(2.44)

Later, Lai et al. (2000) \([62]\) proposed a perceptual difference map based on the Haar wavelet. Their method implements a similar contrast sensitivity function as perceptual image fidelity \([110]\). Furthermore, Lai et al. also considered the interactions among channels. Lai stated that the visibility of a stimulus at certain frequency could be affected by the stimulus in adjacent frequency channels. One simple example is the blocking artifact propagating across frequencies. Hence Lai et al. modeled contrast sensitivity as a function of several frequencies. The errors between the reference and distorted image are computed point-to-point in the wavelet domain and pooled by the Minkowski metric.

Instead of simulating human visual reaction to distortions, Wang \[^{121,122,126}\] proposed a QA metric by modeling any image distortion as a combination of three components: *loss of correlation, contrast degradation*, and *luminance distortion*. Universal objective image quality is a simple mathematically defined quality index without any human vision system model explicitly employed. An image is treated as a random field, and each pixel value is a sample generated by this field. Fundamental statistics properties, such as mean and standard deviation, are defined as background luminance or texture activities.

\[
\text{loss of correlation: } \quad s(x, x_d) = \frac{\sigma_{xx_d}}{\sigma_x \sigma_{x_d}} \quad (2.45)
\]

\[
\text{luminance distortion: } \quad l(x, x_d) = \frac{2 \mu_x \mu_{x_d}}{\mu_x^2 + \mu_{x_d}^2} \quad (2.46)
\]

\[
\text{contrast distortion: } \quad c(x, x_d) = \frac{2 \sigma_x \sigma_{x_d}}{\sigma_x^2 + \sigma_{x_d}^2} \quad (2.47)
\]

where

- \(\mu_x, \mu_{x_d}\): mean luminance of the reference \(X\) and distorted image \(x_d\)
- \(\sigma_x, \sigma_{x_d}\): standard deviation of pixel value
- \(\sigma_{xx_d}\): luminance correlation between the reference \(x\) and distorted image \(X_d\)

Wang defined the image visual quality as the combination of \(s(x, x_d), l(x, x_d)\) and \(c(x, x_d)\) in Equation \(^{2.48}\)

\[
D_{15} = s(x, x_d)l(x, x_d)c(x, x_d) \quad (2.48)
\]

Later, Wang proposed a improved quality metric, structural similarity \[^{122}\] as shown in Equation \(^{2.52}\). The improved metric adds the constants \((c_1, c_2\) and \(c_3\)) to avoid instability. Wang also introduced the parameters \((\alpha, \beta\) and \(\gamma\)) to adjust the relative importance of the three components: contrast comparison, structure comparison and luminance change.

\[
\text{structure comparison: } \quad s(x, x_d) = \frac{\sigma_{xx_d} + c_1}{\sigma_x \sigma_{x_d} + c_1} \quad (2.49)
\]

\[
\text{luminance change: } \quad l(x, x_d) = \frac{2 \mu_x \mu_{x_d} + c_2}{\mu_x^2 + \mu_{x_d}^2 + c_2} \quad (2.50)
\]
contrast comparison: 

\[
c(x, x_d) = \frac{2\sigma_x \sigma_{x_d} + c_3}{\sigma_x^2 + \sigma_{x_d}^2 + c_3}
\] (2.51)

\[
D_{16} = [s(x, x_d)]^\alpha [l(x, x_d)]^\beta [c(x, x_d)]^\gamma
\] (2.52)

The structure similarity is defined on the entire image. In practice, an image is divided into several local windows, and the overall structure similarity \(\text{MSSIM}\) [129] is accumulated over local windows.


Visual information fidelity is a quality assessment approach based on information theory. Sheikh et al. [97] defined the human visual system as a typical additive noise channel. An image \(X\) is treated as a random signal and sent in at one end. The other end, the brain, receives the visual information \(Y\), which is defined in Equation 2.53.

\[
Y = X + V
\] (2.53)

where \(V\) is vision noise and obeys normal distribution with zero mean and \(\sigma_V^2\).

The mutual information between \(X\) and its perceptual image \(Y\) can be computed as:

\[
I(X; Y) = \log(1 + \frac{\sigma_X^2}{\sigma_Y^2})
\] (2.54)

In contrast to the existing methods, Sheikh et al. built a relationship with the reference \(x\) and distorted image \(x_d\) with a distortion model [58].

\[
X_d = kX + Z
\] (2.55)

where \(k\) is scalar and \(Z\) is Gaussian noise with zero mean and \(\sigma_Z^2\).

Based on the distortion model, the common information between \(X\) and the perceptual image \(Y_d\) of the distorted image \(X_d\) can be computed as:

\[
I(X; Y_d) = \log(1 + \frac{k^2\sigma_X^2}{\sigma_Z^2 + \sigma_V^2})
\] (2.56)
From Equation 2.56, it can be seen that as the scalar \( k \) decreases (blur effect) or noise \( Z \) increases (noise, compression effect or quantization noise), \( I(X; Y_d) \) is going to decrease. The visual information fidelity in each frequency band is defined as the ratio between the two mutual informations \( I(X; Y) \) and \( I(X; Y_d) \). The overall visual information fidelity can be computed as the ratio between two mutual information in all channels.

In the following section, several blind quality assessment methods are reviewed. All of them are specially designed for image with JPEG or JPEG2000 format.

13. No-reference JPEG image quality index (2004)\(^{124}\)

The traditional no-reference quality assessment for JPEG compression is based on block effect detection. Since JPEG standard uses 8x8 microblock, the discontinuity across the block boundary results in a grid structure. The grid structure (similar to 2-D impulse train) has a significant pattern in the frequency domain. The block effect can be evaluated by this pattern\(^ {16,68}\). Differently, Wang\(^ {124}\) proposed a quality prediction for JPEG compression by considering three different activities. First, a neighborhood difference image \( d_h(m, n) \) is computed in horizontal direction. The average difference at each block border (for JPEG block is \( 8 \times 8 \)) is computed as the discontinuity \( B_h \) at block border in horizontal direction.

\[
d_h(m, n) = X_d(m, n + 1) - X_d(m, n) \tag{2.57}
\]

\[
B_h = \frac{1}{M \times \lceil N/8 \rceil} \sum_{i=1}^{\lceil N/8 \rceil-1} |d_h(i, 8j)| \tag{2.58}
\]

The pixel activity is defined as:

\[
A_h = \frac{1}{7 \times \frac{8}{M(N-1)}} \sum_{m}^{M} \sum_{n}^{N-1} |d_h(m, n)| - B_h \tag{2.59}
\]

The binary zero-cross rate at \((m, n)\) is defined as:

\[
z_h(m, n) = \begin{cases} 
1, & \text{for } d_h(m, n - 1) \times d_h(m, n + 1) < 0 \\
0, & \text{else}
\end{cases} \tag{2.60}
\]

\[
z_h(m, n) = \begin{cases} 
1, & \text{for } d_h(m, n - 1) \times d_h(m, n + 1) < 0 \\
0, & \text{else}
\end{cases} \tag{2.61}
\]
The overall zero-crossing rate is computed as:

\[ Z_h = \frac{1}{M(N-2)} \sum_{m} \sum_{n} z_h(m,n) \] 

(2.62)

\( B_v, A_v \) and \( Z_v \) in the vertical direction can be computed similarly. The quality of an JPEG image can be predicted as a nonlinear combination of three activities in Equation 2.63. \( \alpha, \beta \) and \( \gamma \) are model parameters that are estimated with subjective data.

\[ D_{18} = \alpha + \beta B^\gamma A^\gamma Z^\gamma \] 

(2.63)

where

\[ B = (B_h + B_v)/2 \] 

(2.64)

\[ A = (A_h + A_v)/2 \] 

(2.65)

\[ Z = (Z_h + Z_v)/2 \] 

(2.66)

Several no-reference quality assessment methods \cite{67,68,138} have been proposed for JPEG compression. Wu and Yuen (1997) \cite{138} computed the difference along the block edges, and weighted the difference by local variance. The basic idea of Xin (2002) \cite{67} is to evaluate edge sharpness. While Liu and Bovick (2002) \cite{10,68} chose to count on the strong frequency pattern in frequency domain. Sazzad et al. (2008) \cite{53,92} were trying to extend Wang’s method to JPEG2000 compression.

14. **No-reference quality assessment for JPEG2000 using natural image statistics** (2005) \cite{96}

Sheikh et al. \cite{96} approached blind quality assessment for JPEG2000 by using the consistency of wavelet coefficients across different resolutions. Consider the hidden Markov tree model (HMT) proposed by Crouse et al. \cite{29}. The HMT model assigns each wavelet coefficient with two hidden state (large and small). For a child coefficient and its parent, there is a state pair assigned, which has four possible combinations \((ss, ll, ls, sl)\). Sheikh et al. stated that the probability of \( ss \) \((p(ss))\) gives the best indication of the quality loss. \( p(ss) \) can be estimated by using the wavelets secondary property \cite{18}. But \( p(ss) \) can not be directly used as the objective score. A quality feature in \( ith \) wavelet scale is defined as:

\[ q_i = K_i \left[ 1 - \exp \left( -\frac{p_i(ss) - u_i}{T_i} \right) \right] \] 

(2.67)
where
\[ q_i \] the transformed feature (predicted image quality) for the \( i \)th scale.
\[ K_i, T_i, u_i \] curve fitting parameters that are learned from the training data.

An image might represent different statistics on different scales, hence a weighted average of the transformed feature is used for quality prediction as shown below.

\[ D_{19} = \sum_i w_i \times q_i \] (2.68)

Sheikh et al. are the first to approach the blind quality assessment by using image statistics and achieve fairly consistent results with human judgements.

15. **No-reference JPEG2000 image quality index** (2008) \[90,91\]

Sazzad et al. \[90,91\] proposed a no-reference JPEG2000 quality assessment. In order to achieve good consistency with human judgments, the method extracts seven spatial features. The first feature \( S \) is the complexity of the texture. Instead of using the local standard deviation \( s \) of luminance, Sazzad et al. computed the local standard deviation \( S \) of \( s \). The second feature is the absolute difference measure \( A \) of a central pixel from the second closet neighborhood pixels. The edge information measure \( Z \) is defined in the above no-reference JPEG quality method (Equation 2.66). The next two features are defined as histogram measure in the horizontal direction. In order to evaluate the possible edge loss due to compression, Sazzad et al. used a Sobel filter to emphasize the edges. Let \( h_{f0}, h_{f1}, h_{f2} \) and \( h_0, h_1, h_2 \) be the value of histogram at 0, 1, 2 for the distorted (compressed) image and distorted image after Sobel filter. Sazzad et al. stated that the compression differs \( h_{f0}, h_{f1}, h_{f2} \) from \( h_0, h_1, h_2 \). Then two histogram features \( H_f \) and \( H \) are defined:

\[
H_f = \frac{h_{f0} + h_{f1} + h_{f2}}{3} \quad (2.69)
\]
\[
H = \frac{h_0 + h_1 + h_2}{3} \quad (2.70)
\]

Similarly, Sazzad et al. defined the other two histogram features \( V_f \) and \( V \) in the vertical direction. Finally, a highly nonlinear combination method is proposed as shown in Equation 2.71.

\[
C = \left[ \gamma_1 \log(S + 1) + \gamma_2 \log(A + 1) + \gamma_3 \log(Z + \gamma_4) \right] \times \left[ \gamma_5 \log(H_f + 1) + \gamma_6 \log(V_f + 1) + \gamma_7 \log(H + 1) + \gamma_8 \log(V + 1) + \gamma_9 \right] \quad (2.71)
\]
\[ D = \frac{4}{1 + e^{-1.0217(C-3)}} + 1 \] 

There are also few other blind quality assessment methods proposed \[21,22,52,111,119\]. Tong et al. \[111\] identified the edge distortion using principal component analysis. Holliman et al. (2002) \[52\] and Campisi et al. (2003) \[21,22\] evaluated image quality by estimating the damage to the embedded watermarks. Venkatesh et al. (2007) \[119\] addressed blind quality assessment problem using a GAP-RBF neural network. Up to now, very little literature on JPEG2000 compression has been successful. Within the few existing no-reference quality assessment methods, Sazzad’s method has the best consistency with the current subjective databases.

### 2.2.2 Quality Method Evaluation

Before we start to test the performance of the existing quality metrics, it is necessary to spend some time on the evaluation standards. For a database, there are usually several hundred test samples. To evaluate a quality metric, it is important to define the “similarity” between two sets of quality measures: the subjective quality scores and the objective (evaluated) quality scores. In this thesis, we use two metrics to measure the “similarity”: Spearman correlation.

The Spearman correlation is defined between two sets \{x_i\} and \{y_i\}. \( r_{x_i} \) and \( r_{y_i} \) are rankings for each \( x_i \) and \( y_i \) in their own sets. Then Spearman correlation is defined in Equation 2.73 where \( d_i = r_{x_i} - r_{y_i} \) and \( n \) is the number of values in each data set. Spearman correlation varies from -1 to 1. As for quality assessment, the larger absolute Spearman correlation value between the subjective quality and the objective quality is preferable.

\[
\rho = 1 - \frac{6 \sum d_i^2}{n(n^2 - 1)}
\]  

Furthermore Tourancheau \[113\] suggested that it is important to test the quality metric with different subjective databases in case the quality metric is over trained for certain database. Hence in this thesis, five different subjective databases are used during the validation of the quality metrics.
2.2.3 Summary of Existing Methods

From the review section, we notice that image quality assessment until now has three stages. At the beginning, people simply used the error/distance/dissimilarity metric for quality evaluation. These methods have been proved to be inconsistent with human judgments, even though some famous error metrics (MSE, PSNR) are still widely applied in image restoration and compression areas. Later, psychophysical evidence revealed some fundamental visual behaviors. People started to model human visual reactions and tried to build the connections between these reactions and image quality assessment. One representative method is the visual fidelity criterion by Mannos and Sakrison [72]. Mannos and Sakrison attempted to weight different aspects of the error signal according to their visibility, as determined by the contrast sensitivity. This approach was extended by many other researchers [17, 77, 130] by considering more human visual features. Recently, people no longer insisted on simulating visual behaviors. One reason might be the difficulties in modeling highly nonlinear and adaptive vision functions. Some simple linear/nonlinear models were proposed based on the observations of some common vision behaviors. For instance, the contrast masking effect on quality evaluation was modeled as a function of local intensity variance [122]. People also tended to use some classic signal analysis methods, such as principle component analysis [77, 79, 111].

In the first section of this chapter, we reviewed four human visual properties, which have great popularity among quality assessment methods. Almost all literature on quality assessment adopts one or more of them. Table 2.1 lists the popularity of these four features. The table also lists how these vision features are modeled. Function $f(x)$ computes the human visual response if the stimulus is $x$. $x$ can be pixel luminance value, transform coefficient or operation result. As shown in the table, most literature models the human visual features as nonlinear functions, i.e., the exponential, logarithmic or power function. For full-reference quality assessment, contrast sensitivity is adopted by over 60% of the quality metrics. This vision feature is incorporated in our method in Chapter 5.

In this section, five subjective databases are used to test the existing quality assessment methods. They are the LIVE [99], IVC [64], TOYAMA [55], Cornell A57 [25] and TID2008 [81] databases. Each database emphasizes different distortions. For instance, LIVE database contains five distortions: JPEG, JPEG2000, white noise, Gaussian blur and communication error. IVC, TOYAMA and Cornell A57 databases focus on compression distortion: JPEG and JPEG2000. TIC2008 database contains several noise distortions, such as additive noise in color components [81], impulse noise [81] and
<table>
<thead>
<tr>
<th>Vision Feature</th>
<th>Quality Assessment Method</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luminance Sensitivity</td>
<td>Method 8 [130]</td>
<td>( f(x) \sim x \times r^\alpha )</td>
</tr>
<tr>
<td></td>
<td>Method 9 [77]</td>
<td>( f(x) \sim x^\alpha )</td>
</tr>
<tr>
<td></td>
<td>Method 11 [121, 122]</td>
<td>( f(x) \sim \frac{x}{\sigma_x^2} )</td>
</tr>
<tr>
<td>Contrast Sensitivity</td>
<td>Method 7 [72]</td>
<td>( f(x) \sim \log(x) )</td>
</tr>
<tr>
<td></td>
<td>Method 8 [130]</td>
<td>( f(x) \sim \max{a, b} )</td>
</tr>
<tr>
<td></td>
<td>Method 9 [77]</td>
<td>( f(x) \sim e^{-x} )</td>
</tr>
<tr>
<td></td>
<td>Method 10 [17]</td>
<td>( f(x) \sim \log(x) )</td>
</tr>
<tr>
<td></td>
<td>Method 11 [121, 122]</td>
<td>( f(x) \sim \frac{1}{\sigma_x^2} )</td>
</tr>
<tr>
<td></td>
<td>Method 12 [97]</td>
<td>( f(x) \sim \log(x) )</td>
</tr>
<tr>
<td>Vision Channel</td>
<td>Method 7 [72]</td>
<td>Fourier Domain</td>
</tr>
<tr>
<td>Decomposition</td>
<td>Method 10 [17]</td>
<td>Fourier Domain</td>
</tr>
<tr>
<td></td>
<td>Method 12 [97]</td>
<td>Wavelet Domain</td>
</tr>
<tr>
<td>Masking</td>
<td>Method 8 [130]</td>
<td>( f(x) \sim \frac{x}{\sigma_x^2} )</td>
</tr>
<tr>
<td></td>
<td>Method 9 [77]</td>
<td>( f(x) \sim \frac{x}{\tau} )</td>
</tr>
<tr>
<td></td>
<td>Method 10 [17]</td>
<td>( f(x) \sim \exp(-x^\alpha) )</td>
</tr>
<tr>
<td></td>
<td>Method 11 [121, 122]</td>
<td>( f(x) \sim \frac{x}{\tau} )</td>
</tr>
</tbody>
</table>

Table 2.1: Human visual properties and modern quality assessment methods. Function \( f(x) \) computes the human visual response if the stimulus is \( x \). As shown in the table, most literature models the human vision features as nonlinear functions, i.e. the exponential, logarithmic or power functions.
Table 2.2: The details of the test samples

<table>
<thead>
<tr>
<th></th>
<th>JPEG</th>
<th>JPEG2000</th>
<th>Gaussian blur</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>White noise</td>
<td>274</td>
<td>Fastfading</td>
<td>Additive noise in color components</td>
<td>174</td>
</tr>
<tr>
<td>Spatially correlated noise</td>
<td>100</td>
<td>Masked noise</td>
<td>High frequency noise</td>
<td>100</td>
</tr>
<tr>
<td>Impulse noise</td>
<td>100</td>
<td>Quantization noise</td>
<td>Image denoising</td>
<td>100</td>
</tr>
<tr>
<td>JPEG transmission errors</td>
<td>100</td>
<td>JPEG2000 transmission errors</td>
<td>Non eccentricity pattern noise</td>
<td>100</td>
</tr>
<tr>
<td>Local block-wise distortion</td>
<td>100</td>
<td>Mean shift (intensity shift)</td>
<td>Contrast change</td>
<td>100</td>
</tr>
</tbody>
</table>

These five databases contain over three thousand test images, which cover eighteen types of distortions. Table 2.2 displays the number of test samples with different distortions. Around 1/3 test samples are JPEG and JPEG2000 pictures, which reflects the urge for quality assessment on compressed images.

The subjective databases were evaluated by different quality assessment methodologies. The LIVE [89], IVC [64] and TOYAMA [55] databases adopt DMOS method defined in ITU-R BT.500-10 [2], in which the quality assessment is achieved by pairwise comparison between a test image and its reference. The Cornell A57 [25] database uses a customized method: viewers were instructed to position the distorted images in such an order that the distance between each distorted image and the reference was linearly proportional to their subjective assessment of distortion. Then the subjective quality judgments are computed as a function of the distance. More details about assessment procedure of Cornell A57 database can be found in [25]. The TID2008 [81] database uses another subjective quality assessment method proposed by Ponomarenko et al. [81]. The assessment procedure has two stages. First, the pairwise comparisons between test images (not a test image and its reference) are conducted so that the test samples are ordered according to their visual quality. Second, the quantitative evaluation of image quality is determined according to the order obtained in the first stage. More details can be found in [81].

To test the existing quality assessment metrics, Spearman correlations between the subjective judgments and the objective quality scores by these methods are computed and listed in Table 2.2.3. From the test results, we notice that the modern
Table 2.3: The performance of the blind quality assessment metrics. The table lists the absolute value of Spearman correlation between the subjective judgments and objective scores by each method. If the value is close to 1, the method has consistent performance with human judgments.

<table>
<thead>
<tr>
<th>Quality Metric</th>
<th>JPEG2000</th>
<th>JPEG</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIVE</td>
<td>0.8621</td>
<td>0.9010</td>
</tr>
<tr>
<td>Toyama</td>
<td>0.7799</td>
<td>0.8942</td>
</tr>
<tr>
<td>IVC</td>
<td>0.8567</td>
<td>0.9333</td>
</tr>
<tr>
<td>TID2008</td>
<td>0.4933</td>
<td>0.9159</td>
</tr>
</tbody>
</table>

Some distortions, such as impulse noise in the Cornell A57 database, are just recently taken into consideration. The “old” methods are not able to evaluate these new distortions.

Different human visual features were modeled to evaluate image visual quality by many methods, as listed in Table 2.1. Some methods adopt more than one human visual feature. But which human visual feature dominates the assessment performance on certain distortion (i.e. JPEG or JPEG2000 distortion) is unknown. In the existing literature, people are more interested in which distortion can be well evaluated.

The existing blind quality methods are also tested in this section. Table 2.3 listed the performance of blind quality metrics over four subjective databases: the LIVE, TOYAMA, IVC and TID2008 databases. The problems with the existing blind quality assessment can be summarized as follows.

- For JPEG2000 distortion, all tested methods do not have stable performance on four subjective databases. Sheikh’s method has acceptable performance.
on the LIVE database but cannot deal with the TID2008 database. Sazzad’s method performs relatively better than Sheikh’s method, but does not properly evaluate the TOYAMA and IVC databases. Hence there is no method that can deal with the JPEG2000 distortion and maintain a stable performance. For the JPEG distortion, Sazzad’s method has good performance on the LIVE, TOYAMA and IVC databases, but is not compatible with the TID2008 database. Wang’s method has the excellent performance on the four databases, but there is still some room for the improvement.

- The strengths on full reference quality assessment were not utilized in the development of blind quality assessment metrics. Full reference quality assessment methods emphasize modeling the human visual reactions to image differences. But blind quality assessment metrics usually choose a highly adhoc strategy to interpolate the artificial effects caused by distortions.

- A blind quality metric usually extracts several features and combines the features by using complicated nonlinear formulas. The proper explanation of mapping is missed. For instance, Sazzad defined the visual quality score $D$ (Equation 2.75) as a exponential function of $C$, where $C$ is computed highly non-linearly as a combination of seven image features $S, S, A, Z, H_f, V_f, H$ and $V$. But Sazzad did not explain how Equation 2.74 was derived. Also a blind quality metric usually adopts several parameters (i.e. Sazzad method has over 10 parameters). In order to tune these parameters to achieve the best performance, a training procedure is involved, introducing the risk of over training to a specific group of images. The parameters are very dependent on the subjective database.

$$C = [\gamma_1 \log(S + 1) + \gamma_2 \log(A + 1) + \gamma_3 \log(Z + \gamma_4)]$$
$$\times [\gamma_5 \log(H_f + 1) + \gamma_6 \log(V_f + 1) + \gamma_7 \log(H + 1) + \gamma_8 \log(V + 1) + \gamma_9]$$
$$D = \frac{4}{1 + e^{-1.0217(C-3)}} + 1$$

- All blind quality assessment metrics are specially designed for images with JPEG format or JPEG2000 format. There is no general solution to evaluate the visual quality of an image with any type of distortion.

In this thesis, we propose an information concept which describes the amount of image information that can be perceived by a human observer. This concept yields an efficient solution to quality assessment. Our solution exhibits the following characteristics.
• Full reference quality assessment (Chapter 5)
  – Our solution has better compatibility to five subjective databases compared with the other existing methods.
  – The key points for the success of our solution are investigated.
  – Our solution provides a foundation to develop the blind quality assessment metrics.

• Blind quality assessment (Chapter 6)
  – Based on the success of our full reference quality method, several blind quality metrics are proposed for five common distortions, which are the JPEG, JPEG2000, white noise, Gaussian blur and fastfading distortions (communication error). The expression of blind quality metrics are directly developed from our full reference quality metric.
  – Our blind quality metrics only contain 2 or 3 parameters. These parameters are constant for different subjective databases. No training procedure is required.
  – Our blind quality metrics have excellent compatibility to different subjective databases and outperform the existing methods.

2.3 Summary

This chapter starts with a review of some aspects of human vision: luminance sensitivity, contrast sensitivity, vision channel decomposition and masking. In the second part of the chapter, 15 quality methods are reviewed in detail. We specify the human visual features applied in each method and summarize the quality methods in a family tree. According to the literature survey, contrast sensitivity is the most popular human visual feature and is usually modeled as exponential/logarithmic function. We summarize the main problems with the current quality assessment and point out the research direction for the remainder of the thesis.
<table>
<thead>
<tr>
<th></th>
<th>LIVE</th>
<th>TOYAMA</th>
<th>IVC</th>
<th>Cornell A57</th>
<th>TID2008</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute Error</td>
<td>0.8862</td>
<td>0.6751</td>
<td>0.6040</td>
<td>0.3824</td>
<td>0.2640</td>
</tr>
<tr>
<td>Mean Squared Error</td>
<td>0.8999</td>
<td>0.6825</td>
<td>0.6386</td>
<td>0.4844</td>
<td>0.5245</td>
</tr>
<tr>
<td>Maximum Error</td>
<td>0.9149</td>
<td>0.5654</td>
<td>0.6821</td>
<td>0.3824</td>
<td>0.3843</td>
</tr>
<tr>
<td>Moments of the Angles ($D_4$)</td>
<td>0.7518</td>
<td>0.2937</td>
<td>0.5357</td>
<td>-*</td>
<td>0.0056</td>
</tr>
<tr>
<td>Moments of the Angles ($D_5$)</td>
<td>0.8172</td>
<td>0.3832</td>
<td>0.5519</td>
<td>-*</td>
<td>0.0526</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.8935</td>
<td>0.6128</td>
<td>0.5944</td>
<td>0.4835</td>
<td>0.4787</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>0.8644</td>
<td>0.5122</td>
<td>0.5818</td>
<td>0.2434</td>
<td>0.4462</td>
</tr>
<tr>
<td>Entropy Correlation Coefficient</td>
<td>0.8867</td>
<td>0.5672</td>
<td>0.5780</td>
<td>0.1473</td>
<td>0.4059</td>
</tr>
<tr>
<td>Peak Signal Noise Ratio</td>
<td>0.8999</td>
<td>0.6825</td>
<td>0.6386</td>
<td>0.3113</td>
<td>0.5245</td>
</tr>
<tr>
<td>Visual Fidelity Criterion</td>
<td>0.9106</td>
<td>0.5938</td>
<td>0.5972</td>
<td>0.4888</td>
<td>0.5402</td>
</tr>
<tr>
<td>DCTune</td>
<td>0.8584</td>
<td>0.6117</td>
<td>0.8119</td>
<td>0.2616</td>
<td>0.4374</td>
</tr>
<tr>
<td>Picture Quality Scale</td>
<td>0.9338</td>
<td>0.6650</td>
<td>0.8552</td>
<td>0.0671</td>
<td>0.4252</td>
</tr>
<tr>
<td>Visible Difference Predictor</td>
<td>0.9178</td>
<td>0.6916</td>
<td>0.6801</td>
<td>0.2110</td>
<td>0.6784</td>
</tr>
<tr>
<td>Visual Signal Noise Ratio</td>
<td>0.6568</td>
<td>0.7635</td>
<td>0.8418</td>
<td>0.9339</td>
<td>0.7118</td>
</tr>
<tr>
<td>Structural Similarity</td>
<td>0.9440</td>
<td>0.7885</td>
<td>0.9162</td>
<td>0.8077</td>
<td>0.7642</td>
</tr>
<tr>
<td>Multi-scale structural Similarity</td>
<td>0.9444</td>
<td>0.7705</td>
<td>0.9043</td>
<td>0.6500</td>
<td>0.8527</td>
</tr>
<tr>
<td>Visual Information Fidelity</td>
<td>0.9695</td>
<td>0.7924</td>
<td>0.9274</td>
<td>0.6224</td>
<td>0.7490</td>
</tr>
</tbody>
</table>

Table 2.4: The performance of existing QA methods. The table lists the absolute value of the Spearman correlation between the subjective judgments and the objective evaluations by the listed methods. The method with the larger Spearman correlation is preferable. The modern quality metrics are listed in the shaded area. *Test samples in Cornell A57 database are all gray level images. Moments of the angles metrics ($D_4$, $D_5$) can only work on colorful images.
Chapter 3

Image Statistics

This chapter begins with a brief review on the wavelet transform and image statistical modeling in the wavelet domain. The primary purpose of this chapter is to introduce the notation and to provide a suitable background for the establishment of our information theoretic framework for image quality assessment.

3.1 Wavelet Transforms

Wavelet analysis was proposed based on the work of Joseph Fourier in the nineteenth century. Fourier presented the foundations of the theory of frequency analysis, in which signals are represented in the space constructed by sinusoidal bases. Fourier analysis has been proven to be tremendously powerful [107]. However, researchers became more and more interested in the representation of signals in a new domain. This new domain is constructed by non-sinusoidal bases which may have compact support. The first non-sinusoidal base with compact support is the Haar wavelet base proposed by Alfred Haar [58] in 1909. In the late nineteen-eighties, Daubechies [32], Mallat [70] and Meyer [75] further explored and applied the ideas of wavelet transforms to address signal analysis. There are two types of the wavelet transforms popular in signal analysis. One is the orthogonal wavelet [70]. The bases of such wavelets are orthogonal. But orthogonal wavelets are not popular in image precessing, because most orthogonal wavelet bases are not symmetrical except for the Haar wavelet [72]. It is well known in the subband filtering community that symmetry and exact reconstruction are incompatible (except for the Haar wavelet) if the same FIR filters are used for reconstruction and decomposition. The other is the biorthogonal wavelet [70], which uses two different wavelet bases for analysis and synthesis. One important difference be-
Table 3.1: The list of the tested wavelets. 38 wavelets are applied to our solution in Chapter 5 to determine the impact of different wavelets on quality assessment performance. The table lists some examples.

<table>
<thead>
<tr>
<th>Orthogonal wavelet</th>
<th>Biorthogonal wavelet</th>
</tr>
</thead>
<tbody>
<tr>
<td>db1</td>
<td>bior1.1</td>
</tr>
<tr>
<td>db2</td>
<td>bior2.4</td>
</tr>
<tr>
<td>db3</td>
<td>bior3.7</td>
</tr>
</tbody>
</table>

The list of the tested wavelets. 38 wavelets are applied to our solution in Chapter 5 to determine the impact of different wavelets on quality assessment performance. The table lists some examples.

In Chapter 5, 38 wavelets are applied to our solution in order to determine the impact of various wavelet bases on the quality assessment performance. The tested wavelets include orthogonal, biorthogonal wavelets and the steerable pyramid. Table 3.1 lists a few of them. In the first column of the table, three Daubechies compactly supported wavelets \(^{(70)}\) (db1, db2 and db3) are listed in the form of “db\(N\)”. The number \(N\) (1, 2 or 3) after “db” indicates the vanishing moments \(^{(70)}\) of the wavelet. Theoretically, for a wavelet with large vanishing moments, the wavelet coefficients will tend to be zero in the smooth regions of the signal where it is well represented by its Taylor series. In fact, the experimental research \(^{(19)}\) suggests that the number of vanishing moments required depends heavily on the application. In the second column of the table, three biorthogonal wavelets(bior1.1, bior2.4 and bior3.7) are listed in the form of “bior\(M\).\(N\)”. \(M\) and \(N\) indicates the vanishing moments of wavelet bases for analysis and synthesis. The benefit of the steerable pyramid is that it is translation-invariance (i.e. the subbands are aliasing-free) and rotation-invariant (i.e. the subbands are steerable) other than orientation selectivity in 6 directions.

### 3.2 Image Statistics in Wavelet Domain

The goal of our research is to evaluate the visual quality based on the amount of image information that can be perceived by human beings. To measure the information, the first step is to statistically describe images. This section reviews three statistical
models that have been widely used in wavelet analysis.

1. **Simple Gaussian Model**

The simple Gaussian model assumes that wavelet coefficients in one subband obey the normal distortion and is independent of the other subbands.

\[
f(\omega_i) = \frac{1}{\sqrt{2\pi}\sigma_{\omega_i}} e^{-\frac{(\omega_i - \mu_{\omega_i})^2}{2\sigma_{\omega_i}^2}}
\]

\[
f(\omega_i, \omega_j) = f(\omega_i)f(\omega_j)
\]

where
- \(\omega_i\) the coefficient in the \(i\)th scale
- \(\mu_{\omega_i}, \sigma_{\omega_i}^2\) the mean and variance of the \(i\)th scale

Instead of sticking to a Gaussian assumption, researchers developed marginal or joint statistical models to describe the non-Gaussianity statistics. It is known that the marginal/joint distribution of coefficients under multi-resolution framework is non-Gaussian, as shown in Figure 3.1. Based on this observation, many statistical models [29, 26, 39–41, 82–85] are proposed, which are well summarized by Azimifar in [10]. Among the existing models, the following two models are representative and depict the image statistics in two different strategies. Crouse et al. [29] proposed a model to describe the intra-scale marginal statistics and also put the emphasis on the inter-scale dependencies, while Portilla et al. [82–85] focused on the intra-scale joint statistics. In this thesis, the inter-scale statistics are considered within the same direction. If not specified, the inter-scale or intra-scale statistics are only considered in the horizontal direction.

2. **Hidden Markov Tree** [29]

Wavelet coefficients can be represented by a hidden Markov tree which has the following two properties.

a. **Intra-scale statistics**: Each wavelet coefficient \(w_i\) at Scale \(i\) is modeled as being in one of two states \(\theta_i\): “large(\(\ell\))”, corresponding to a wavelet component containing significant contributions of signal energy, or “small(s)”, representing coefficients with little energy. The long-tailed distribution in the \(i\)th scale can be described by a
Figure 3.1: Non-Gaussianity image statistics under the db1 wavelet framework. Figure (a) plots the marginal distribution of the wavelet coefficients. The pink line indicates the distribution modeled by a Gaussian mixture model. The green line indicates the distribution modeled by a simple Gaussian model. Figure (b) displays the actual 2-D distribution of a child coefficient and its parent. Figure (c) displays the joint Gaussian distribution with the same covariance matrix as Figure (b). Figure (d) displays the joint statistics of a coefficient and its neighbor coefficient (the one on its left). Figure (e) displays the joint Gaussian distribution with the same covariance matrix as Figure (d).
two-state, zero-mean mixture model.

\[ f(w_i) = p(\theta_i = s)g(w_i; 0, \sigma_{w_i}^2) + p(\theta_i = \ell)g(w_i; 0, \sigma_{w_i}^2) \quad (3.3) \]

with \( p(\theta_i = s) + p(\theta_i = \ell) = 1 \),

\[ g(x; \mu, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma}}e^{-\frac{(x-\mu)^2}{2\sigma^2}} \]

b. Inter-scale statistics: A state transition matrix is defined as the state-to-state link between a child in the \( i \)th scale and its parent in the \( i + 1 \)th scale.

\[ p(\theta_i|\theta_{i+1}) = \begin{bmatrix} p(s|s) & p(s|\ell) \\ p(\ell|s) & p(\ell|\ell) \end{bmatrix} \quad (3.4) \]

In the HMT model, the conditional independence property is assumed in Equation 3.5. In words, \( \omega_i \) in the \( i \)th scale is conditionally independent of all other \( \omega_j \) (\( i \neq j \)) given its state \( \theta_i \). It means that \( f(\omega|\theta) \) is joint Gaussian. The probability density of \( \omega \) is given in Equation 3.6.

\[ f(\omega|\theta) = \prod_i f(\omega_i|\theta_i) \quad (3.5) \]

\[ f(\omega) = \sum_{\theta} f(\omega, \theta) = \sum_{\theta} f(\omega|\theta)f(\theta) \quad (3.6) \]

There are several improved versions of the HMT model \[39\]-\[41\]. The improved hidden Markov tree model \[40\] captures the additional correlations between two adjacent scales: inter-scale statistics are not only limited to a coefficient and its parent, but also the inter-scale coefficient around its parent. The hidden Markov model-three subbands model \[41\] simulates the joint statistics across different directions (horizontal, vertical and diagonal direction).

3. **Gaussian Scale Mixtures** \[84\]

The Gaussian scale mixture (GSM) model describes the joint distribution of wavelet coefficients in a defined neighborhood as:

\[ f(w_i) = \sum_j p(z_j)g(w_i; 0, z_j \Sigma_{w_i}) \quad (3.7) \]
where
\[ w_i \] the vector formed by the coefficients in the defined neighborhood, such as \( 3 \times 3 \) window.
\[ z_j \] the hidden state, which is logarithmically sampled across a wide range.

The basic version of the GSM model only considers the intra-scale statistics by limiting the defined neighborhood within a scale. Also, the GSM model is able to describe the inter-scale statistics by defining a \( 3 \times 3 + 1 \) neighborhood. The extra coefficient is the parent coefficient in the coarse scale, as shown in Figure 3.2. For different hidden states, the corresponding covariance matrix \( z_j \Sigma_{w_i} \) only varies in magnitude. It means that the GSM model describes the non-Gaussianity statistics in one specific direction.

There are other improved GSM models that consider orientation adaption \[ 51 \], space variance \[ 48 \].

Figure 3.3 summarizes the characteristics of the HMT and GSM models. Figure 3.3(a) illustrates that the HMT model describes image statistics across the whole tree (black nodes on the tree). The dashed lines indicate the hidden state dependency (transfer matrix) between a parent coefficient and its children. Figure 3.3(b) shows that the GSM model emphasizes the intra-scale statistics. The dashed circle means the joint statistics within a certain scale. In the last section of Chapter 4, these three statistical models are used to capture image statistics and compute the visual information that can be perceived by human beings.

### 3.3 Image Energy Model

There is another type of image model which describes the image energy spectra in the Fourier domain or the wavelet domain. Field \[ 42 \] found that the energy spectra of natural images are quite characteristic and are quite different from that of white
noise. They show the greatest amplitude at low frequencies and decreasing amplitude as the frequency increases. The amplitude falls off quickly by a factor of roughly $1/f$. This $1/f$ behavior fall off energy spectrum was also found in the wavelet domain by Wornell [134–136].

In this section, we propose two simple models to describe the relationship among the energy in different scales.

**Definition 3.3.1** The energy $\mathcal{E}_i$ in the $i$th scale is defined as the wavelet coefficient variance.

600 natural images with excellent quality were decomposed with the db2 wavelet and the energy in the first two scales were computed. Figure 3.4 displays the energy of the first two scales in log-log coordinates. The test results illustrate the strong dependency between the energy in the first two scales. If the energy $\mathcal{E}_i$ in the $i$th scale is treated as a random variable, the linear correlation between two random variables $\log \mathcal{E}_i$ and $\log \mathcal{E}_{i+1}$ can be computed according to Equation 3.8, which is called the linear correlation of the energy or the energy correlation. For the first two adjacent scales, the energy correlations are 0.9694, 0.9718 and 0.9686 for the horizontal, vertical and diagonal directions.

$$
\rho_{\log \mathcal{E}_i, \log \mathcal{E}_{i+1}} = \frac{\text{cov} (\log \mathcal{E}_i, \log \mathcal{E}_{i+1})}{\sigma_{\log \mathcal{E}_i} \sigma_{\log \mathcal{E}_{i+1}}} \quad (3.8)
$$
Table 3.2: The linear correlation of the energy in different subbands. The test results indicate that the energy correlation is strongest between two adjacent scales in the same direction. Also there are notable correlations between non-adjacent scales (such as 1H and 3H) in the same direction. The correlation decreases greatly when two subbands belong to different directions (such as 1H and 1D).
Figure 3.4: 2-D histogram of coefficient energy in two adjacent scales. 2-D histogram is generated by over 600 natural pictures. The multi-resolution framework is the db2 wavelet. The linear correlations of energy in two adjacent scales are 0.9694, 0.9718 and 0.9686 in the horizontal, vertical and diagonal directions.

Now the experiments are extended to all subbands under the db2 wavelet framework. The linear correlations between the energy of different subbands are computed and listed in Table 3.3. The test results indicate that the linear correlation of the energy is strongest between the two adjacent scales in the same direction. Also there are notable correlations between non-adjacent scales (such as 1H and 3H) in the same direction. The correlation decreases greatly when two subbands belong to different directions (such as 1H and 1D).

**Definition 3.3.2** Based on the strong correlation among the energy of different scales in the same direction, the energy in the ith scale can be estimated with the energy in the higher scale, as shown Equation 3.9, where $\beta_i$ is a constant and $\alpha_i$ is a constant.
vector for the \( i \)th scale. This method is called the \textbf{energy consistency model}.

\[
\log \hat{E}_i = \left[ \log E_{i+1} \log E_{i+2} \ldots \right] \begin{bmatrix} \alpha_{i1} \\ \alpha_{i2} \\ \vdots \end{bmatrix} + \beta_i \tag{3.9}
\]

The parameters \((\alpha_i \text{ and } \beta_i)\) estimation is the classic linear least squares problem \cite{63}, as shown in Equation 3.10. 600 natural images are used to estimated \(\alpha_i\) and \(\beta_i\). Let us denote the energy in the \( i \)th scale for the \( j \)th image as \(E_{i,j}\). \(\hat{\alpha}_i, \hat{\beta}_i\) can estimated as follows \cite{63}.

\[
\hat{\alpha}_i, \hat{\beta}_i = \arg \min_{\alpha_i, \beta_i} || Y_i - E_i \begin{bmatrix} \alpha_i \\ \beta_i \end{bmatrix} ||^2 \tag{3.10}
\]

where

\[
E_i = \begin{pmatrix} \log E_{i+1,1} & \log E_{i+1,2} & \ldots & \log E_{i+1,M} & 1 \\ \log E_{i+2,1} & \log E_{i+2,2} & \ldots & \log E_{i+2,M} & 1 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ \log E_{i+600,1} & \log E_{i+600,2} & \ldots & \log E_{i+600,M} & 1 \end{pmatrix}, \quad Y_i = \begin{bmatrix} \log E_{i,1} \\ \log E_{i,2} \\ \vdots \\ \log E_{i,600} \end{bmatrix}
\]

and \(||.||\) is the magnitude of the vector.

Basically the energy consistency model implies that the energy at the high frequency can be estimated the energy at the low frequency. One application of this energy consistency model is to estimate the distortion energy in each scale if only the distorted image is accessible. If the distortion barely changes images at the low frequency but disturbs the image at the high frequency greatly, the energy of the original image at the high frequency can be estimated with the energy consistency model and the distortion in the high frequency may be derived. This idea provides a solution for blind quality assessment since the distortion energy at the high frequency has strong connection with the visual quality of an image, which will be revealed in Chapter 6.

In the following session, we will discuss the estimation of the distortion energy. First let us take a look at a common distortion: white noise distortion. Suppose white noise \(D\) with variance \(\sigma_D^2\) is applied to a natural image as Equation 3.11. Let \(E_i\) and \(E_{di}\) donate the energy of the \( i \)th scale in the original image \(X\) and the distorted image \(X_d\) respectively. Under the orthogonal wavelet framework, the noise in each scale is still white noise \(g(0, \sigma_D^2)\) and independent of the image \cite{70}. Hence the relationship between
\( \mathcal{E}_i \) and \( \mathcal{E}_{di} \) can be written in Equation 3.12.

\[
\begin{align*}
X_d &= X + D \\
\mathcal{E}_{di} &= \mathcal{E}_i + \sigma_D^2
\end{align*}
\] (3.11) (3.12)

Figure 3.5 displays the energy in each scale and the corresponding images in the spatial domain. Although the white noise variance in every scale is the same, it affects images less and less as the scale level increases. For instance, the energy of the noisy images in the high scales (the 4th and 5th scales) are almost the same as the original image as shown in Figure 3.5(d). Hence the energy in the 4th and 5th scales of the noisy image can be taken as the energy in the original image. According to the energy consistency model, \( \log \hat{\mathcal{E}}_3 \) in the 3th scale can be estimated by Equation 3.13, where \( \log \hat{\mathcal{E}}_5 \simeq \log \mathcal{E}_{d5} \) and \( \log \mathcal{E}_4 \simeq \log \hat{\mathcal{E}}_{d4} \). Similarly, the energy in the \( i \)th scale can be estimated by the \( i + 1 \)th, \( i + 2 \)th, ... scales as shown in Equation 3.14.

\[
\log \hat{\mathcal{E}}_3 = \begin{bmatrix} \log \hat{\mathcal{E}}_4 & \log \hat{\mathcal{E}}_5 \\ \hat{\alpha}_3 & 1 \\ \hat{\beta}_3 \end{bmatrix} \begin{bmatrix} \hat{\alpha}_3 \\ \hat{\alpha}_3 \\ \hat{\alpha}_3 \\ \hat{\beta}_3 \end{bmatrix}
\] (3.13)

\[
\log \hat{\mathcal{E}}_i = \begin{bmatrix} \log \hat{\mathcal{E}}_{i+1} & \log \hat{\mathcal{E}}_{i+2} & \ldots & 1 \\ \hat{\alpha}_{i+1} & \hat{\alpha}_{i+2} & \ldots & \hat{\beta}_i \end{bmatrix}
\] (3.14)

Hence the noise variance in each subband can be estimated Equation 3.15.

\[
\hat{\sigma}_D^2 = \begin{cases} 
\mathcal{E}_{di} - e^{\log \mathcal{E}_i} & \text{if } \mathcal{E}_d > e^{\log \mathcal{E}_i} \\
0 & \text{else}
\end{cases}
\] (3.15)

If more white noise is applied, the energy at the low frequency of the noisy image might be much larger than the energy in the original image. Then it will be improper to use the approximation. According to the subjective quality evaluation results provided by the LIVE database [99], the examples in Figure 3.5(b) and 3.5(d) have the visual quality score of 35.15 (“fair quality” [99]) and 46.24 (“poor quality” [99]). If more noise is applied, then the visual quality will be worse than “poor quality”. It is less meaningful for people to evaluate the images with bad quality. Hence, the energy in the high scales of the noisy image can be approximately taken as the energy in the original image, if the visual quality is acceptable.
Figure 3.5: The energy in each scale. The images are provided by the LIVE database [99]. Figure (a) shows the original image in 8-bit gray scale. Figure (b) and (d) are generated by adding white noise. PSNR are 20dB and 13.9dB respectively. The figures in the right column display the energy of the noisy images in the db2 wavelet domain compared with the original image. ○ indicates the energy $E_i$ in the original image, and ■ indicate the energy in the noisy image $E_{di}$. 
Table 3.3: The white noise variance estimation using the energy consistency model. The noisy images are provided by the LIVE database [99]. The variance of the white noise varies from 0 to 0.20, while the maximum pixel value of the original images is 1.0. The white noise variance is derived by the estimated variance in the first three scales in three directions. “1H” means the first scale in the horizontal direction. The table lists the mean squared error between the true variances and the estimation results. The least error in each variance zone is listed in bold.

<table>
<thead>
<tr>
<th>White noise variance $\sigma^2_D$</th>
<th>[0, 0.05)</th>
<th>[0.05, 0.1)</th>
<th>[0.1, 0.2]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1H</td>
<td>3.841e-3</td>
<td>8.114e-3</td>
<td>1.646e-2</td>
</tr>
<tr>
<td>1V</td>
<td>3.575e-3</td>
<td>8.460e-3</td>
<td>1.628e-2</td>
</tr>
<tr>
<td>1D</td>
<td>6.297e-3</td>
<td>1.204e-2</td>
<td>1.945e-2</td>
</tr>
<tr>
<td>2H</td>
<td>2.326e-2</td>
<td>9.162e-3</td>
<td>1.278e-2</td>
</tr>
<tr>
<td>2V</td>
<td>2.172e-2</td>
<td>1.244e-2</td>
<td>1.135e-2</td>
</tr>
<tr>
<td>2D</td>
<td>4.912e-3</td>
<td>8.184e-3</td>
<td>1.644e-2</td>
</tr>
<tr>
<td>3H</td>
<td>2.076e-2</td>
<td>1.091e-2</td>
<td>1.309e-2</td>
</tr>
<tr>
<td>3V</td>
<td>2.102e-2</td>
<td>1.234e-2</td>
<td>1.353e-2</td>
</tr>
<tr>
<td>3D</td>
<td>2.098e-2</td>
<td>1.067e-2</td>
<td>1.402e-2</td>
</tr>
</tbody>
</table>

In theory, the white noise variance can be estimated with any wavelet scale, i.e. $\hat{\sigma}^2_D = \mathcal{E}_{d_1} - e^{\log \hat{\mathcal{E}}_1}, \mathcal{E}_{d_2} - e^{\log \hat{\mathcal{E}}_2}$. Table 3.3 lists the noise variance estimation using different scale. In the experiment, the noisy images are provided by the LIVE database [99]. 174 noisy images were generated by adding the white noise to 29 natural images. The variance of the white noise varies from 0 to 0.20, while the maximum pixel value of the original image is 1.0. Our method is tested under three noise variance zones: $\sigma^2_D \in [0, 0.05], \sigma^2_D \in [0.05, 0.1)$ and $\sigma^2_D \in [0.1, 0.2]$. Each noisy image is decomposed by the db2 wavelet into 5 scales in three directions. The white noise variance is derived with the estimated energy in the first three scales in three directions, such as the first scale in the horizontal direction (“1H”). The test results in Table 3.3 show that the noise variance estimation using the first scale has the best performance for small noise variance. To estimate the large white noise variance, using the higher scale provides better performance (less estimation error). We also compare our white noise variance estimation method with other existing methods: the classic noise variance estimation method by Donoho and Johnstone [36] and the color information based noise estimation method by Staelin and Nachlieli [106]. Table 3.4 lists the mean squared error between the true variance and the estimation results. Our method uses the first scale in the horizontal direction. Compared with the other two existing methods, our method has
Table 3.4: The performance of white noise variance estimation. The noisy images are provided by the LIVE database \[99\]. The variance of the white noise varies from 0 to 0.20, while the maximum pixel value of the original images is 1.0. Each method is tested under three noise variance zones. The table lists the mean squared error between the true variances and the estimation results. The least error in each variance zone is listed in bold.

<table>
<thead>
<tr>
<th>White noise variance $\sigma_D^2$</th>
<th>[0, 0.05)</th>
<th>[0.05, 0.1)</th>
<th>[0.1, 0.2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our method [36]</td>
<td>3.841e-3</td>
<td>8.114e-3</td>
<td>1.646e-2</td>
</tr>
<tr>
<td>Donoho and Johnstone’s method [36]</td>
<td>1.434e-3</td>
<td>8.422e-3</td>
<td>2.870e-2</td>
</tr>
<tr>
<td>Staelin and Nachlieli’s method [106]</td>
<td>6.031e-3</td>
<td>2.619e-2</td>
<td>3.679e-2</td>
</tr>
</tbody>
</table>

The best performance when $\sigma_D^2 \in [0.05, 0.2]$ (medium noise). Staelin and Nachlieli’s method \[106\] outperforms the others when $\sigma_D^2 \in [0, 0.05]$ (small noise).

The energy consistency model can also be applied to estimate Gaussian blur distortion variance. In Chapter 6, it is revealed that the visual quality of an image with the Gaussian blur has strong connection to the distortion variance at the high frequency. The Gaussian blur can be modeled in the wavelet domain by Equation 3.16 \[97\], where $X_i$ is the original wavelet coefficient in the $i$th subband and $X_{di}$ is the wavelet coefficient of the distorted (blurred) image. The parameter $k$ controls the degree of blur. Since the Gaussian blur has a low pass filter behavior, it affects wavelet coefficients less and less as the scale level increases.

$$X_{di} = kX_i$$ (3.16)

Let $D_i$ donate the difference between the original image $X_i$ and the distorted image $X_{di}$ in the $i$th scale. With the energy consistency model, the estimation of the blur distortion variance $\sigma_{D_i}^2$ in the high frequency is feasible as shown in Equation 3.21.

$$\begin{align*}
\sigma_{D_i}^2 &= E|X_i - X_{di}|^2 = E|X_i - kX_i|^2 \\
&= (1 - k)^2 E|X_i|^2 \\
&= (1 - k)^2 \sigma_{X_i}^2 \\
&= (1 - k)^2 \mathcal{E}_i
\end{align*}$$ (3.17) (3.18) (3.19) (3.20)
\[ \hat{\sigma}_{D_i}^2 = (1 - \hat{k})^2 \hat{\mathcal{E}}_i \]  

\[ \hat{k}^2 = \frac{\sigma_{\hat{X}_{di}}^2}{\sigma_{X_i}^2} = \frac{\mathcal{E}_{\hat{X}_{di}}}{\mathcal{E}_{X_i}} \]  

Equation 3.19 comes from the assumption that the wavelet coefficient in a subband has zero mean \[\sigma\]. Since the energy of a subband is defined as the coefficient variance, \(\sigma_{X_i}^2\) is substituted by \(\mathcal{E}_i\) in Equation 3.20.

The energy consistency model considers the energy of coefficients over the entire subband. This model is the foundation for an approach to blind quality assessment, especially for distortions that have great impact on the image energy spectra, such as white noise or Gaussian blur. But this model has some limitation. It is not suitable to evaluate fastfading distortion, which is a common distortion when the communication is interfered. An image with the fast fading distortion is shown in Figure 6.16. Figure 3.6(a) displays the first and second scale in the horizontal direction of the distorted image (with fastfading distortion). Figure 3.6(b) displays the first and second scale in the horizontal direction of the reference image (the original image). Figure 3.6(c) and Figure 3.6(d) display the distorted image and the reference image in the spatial domain. It is clear that fastfading distortion causes the wavelet coefficients in the first scale to be circularly shifted. But the circular shift does not change the energy in the first scale. It means that using the energy consistency model will not be helpful to estimate the distortion in the first scale. We notice that fastfading distortion undermines on the wavelet second property \[\sigma\]: large/small coefficients tend to have large/small children. In the rest part of this chapter, we propose the local energy consistency model in order to capture the distortion on the wavelet second property.

**Definition 3.3.3** Local energy \(\mathcal{E}_i(m_i, n_i)\) in the \(i\)th scale is defined by Equation 3.23.

\[
\mathcal{E}_i(m_i, n_i) = \frac{\sum_{(p,q)\in\mathcal{N}} [X_i(p,q) - \mu_{m_i,n_i}]^2}{M \times N}
\]  

where \(X_i(p,q)\) is the coefficient in the \(i\)th scale at \((p,q)\). \(\mathcal{N}\) is the defined neighborhood, such as a \(3 \times 3\) window. \(M\) and \(N\) are the width and height of the defined neighborhood \(\mathcal{N}\). \(\mu_{m_i,n_i}\) is the average within the neighborhood \(\mathcal{N}\).

The correlation between the local energy in two adjacent scales is tested in the fol-
Figure 3.6: The image with fastfading distortion and its representation in the db2 wavelet domain. Figure (a) displays the first and second scale in the horizontal direction of the distorted image (with fastfading distortion). Figure (b) displays the first and second scale in the horizontal direction of the reference image (the original image). Figure 3.6(c) and Figure 3.6(d) display the distorted image and the reference image in the spatial domain. It is clear that fastfading distortion causes the wavelet coefficients in the first scale to be circularly shifted.
Following experiment. 50 natural images with the medium size\footnote{Image size varies from $480 \times 625$ to $512 \times 768$.} were involved in the experiment. The details are listed as follows.

1. Define the neighborhood in the parent scale. The neighborhood can be defined as a square area with side $L$, as shown in Figure 3.7.

2. Divide the parent scale, i.e. the $i+1$th scale in the horizontal direction, into non-overlapped neighborhoods centered at $(m_{i+1}, n_{i+1})$, i.e. $(L/2 + pL, L/2 + qL)$, where $p$ and $q$ are natural numbers.

3. Define the neighborhood in the child scale, i.e. the $i$th scale in the horizontal direction. The neighborhood is defined as a square area with side $2L$.

4. Divide the child scale into non-overlapped neighborhoods, with the centers at $(m_i, n_i)$, i.e. $(L + 2pL, L + 2qL)$, where $p$ and $q$ are natural numbers. Such arrangement will make sure that each neighborhood in the parent scale has a corresponding neighborhood in the child scale.

5. Compute local energy $E_{i+1}(m_{i+1}, n_{i+1})$ and $E_i(m_i, n_i)$ by Equation 3.23.

6. Compute the linear correlation between the local energy in the parent scale and its child scale. If the local energy $E_i(m_i, n_i)$ is treated as a random variable, the linear correlation of the local energy is defined in Equation 3.24, which is also called the local energy correlation.

$$
\rho_{\log E_i(m_i, n_i), \log E_{i+1}(m_{i+1}, n_{i+1})} = \frac{\text{cov}(\log E_i(m_i, n_i), \log E_{i+1}(m_{i+1}, n_{i+1}))}{\sigma_{\log E_i(m_i, n_i)} \sigma_{\log E_{i+1}(m_{i+1}, n_{i+1})}}
$$

\footnote{Image size varies from $480 \times 625$ to $512 \times 768$.}
7. Choose the size of the neighborhood in the parent scale from $3 \times 3$ to $9 \times 9$.

Table 3.5 shows the experiment results: the linear correlation between the local energy in the $i$th and $i+1$th scales. We notice that local energy has strong correlation between scales, and this behavior is stronger when the neighborhood size increases. Figure 3.8 displays the two-dimensional histogram of the local energy in the log-log coordinates under the db97 wavelet. The histogram verifies the wavelet secondary property: the local energy at $(m_i, n_i)$ in the fine scale tends to be large/small when the local energy at the corresponding location $(m_{i+1}, n_{i+1})$ in the coarse scale is large/small.

For the fastfading example in Figure 6.16, the linear correlation between the local energy in the first two scales are 0.23 and 0.85 for the distorted image and the reference image. Hence the linear correlation between the local energy can indicate the impact of fastfading distortion on the wavelet secondary property. If the wavelet secondary property is only distorted within certain areas, how to identify these areas? A new concept, the local energy set, will help us.

**Definition 3.3.4** The local energy set $\{E_i(m_i, n_i)\}$ in the $i$th scale is defined within a neighborhood entered at $(m_i, n_i)$ and its surrounding neighborhoods. The local energy set is composed of the local energy of the above neighborhoods, as shown in Figure 3.9. The size of the local energy set could be $3 \times 3$ (9 neighborhoods), $4 \times 4$ or $5 \times 5$.

As shown in Figure 3.9, the local energy set $\{E_i(m_i = a, n_i = b)\}$ in the $i$th scale is indicated with the shaded area, as well as its corresponding local energy set $\{E_{i+1}(m_{i+1} = 2a, n_{i+1} = 2b)\}$ in the $i+1$th scale. According to the experiment details (Part 2 and Part 4), each local energy set in the $i$th scale has the corresponding local energy set in the $i+1$th scale.

The correlation between two local energy sets is defined as the linear correlation between the local energy in each set, as shown in Equation 3.25. To simplify the notation, let $x_j$ and $y_j$ denote the log of the local energy in the local energy set $\{E_i(m_i, n_i)\}$ and its corresponding local energy set $\{E_{i+1}(m_{i+1}, n_{i+1})\}$. From the definition in Equation 3.25, $|\rho(m_i, n_i; m_{i+1}, n_{i+1})| \leq 1$. If $|\rho(m_i, n_i; m_{i+1}, n_{i+1})|$ is close to 1, it means the two local energy sets have strong correlation. According to the wavelet secondary property, a local energy set should have strong correlation with its corresponding local energy set in the adjacent scales.

$$
\rho(m_i, n_i; m_{i+1}, n_{i+1}) = \frac{n \sum x_j y_j - \sum x_j \sum y_j}{\sqrt{n \sum x_j^2 - (\sum x_j)^2} \sqrt{n \sum y_j^2 - (\sum y_j)^2}} \tag{3.25}
$$
<table>
<thead>
<tr>
<th>Wavelet</th>
<th>Consistency between 1st Scale and 2nd Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3 x 3</td>
</tr>
<tr>
<td>db1</td>
<td>0.8941</td>
</tr>
<tr>
<td>db2</td>
<td>0.8682</td>
</tr>
<tr>
<td>db3</td>
<td>0.8983</td>
</tr>
<tr>
<td>bior1.1</td>
<td>0.9068</td>
</tr>
<tr>
<td>bior1.3</td>
<td>0.9011</td>
</tr>
<tr>
<td>bior1.5</td>
<td>0.8769</td>
</tr>
<tr>
<td>rbio1.1</td>
<td>0.8982</td>
</tr>
<tr>
<td>rbio1.3</td>
<td>0.8959</td>
</tr>
<tr>
<td>rbio1.5</td>
<td>0.8822</td>
</tr>
<tr>
<td><strong>db97</strong></td>
<td><strong>0.8372</strong></td>
</tr>
<tr>
<td>Wavelet</td>
<td>Consistency between 2nd Scale and 3rd Scale</td>
</tr>
<tr>
<td>---------</td>
<td>----------------------------------------</td>
</tr>
<tr>
<td></td>
<td>3 x 3</td>
</tr>
<tr>
<td>db1</td>
<td>0.7660</td>
</tr>
<tr>
<td>db2</td>
<td>0.7660</td>
</tr>
<tr>
<td>db3</td>
<td>0.6871</td>
</tr>
<tr>
<td>bior1.1</td>
<td>0.8873</td>
</tr>
<tr>
<td>bior1.3</td>
<td>0.7115</td>
</tr>
<tr>
<td>bior1.5</td>
<td>0.7637</td>
</tr>
<tr>
<td>rbio1.1</td>
<td>0.8873</td>
</tr>
<tr>
<td>rbio1.3</td>
<td>0.7124</td>
</tr>
<tr>
<td>rbio1.5</td>
<td>0.7521</td>
</tr>
<tr>
<td><strong>db97</strong></td>
<td><strong>0.7660</strong></td>
</tr>
</tbody>
</table>

Table 3.5: Local energy consistency

The table lists the linear correlation between two energy sets \( \{ \log E_{i+1}(m_{i+1}, n_{i+1}) \} \) and \( \{ \log E_i(m_i, n_i) \} \), where \( m_i, n_i \) are the valid coordinators. In Chapter 6, fastfading distortion is evaluated in the db97 wavelet domain. We are interested the energy consistency in the db97 wavelet domain.
Figure 3.8: 2-D histogram of the local energy in the first and second scale as the neighborhood size changes.
where \( n \) is the number of the local energy contains in the local energy set. For the local energy set with the size of \( 3 \times 3 \), \( n = 9 \).

Table 3.6 lists the correlation between the local energy sets in the \( i \)th and \( i + 1 \)th scales (\( i = 1, 2 \)). For a local energy set and its corresponding energy set, the average correlation is greater than 0.75, the standard deviation is less than 0.3. Please note that the distribution of the local energy set correlation is not Gaussian, but more close to a Poisson distribution, as shown in Figure 3.10. From Table 3.6, we also notice that the average correlation increases and the standard deviation decreases as the local energy set size increases. For two random local energy sets, the correlation average is very close to zero and the distribution is similar to a Gaussian distribution.

To be clear, the \textbf{wavelet secondary property is distorted} if the wavelet coefficients are shifted from their original position due to some distortion. To identify whether there is a distortion on a position, our solution is to compute the correlation between the local energy set centered at that position and the corresponding local energy set in the adjacent scale. If the correlation \( \rho \) is less than certain threshold \( T_c \), the position is classified to have the wavelet secondary property distorted (the first category \( c_1 \)), otherwise the position is classified to be normal (the second category \( c_2 \)). Figure 3.10 plots the probability \( p(\rho|c_1) \) and \( p(\rho|c_2) \) of the local energy set correlation where there is/ is not distortion. There are two ways in which a classification
<table>
<thead>
<tr>
<th>Wavelet Framework</th>
<th>Local Energy Set Size</th>
<th>A local energy set &amp; its corresponding set</th>
<th>A local energy set &amp; a random set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>average standard deviation</td>
<td>average standard deviation</td>
</tr>
<tr>
<td>The 1st and 2nd scales</td>
<td>3 × 3</td>
<td>0.7809 0.2473</td>
<td>1.168e-4 0.3877</td>
</tr>
<tr>
<td></td>
<td>4 × 4</td>
<td>0.8118 0.1968</td>
<td>2.169e-4 0.3024</td>
</tr>
<tr>
<td></td>
<td>5 × 5</td>
<td>0.8295 0.1743</td>
<td>7.00e-3 0.2551</td>
</tr>
<tr>
<td></td>
<td>6 × 6</td>
<td>0.8436 0.1587</td>
<td>1.113e-4 0.3887</td>
</tr>
<tr>
<td>The 2nd and 3rd scales</td>
<td>3 × 3</td>
<td>0.7530 0.2817</td>
<td>2.810e-3 0.3942</td>
</tr>
<tr>
<td></td>
<td>4 × 4</td>
<td>0.7886 0.2291</td>
<td>5.912e-3 0.3062</td>
</tr>
<tr>
<td></td>
<td>5 × 5</td>
<td>0.8169 0.1936</td>
<td>4.253e-3 0.2600</td>
</tr>
<tr>
<td></td>
<td>6 × 6</td>
<td>0.8346 0.1726</td>
<td>8.124e-3 0.2322</td>
</tr>
</tbody>
</table>

Table 3.6: The correlation between local energy sets. The table lists the average and standard deviation of the correlation between two local energy sets. The test results show that there is strong correlation (the large average and small deviation) between the local energy set and its corresponding set. This verifies the wavelet secondary property. The table also shows very weak correlation between the local energy set in the $i$th scale and a random local energy set in the $i + 1$th scale. The test uses 200 natural images and the db1 wavelet. The neighborhood of the local energy is $5 \times 5$ and $10 \times 10$ in the $i + 1$th and $i$th scale respectively.
Figure 3.10: The probability of the local energy set correlation under the db1 wavelet. Figure (a) plots the probability of the local energy set correlation between the first and second scales. Figure (b) plots the probability of the local energy set correlation between the second and third scales. The solid lines (red) indicate the correlation between two random local energy sets, while the dashed lines (blue) indicate the correlation between the local energy set and its corresponding set in the adjacent scale.
error can occur; either an observation $\rho < T_c$ and the true category is $c_2$, or $\rho > T_c$ and the true category is $c_2$. If we assume the probability of each category is equal, the classification error probability is:

$$P(\text{error}) = p(\rho > T_c, c_1) + p(\rho < T_c, c_2)$$ (3.26)

$$= \int_{\rho>T_c} p(\rho|c_1)p(c_1) + \int_{\rho<T_c} p(\rho|c_2)p(c_2)$$ (3.27)

The threshold $T_c$ is chosen that the error probability in Equation 3.27 is minimized. According to the probability of the local energy set correlation in Figure 3.10, $T_c$ can be determined where $p(\rho|c_1)$ and $p(\rho|c_2)$ cross each other. To identify the wavelet secondary property distortion in the first scale and second scales, $T_c = 0.4825$ based on Figure 3.10(a) and $P(\text{error}) = 0.09$. To identify the wavelet secondary property distortion in the second scale and third scales, $T_c = 0.4695$ based on Figure 3.10(b) and $P(\text{error}) = 0.14$.

Back to the example in Figure 6.16, the wavelet secondary property is distorted within the entire first scale due to fastfading distortion. In Figure 3.11(c), the distortion is identified by comparing the correlation $\rho$ and $T_c$. Figure 3.11(d) displays the identification result on a reference image. The white areas in the figures indicate the damaged areas determined by our method.

**Definition 3.3.5** Based on the strong correlation among the local energies of different scales in the same direction, the local energy in the $i$th scale can be estimated with the local energy in the higher scales, as shown Equation 3.28, where $\beta_i$ is a constant and $\alpha_i$ is a constant vector for the $i$th scale. Since the estimation is based on strong correlation, this method is called the local energy consistency model.

$$\log \hat{E}_i(m_i, n_i) = \left[ \log \mathcal{E}_{i+1}(m_{i+1}, n_{i+1}) \quad \log \mathcal{E}_{i+2}(m_{i+2}, n_{i+2}) \quad \ldots \right] \begin{bmatrix} \alpha_{i1} \\ \alpha_{i2} \\ \vdots \end{bmatrix} + \beta_i$$ (3.28)

The parameters $\alpha_i$ and $\beta_i$ can be estimated as with the energy consistency model in the last section. If only the distorted image is accessible, the local energy in the
Figure 3.11: The example to illustrate the distortion on the wavelet secondary property. Figure (a) displays the first two scales of a test sample from the LIVE database in the db97 wavelet domain. Figure (b) displays the first two scales of the reference image of Figure (a) in the db97 wavelet domain. Figure (c) and (d) indicate the labeled area(s) (the white areas) where is(are) classified to have the wavelet secondary property damaged. The identification is to compare the local energy set correlation $\rho$ and the threshold $T_c$. In Figure (a), the first scale is circularly shifted to the left, so the wavelet secondary property damaged within the entire scale. In Figure (b), no distortion occurs. Ideally, Figure (c) should be all white and Figure (d) should be all dark.
The reference image (the original image) is estimated by Equation \[3.29\]

$$\hat{E}_i(m_i, n_i) = \left[ \log\hat{E}_{i+1}(m_{i+1}, n_{i+1}) \log\hat{E}_{i+2}(m_{i+2}, n_{i+2}) \ldots \right] \frac{\alpha_i}{\alpha_i} + \beta_i \quad (3.29)$$

The local energy consistency model can be applied to estimate the white noise variance and blur distortion in the high frequency as with the energy consistency model. The white noise variance $\sigma^2_{D_i}$ of the neighborhood centered at $(m_i, n_i)$ in the $i$th scale can be estimated in Equation \[3.30\], where $E_d(m_i, n_i)$ is the local energy of the noisy image.

$$\hat{\sigma}^2_{D_i} = \begin{cases} E_d(m_i, n_i) - e^{\log\hat{E}(m_i, n_i)} & \text{if } E_d(m_i, n_i) > e^{\log\hat{E}(m_i, n_i)} \\ 0 & \text{else} \end{cases} \quad (3.30)$$

The blur distortion variance in each neighborhood can be estimated in Equation \[3.32\]. The Gaussian blur can be modeled in the wavelet domain by Equation \[3.31\], where $X_{d_i}$ is the original wavelet coefficient of the neighborhood in the $i$th scale and $X_{d_i}$ is the wavelet coefficient of the distorted (blurred) image. The parameter $k_{m_i, n_i}$ controls the degree of blur.

$$X_{d_i} = k_{m_i, n_i}X_{m_i, n_i} \quad (3.31)$$

$$\hat{\sigma}^2_{D_i} = (1 - \hat{k}_{m_i, n_i})^2\hat{E}(m_i, n_i) \quad (3.32)$$

$$\hat{k}^2 = \frac{E_d(m_i, n_i)}{\hat{E}(m_i, n_i)} \quad (3.33)$$

### 3.4 Summary

This chapter first reviews the background of the wavelet. Later, we reviewed the most successful statistical models: the hidden Markov tree (HMT) model and the Gaussian scale mixture (GSM) model. The HMT model emphasizes the inter-scale dependency, while the GSM model describes the intra-scale statistics more precisely. In Chapter 4, these three models are applied to derive the information that can be perceived by human observers. In Chapter 5, we are interested which model is more suitable for quality assessment. In the last part of Chapter 3, we introduce a linear relationship of the energy across scales, referred to as the energy consistency model and the local energy consistency model. These two energy models are the foundation to address
blind quality assessment in Chapter 6.
In this chapter we propose a measure of the amount of information that can perceived by humans. This chapter first reviews basic information concepts. Then the relationship between the perceived visual information and the actual image information is explained in terms of human contrast sensitivity.

4.1 Communication Channel and Perceptual Information

A communication channel refers to the medium used to convey information from a sender (or transmitter) to a receiver. We can imagine a communication channel as a water pipe. The maximum amount of water which can go through the pipe over a unit time is limited by the physical characters of the pipe and outlet, such as the diameter and shape. The other factor that influences the water flux is the pressure at the entrance of the pipe. Reliably transmitted information to the receiver through a communication channel is dominated by the channel physical characters (i.e. heating noise) and the amount of information at the sender. A communication channel could be made up of different physical media (air, water or circuits) and can be modeled physically by trying to calculate the physical processes which modify the transmitted signal. For example, Gaussian noise communication channel has the white noise added in to simulate the external interference or electronic noise during transmission.

Generally, a communication channel can be considered as a system in Figure 4.1(a), with the transmitted signal $X$ as the input and the received signal $Y$ as the output. This generalized communication channel could model any pre-processing, post-
processing and communication steps. The human vision system with complicated biological features can be described as a communication channel, with images as the input and visual signals in the brain as the output, as shown in Figure 4.1(b).

The information theory of C. E. Shannon defines reliably transmitted information as the mutual information between the transmitted $X$ and the received $Y$ through a communication channel. Basically the mutual information describes the common information between $X$ and $Y$.

**Definition 4.1.1** The information of $X$ that can be perceived by human beings is defined as **perceptual information**. Mathematically, it is the mutual information between the transmitted $X$ and the received $Y$ through a communication channel which simulates the human vision behavior(s).

To prepare the future discussion on perceptual information, let us review some common communication channels and the corresponding mutual information.

**Definition 4.1.2** The **additive Gaussian channel**. $Y = X + Z$, where $Z \sim g(0, \sigma^2_Z)$ and independent of $X$. 
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If the input signal $X \sim g(0, \sigma^2_X)$, then the reliably transmitted information that can be delivered by this Gaussian channel is

$$I(X; Y) = \frac{1}{2} \log(\frac{\sigma_X^2 + \sigma_Z^2}{\sigma_Z^2})$$  \hspace{1cm} (4.1)$$

**Definition 4.1.3** The parallel Gaussian channel $Y = X + Z$, where $Z \sim g(0, \Sigma_Z)$ and independent of $X$.

If the input $X \sim g(0, \Sigma_X)$, then the reliably transmitted information that can be delivered by this parallel Gaussian channel is $I(X; Y) = \frac{1}{2} \log |\Sigma_Y| - \frac{1}{2} \log |\Sigma_Z|$  \hspace{1cm} (4.2)$$

where $\Sigma_Y = \Sigma_X + \Sigma_Z$.

A generalized communication channel may describe any operation, processing or system. Let us define the quantization process as a communication channel.

**Definition 4.1.4** The quantization channel is defined as a communication channel which quantizes the input $X$ to the discrete output $Y$ as follows.

$$Y = \lfloor \frac{X}{\Delta} \rfloor$$  \hspace{1cm} (4.3)$$

where $\Delta$ is the constant quantization step.

The reliably transmitted information delivered by this quantization channel is can be computed as follows.

$$I(X; Y) = h(Y) - h(Y|X)$$  \hspace{1cm} (4.4)$$

$$= h(Y)$$  \hspace{1cm} (4.5)$$

$$= h(\lfloor \frac{X}{\Delta} \rfloor)$$  \hspace{1cm} (4.6)$$

Equation 4.4 is the definition of mutual information. The conditional entropy $h(Y|X)$ quantifies the remained uncertainty of $Y$ if $X$ is known. In Equation 4.3, $Y$ can be determined by $X$ and $\Delta$. Hence there is no uncertainty remained in $Y$ if $X$ and $\Delta$ are given, which means $h(Y|X) = 0$. $h(\lfloor \frac{X}{\Delta} \rfloor)$ has no closed form expression, but it can be approximately estimated by $h(\lfloor \frac{X}{\Delta} \rfloor)$ as shown in Equation 4.7.
Figure 4.3: The quantization channel

$$h(Y) = h([\frac{X}{\Delta}]) \simeq \begin{cases} 
  h(X) - \log(\Delta) & \text{if } h(x) > \log(\Delta) \\
  0 & \text{else}
\end{cases}$$  \hspace{1cm} (4.7)

If $X \sim \mathcal{N}(0, \sigma_X^2)$, $h(X) = \frac{1}{2} \log(2\pi e \sigma_X^2)$ \[28\]. The approximation error can be found in Appendix B.

4.2 The Contrast Sensitivity Model

In Section 4.1, we explain that the human vision system may be described by a communication channel. Constructing such a communication channel is essential to derive the perceptual information and information theoretic framework for quality assessment.

The current consensus seems to be that contrast sensitivity is a primary component when people detect the difference between images. Over 60\% of the quality metrics reviewed in Chapter 2 adopted the contrast sensitivity in different forms. Our solution also adopts this vision characteristic as the key component for quality assessment, and the test results in Chapter 5 shows that the quality assessment results have excellent consistency with human judgments.

In this section, we will introduce two models to simulate contrast sensitivity. The first model is intuitive. The second model is not as straightforward as the first one. We will explain the equivalency between the two models. Furthermore, the perceptual information is simplified by using the second model, which makes analysis easier.

A representative model for contrast sensitivity is the quantization with different quantization steps at different frequencies. This model is used by some quality metrics \[17, 130\] and most compression algorithms \[1, 3\]. In our solution, the contrast sensitivity at a certain frequency is modeled by the quantization channel with the quantization step “$\Delta$” indicating human visual sensitivity at that frequency. Hence the perceptual in-
formation of “X” at a frequency defined by the quantization channel is:

$$I(X;Y) \simeq \begin{cases} h(X) - \log(\Delta) & \text{if } h(X) > \log(\Delta) \\ 0 & \text{else} \end{cases}$$ (4.8)

In Equation 4.8 if the quantization step $\Delta$ gets larger, the perceptual information gets less. It means the human observer is less sensitive to the information at this frequency and results in the less information perceived.

The second solution to model contrast sensitivity is the Gaussian additive channel. In the following section, we will explain that the second solution is equivalent to the quantization channel. Consider a Gaussian signal $X$ sent through a Gaussian channel. The received signal $Y = X + Z$, where $Z$ is the additive Gaussian noise and independent of $X$. If a codeword $\underline{x} \ ([x_1, x_2, x_3, ..., x_n])$ of length $n$ is sent through the channel, where each element $x_i$ is generated by $X$ independent of $x_j$ for $i \neq j$, the perturbed codeword $\underline{y} \ ([y_1, y_2, y_3, ..., y_n])$ is received. The probability of the distance between two codewords is

$$p(||\underline{x} - \underline{y}||) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi\sigma_Z}} \exp\left(-\frac{|x_i - y_i|^2}{2\sigma_Z^2}\right)$$ (4.9)

$$= \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi\sigma_Z}} \exp\left(-\frac{z_i^2}{2\sigma^2}\right)$$ (4.10)
\[
\frac{1}{(\sqrt{2\pi\sigma_Z})^n} \exp\left(-\frac{z_1^2 + z_2^2 + z_3^2 + \ldots + z_n^2}{2\sigma^2}\right) (4.11)
\]

\[
\frac{1}{(\sqrt{2\pi\sigma_Z})^n} \exp\left(-\frac{z_1^2 + z_2^2 + z_3^2 + \ldots + z_n^2}{n^2} \frac{n}{2\sigma^2}\right) (4.12)
\]

Please note that \(z_i\) is generated by the Gaussian noise \(Z\). As the codeword length \(n\) grows, the summation part inside \(\exp\) will converge to \(\sigma_Z^2\).

\[
\lim_{n \to +\infty} \frac{z_1^2 + z_2^2 + z_3^2 + \ldots + z_n^2}{n} = \sigma_Z^2 (4.13)
\]

Geometrically, Equation 4.13 shows that the perturbation will almost certainly be at some point near the surface of a \(n\) dimensional sphere of radius \(\sqrt{n\sigma_Z^2}\) centered at the original codeword \(\underline{x}\) if \(n\) is large. More precisely, by taking \(n\) sufficiently large, the perturbation will lie within a sphere of radius \(\sqrt{n(\sigma_Z^2 + \epsilon)}\) where \(\epsilon\) is arbitrarily small, and the received codeword \(\underline{y}\) will lie within a sphere of radius \(\sqrt{n(\sigma_Z^2 + \sigma_X^2 + \epsilon)}\). If the \(n\) dimensional sphere of radius \(\sqrt{n(\sigma_Z^2 + \sigma_X^2 + \epsilon)}\) is divided into \(M\) spheres of radius \(\sqrt{n(\sigma_Z^2 + \epsilon)}\) which are not overlapped, as shown in Figure 4.2, the “good” codewords \(\underline{x}\) can be selected as the centers of the above \(M\) spheres, and the received \(\underline{y}\) can be decoded according to which sphere it lies in. All the points within a sphere will be mapped to one point. This basic idea is the same as the quantization, which maps the points within \([k\Delta - \Delta/2, k\Delta + \Delta/2]\) to \(k\Delta\) (\(k\) is an integer). The maximum number of non-intersecting decoding spheres in the sphere of \(\underline{y}\) is no more than:

\[
\frac{(n\sigma_X^2)^n}{(n\sigma_Z^2)^n} = \frac{[n(\sigma_X^2 + \sigma_Z^2)]^n}{(n\sigma_Z^2)^n} = 2^{\frac{n}{2} \log_2(\frac{\sigma_X^2 + \sigma_Z^2}{\sigma_Z^2})} (4.14)
\]

The right side of Equation 4.14 is the maximum of possible codewords. The reliable transmitted information is \(\frac{n}{2} \log_2(\frac{\sigma_X^2 + \sigma_Z^2}{\sigma_Z^2})\) for each codeword with length of \(n\). On average, each bit of a codeword contains entropy of \(\frac{1}{2} \log_2(\frac{\sigma_X^2 + \sigma_Z^2}{\sigma_Z^2})\), which is the mutual information in Equation 4.2. This sphere pack method was proposed by Shannon [94] to accomplish reliable communication in the presence of noise. We borrow his idea to explain that the communication through the Gaussian channel is equivalent to a quantization procedure. Hence the perceptual information of “X” at a frequency defined by the Gaussian channel is shown in Equation 4.15, where the Gaussian noise \(Z\) regulates vision sensitivity at that frequency with \(\sigma_Z^2\).

\[
I(X;Y) = \frac{1}{2} \log(\frac{\sigma_X^2 + \sigma_Z^2}{\sigma_Z^2}) (4.15)
\]
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Figure 4.5: Different definitions of the perceptual information. X obeys the standard normal distribution. The perceptual information $I(X; Y)$ defined by quantization channel is plotted in Figure (a). The perceptual information defined by the additive Gaussian channel is plotted in Figure (b). It is clear that two definitions produce similar perceptual information. When the perceptual information is close to zero, the definition by Gaussian channel acts like a soft threshold while the definition by quantization acts like a hard threshold.

Figure 4.5 shows the perceptual information defined in two different ways: the quantization channel and the additive Gaussian channel. The source signal $X$ obeys the standard normal distribution. The perceptual information $I(X; Y)$ defined by the additive Gaussian channel is plotted with different amounts of perception noise $Z$. The perceptual information defined by the quantization channel is plotted in Figure (b). It is clear that two definitions output similar perceptual information. They differ when the perceptual information is close to zero where the definition by the Gaussian channel acts like a soft threshold while the definition by a quantization channel acts like a hard threshold. Another difference between the two definitions is that the perceptual information defined by the Gaussian channel has a simpler expression. The perceptual information definition by the quantization channel in Equation 4.8 is a piecewise function. For high dimensional signals, the computation of the perceptual information by a quantization channel will be much more complicated. Furthermore such a definition (by a quantization channel) will make the perceptual information expression extremely complicated when the non-Gaussian image statistics is described by the
Figure 4.6: The contrast sensitivity model. Each Gaussian channel interprets the image on certain frequency and the noise level ($\sigma_{Z_i}$) indicates the contrast sensitivity on that frequency.

HMT \cite{29} or GSM \cite{84} model. Hence the perceptual information defined by the additive Gaussian channel is preferable and used in the rest part of the thesis.

Considering that the human eyes exhibit different contrast sensitivities to images at different frequencies \cite{20}, the contrast sensitivity model is defined as a parallel Gaussian noise channel as shown in Figure 4.6(a), which is first proposed by Sheikh and Bovick \cite{97}. Each channel interprets the image on certain scale and the noise level indicates the contrast sensitivity on that frequency (scale). Consider an image in the frequency (wavelet) domain, let the random variable $X_i$ represent the image in the $i$th frequency (scale). Mathematically, the contrast sensitivity model can be written in Equation 4.16, where the noise $Z_i$ is Gaussian and independent of $X_j$ for any $i$ and $j$.

$$Y_i = X_i + Z_i \quad \forall i$$  \hspace{1cm} (4.16)
According to the perceptual information definition, the perceptual information of an image is the mutual information between this image and the received image through the parallel Gaussian channel. The perceptual information of an image at a certain frequency is the mutual information between this image at that frequency and the received image through the single Gaussian channel, i.e. $I(X_i; Y_i)$.

### 4.2.1 Perceptual Information

Perceptual information depends not only on the contrast sensitivity model but also on how image statistics is modeled. In Chapter 3 Section 2, three statistical models are reviewed. Table 4.1 briefly illustrates the differences of the perceptual information when different statistical models are applied. In this section, we will derive the expression of the perceptual information using different statistical models.

Consider an image in the wavelet domain and let the random variable $X_i$ represent the image in the $i$th scale. The random vector $X$ is composed of the image $X_i$ in each scale. Then the perceptual image of $Y_i$ in the $i$th scale is computed in Equation 4.17, where the noise $Z_i$ is Gaussian and independent of $X_i$.

$$Y_i = X_i + Z_i \quad \forall i$$  \hspace{1cm} (4.17)

If the statistical model (the simple Gaussian model or the HMT model \cite{29}) describes the marginal statistics of the wavelet coefficients in a scale, Equation 4.17 is suitable to compute the perceptual information. If the statistical model (the GSM model \cite{84}) describes the intra-scale joint statistics of the wavelet coefficients, Equation 4.17 needs a modification. The basic idea of the contrast sensitivity model is the Gaussian additive channel. Mathematically, each coefficient in the $i$th scale is independently added with the Gaussian noise, which obeys $g(0, \sigma^2 Z_i)$. Let $X_i$ denote the random vector of the $i$th scale. In the GSM model, $X_i$ could be formed by a $3 \times 3$ window. The corresponding contrast sensitivity model of the $i$th scale can be written as follows.

$$Y_i = X_i + Z_i$$  \hspace{1cm} (4.18)
The simple Gaussian model assumes the image $X_i$ in the $i$th scale to be Gaussian and independent of other scales. Since $Z_i$ is independent of $Z_j$ if $i \neq j$, $Y_i$ is independent of $Y_j$. Hence the perceptual information of $X$ across all scales can be computed as:

$$I(X; Y) = \sum_i I(X_i; Y_i)$$

(4.19)

$$= \sum_i I(X_i; X_i + Z_i)$$

(4.20)

$$= \frac{1}{2} \sum_i \log(1 + \frac{\sigma_{X_i}^2}{\sigma_{Z_i}^2})$$

(4.21)

Equation 4.19 comes from the independency assumption of each scale. Equation 4.21 comes from Equation 4.2 in the first section of this chapter. The perceptual informa-
tion of the image $X_i$ in the $i$th scale can be computed as follows:

$$I(X_i; Y_i) = \frac{1}{2} \log(1 + \frac{\sigma_{X_i}^2}{\sigma_{Z_i}^2}) \quad (4.22)$$

2. **The perceptual information using the HMT model**

From Chapter 3 Section 2, the HMT model describes the non-Gaussian marginal statistics of image at each frequency (scale). Also the HMT model describes the joint statistics across all frequencies (scales). The probability density of the image $X$ across all frequencies (scales) is depicted as the mixture of the joint Gaussian distributions in Equation 4.23, where $X|\theta \sim g(0, \Sigma_{X|\theta})$ and $\theta$ is the vector formed by the hidden state $\theta_i$ in each scale.

$$f(X) = \sum_{\theta} f(X|\theta) f(\theta) \quad (4.23)$$

To derive the perceptual information of $X$ under the HMT model, it is necessary to derive the probability density of $Y = X + Z$. Since $Z$ is Gaussian and independent of $X$, $Y|\theta = X|\theta + Z$ and $Y|\theta \sim g(0, \Sigma_{X|\theta} + \Sigma_Z)$, the probability density of $Y$ is the mixture of the joint Gaussian distributions. The mutual information between $X$ and $Y$ is derived as follows. Equation 4.24 comes from the definition of the mutual information. There is no closed form for the entropy of the Gaussian mixture random vector. Huber et al. proposed the approximation for $h(Y)$ as the conditional entropy $h(Y|\theta)$ in Equations 4.26 and 4.27. Hence the perceptual information $I(X; Y)$ of $X$ can be computed in Equation 4.28 where $N$ is the length of the vector $X$.

$$I(X; Y) = h(Y) - h(Y|X) \quad (4.24)$$

$$= h(Y) - h(Z) \quad (4.25)$$

$$\simeq h(Y|\theta) - h(Z) \quad (4.26)$$

$$= \frac{1}{2} \sum_{\theta} p(\theta) \log(2\pi e)^N |\Sigma_{Y|\theta}| - \frac{1}{2} \log(2\pi e)^N |\Sigma_Z| \quad (4.27)$$

$$= \frac{1}{2} \sum_{\theta} p(\theta) \log |\Sigma_{Y|\theta}| - \frac{1}{2} \log |\Sigma_Z| \quad (4.28)$$
where $\Sigma_Z = \begin{bmatrix} \sigma^2_{Z_1} & 0 & \ldots & 0 \\ 0 & \sigma^2_{Z_2} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \sigma^2_{Z_N} \end{bmatrix}$

The HMT model describes the marginal intra-scale statistics with the Gaussian mixture model:

\[
f(X_i) = p(\theta_i = s)g(X_i; 0, \sigma^2_{Z,s}) + p(\theta_i = \epsilon)g(X_i; 0, \sigma^2_{Z,\epsilon})\]

Since $X_i$ is independent of $Z_i$, the probability density of $Y_i$ can be written as:

\[
f(Y_i) = p(\theta_i = s)g(Y_i; 0, \sigma^2_{Z,s} + \sigma^2_{Z_i}) + p(\theta_i = \epsilon)g(Y_i; 0, \sigma^2_{Z,\epsilon} + \sigma^2_{Z_i})\]

The computation of $I(X_i; Y_i)$ is very similar to $I(X; Y)$ and is shown as follows. $h(Y_i)$ is approximated by the conditional entropy $h(Y_i | \theta_i)$ suggested by Huber et al. \cite{57}.

\[
I(X_i; Y_i) = h(Y_i) - h(Y_i | X_i) = h(Y_i) - h(Z_i) \approx h(Y_i | \theta_i) - h(Z_i) = \frac{1}{2} \sum_{\theta_i} p(\theta_i) \log \sigma^2_{Y_i | \theta_i} - \frac{1}{2} \log \sigma^2_{Z_i} \]

3. The perceptual information using the GSM model

The GSM model \cite{84} is different from the above two statistical models. The simple Gaussian model and the HMT model describe the marginal statistics in each sub-band, while the GSM model describes the intra-scale joint statistics in the $i$th scale as shown in Equation 4.33 where $X_i$ is the random vector formed by the coefficients in the defined neighborhood (such as a $3 \times 3$ window) in the $i$th scale, where $s_i$ is the hidden state and a positive discrete random scalar.

\[
f(X_i) = \sum_{s_i} p(s_i)g(X_i; 0, s_i, \Sigma_{X_i}) \]

The perceptual information in the $i$th scale using the GSM model is the mutual information between two random vectors $X_i$ and $Y_i$. The computation of $I(X_i; Y_i)$ is similar to the computation of the perceptual information using the HMT model. $\Sigma_{Y_i | s_i} = \Sigma_{X_i | s_i} + \Sigma_{Z_i}$, since $Z_i$ is independent of the image coefficients.

\[
I(X_i; Y_i) = h(Y_i) - h(Y_i | X_i) = h(Y_i) - h(Z_i) \approx h(Y_i | s_i) - h(Z_i) \]
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where \( \sum_{i} \) 

### Table 4.2: The perceptual information expression using different statistical models

<table>
<thead>
<tr>
<th>Statistical Model</th>
<th>Perceptual Information of the ( i )th Scale ( P(X_i) )</th>
<th>Perceptual Information Across All Scales ( P(X) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Gaussian Model</td>
<td>( \frac{1}{2} \log(1 + \frac{\sigma_{X_i}^2}{\sigma_{Z_i}^2}) )</td>
<td>( \frac{1}{2} \sum_{i} \log(1 + \frac{\sigma_{X_i}^2}{\sigma_{Z_i}^2}) )</td>
</tr>
<tr>
<td>HMT Model</td>
<td>( \frac{1}{2} \sum_{\theta_i} p(\theta_i) \log \sigma_{Y_i</td>
<td>\theta_i}^2 - \frac{1}{2} \log \sigma_{Z_i}^2 )</td>
</tr>
<tr>
<td>GSM Model</td>
<td>( \frac{1}{2} \sum_{s_i} p(s_i) \log</td>
<td>\Sigma_{Y_i</td>
</tr>
</tbody>
</table>
4.3 Summary

Chapter 4 first reviews fundamental information theory, which provides the necessary explanation about the basic concept of entropy, conditional entropy and mutual information. In the second part of this chapter, we propose two solutions to model contrast sensitivity behavior. The first model simulates the contrast sensitivity by a quantization channel, whereas the second model adopts a Gaussian channel. The test results show that two models have very similar responses, but the latter model has more advantages over the theoretical analytics. Finally, the perceptual information is derived if different statistical models are applied. In the next chapter, we will test which statistical model will be more suitable for quality assessment.
Chapter 5

Full-reference Quality Assessment

In this chapter, we introduce a quality metric for images with full reference access. We also discuss several issues which reveal the key points for a successful image quality assessment method. In the last part of this chapter, our method is tested by five subjective databases from different research groups and compared with other existing quality metrics.

5.1 Image Quality Assessment

Image quality assessment based on information theory can be traced back to 1994. Ruderman described the information in the retina. At a specific frequency, Ruderman modeled the response of the human vision system as an additive noise channel. Later, Sheikh et al. enhanced this framework by adopting a complicated statistical model, the Gaussian scale mixture model.

In Chapter 4, we proposed an information theoretic framework to describe the perceptual information of an image. This idea leads to a simple solution for full reference quality assessment. Basically, the quality assessment is a comparison between the test image and its reference, and the visual quality of the test image is defined as the information of the image differences (between the test image and its reference) that can be perceived by human viewers.

\( X \) and \( X_d \) are the test image and its reference in the wavelet domain with each element for each subband. Let \( D \) denote the image difference in the wavelet domain, as computed in Equation 5.1. The visual quality can be simply defined as the perceptual
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Figure 5.1: The simple quality assessment criterion

difference $P(D)$ in Equation 5.3

$$D = X - X_d \quad (5.1)$$

$$E = D + Z \quad (5.2)$$

$$PD = P(D) \quad (5.3)$$

From the $PD$ definition, $PD$ will output the same quality score for the same pixel intensity change. But the same pixel intensity change may attract different visual attention and result in different quality judgments. As shown in Figure 5.2, the same amount of white noise was added to two images. The peak noise signal ratio is 30.45dB. The noise in Figure 5.2(a) is easier to notice and people are more likely to assign a bad quality score for Figure 5.2(a). But $PD$ provides the same quality score for Figures 5.2(a) and 5.2(b).

The example in Figure 5.2 illustrates that human eyes are less likely to detect the distortions in texture-rich areas (Figure 5.2(b)). This means that the visual quality assessment is dependent on image content. Our second solution to quality assessment is defined as the perceptual difference normalized by the perceptual information of the reference image in Equation 5.4

$$NPD = \frac{P(D)}{P(X)} \quad (5.4)$$

Since texture-rich images have greater uncertainty, they have more perceptual information compared with the texture-poor images. According to visual quality defined by the normalized perceptual difference, the same distortion will cause less visual degradation for texture-rich images. Using $NPD$, the visual quality scores for Figures 5.2(a) and 5.2(b) are 0.4521 and 0.3212 respectively. The smaller score means better visual quality. Figures 5.4(a) and 5.4(b) display the performance of $PD$ and $NPD$ on the entire LIVE database.

It is clear that $NPD$ has much better consistency with human
Figure 5.2: The different visual quality degradations caused by the same noise. The same white noise was added to the original images in Figure (a) and (b). The peak noise signal ratio is 30.45dB. The noise in Figure (a) is easier to notice and people are more likely to assign a bad quality score for it. \(PD\) provides the same quality score for both images, since \(PD\) only considers visual quality as the image difference that can be perceived. \(NPD\) evaluates the quality scores of Figure (a) and Figure (b) to be 0.4521 and 0.3212. The smaller score means the better visual quality.
Figure 5.3: The shortcoming of $NPD$. Figure (a) contains white noise distortion while Figure (b) contains JPEG2000 distortion. Both images are provided by the LIVE database [99] with almost the same subjective visual quality score. $NPD$ gives two different quality scores: 2.745 and 0.86 for Figure (a) and (b) respectively.

judgment. The Spearman correlation between the $NPD$ evaluations and human judgments is 0.8876, which is much larger than the Spearman correlation (0.7743) between the $PD$ evaluations and human judgments. But there is one problem with the second solution. Figure 5.3 displays two test images provided by the LIVE database [99]. Both images have almost the same subjective visual quality score. But $NPD$ gives two different quality scores: 2.745 for Figure 5.3(a) and 0.86 for Figure 5.3(b). It means that $NPD$ does not deal with different distortions on the same scale, especially when the distortion gets larger, as shown in Figure 5.4(b). The reason is that the compression distortion will eliminate the image high frequency components but white noise distortion will add the irrelevant information to the high frequency. When the distortion reaches a certain level, white noise distortion in the high frequency will exceed the original information. This causes $NPD$ greater than 1. For compression distortion, the large distortion happens when the high frequency information is mostly eliminated and the corresponding $NPD$ is close to 1 but less than 1.

To solve this problem, the normalization step in $NPD$ is modified. The information theoretic criterion ($ITC$) for image quality is proposed in Equation 5.5, where the max operator returns the larger one of the perceptual information of the test image and its reference on the $i$th scale.

$$ITC = \frac{\mathcal{P}(D)}{\sum_i \max\{\mathcal{P}(X_i), \mathcal{P}(X_d)\}}$$ (5.5)
Let us analyze the impact of the max operator on our quality assessment metric. For instance, the image is contaminated by white noise in the spatial domain. Under the orthogonal wavelet framework, the wavelet coefficient X₀ in the i-th scale is disturbed by the white noise Dᵢ[70]. If the simple Gaussian model is applied to describe the image statistics, the perceptual information in ITC can be derived as follows. Since the noise Dᵢ is independent of Xᵢ, the test image X₀ in the i-th scale is Gaussian with variance σ²ₓᵢ + σ²ₓDᵢ. Equation 5.6, 5.7 and 5.9 can be easily derived from the expression of the perceptual information in Table 4.2. The larger perceptual information between \( P(X₀) \) and \( P(X₀) \) is \( P(X₀) \). Then the summation of the perceptual information \( P(X₀) \) across all scales will be larger than \( P(D) \). Since \( ITC = P(D)/\sum_{i} \max\{P(Xᵢ), P(X₀)\} \), it is not difficult to see that \( ITC \) for white noise is limited to the range of 0 and 1.

\[
P(D) = \frac{1}{2} \sum_{i} \log\left(1 + \frac{\sigma^{2}_{D_i}}{\sigma^{2}_{Z_i}}\right) \quad (5.6)
\]

\[
P(Xᵢ) = \frac{1}{2} \log\left(1 + \frac{\sigma^{2}_{Xᵢ}}{\sigma^{2}_{Z_i}}\right) \quad (5.7)
\]

\[
P(X₀) = \frac{1}{2} \log\left(1 + \frac{\sigma^{2}_{X₀}}{\sigma^{2}_{Z_i}}\right) \quad (5.8)
\]

\[
= \frac{1}{2} \log\left(1 + \frac{\sigma^{2}_{Xᵢ} + \sigma^{2}_{Dᵢ}}{\sigma^{2}_{Z_i}}\right) \quad (5.9)
\]

From the ITC definition, a smaller ITC score means better quality. If ITC is 0, the visual quality is perfect. ITC is usually less than 1. The exception could happen when the distortion is extremely large. If ITC > 1, one possible reason is that \( P(Dᵢ) > \max\{P(Xᵢ), P(X₀)\} \), which means that the distorted image may have no correlation with the reference image. In practice, the visual quality of such an image is usually not acceptable at all. From the test results in Figure 5.4(c), if the ITC score is greater than 1, the corresponding subjective quality score is larger than 60, which means “bad quality”.[99]

Figure 5.4 displays the performance of PD, NPD and ITC. Three quality metrics evaluate the test samples with white noise or JPEG2000 distortion. When evaluating the images with large distortions, the test results show that NPD exhibits different behaviors for white noise and JPEG2000 distortions. This results in an inconsistency with subjective judgment. On the other hand, ITC can deal with different distortions on the same scale.
Figure 5.4: The performances of $PD$, $NPD$ and $ITC$. Three quality metrics evaluate the test samples with white noise or JPEG2000 distortion provided by the LIVE database [99]. The test samples with white noise are plotted with dots and the test samples with the JPEG2000 distortion are plotted with crosses. The Spearman correlation between the objective evaluations and the subjective judgments are 0.7743, 0.8876 and 0.9168 for $PD$, $NPD$ and $ITC$ respectively.
Our information theoretic criterion can be summarized in four steps as follows.

1. Compute the test images \( X_d \) and its reference \( X \) in the wavelet domain.

2. Compute the image difference in the wavelet domain as \( D = X - X_d \).

3. Compute the perceptual information according to which statistical model is used. The perceptual information expression is listed in Table 4.2.

4. Compute ITC score for the test image according to Equation 5.5.

To implement the ITC, there are several issues to be determined. In the first step, images are transformed into the wavelet domain, but what kind of wavelet framework is suitable for quality assessment? In the third step, images in the wavelet domain can be described by the simple Gaussian model, HMT or GSM model. Which model should be used by ITC to provide the best quality evaluation? The contrast sensitivity model \( (\sigma^2 Z_i) \) controls the perceptual information in each frequency. The question is how to set the noise strength of each channel in the contrast sensitivity model. In the next three sections, we will focus on the above three questions.

5.2 Different Multi-resolution Frameworks

In this section, we are going to test the impact of different wavelet frameworks on the performance of ITC. The purpose of this test is to figure out the wavelet that is most suitable for ITC. In our experiment, ITC will be tested under 38 different wavelet frameworks, which covers the orthogonal wavelets and non-orthogonal wavelets. The complete wavelet list can be found in Appendix J.

Before the testing, a statistical model and a set of \( \sigma Z_i \) for the contrast sensitivity model need to be determined to accomplish ITC. Since 38 wavelets will be tested with thousands of test images, ITC with less computation complexity is preferable. According to the ITC definition, the computation complexity largely depends on the perceptual information computation. The last section in Chapter 4 provides the expressions of the perceptual information using different statistical models in Table 4.2. The table implies that the simple Gaussian model needs the least computation. Hence in our experiment, we choose the simple Gaussian model. The parameters \( \sigma^2 Z_i \) in the

\[3\] Theoretically, all three statistical models should be tested under different wavelets. But the next section provides evidence that the advanced statistical models do not guarantee performance.
contrast sensitivity model are selected\(^2\) such that the ITC has the best performance, i.e. the largest Spearman correlation with the subjective quality scores.

Table 5.2 lists the test results of ITC under 7 different wavelet frameworks. Some of them are orthogonal wavelets\(^2\), such as “db1”, “db3”, “db6”. The rest of them are non-orthogonal\(^2\), such as “bior1.1”, “bior2.4” and the steerable pyramid\(^10^4\). Table 5.2 illustrates that ITC performs consistently under different multi-resolution frameworks. The linear correlation and Spearman correlation vary within a very small interval [0.95, 0.99]. Also the test results show that there is no significant improvement with non-orthogonal wavelets, such as biorthogonal wavelets or steerable pyramid.

We test 38 possible multi-resolution frameworks in total, which cover Daubechies\(^70\), biorthogonal\(^70\) and reverse biorthogonal\(^70\) wavelets. Linear correlation and Spearman correlation between the subjective judgments and objective evaluations are computed for each wavelet. Instead of listing many correlation values in a huge table, we plot the histogram of linear correlation and Spearman correlation. Please note: to illustrate the performance of ITC under different multi-resolution frameworks, the correlation is computed with test images which do have actual distortions. As shown in Figure 5.5, the histogram of linear correlation coefficients is plotted in the top half of each figure, and the histogram of Spearman correlation coefficients is plotted in the bottom half. It is clear that most multi-resolution frameworks provide excellent quality judgments: the linear correlation coefficients vary within a small interval [0.88, 0.99]. For JPEG2000, JPEG, white noise and fastfading distortion, the correlation coefficients concentrate on 0.93, 0.9, 0.98 and 0.94. For Gaussian blur distortion, the correlation spreads among [0.88, 0.97]. Based on the above observation, we can conclude that ITC provides the consistent evaluations with human observers and ITC is not significantly affected by the particular multi-resolution framework.

We also find that ITC using image statistics in the horizontal direction yields the better performance. The bars in Figure 5.5 indicate the histogram of the correlation of ITC using the wavelet statistics in the horizontal direction. The dashed lines in each figure indicate the correlation histogram of ITC results using statistics in three directions. For JPEG2000 and white noise distortions, the dashed lines do not shift from the color bars. For JPEG, Gaussian blur and fastfading distortions, the dashed lines tend to shift to the left side of the color bars. This means the performance of ITC statistically degrades when using statistics in vertical and diagonal directions.

\(^2\)The parameters are selected by sampling all possible choices.

improvement on quality assessment. Hence this section focuses on the ITC using the simple Gaussian model.
Figure 5.5: The impact of different multi-resolution frameworks. Figure (a) - (e) plot the histogram of correlation coefficients. The histogram of linear correlation coefficients is plotted in the top half of each figure, and the histogram of Spearman correlation coefficients is plotted in the bottom half. It is clear that most multi-resolution frameworks provide excellent quality judgments: the linear correlation coefficients vary within a small interval [0.88 0.99]. The dashed lines indicates the histogram of the correlations of ITC using the wavelet statistics in three directions. The bars indicates the histogram of the correlations of ITC using the wavelet statistics in the horizontal direction.
Table 5.2: Linear correlation of subjective quality and objective quality under different multi-resolution frameworks. “CC” means linear correlation. “SC” means Spearman correlation.

<table>
<thead>
<tr>
<th>Framework</th>
<th>JPEG2000</th>
<th>JPEG</th>
<th>White Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CC</td>
<td>SC</td>
<td>CC</td>
</tr>
<tr>
<td>db1</td>
<td>0.9807</td>
<td>0.9741</td>
<td>0.9707</td>
</tr>
<tr>
<td>db3</td>
<td>0.9809</td>
<td>0.9740</td>
<td>0.9702</td>
</tr>
<tr>
<td>db6</td>
<td>0.9798</td>
<td>0.9726</td>
<td>0.9694</td>
</tr>
<tr>
<td>bior1.1</td>
<td>0.9807</td>
<td>0.9741</td>
<td>0.9707</td>
</tr>
<tr>
<td>bior2.4</td>
<td>0.9806</td>
<td>0.9738</td>
<td>0.9716</td>
</tr>
<tr>
<td>bior3.7</td>
<td>0.9767</td>
<td>0.9718</td>
<td>0.9709</td>
</tr>
<tr>
<td>Steerable Pyramid</td>
<td>0.9791</td>
<td>0.9755</td>
<td>0.9693</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Framework</th>
<th>Blur</th>
<th>Fastfading</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CC</td>
<td>SC</td>
<td>CC</td>
</tr>
<tr>
<td>db1</td>
<td>0.9778</td>
<td>0.9702</td>
<td>0.9777</td>
</tr>
<tr>
<td>db3</td>
<td>0.9768</td>
<td>0.9778</td>
<td>0.9729</td>
</tr>
<tr>
<td>db6</td>
<td>0.9714</td>
<td>0.9704</td>
<td>0.9708</td>
</tr>
<tr>
<td>bior1.1</td>
<td>0.9778</td>
<td>0.9702</td>
<td>0.9777</td>
</tr>
<tr>
<td>bior2.4</td>
<td>0.9750</td>
<td>0.9784</td>
<td>0.9712</td>
</tr>
<tr>
<td>bior3.7</td>
<td>0.9549</td>
<td>0.9604</td>
<td>0.9713</td>
</tr>
<tr>
<td>Steerable Pyramid</td>
<td>0.9792</td>
<td>0.9715</td>
<td>0.9380</td>
</tr>
</tbody>
</table>

5.3 The Impact of Different Statistical Models on Quality Assessment

In Chapter 3, we reviewed three statistical models: the simple Gaussian model, the hidden Markov tree model [29] and the Gaussian scale mixture model [84]. In this section, we are going to test the impact of three different statistical models. In the literature [29,39,51,82,84,85], the HMT and GSM models have significant advantage on image restoration. We are expecting a better performance of ITC using the HMT or GSM model.

In this section, ITC using the GSM model is tested with different neighborhoods (3 × 3 and 5 × 5). Also ITCs using the basic GSM model and advanced GSM model are tested. The basic GSM model simulates intra-scale statics only, while the advanced GSM model includes the parent coefficient in the neighborhood (3 × 3 + 1 or 5 × 5 + 1). Table 5.3 listed the Spearman correlation coefficients of subjective quality and objective quality. It is quite difficult to notice any performance difference by changing the neighborhood. For JPEG2000 distortion, the largest Spearman correlation is 0.9759 and the smallest Spearman correlation is 0.9687. The difference is only
0.0072. It seems that different multi-resolution frameworks do not have great impact on the performance of ITC when the GSM model is applied.

<table>
<thead>
<tr>
<th>Wavelet</th>
<th>JPEG2000</th>
<th>JPEG</th>
<th>White Noise</th>
<th>Blur</th>
<th>Fastfading</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3 x 3</td>
<td>3 x 3+1</td>
<td>3 x 3</td>
<td>3 x 3+1</td>
<td>3 x 3</td>
</tr>
<tr>
<td>db1</td>
<td>0.9751</td>
<td>0.9753</td>
<td>0.9593</td>
<td>0.9663</td>
<td>0.9801</td>
</tr>
<tr>
<td>db2</td>
<td>0.9730</td>
<td>0.9729</td>
<td>0.9526</td>
<td>0.9542</td>
<td>0.9801</td>
</tr>
<tr>
<td>db3</td>
<td>0.9727</td>
<td>0.9725</td>
<td>0.9499</td>
<td>0.9516</td>
<td>0.9801</td>
</tr>
<tr>
<td>bior1.1</td>
<td>0.9751</td>
<td>0.9753</td>
<td>0.9593</td>
<td>0.9663</td>
<td>0.9801</td>
</tr>
<tr>
<td>bior1.3</td>
<td>0.9745</td>
<td>0.9746</td>
<td>0.9588</td>
<td>0.9586</td>
<td>0.9801</td>
</tr>
<tr>
<td>bior1.5</td>
<td>0.9749</td>
<td>0.9735</td>
<td>0.9527</td>
<td>0.9536</td>
<td>0.9887</td>
</tr>
</tbody>
</table>

Table 5.3: Spearman correlation of subjective quality and objective quality with the Gaussian scale mixture model

ITC using the HMT model is also tested with different multi-resolution frameworks. The test results are listed in Table 5.4. All of the Spearman correlation coefficients are larger than 0.9, which means the objective quality evaluation is consistent with the human judgments. Also ITC based on the HMT model is not sensitive to different multi-resolution frameworks. However the HMT model does have a shortcoming. To estimate the parameters of the HMT model, Crouse et al. proposed an expectation-maximization (EM) algorithm [29], which usually takes a long time to converge. Also we find the EM algorithm does not converge on 10% of the test samples.

Now we would like to compare the performance of ITC using three statistical models (the simple Gaussian model, GSM model and HMT model). Figure 5.6 illustrates the Spearman correlation coefficients. Three wavelets (db1, db2 and db3) are used. For each distortion, the performance difference is quite small. For JPEG2000 distortion, the correlation is 0.9726 (the simple Gaussian model), 0.9727 (the GSM model) and 0.9601 (the HMT model). For Gaussian blur distortion, ITC using the simple Gaussian model performs worst (Spearman correlation is 0.9702). But the best Spearman correlation is 0.9830, and the difference is less than 0.015. We also notice that ITC using the simple Gaussian model outperforms the other two on JPEG and white noise distortion. The result is interesting: the advanced models are not guaranteed to generate a better quality evaluation. In other words, we could choose any statistical model for ITC, or the one with the best performance on the target distortion. When the computation complexity is a concern, ITC with the simple Gaussian model could be
Table 5.4: Spearman correlation of subjective quality and objective quality with the hidden Markov tree model

<table>
<thead>
<tr>
<th>Wavelet</th>
<th>JPEG2000</th>
<th>JPEG</th>
<th>White Noise</th>
<th>Blur</th>
<th>Fastfading</th>
</tr>
</thead>
<tbody>
<tr>
<td>db1</td>
<td>0.9707</td>
<td>0.9478</td>
<td>0.9820</td>
<td>0.9725</td>
<td>0.9531</td>
</tr>
<tr>
<td>db2</td>
<td>0.9670</td>
<td>0.9472</td>
<td>0.9818</td>
<td>0.9753</td>
<td>0.9541</td>
</tr>
<tr>
<td>db3</td>
<td>0.9601</td>
<td>0.9493</td>
<td>0.9833</td>
<td>0.9733</td>
<td>0.9566</td>
</tr>
</tbody>
</table>

Although advanced statistical models bring no improvements on ITC performances, we find another statistical model improves the ITC performance especially on fastfading distortion. Among the distortions we are dealing with, fastfading is distinct. It is caused by the JPEG2000 compression distortion (globally applied to the entire image) and data lost (locally applied, due to the compression standard). Usually when the distortion is small, JPEG2000 compression distortion is less noticeable. Hence small fastfading distortion illustrates local characteristics. This inspires us to model image statistics locally.

The basic idea is that each scale is divided into non-overlapped neighborhoods and the coefficients in each neighborhood are modeled independently. In this thesis, local modeling only adopts the simple Gaussian model. According to our description, the computation of the perceptual information needs a little modification. Let $X_{m_i,n_i}$ denote the wavelet coefficient of the neighborhood centered at $(m_i,n_i)$ in the $i$th scale. $X_{m_i,n_i}$ is assumed to obey the Gaussian distribution. According to the perceptual information expression in Table 4.2, the perceptual information of $X_{m_i,n_i}$ can be computed in Equation 5.10, where $\sigma^2_{X_{m_i,n_i}}$ is the variance of the wavelet coefficients within that neighborhood.

$$I(X_{m_i,n_i}, Y_{m_i,n_i}) = \frac{1}{2} \log\left(\frac{\sigma^2_{X_{m_i,n_i}} + \sigma^2_{Z_i}}{\sigma^2_{Z_i}}\right)$$

(5.10)

With the independence assumption among the neighborhoods and scales, the perceptual information within the entire scale can be computed in Equation 5.11 and Equation 5.12. Similarly, we can derive $P(D)$ and $P(X_d)$. Follow the ITC strategy in Page 78, ITC based on local model can be applied to evaluate visual quality with Equation 5.5. Please note, the local modeling has strong connection with local energy consistency model in Chapter 3 Section 3. In Chapter 6, both are essential to address
Figure 5.6: Linear correlation of subjective quality and objective quality under different statistical models. □: \textit{ITC} using the simple Gaussian model. ◇: \textit{ITC} using the GSM model. ◆: \textit{ITC} using the HMT model.
The test results show that local modeling greatly improves ITC performance on fast-fading distortion, especially for images with small distortions, as shown in the circled area in Figure 5.7. We can conclude by visual observation that objective quality in Figure 5.7(b) (neighborhood size is 5 × 5) has better consistency to subjective quality. Linear correlations are 0.9594 and 0.9740 respectively for global modeling and local modeling. Spearman correlations are 0.9502 and 0.9705.

More test results are plotted in Figure 5.8. Please note: to illustrate the performance of local modeling, the correlation is computed with test images which do have actual distortions. In this experiment, we test the ITC performance using local modeling with different multi-resolution frameworks. The neighborhood sizes are 3 × 3, 5 × 5 and 7 × 7. The histograms of Spearman correlation are plotted. The solid (green) lines indicate the results of ITC using 3 × 3 neighborhood, while the dashed (red) lines for 5 × 5 neighborhood and the dot (blue) lines for 7 × 7 neighborhood. The results of ITC using the entire subband statistics are plotted in black solid lines with shadow areas beneath. First, we notice that ITC with different neighborhood sizes performs consistently. It is difficult to conclude that smaller or larger neighborhood provides better evaluation. Second, ITC based on local modeling has much better performance on
Figure 5.8: The impact of different neighborhood sizes. The ITC performances using local modeling with different multi-resolution frameworks are plotted. The neighborhood sizes are $3 \times 3$, $5 \times 5$ and $7 \times 7$. The histograms of Spearman correlation are plotted. The solid (green) lines indicate the results of ITC using $3 \times 3$ neighborhood, while the dashed (red) lines for $5 \times 5$ neighborhood and the dot (blue) lines for $7 \times 7$ neighborhood. The results of ITC using the entire subband statistics are plotted in black solid lines with shadow areas beneath. Image statistics in the horizontal direction are used in the experiment.
Table 5.5: The performance of $ITC$ using local modeling. The neighborhood size is $5 \times 5$. The table lists Spearman correlation between the subjective judgments and objective evaluations by $ITC$. The steerable pyramid \cite{104} and the wavelets with small vanishing moments \cite{70} have the better performance with local modeling is applied.

Gaussian blur and fastfading distortions. In Figures \ref{fig:5.8(d)} and \ref{fig:5.8(e)}, the histograms of $ITC$ using local modeling shift to the right side of $ITC$ using global modeling. This means introducing local modeling improves the $ITC$ performance statistically. The improvement does not only when a certain wavelet is used. Third, the local modeling is not suitable for white noise distortion, as shown in Figure \ref{fig:5.8(c)}. Forth, $ITC$ using local modeling achieves the better performance on JPEG2000 and JPEG distortion. Consider the overall performance on different distortions, $ITC$ based on local modeling can achieve the better performance. Among 38 wavelets, the steerable pyramid \cite{104} and the wavelets with small vanishing moments \cite{70} have the better performance with local modeling is applied, as shown in Table 5.5. In our $ITC$ implementation, the steerable pyramid is chosen to transform images into the wavelet domain since it provides the best performance when local modeling is used.
5.4 Human Visual Contrast Sensitivity Model Settings

Chapter 4 explains that the noise level in each channel of the contrast sensitivity model indicates the vision sensitivity at certain frequency. It is also widely known that the human visual system has different contrast sensitivity at different frequencies. This implies that the setting ($\sigma^2_{Z_i}$) of the contrast sensitivity model could be important to quality assessment.

Figure 5.9(a) and 5.9(b) illustrate the importance of setting proper noise level. In Figure 5.9(a) the noise level in each scale (frequency) is set equally. Apparently, such a setting causes two problems. First, the objective quality and subjective quality do not have a linear relationship which make it inconvenient to use objective quality directly. More importantly the wrong setting greatly degrades the accuracy of ITC in the poor quality range. In Figure 5.9(a) if the evaluated quality is 0.86 where the dotted line is, the corresponding subjective quality varies from 45 to 70, which is almost one third of the subjective quality range. This is unacceptable for a successful quality metric. There are some studies [97,100,103,124] that use nonlinear mapping to calibrate the objective quality scores with the subjective quality scores. But determining the proper nonlinear mapping is extra work.

In our thesis, the noise variances in the contrast sensitivity model are selected by testing sampling all possible choices. The selected noise variance setting has the best performance, i.e. Spearman correlation between the subjective judgments and objective quality evaluations by ITC. If the test image is 8-bit gray scale, the noise variance $\sigma^2_{Z_i}$ in the first four scales are 1.1314, 0.8000, 0.5657 and 0.4000. The noise is strong at high frequency but weak at low frequency. This means the contrast sensitivity model is sensitive at low frequency but less sensitive at high frequency, which matches the psychophysical experiment conclusion of contrast sensitivity.
Figure 5.9: The impact of noise level setting. Figure (a) and (b) illustrate the importance of setting proper noise level. In Figure (a), the noise level in each scale (frequency) is set equally. Apparently, such a setting causes two problems. First, the objective quality and subjective quality do not have a linear relationship which make it inconvenient to use objective quality directly. More importantly the wrong setting greatly degrades the accuracy of ITC in the poor quality range. If the evaluated quality is 0.86 (the dashed line) where the dotted line is, the corresponding subjective quality varies from 45 to 70, which is almost one third of the subjective quality range.
5.5 Implementation of ITC

0. Convert the test image into 8 bit gray scale, if needed.

1. Transform the test image and the reference image into four scales with the Steerable Pyramid

2. Compute the difference between the test image and the reference image in the wavelet domain, i.e. \( D_i = X_i - X_{d_i}, \forall i \)

3. Compute the perceptual information
   a. Select the neighborhood size (5 × 5) for local modeling.
   b. Divide each scale into non-overlapped neighborhoods.
   c. Compute the variance (\( \sigma^2_{D_{m_i,n_i}}, \sigma^2_{X_{m_i,n_i}} \) and \( \sigma^2_{X_{d_{m_i,n_i}}} \)) of the wavelet coefficients in each neighborhood for the test image, reference image and difference image.
   d. Compute the perceptual information (using the simple Gaussian model) in the horizontal direction according to Equation 5.11 and Equation 5.12.

4. Compute the visual quality for the test image according to its reference with ITC definition in Equation 5.5

5.6 Performance and Discussion

This section will first discuss the performance of ITC on different subjective quality databases and then compare the test results for different quality metrics.

ITC is tested with the LIVE, IVC, TOYAMA, Cornell A57 and TID2008 databases. The LIVE, IVC and TOYAMA use the DSCQS subjective quality assessment method. The Cornell A57 and TID2008 use two different customized subjective quality assessment methods.

Different subjective evaluation methods result in different quality assessment performances. For the LIVE, IVC, TOYAMA and Cornell A57 databases, our quality metric performance is excellent using image statistics across all four scales. For the TID2008
database, our metric performs consistently on most distortions using low frequency subbands (except for high frequency noise distortion).

Table 5.7 lists the ITC performance on five databases. For the LIVE database, ITC has the best performance on white noise distortion and Gaussian blur distortion. The worst performance happens on JPEG distortion. For IVC database, ITC performs best on Gaussian blur distortion and worst on JPEG distortion. For TOYAMA database, ITC keeps performing consistently. Since Cornell A57 database only has 56 test samples, we do not list different distortions separately. For the above four subjective databases, the setting of ITC does not need to change to achieve consistent performance.

For TID2008 database, ITC using low frequency subband (the fourth scale) provides the consistent performance, as listed in Table 5.7. ITC has consistent performance on 11 out of 17 distortions with linear correlation and Spearman correlation greater than 0.85. Since the ITC metric is developed to evaluate the quality in a gray scale, it focuses on differentiating the structural distortions. ITC is not designed to address quality degradation caused by color distortions, such as mean shift and contrast change distortions. For JPEG or JPEG2000 transmission error distortion, ITC also does not perform very well.

Now we compare ITC with the other 17 quality metrics. All detailed test results are displayed in Appendix E with Tables E.1, E.2, E.3, E.4, and E.5. It is quite difficult to check all of the test results in five tables and figure out the most reliable quality metrics. We propose a simple metric that describe the overall performance of quality metrics over all kinds of distortions. For a certain distortion, we rank the performances of quality metrics according to the linear correlation or Spearman correlation. For instance, Metric A has 0.99 linear correlation with subjective quality judgments and Metric B has 0.9 linear correlation. Then the rank for Metric A is 1 and for Metric B is 2. If subjective database contains N types of distortions and M quality metrics are tested. We denote the rank of ith metric for jth distortion as $r_{i,j}$. Then the overall rank $R_i$ of ith metric can be computed as:

$$R_i = \frac{\sum_j r_{i,j}}{N}$$

(5.13)

From the definition, the overall rank $R_i$ varies from 1 to $M$. The higher overall rank means the quality metric exhibits better consistency with human judgment. We plot the overall rank for each metric in Figure 5.6. ITC has the highest overall ranks according to Spearman correlation, which is 3.8. Overall ranks for other
quality metrics can be found in Table 5.6. Based on the test results on five subjective databases, there are five quality metrics that illustrate good compatibility to difference databases. They are information theoretic criterion, visual information fidelity [97], structural similarity [122], multi-scale structural similarity [128] and visible difference predictor [17].

![Figure 5.10: Overall rank of image quality metric.](image_url)

Figure 5.10: Overall rank of image quality metric. ■ Overall rank according to Spearman correlation

### 5.7 Summary

In this chapter, we first propose an information theoretic criterion $ITC$ for image quality. We study $ITC$ from different perspectives, test $ITC$ with different subjective databases, and compare it with several quality metrics. The chapter is summarized below.

- $ITC$ simulates contrast sensitivity with a parallel Gaussian channel. Mathematically, $ITC$ logarithmically responds to the image distortion $D$ between a distorted image and its reference image.

- $ITC$ is not sensitive to different multi-resolution frameworks. It can be implemented as a computationally efficient quality assessment metric.

- Complicated statistical models will not provide noticeable benefit compared with simple statistical models.
<table>
<thead>
<tr>
<th>QA methods</th>
<th>Overall rank $R_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Squared Error</td>
<td>7.6</td>
</tr>
<tr>
<td>Absolute Error</td>
<td>8.2</td>
</tr>
<tr>
<td>Maximum Error</td>
<td>9.6</td>
</tr>
<tr>
<td>Moments of the Angles ($D_4$)</td>
<td>15.7</td>
</tr>
<tr>
<td>Moments of the Angles ($D_5$)</td>
<td>15.1</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>11.2</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>14.4</td>
</tr>
<tr>
<td>Entropy Correlation Coefficient</td>
<td>12.0</td>
</tr>
<tr>
<td>Peak Signal Noise Ratio</td>
<td>7.4</td>
</tr>
<tr>
<td>Visual Fidelity Criterion</td>
<td>10.7</td>
</tr>
<tr>
<td>DCTune</td>
<td>10.6</td>
</tr>
<tr>
<td>Picture Quality Scale</td>
<td>11.1</td>
</tr>
<tr>
<td>Visible Difference Predictor</td>
<td>7.0</td>
</tr>
<tr>
<td>Visual Signal Noise Ratio</td>
<td>10.8</td>
</tr>
<tr>
<td>Structural Similarity</td>
<td>5.8</td>
</tr>
<tr>
<td>Multi-structural Similarity</td>
<td>5.2</td>
</tr>
<tr>
<td>Visual Information Fidelity</td>
<td>4.5</td>
</tr>
<tr>
<td>Information Theoretic Criterion</td>
<td><strong>4.0</strong></td>
</tr>
</tbody>
</table>

Table 5.6: Overall rank of image quality metric

- Local modeling has the potential to improve the performance of ITC. Even local modeling might not improve quality assessment on certain distortions. We still consider local modeling as an essential component for ITC.

- The noise level in human visual system model is important for excellent performance of ITC.
<table>
<thead>
<tr>
<th>Distortion</th>
<th>JPEG2000&lt;sup&gt;1&lt;/sup&gt;</th>
<th>JPEG&lt;sup&gt;1&lt;/sup&gt;</th>
<th>White Noise&lt;sup&gt;1&lt;/sup&gt;</th>
<th>Blur&lt;sup&gt;1&lt;/sup&gt;</th>
<th>Fastfading&lt;sup&gt;1&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.9674</td>
<td>0.9729</td>
<td>0.9722</td>
<td>0.9700</td>
<td>0.9670</td>
</tr>
<tr>
<td>JPEG2000&lt;sup&gt;2&lt;/sup&gt;</td>
<td>JPEG&lt;sup&gt;2&lt;/sup&gt;</td>
<td>LAR coding&lt;sup&gt;2&lt;/sup&gt;</td>
<td>Blur&lt;sup&gt;2&lt;/sup&gt;</td>
<td>JPEG gray&lt;sup&gt;2&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9387</td>
<td>0.9507</td>
<td>0.9022</td>
<td>0.9653</td>
<td>0.9179</td>
</tr>
<tr>
<td>JPEG2000&lt;sup&gt;3&lt;/sup&gt;</td>
<td>JPEG&lt;sup&gt;3&lt;/sup&gt;</td>
<td>Cornell A57&lt;sup&gt;4&lt;/sup&gt;</td>
<td>Gaussian noise&lt;sup&gt;5&lt;/sup&gt;</td>
<td>Noise in color components&lt;sup&gt;5&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9581</td>
<td>0.9178</td>
<td>0.8454</td>
<td>0.9184</td>
<td>0.9092</td>
</tr>
<tr>
<td>Spatially correlated noise&lt;sup&gt;5&lt;/sup&gt;</td>
<td>Masked noise&lt;sup&gt;5&lt;/sup&gt;</td>
<td>High frequency noise&lt;sup&gt;5&lt;/sup&gt;</td>
<td>Impulse noise&lt;sup&gt;5&lt;/sup&gt;</td>
<td>Quantization noise&lt;sup&gt;5&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9080</td>
<td>0.8479</td>
<td>0.9362</td>
<td>0.8841</td>
<td>0.8938</td>
</tr>
<tr>
<td>Gaussian blur&lt;sup&gt;5&lt;/sup&gt;</td>
<td>Image denoising&lt;sup&gt;5&lt;/sup&gt;</td>
<td>JPEG&lt;sup&gt;5&lt;/sup&gt;</td>
<td>JPEG2000&lt;sup&gt;5&lt;/sup&gt;</td>
<td>JPEG errors&lt;sup&gt;5&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9192</td>
<td>0.9330</td>
<td>0.9318</td>
<td>0.9639</td>
<td>0.6466</td>
</tr>
<tr>
<td>JPEG2000 errors&lt;sup&gt;5&lt;/sup&gt;</td>
<td>Non-eccentricity pattern noise&lt;sup&gt;5&lt;/sup&gt;</td>
<td>Local block-wise distortions&lt;sup&gt;5&lt;/sup&gt;</td>
<td>Mean shift (intensity shift)&lt;sup&gt;5&lt;/sup&gt;</td>
<td>Contrast change&lt;sup&gt;5&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5628</td>
<td>0.7946</td>
<td>0.7542</td>
<td>0.7079</td>
<td>0.6367</td>
</tr>
</tbody>
</table>

Table 5.7: The performance of quality metrics for LIVE database. The table lists linear correlation “CC” and Spearman correlation “SC” between the subjective quality and objective quality evaluations by *ITC*. The superscript (1 to 5) of each distortion indicates where the test images come from. [1]: the LIVE database<sup>29</sup>, [2]: the IVC database<sup>64</sup>, [3]: the TOYAMA database<sup>55</sup>, [4]: the Cornell A57 database<sup>25</sup>, [5]: the TID2008 database<sup>81</sup>. 
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Chapter 6

Blind Quality Assessment

In this chapter, we propose an information theoretic framework for blind quality assessment. Without reference information, it is much more difficult to evaluate image quality. Compared with full-reference image quality metrics, few blind quality metrics have been proposed. Chapter 2 reviewed most of those. Generally, there are two types of approaches to blind assessment. In the first family, researchers focus on the visual distortion in spatial domain, such as discontinuity, block effect, or small local variance (due to blur or quantization). By combining zero crossing rate, local variance, and other spatial features, people are able to predict image quality. The other family utilizes the statistics of images with excellent quality. Image quality can be computed as the deviation from the empirical statistics. The blind quality metrics proposed in this chapter belong to the second family. Before we start introducing blind quality assessment methods, one important issue needs to be addressed. It is a complex procedure for people to evaluate image quality without access to the reference image. In this chapter, we propose several methods for image statistics estimation. Although these methods are not perfectly accurate, they are able to provide a good approximation for the purpose of blind quality assessment.

In this chapter, we focus on the five distortions in the LIVE database. For each distortion, there are 170-233 test samples. The validation of the blind quality metrics is not limited to the LIVE database. For JPEG and JPEG2000 distortion, the blind quality metrics are tested by four subjective databases (the LIVE, TOYAMA, IVC, and TID2008 databases). For white noise and Gaussian blur distortion, the blind quality metrics are tested by two databases (the LIVE and TID2008 databases).
6.1 The Basic Idea of Blind Quality Assessment

Chapter 5 proposes a successful full reference quality assessment method (FRQA). Our goal is to utilize this framework to achieve blind quality assessment. The basic idea of our FRQA is to measure the perceptual difference between the test image and its reference and compare it with the perceptual information of the test image and its reference, as shown in Equation 6.1.

\[
ITC = \frac{\mathcal{P}(D)}{\sum_i \max\{\mathcal{P}(X_i), \mathcal{P}(X_{d_i})\}}
\]  

(6.1)

If the simple Gaussian model is applied to describe the image statistics in each scale, the perceptual information of \(D\) is computed as Equation 6.2.

\[
\mathcal{P}(D) = \sum_i \mathcal{P}(D_i) = \sum_i \frac{1}{2} \log(1 + \frac{\sigma_{D_i}^2}{\sigma_{Z_i}^2})
\]  

(6.2)

To follow the FRQA strategy to evaluate the test image quality without its reference, the key step is to estimate the perceptual difference. From Equation 6.2, the problem becomes how to estimate the variance of the difference in each scale. The following five sections develop the approaches to estimate the image difference variance under different circumstances.

6.2 White Noise Distortion

White noise distortion is the simplest distortion among the five distortions. To estimate the white noise variance is a classic problem. Two methods are already proposed by Donoho et al. [36] and Staelin et al. [106]. These two methods estimate the white noise variance \(\sigma_D^2\) in the spatial domain. In Chapter 3 Section 3, we propose a white noise variance estimation method (Equation 3.15) based on the energy consistency model. We take it as our third method. Hence we have three estimation methods.

Under the orthogonal wavelet framework, the noise in each scale is still white noise and \(\sigma_{D_i}^2\) in each scale is noise variance \(\sigma_D^2\) in the spatial domain [70]. With the estimated
noise variance ready, it is straightforward to estimate the perceptual information of
difference $\hat{P}(D_i)$ (but not $P(\hat{D}_i)$) in each scale as shown in Equation 6.3

$$\hat{P}(D_i) = \frac{1}{2} \log(1 + \frac{\sigma^2_{\Delta_i}}{\sigma^2_{\tilde{Z}_i}}) \quad (6.3)$$

Under the orthogonal wavelet framework, the variance of the wavelet coefficients of
the reference image in the $i$th scale can be estimated with Equation 6.4 which comes
from the independence between white noise and images. The perceptual information
of the original image in each scale can be computed as Equation 6.5. Now we are
ready to estimate image quality with the ITC strategy in Equation 6.1.

$$\hat{\sigma}^2_{X_i} = \sigma^2_{X_{di}} - \hat{\sigma}^2_{D_i} \quad (6.4)$$

$$\hat{P}(X_i) = \frac{1}{2} \log(1 + \frac{\hat{\sigma}^2_{X_i}}{\sigma^2_{Z_i}}) \quad (6.5)$$

In Chapter 5, the performance of ITC is improved by local modeling. This inspires us
to approach blind quality assessment using local modeling. The key step is to estimate
the distortion variance locally. For white noise distortion, Chapter 3 Section 3 proposes
the local noise variance estimation method based on the local energy consistency
model. With Equation 3.30, the noise variance $\sigma^2_{D_{m_i,n_i}}$ of the neighborhood entered
at $(m_i, n_i)$ in the $i$th scale can be estimated. Since local modeling assumes each
neighborhood is independent of others, the perceptual difference in the $i$th scale is the
summation of the estimated perceptual difference in every neighborhood, as shown in
Equation 6.6

$$\hat{P}(D_i) = \sum_{m_i,n_i} \hat{P}(D_{m_i,n_i}) = \sum_{m_i,n_i} \frac{1}{2} \log(1 + \frac{\hat{\sigma}^2_{D_{m_i,n_i}}}{\sigma^2_{\tilde{Z}_i}}) \quad (6.6)$$

The local energy consistency model (Equation 3.29) in Chapter 3 enables us to estimate
the variance $\sigma^2_{X_{m_i,n_i}}$ of each neighborhood of the reference image. The perceptual
information of the reference image in the $i$th scale can be estimated by Equation 6.7
according to the perceptual information expression in Table 4.2

$$\hat{P}(X_i) = \sum_{m_i,n_i} \hat{P}(X_{m_i,n_i}) = \sum_{m_i,n_i} \frac{1}{2} \log(1 + \frac{\hat{\sigma}^2_{X_{m_i,n_i}}}{\sigma^2_{Z_i}}) \quad (6.7)$$
We have the perceptual information computed based on four estimation models. Method 1 uses the traditional noise variance estimation. Method 2 estimates the white noise variance using color information. Method 3 adopts the energy consistency model and Method 4 applies the local energy consistency model and local modeling. ITC in Equation \ref{eq:6.1} can be applied to evaluate the visual quality. When the first four scales are considered during quality evaluation, Spearman correlation between the evaluation results and human judgments is 0.8539. But if the visual quality of an image with white noise distortion is defined in Equation \ref{eq:6.8}, a much better performance can be achieved, i.e. Spearman correlation can reach 0.9695.

\begin{equation}
BITC_{wn} = \frac{\hat{P}(D_1)}{\hat{P}(X_1)}
\end{equation}

In the following section, the blind ITC metric for noise distortion is thoroughly tested and the key properties are summarized. The results listed in Figure \ref{fig:6.1} illustrate the performance of BITC\textsubscript{wn} based on different noise variance estimation methods. In Figure \ref{fig:6.1(a)}, the traditional noise estimation method is applied. The linear correlation between the subjective judgments and objective prediction is 0.8948. In Figure \ref{fig:6.1(b)}, the color information based noise estimation method is applied. The linear correlation is 0.8833. This estimation works well when the noise distortion is small, whereas it is not suitable for large noise estimation. In Figure \ref{fig:6.1(c)}, the energy consistency based noise estimation method is used. The linear correlation is 0.9695. In Figure \ref{fig:6.1(d)}, the local energy consistency based noise estimation method is used. The linear correlation is 0.9719. By visual inspection, all four methods work fine. But in Figure \ref{fig:6.1(b)}, we notice that BITC\textsubscript{wn} (using Method 2) is not suitable for visual quality evaluation when large noise degradation happens.

Since our energy consistency models are implemented in the wavelet domain, we are interested in which wavelet framework is suitable for BITC\textsubscript{wn} (using Method 3 and Method 4). The experiment includes 38 wavelets. The linear correlation between the subjective judgments and objective evaluations are computed for each wavelet. Figure \ref{fig:6.2} shows the linear correlation between subjective and objective judgments. Instead of listing the correlation values in a big table. Figure \ref{fig:6.2(a)} - \ref{fig:6.2(c)} plot the histogram of linear correlation when BITC\textsubscript{wn} uses image statistics in three directions under different wavelet frameworks. The red bars indicate the linear correlation density of BITC\textsubscript{wn} using energy consistency. From the correlation histogram plotted in Figure \ref{fig:6.2}, most linear correlation is larger than 0.9. The largest linear correlation is 0.9695 when the db4 wavelet is used. The blue bars indicate the linear correla-

\footnote{38 wavelets are listed in Appendix J}
Figure 6.1: Blind quality assessment on white noise distortion. In Figure (a), the traditional noise estimation method \cite{36} is applied. In Figure (b), the color information based noise estimation method \cite{106}. In Figure (c), the energy consistency based noise estimation method. In Figure (d), the local energy consistency based noise estimation method. The linear correlation between the subjective judgments and objective prediction is 0.8948, 0.8833, 0.9695 and 0.9719 respectively. The db4 wavelet is used in Figures (c) and (d).
Figure 6.2: The performance of BITC$_{wn}$ using energy/local energy consistency. BITC$_{wn}$ is tested under 38 different wavelets. The linear correlation between the subjective judgments and objective evaluations are computed for each wavelet. Figure (a) - (c) plot the histogram of linear correlation when BITC$_{wn}$ uses image statistics in three directions under different wavelets. The red bars indicate the linear correlation histogram of BITC$_{wn}$ using energy consistency. The blue bars indicate the linear correlation histogram of BITC$_{wn}$ using local energy consistency.
Our blind quality metric based on the local energy consistency for white noise is not limited to white noise distortion. We found that our blind quality metrics are also able to deal with other distortions: additive noise in color components \[81\], spatially correlated noise \[81\], high frequency noise \[81\] and impulse noise \[81\]. These four distortions change image spectra greatly. Table 6.2 lists the test results of BITC\textsubscript{wn} using local modeling (Method 4). BITC\textsubscript{wn} has the best performance when evaluating quality of images with high frequency noise. This performance is predictable. Since images high frequency noise will leave the low frequency components untouched, this makes the energy estimation more accurate.

The implementation of BITC\textsubscript{wn} is listed below. Please note that the perceptual information computation is slightly different when local modeling is used.

1. Estimate the perceptual information of white noise \( \mathcal{P}(D_1) \) in the first scale.

   a. if using local modeling
      
      Estimate the local noise variance \( \sigma^2_{D_{m_1,n_1}} \) with Equation 3.30. The perceptual information of white noise is computed as follows.
      
      \[
      \mathcal{P}(D_1) = \mathcal{P}(D_{m_1,n_1}) = \sum_{m_1,n_1} \frac{1}{2} \log \left(1 + \frac{\hat{\sigma}^2_{D_{m_1,n_1}}}{\sigma^2_{Z_1}}\right)
      \]

     b. if not using local modeling
      
      Estimate the noise variance \( \sigma^2_{\tilde{D}_1} \) in the first scale. The perceptual information of white noise is computed as follows.

<table>
<thead>
<tr>
<th>Noise in color components</th>
<th>Spatially correlated noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>SC</td>
</tr>
<tr>
<td>0.8001</td>
<td>0.8604</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>High frequency noise</th>
<th>Impulse noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>SC</td>
</tr>
<tr>
<td>0.8346</td>
<td>0.8757</td>
</tr>
</tbody>
</table>

Table 6.1: The performance of blind ITC using local modeling
\[ \hat{\mathcal{P}}(D_1) = \frac{1}{2} \log(1 + \frac{\hat{\sigma}^2_{D_1}}{\hat{\sigma}^2_{Z_1}}) \]

2. Estimate the perceptual information of the original image \( \mathcal{P}(X_1) \) in the first scale.

   a. if using local modeling

   \[ \hat{\mathcal{P}}(X_1) = \sum_{m_1,n_1} \hat{\mathcal{P}}(X_{m_1,n_1}) = \sum_{m_1,n_1} \frac{1}{2} \log(1 + \frac{\hat{\sigma}^2_{X_{m_1,n_1}}}{\hat{\sigma}^2_{Z_1}}) \]

   where \( \hat{\sigma}^2_{X_{m_1,n_1}} \) can be estimated by Equation 3.29.

   b. if not using local modeling

   \[ \hat{\mathcal{P}}(X_1) = \frac{1}{2} \log(1 + \frac{\hat{\sigma}^2_{X_1}}{\hat{\sigma}^2_{Z_1}}) \]

   where \( \hat{\sigma}^2_{X_1} \) can be estimated by Equation 6.4.

3. Compute \( BITC_{wn} \) as follows.

   \[ BITC_{wn} = \frac{\hat{\mathcal{P}}(D_1)}{\hat{\mathcal{P}}(X_1)} \]

6.3 Gaussian Blur Distortion

As with blind quality assessment for white noise distortion, we follow the ITC strategy to approach blind quality assessment for Gaussian blur distortion. Chapter 3 Section 3 introduces a method based on the energy consistency model to estimate the variance \( \sigma^2_{D_i} \) of the image difference in each scale. Briefly speaking, Gaussian blur is modeled as in the wavelet domain by Equation 6.9. The parameter \( k \) controls the degree of blur. The variance \( \sigma^2_{D_i} \) of the difference in each scale can be simply estimated by Equation 6.10. The energy consistency model in Chapter 3 (Equation 3.14) provides the estimation of \( \sigma^2_{X_i} \). Then \( k^2 \) can be estimated by Equation 6.11. The detailed derivation can be found in Chapter 3 Section 3 Page 45-46.

\[ X_{d_i} = kX_i \]  
\[ \hat{\sigma}^2_{D_i} = (1 - \hat{k})^2 \hat{\sigma}^2_{X_i} \]
\[ \hat{k}^2 = \frac{\sigma^2_{D_i}}{\sigma^2_{X_i}} = \frac{\mathcal{E}_{D_i}}{\mathcal{E}_i} \]  

(6.11)

The perceptual difference \( \mathcal{P}(D_i) \) and perceptual information of test image \( \mathcal{P}(X_{d_i}) \) and its reference \( \mathcal{P}(X_i) \) can be computed according to the perceptual information expression in Table 4.2. We are ready to estimate the quality of an image with Gaussian blur by ITC in Equation 6.1.

\[
\hat{\mathcal{P}}(D_i) = \frac{1}{2} \log(1 + \frac{\hat{\sigma}^2_{D_i}}{\sigma^2_{Z_i}}) 
\]

(6.12)

\[
\hat{\mathcal{P}}(X_i) = \frac{1}{2} \log(1 + \frac{\hat{\sigma}^2_{X_i}}{\sigma^2_{Z_i}}) 
\]

(6.13)

\[
\mathcal{P}(X_{d_i}) = \frac{1}{2} \log(1 + \frac{\sigma^2_{X_{d_i}}}{\sigma^2_{Z_i}}) 
\]

(6.14)

As with blind quality assessment for white noise distortion, the local modeling may benefit the blind quality assessment for Gaussian blur distortion. Chapter 3 Section 3 proposes the local energy consistency model (Equation 3.29) to estimate the variance \( \sigma^2_{X_{m_i,n_i}} \) of the reference image in each neighborhood. Follow the above estimation method for the difference variance, it is not difficult to estimate \( \sigma^2_{D_{m_i,n_i}} \) in each neighborhood. The detailed derivation can be found in Chapter 3 Section 3 Equation 3.32. The perceptual information of each neighborhood is estimated Equation 6.15. The total perceptual information (Equation 6.16) of the entire scale is the summation of the perceptual information in each neighborhood because local modeling assumes each neighborhood is independent of others. As with the last section, the perceptual information of the reference (original) image can be estimated by Equations 6.17 and 6.18.

\[
\hat{\mathcal{P}}(D_{m_i,n_i}) = \frac{1}{2} \log(1 + \frac{\hat{\sigma}^2_{D_{m_i,n_i}}}{\sigma^2_{Z_i}}) 
\]

(6.15)

\[
\hat{\mathcal{P}}(D_i) = \sum_{m_i,n_i} \hat{\mathcal{P}}(D_{m_i,n_i}) 
\]

(6.16)

\[
\hat{\mathcal{P}}(X_{m_i,n_i}) = \frac{1}{2} \log(1 + \frac{\hat{\sigma}^2_{X_{m_i,n_i}}}{\sigma^2_{Z_i}}) 
\]

(6.17)

\[
\hat{\mathcal{P}}(X_i) = \sum_{m_i,n_i} \hat{\mathcal{P}}(X_{m_i,n_i}) 
\]

(6.18)
Figure 6.3: Blind quality assessment on blurring distortion. For the method based on the energy consistency model (Figure (a)), the linear correlation between subjective judgments and objective judgment is 0.9204. For the method based on the local energy consistency model (Figure (b)), the linear correlation is 0.9066.

Until now, we have the perceptual information computed based on two estimation models. $ITC$ in Equation 6.1 can be applied to evaluate the visual quality. When the first four scales are considered during quality evaluation, Spearman correlation between the evaluation results and human judgments is 0.8245. But if the visual quality of a image with white noise distortion is defined in Equation 6.19 a much better performance can be achieved, i.e. Spearman correlation can reach 0.9314.

$$BITC_{gblur} = \frac{\hat{P}(D_1)}{\hat{P}(X_1)}$$ (6.19)

Figure 6.3 displays the blind quality assessment for Gaussian blur distortion. For the method based on the energy consistency model, the linear correlation between subjective judgments and objective judgment is 0.9204. For the method based on the local energy consistency model, the linear correlation is 0.9066.

In the following session, $BITC_{gblur}$ is thoroughly tested and the key properties are summarized. As before, $BITC_{gblur}$ is tested using different wavelet transforms. The histogram of linear correlation using $BITC_{gblur}$ based on the energy consistency model is plotted with red bars in Figure 6.4. Figures 6.4(a), 6.4(b) and 6.4(c) illustrate the histogram of linear correlation in three different directions. The largest linear correlation is 0.9204 when the db4 wavelet is used. Figure 6.4 also displays the linear cor-
Figure 6.4: The performance of $BITC_{gblur}$ using the energy/local energy consistency. Figure (a) - (c) plot the histogram of correlation coefficients. The histogram of linear correlation coefficients using the energy consistency model in $BITC_{gblur}$ is plotted with red bars, and the histogram of linear correlation coefficients using the local energy consistency model in $BITC_{gblur}$ is plotted with blur bars.
relation histogram of $BITC_{gblur}$ using local energy consistency under different multi-resolution frameworks. For blur distortion, local energy consistency model does not improve the performance, which is different from what we observed on noise distortion.

The implementation of $BITC_{gblur}$ is listed below. Please note that the perceptual information computation is slightly different when local modeling is used.

1. Estimate the perceptual information of Gaussian blur $\mathcal{P}(D_1)$ in the first scale.
   a. if using local modeling
      Estimate the local distortion variance $\sigma^2_{D_{m_1,n_1}}$ with Equation 3.32. The perceptual information of Gaussian blur is computed as follows.
      $\hat{\mathcal{P}}(D_1) = \sum_{m_1,n_1} \hat{\mathcal{P}}(D_{m_1,n_1}) = \sum_{m_1,n_1} \frac{1}{2} \log(1 + \frac{\hat{\sigma}^2_{D_{m_1,n_1}}}{\sigma^2_{Z_1}})$
   b. if not using local modeling
      Estimate the distortion variance $\sigma^2_{D_1}$ in the first scale with Equation 6.10. The perceptual information of the distortion is computed as follows.
      $\hat{\mathcal{P}}(D_1) = \frac{1}{2} \log(1 + \frac{\hat{\sigma}^2_{D_1}}{\sigma^2_{Z_1}})$

2. Estimate the perceptual information of the original image $\mathcal{P}(X_1)$ in the first scale.
   a. if using local modeling
      $\hat{\mathcal{P}}(X_1) = \sum_{m_1,n_1} \hat{\mathcal{P}}(X_{m_1,n_1}) = \sum_{m_1,n_1} \frac{1}{2} \log(1 + \frac{\hat{\sigma}^2_{X_{m_1,n_1}}}{\sigma^2_{Z_1}})$
      where $\hat{\sigma}^2_{X_{m_1,n_1}}$ can be estimated by Equation 3.29
   b. if not using local modeling
      $\hat{\mathcal{P}}(X_1) = \frac{1}{2} \log(1 + \frac{\hat{\sigma}^2_{X_1}}{\sigma^2_{Z_1}})$
      where $\hat{\sigma}^2_{X_1}$ can be estimated by Equation 3.14

3. Compute $BITC_{gblur}$ as follows.
   $$BITC_{gblur} = \frac{\hat{\mathcal{P}}(D_1)}{\hat{\mathcal{P}}(X_1)}$$
6.4 JPEG2000 Distortion

Blind quality assessment of compression distortion has been of interest for many years, but limited progress has been achieved\[103\]. This can be noticed by the number of metrics that have been proposed. Until now few quality assessment methods have been proposed and only 2 of them have acceptable performance. The first method is introduced by Sheikh \textit{et al.} \[96\] who addressed blind quality assessment by inspecting the hidden states of wavelet coefficients in adjacent scales. The other method is proposed by Sazzad \textit{et al.} \[90\] who assumed the visual quality of JPEG2000 picture is relevant to the edge information. For the existing blind quality metrics, two procedures are always involved in the implementation. First, a training set must be chosen. Usually the training set comprises representative samples which cover all possible situations. Second, a training method will be applied to determine the parameter setting for the quality metric. The selection of a proper method from various candidates is not easy. The training method is selected by carefully considering its strengths and weaknesses. Even if a blind quality metric is implemented with the above two problems properly solved, the metric might not be compatible for a different data set. In \[90\], Sazzad tried to test his method with two different subjective databases. The parameter settings listed in his paper show significant differences in Table 6.4. This leads to a question of which setting should be used when a JPEG picture is evaluated. It might be one of the reasons that blind quality metrics are not widely used. In this section, we propose a simple but reliable quality evaluation method. As we know, the success of full reference \textit{ITC} depends on the perceptual information $P(D)$ of the distortion. Our blind quality metric ($BITC_{\text{JPEG2000}}$) for JPEG2000 also follows the \textit{ITC} strategy. $BITC_{\text{JPEG2000}}$ has several advantages. First, it does not need a training procedure. Second, it is validated by four databases from different research groups. Third, the basic idea introduced below can also be applied to blind quality assessment for JPEG compression.

<table>
<thead>
<tr>
<th></th>
<th>The LIVE database [99]</th>
<th></th>
<th>The TOYAMA database [55]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_1$</td>
<td>34.5354</td>
<td>$\gamma_1$</td>
<td>2.8507</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>37.5732</td>
<td>$\gamma_2$</td>
<td>-3.4735</td>
</tr>
<tr>
<td>$\gamma_3$</td>
<td>42.9897</td>
<td>$\gamma_3$</td>
<td>22.1784</td>
</tr>
<tr>
<td>$\gamma_4$</td>
<td>1.1934</td>
<td>$\gamma_4$</td>
<td>2.2957</td>
</tr>
<tr>
<td>$\gamma_5$</td>
<td>6.0552</td>
<td>$\gamma_5$</td>
<td>0.0096</td>
</tr>
<tr>
<td>$\gamma_6$</td>
<td>6.3377</td>
<td>$\gamma_6$</td>
<td>0.3619</td>
</tr>
<tr>
<td>$\gamma_7$</td>
<td>6.834</td>
<td>$\gamma_7$</td>
<td>-0.3168</td>
</tr>
<tr>
<td>$\gamma_8$</td>
<td>6.8069</td>
<td>$\gamma_8$</td>
<td>0.0452</td>
</tr>
<tr>
<td>$\gamma_9$</td>
<td>0.8304</td>
<td>$\gamma_9$</td>
<td>2.7841</td>
</tr>
</tbody>
</table>

Table 6.4: The parameters in Sazzad’s method. $\gamma_1 \ldots \gamma_9$ are parameters.
6.4.1 Blind Quality Assessment for JPEG2000

The JPEG2000 compression standard (as shown in Figure 6.5) includes pre-processing (color components transformation, i.e.), wavelet transform (Cohen-Daubechies-Feauveau 9/7 wavelet or Cohen-Daubechies-Feauveau 5/3 wavelet), quantization, arithmetic coding, typical rate control and data packing. Among all operations, quantization is the primary operation that causes the information loss. Hence the key step of blind quality assessment on the JPEG2000 picture is to estimate the lost information during the quantization.

In order to follow the ITC strategy, we need to estimate the quantization distortion in each scale (frequency). But the energy estimation model is not helpful, because the information at each frequency is degraded simultaneously. It is not guaranteed that the low frequency is preserved. It appears that the estimation of difference variance $\sigma^2_d$ is not practical. But the strong characteristic pattern of compression distortion will be helpful. Figure 6.6 shows the wavelet coefficient histograms of reference images (red line) and distorted (compressed) images (blue line). Each image is transformed to the wavelet domain by Cohen-Daubechies-Feauveau 9/7 wavelet. We notice that the histogram of the distorted (compressed) image shows a strong quantization pattern. Due to computation error, the patterns usually are not ideal, but we are still able to estimate the quantization step for each distorted (compressed) image. The quantization procedure in the $i$th scale can be written as in Equation 6.20.

$$X_{d_i} = \lfloor \frac{X_i}{\Delta_i} \rfloor$$  \hspace{1cm} (6.20)
where $\Delta_i$ is the quantization step in the $i$th scale.

In order to estimate the perceptual information of the quantization distortion, we should investigate the statistics of the quantization distortion. The quantization distortion $D_i = X_i - X_{d_i}$ obeys the uniform distribution in Equation 6.21, if the characteristic function $\Phi_{X_i}(u)$ of the probability density function $f(X_i)$ is bandlimited [133].

Figure 6.6: Wavelet coefficients histogram. Each figure plots the wavelet coefficients histograms of reference image (thick line) and distorted image (thin line). Notice that as the image quality gets worse (quality score gets bigger), the quantization step (the distance between histogram peaks) gets bigger.
i.e. $\Phi_{X_i}(u) = 0$ for $|u| > \frac{\pi}{\triangle}$.

$$f(D_i) = \begin{cases} \frac{1}{\triangle_i} & \text{for } |D_i| < \frac{1}{2\triangle_i} \\ 0 & \text{else} \end{cases} \quad (6.21)$$

If $X_i$ is assumed to be Gaussian, $D_i$ is approximately uniformly distributed as shown in Figure 6.7(a), as the ratio of $\triangle$ over $\sigma$ varies from 0.1 to 0.6. The quantization distortion (of a Gaussian signal) is almost uniformly distributed within $[-\triangle_i/2, \triangle_i/2]$. The quantization distortion of the actual image wavelet coefficient is more concentrated at zero. When the quantization step $\triangle_i$ is small, the probability density of the quantization distortion is close to a uniform distribution. It is reasonable to assume that the quantization distortion in the $i$th scale is approximately uniformly distributed, then $\sigma_{D_i}^2 = \frac{1}{12} \triangle_i^2$. According to the expression of perceptual information in Table 4.2, the perceptual difference in the $i$th scale can be approximately computed

---

2In the wavelet domain, many image coefficients are very close to zero. This results in the peak of the probability density of wavelet coefficients around zero, which means the large bandwidth of $\Phi_{X_i}(u)$. To ensure $\Phi_{X_i}(u) = 0$ for $|u| > \frac{\pi}{\triangle}$, the quantization step $\triangle$ should be small. In other words, if the quantization step $\triangle$ gets smaller, the quantization distortion becomes more uniformly distributed.
as Equation 6.22

\[ \mathcal{P}(D_i) \approx \frac{1}{2} \log \left(1 + \frac{\sigma^2_{D_i}}{\sigma^2_Z_i}\right) \quad (6.22) \]

\[ = \frac{1}{2} \log \left(1 + \frac{\Delta^2_i}{12\sigma^2_Z_i}\right) \quad (6.23) \]

In Chapter 5, the normalization step in ITC is designed to eliminate the impact of varied image content. To follow the ITC strategy, a simple method proposed next accomplishes the normalization. The basic idea is to derive the quantization distortion if \(X_i\) obeys the standard normal distribution, then normalization is unnecessary. As shown in Equation 6.24, the equivalent quantization step \(\bar{\Delta}\) is derived. It is not difficult to derive \(\bar{\Delta}\) with a simple search table.

\[ \bar{\Delta}_i = \{\Delta \mid Pr(X_d = 0) = \int_{-\Delta/2}^{\Delta/2} \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{\tau^2}{2}\right) d\tau\} \quad (6.24) \]

The perceptual information of the “normalized” quantization distortion \(\bar{D}_i\) is given in Equation 6.25. According to the ITC strategy in Equation 6.1, the visual quality can be defined in Equation 6.26 by considering the perceptual distortion in all scales.

\[ \mathcal{P}(\bar{D}_i) = \frac{1}{2} \log \left(1 + \frac{\bar{\Delta}^2_i}{12\sigma^2_Z_i}\right) \quad (6.25) \]

\[ BITC_{JPEG2000} = \sum_i \mathcal{P}(\bar{D}_i) \quad (6.26) \]

The objective quality evaluation by \(BITC_{JPEG2000}\) (Equation 6.26) has Spearman correlation of 0.86 with human judgment according to the LIVE database [99]. Since \(BITC_{JPEG2000}\) is the linear summation of the perceptual difference in all scales, the performance will be degraded if the perceptual difference in certain scale is not consistent with human judgment. In other words, if \(BITC_{JPEG2000}\) is defined within a scale, better performance might be achieved, as shown in Equation 6.27.

\[ BITC_{JPEG2000} = \mathcal{P}(\bar{D}_i) = \frac{1}{2} \log \left(1 + \frac{\bar{\Delta}^2_i}{12\sigma^2_Z_i}\right) \quad (6.27) \]

\(^3\)Equation 6.22 computes the perceptual information of \(D_i\) if \(D_i\) obeys the Gaussian distribution, which is emphasized in Chapter 4. There is no closed form to compute the perceptual information of an uniform distribution, but Equation 6.22 is a good approximation. Please refer to Appendix H to check the approximation accuracy.
In practice, we find that better performance can be achieved by the following definition, where the $\bar{\Delta}^2$ is substituted by $\Delta \bar{\Delta}$. From the test result, Spearman correlation of $BITC_{JPEG2000}$ by Equation 6.27 is 0.89 when image statistics of the second scale in the diagonal direction is used. Spearman correlation of $BITC_{JPEG2000}$ by Equation 6.28 is 0.94. In the next section, we will validate $BITC_{JPEG2000}$ (Equation 6.28) thoroughly.

$$BITC_{JPEG2000} = \frac{1}{2} \log(1 + \frac{\Delta_i \bar{\Delta}_i}{12 \sigma^2_{Z_i}}) \quad (6.28)$$

### 6.4.2 Implementation of $BITC_{JPEG2000}$

1. Transform the test image into the db97 wavelet domain.

2. Derive the quantization step $\Delta_i$ in the $i$th scale. A simple method (Matlab code) is given in Appendix H.

3. Compute the equivalent quantization step $\bar{\Delta}_i$ with Equation 6.24. A fast method to derive the equivalent quantization step is to use a search table.

4. Compute the visual quality $BITC_{JPEG2000}$ with Equation 6.28.

### 6.4.3 Performance and Discussion

As we discussed above, the blind quality metric for JPEG2000 is computed using the wavelet coefficients within certain subband. Now let us test the performance of $BITC_{JPEG2000}$ when different subbands are applied, i.e. first, second and third scales on three directions. Figure 6.9 displays the linear correlation between the subjective and objective judgments. The test results show that $BITC_{JPEG2000}$ generates consistent evaluation using the wavelet coefficients in the second scale. Since the number of the wavelet coefficients at low frequency scale are limited (for a $512 \times 512$, the size of a subband in the third scale is only $64 \times 64$), it might cause an estimation error. Also for small JPEG2000 distortion, the quantization pattern at low frequency scale is not easily recognized especially considering the roundoff error, resulting in the degradation of the $BITC_{JPEG2000}$ performance. On the other hand, wavelet coefficients in the high frequency scales are converted to zero when JPEG2000 distortion is distinct. It is not possible to estimate the quantization pattern when most coefficients are quantized to zero. Also if the texture is not rich in that scale, it might also be difficult to identity
Figure 6.8: The performance of blind quality metric on JPEG2000 pictures. The linear correlation between the subjective and objective judgements for the LIVE database is 0.9241. The linear correlation for the TOYAMA database is 0.9104. The linear correlation for the IVC database is 0.9045. The linear correlation for the TID2008 database is 0.9125.
Figure 6.9: JPEG2000 blind quality metric using different subbands. The largest linear correlation is 0.9241 in the diagonal direction in the third scale. The corresponding Spearman correlation is 0.9363. The experiment is conducted with the LIVE database [99].

the quantization pattern.

In the following section, \( BITC_{\text{JPEG2000}} \) is compared with two existing methods [89, 98]. Sazzad et al. [89] considered the image quality as the combination of several image features, as shown in Equation 6.29:

\[
MOS_p = \frac{4}{1 + e^{-1.0217(C-3)}} + 1
\]  

(6.29)

where

\[
C = \{\gamma_1 \log(S + 1) + \gamma_2 \log(A + 1) + \gamma_3 \log(Z + \gamma_4)\} \times \{\gamma_5 \log(H_f + 1) + \gamma_6 \log(V_f + 1) + \gamma_7 \log(H + 1) + \gamma_8 \log(V + 1) + \gamma_9\}
\]  

(6.30)

\( S, A, Z, H_f, V_f, H, V \) are the image features defined in [89], and \( \gamma_{1,2,...,9} \) are the parameters derived by training. Compared with our method, it is clear that Sazzad used many more parameters (10 parameters). In order to determine the parameters, a training set and method is necessary. The parameters are easily overtrained because
too many parameters are used compared with size of the training set (60 samples were used for training [29]). The other problem is that Sazzad’s method is sensitive to the choice of the training set. In order to achieve good performance, Sazzad chose the training set composed by the images with the best quality or worst quality. This setting results in such a method which performs pretty well when dealing with images containing small distortion or large distortion but much worse for medium distortion.

Sheikh et al. [98] stated that the probability of hidden states gives the indication of the quality loss, using the hidden Markov tree model [29]. He estimated image quality by converting the probability $p_i(ss)$ (the hidden states of parent and child are both small) into image features in Equation (6.31)

$$q_i = K_i \left[1 - \exp \left(\frac{-p_i(ss) - u_i}{T_i}\right)\right]$$

(6.31)

where $K_i$, $u_i$ and $T_i$ are the parameters in the $i$th scale. The image features in different scales are combined to derive the quality feature $Q$ in Equation (6.32)

$$Q = \sum_{i=v, h, d} k_i q_i$$

(6.32)

where $k_v$, $k_h$ and $k_d$ are the parameters for different directions in different directions. Finally the visual quality score is given in Equation (6.33)

$$IQ = \beta_1 \log_{\beta_2} (Q - \beta_3) + \beta_4 x + \beta_5$$

(6.33)

where $\beta_1, 2, \ldots, 5$ are the parameters derived by training, and $Q$ is defined by the image features in wavelet domain. Sheikh is the first to approach blind quality assessment by using inter-scale consistency under multi-resolution framework. But his method has the same problem as Sazzad’s method: it is sensitive to the training set.

Based on the above description, our method involves very limited parameters compared with other existing method. Our method does not achieve the parameters by training. Also our method does not rely on the feature extraction and highly non-linear feature combinations which leaks the proper theoretical foundations. Table 6.5 compares the performances of three blind quality metrics for JPEG2000 distortion, which is plotted in Figure 6.10. For display purposes, we normalize the performances. For instance, if the linear correlations of the objective evaluation by three methods are 0.9, 0.6 and 0.3 separately. Then the normalized correlations are 1, 0.67 and 0.33. It is clear that our $BITC_{JPEG2000}$ method has the best consistency with the
Table 6.5: JPEG 2000 blind quality assessment metrics comparison. “CC”: linear correlation between subjective and objective judgments. “SC”: Spearman correlation. The bold numbers indicate the best performances.

<table>
<thead>
<tr>
<th>Database</th>
<th>BITC_{JPEG2000}</th>
<th>Sheikh’s method</th>
<th>Sazzad’s method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CC</td>
<td>SC</td>
<td>CC</td>
</tr>
<tr>
<td>LIVE</td>
<td>0.9474</td>
<td>0.9363</td>
<td>0.8709</td>
</tr>
<tr>
<td>Toyama</td>
<td>0.9104</td>
<td>0.9203</td>
<td>0.7622</td>
</tr>
<tr>
<td>IVC</td>
<td>0.9045</td>
<td>0.9305</td>
<td>0.8493</td>
</tr>
<tr>
<td>TID2008</td>
<td>0.9125</td>
<td>0.9183</td>
<td>0.3965</td>
</tr>
</tbody>
</table>

From the above description of the blind quality assessment method, our proposed method has several advantages:

- The proposed method is based on distortion estimation, which has a theoretic foundation. Since the distortion pattern (quantization pattern) is strong, the estimation of quantization step $\Delta$ is easy to design.

- From the performance of the proposed method, we notice that the proposed metric exhibits excellent consistency with human subjective judgments and compatibility to different subjective databases. Also the proposed method does not require training data or training methods.

- The proposed method is fast and suitable for real-time application.

- The proposed method can be embedded into JPEG2000 codec and estimate the quality of the compressed image instantly.
Figure 6.10: JPEG2000 blind quality assessment metrics comparison (continued).  ■ ITC metric, ■ Sheikh’s method, ■ Sazzad’s method.
6.5 JPEG Distortion

6.5.1 Blind Quality Assessment on JPEG

Although JPEG distortion is visually different from JPEG2000 distortion, both compression standards share the same principle. The JPEG and JPEG2000 distortions are both due to information loss from quantization. This makes it possible to use the idea in the last section to approach blind quality assessment for JPEG image. The major difference between the two standards is the transform. The JPEG standard uses discrete cosine transform (DCT), whereas the JPEG2000 standard uses Cohen-Daubechies-Feauveau 9/7 wavelet or Cohen-Daubechies-Feauveau 5/3 wavelet. In the JPEG2000 standard, the quantization steps vary across different subbands. The quantization step in a certain subband is estimated on the entire subband. In the JPEG standard, an image is divided into many micro-blocks. Each 8×8 block is converted to a frequency-domain representation which also has size of 8×8, as shown in Equation 6.34.

\[ X(u, v) = \alpha(u)\alpha(v) \sum_{m=0}^{7} \sum_{n=0}^{7} I(m, n) \cos \left[ \frac{\pi}{8} \left( m + \frac{1}{2} \right) u \right] \cos \left[ \frac{\pi}{8} \left( n + \frac{1}{2} \right) v \right] \]

\[ \alpha(n) = \begin{cases} \sqrt{\frac{1}{8}} & \text{if } n = 0 \\ \sqrt{\frac{2}{8}} & \text{otherwise} \end{cases} \]

where \( u (0 \leq u < 8) \) is the horizontal spatial frequency, \( v (0 \leq v < 8) \) is the vertical spatial frequency and \( I(m, n) \) is the pixel value at coordinates \((m, n)\). The quantized DCT coefficients are computed as follows.

\[ X_d(u, v) = \left\lfloor \frac{X(u, v)}{Q_0(u, v)} \right\rfloor \]

According to the JPEG standard, the quantization matrix \( Q_0(u, v) \) is specified and shown in Equation 6.36. In practice, the quality of JPEG images is controlled by the scaled quantization matrix, \( Q(u, v) = k \times Q_0(u, v) \), where \( k \) adjusts image quality. The quantization step cannot be simply derived from Equation 6.36. For a JPEG image, the quantization step at certain frequency \((u \frac{\pi}{8}, v \frac{\pi}{8})\) is derived with the same
method from the last section.

\[
Q_0(u,v) = \begin{bmatrix}
16 & 11 & 10 & 16 & 24 & 40 & 51 & 61 \\
12 & 12 & 14 & 19 & 26 & 58 & 60 & 55 \\
14 & 13 & 16 & 24 & 40 & 57 & 69 & 56 \\
14 & 17 & 22 & 29 & 51 & 87 & 80 & 62 \\
18 & 22 & 37 & 56 & 109 & 103 & 77 \\
24 & 35 & 55 & 64 & 81 & 104 & 113 & 92 \\
49 & 64 & 78 & 87 & 103 & 121 & 120 & 101 \\
72 & 92 & 95 & 98 & 112 & 100 & 103 & 99
\end{bmatrix}
\]

Before proposing the blind quality metric for JPEG image, consider the quantization pattern at the frequency \((u_0, v_0)\). The histogram in Figure 6.11 is generated by the coefficients at frequency \((u_0 = 3, v_0 = 3)\) for all micro-blocks in a JPEG image. Small quantization step usually means good visual quality, and large quantization step results in poor visual quality. We notice that JPEG has a similar distortion pattern as JPEG2000. Hence we can use the same quality assessment method in the last section for JPEG distortion evaluation and derive a similar blind quality assessment metric for JPEG pictures, as shown in Equation 6.37, where \(\Delta_{u,v}\) is the actual quantization step at the frequency \((u_{\pi/8}, v_{\pi/8})\) and the equivalent quantization step \(\bar{\Delta}_{u,v}\) is derived in Equation 6.38. \(X_d(u,v)\) in Equation 6.38 is the DCT coefficient of the JPEG image at frequency \((u_{\pi/8}, v_{\pi/8})\).

\[
BITC_{\text{JPEG}} = \frac{1}{2} \log\left(1 + \frac{\Delta_{u,v} \bar{\Delta}_{u,v}}{\sigma^2_{X_{u,v}}}\right)
\] (6.37)

\[
\bar{\Delta}_{u,v} = \{\Delta | Pr(X_d(u,v) = 0) = \int_{-\Delta/2}^{\Delta/2} \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{\tau^2}{2}\right) d\tau\}
\] (6.38)
Figure 6.11: DCT coefficients histogram. Each figure plots the DCT coefficients histograms of reference image (thick line) and distorted image (thin line). Notice that as the image quality gets worse (quality score gets bigger), the quantization step (the distance between histogram peaks) gets bigger.
Figure 6.12: The performance of JPEG blind quality metric using DCT coefficients at \((\frac{\pi}{8}u, \frac{\pi}{8}v)\). The figure illustrates the linear correlation between the subjective and objective judgments using DCT coefficients at \((\frac{\pi}{8}u, \frac{\pi}{8}v)\), where \(u, v = \{0, 1, 2, 3, 4, 5, 6, 7\}\). The maximum linear correlation is 0.9313 at the frequency of \(u = 2\), \(v = 2\).

6.5.2 Implementation of \(BITC_{\text{JPEG}}\)

1. Transform the test image into the DCT domain.
2. Derive the quantization step \(\Delta_{u,v}\) at the frequency \((\frac{u\pi}{8}, \frac{v\pi}{8})\). A simple method (Matlab code) is given in Appendix H.
3. Compute the equivalent quantization step \(\bar{\Delta}_{u,v}\) with Equation 6.38.
4. Compute the visual quality \(BITC_{\text{JPEG}}\) with Equation 6.37.

6.5.3 Performance and Discussion

From the above description, we defined the blind quality metric using the statistics of DCT coefficients at \((\frac{u\pi}{8}, \frac{v\pi}{8})\). Figure 6.12 displays the linear correlation between objective and subjective judgments using DCT coefficients at different frequencies. During our test, we use the DCT coefficients at the frequencies \(u, v = \{0, 1, 2, 3, 4, 5, 6, 7\}\). The best linear correlation with the human judgment is achieved at the frequency of \(u = 2\), \(v = 2\). Also we notice that blind quality metric provides consistent evaluation
Figure 6.13: The performance of blind quality assessment for JPEG distortion. The linear correlation between the prediction results and subjective judgments is 0.9089 for the LIVE database \cite{99}. The linear correlation between the prediction results and subjective judgments is 0.8659 for the Toyama database \cite{55}. The linear correlation between the prediction results and subjective judgments is 0.9275 for the IVC database \cite{64}. The linear correlation between the prediction results and subjective judgments is 0.9353 for the TID2008 database \cite{81}. 
when \( u + v \approx 4 \), the white band as shown in Figure 6.12. The blind quality metric also performs badly at high frequency. The reason is that most DCT coefficients are quantized to zeros when large JPEG distortion happens and it is difficult to catch the quantization pattern.

The performance of \( BITC_{JPEG} \) is plotted in Figure 6.13 and three methods are compared in Table 6.6. Our method shows excellent compatibility with four different subjective databases. The correlation is greater than 0.9 for any database. It means the visual quality score by \( BITC_{JPEG} \) does reflect the human opinion.

In the following section, \( BITC_{JPEG} \) is compared with two existing methods [89,124]. Wang’s method [124] defined the blind quality of an JPEG image as follows:

\[
S = \alpha + \beta B^{\gamma_1} A^{\gamma_2} Z^{\gamma_3}
\]  

(6.39)

where \( \alpha, \beta, \gamma_1, \gamma_2 \) and \( \gamma_3 \) are the model parameters that must be estimated with the subjective test data. \( A \) (pixel activity), \( B \) (block discontinuity) and \( Z \) (zero cross ratio) are the image features defined in [124]. Sazzad applied the same method [89] in the last section to evaluate JPEG pictures. As with the blind metric for JPEG2000, our proposed method does not require complicated feature extractions, combinations or training to accomplish the quality evaluation. Table 6.6 lists the performances of three methods. Apparently, the proposed \( BITC_{JPEG} \) has the best linear correlation and Spearman correlation, while Sazzad’s method does not support Toyama database well. For a better illustration, the test results are normalized and plotted in Figure 6.14.

The proposed method also does not need to decode the compressed image. Our method takes the transform coefficients as the input. Furthermore our method only needs one frequency coefficient out of 64 coefficients in a microblock. Our method also needs not to extract the features, such as (pixel activity or block discontinuity), in the spatial domain. These makes our method very fast. \( BITC_{JPEG} \) only needs 1/4 time of Wang’s method and less than 1/10 of Sazzad’s method if the input is the decoded JPEG image in the spatial domain. To evaluate images in the JPEG format, \( BITC_{JPEG} \) needs only 5% of the above computation time, since the DCT coefficients are accessible. \( BITC_{JPEG} \) method can be embedded into the JPEG codec easily. When the JPEG encoder computes the DCT coefficients, \( BITC_{JPEG} \) can take over the coefficients and estimate the image quality.

Compared with existing blind quality metrics, our method has three advantages:
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Table 6.6: JPEG blind quality assessment metrics comparison. “CC”: linear correlation between subjective and objective judgments. The bold numbers indicate the best performances.

- The proposed method is based on distortion estimation, which is simple and efficient.
- The method can be applied to different databases (the LIVE, TOYAMA, IVC and TID2008 databases).
- The method does not rely on complicated nonlinear mapping from image features to image quality.
- The proposed method is fast and suitable for real-time application.
- The method can be embedded into JPEG codec for quality estimation.

6.6 Fastfading Distortion

6.6.1 Blind Quality Assessment for Fastfading Distortion

As shown in Figure 6.15, fastfading distortion will happen during source encoding and wireless transmission. The information loss during source coding is mainly quantization distortion. The information loss during wireless transmission is due to the uncertainty in the communication channel. The result is a difficulty in predicting the lost information without a reference image. Figures 6.16 displays four images with fastfading distortion. If we take a close look at the examples in Figures 6.16, we notice that fastfading distortion is quite different from the other four distortions, since it exhibits different distortion behaviors. Basically, the distortion behaviors can be summarized into three categories: shift, elimination and quantization.
<table>
<thead>
<tr>
<th></th>
<th>Linear correlation</th>
<th>Spearman correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIVE database</td>
<td>1.0000</td>
<td>0.9659</td>
</tr>
<tr>
<td>Toyama database</td>
<td>1.0000</td>
<td>0.8133</td>
</tr>
<tr>
<td>IVC database</td>
<td>1.0000</td>
<td>0.9886</td>
</tr>
<tr>
<td>TID2008 database</td>
<td>1.0000</td>
<td>0.9939</td>
</tr>
</tbody>
</table>

Figure 6.14: JPEG blind quality assessment metrics comparison (continued). ■ ITC metric, ■ Zhou’s method, ■ Sazzad’s method.
• **Shift**: the image coefficients are shifted away from where they are supposed to be.

• **Elimination**: the image coefficients are “wiped” out, due to the data loss in the transmission.

• **Quantization**: the image details are discarded due to the quantization procedure during the compression. Since the original image is compressed first and sent through the wireless channel, the quantization distortion is always a part of the fastfading distortion.

Figure 6.17 displays three examples that exhibit the above three distortion behaviors. Compared to the reference in Figure 6.17(d), Figure 6.17(a) shows the shift behavior. The roof edge is duplicated and shifted to the left. Figure 6.17(b) shows the elimination behavior. The difference on the top left is smaller, but larger on the rest part (information is eliminated). Figure 6.17(c) shows the quantization behavior, which is not easily recognized in the spatial domain. Figure 6.18 displays the above distorted images and their reference in the wavelet domain and clearly illustrates the distortion behaviors. Figure 6.18(a) shows that the shift behavior is caused by the coefficient shift in wavelet domain. In Figure 6.18(b), the coefficients other than the top left are eliminated. Most structures in Figure 6.18(c) are preserved but detail coefficients are discarded. This suggests that the distortion behavior is quantization. Unlike the other
Figure 6.16: Image samples with fastfading distortion. In Figure (d), the distortion happens on the top of the buildings (the white spots). Other distortions in Figure (d) becomes less noticeable due to the resizing and printing.
four distortions (white noise, Gaussian blur, JPEG2000 and JPEG distortion), fast-fading distortion might not exhibit single distortion behavior. If we watch closely on Figure 6.18(c), there is a nearly blank block (elimination behavior) on the roof. Figure 6.18(b) shows that the distortion behaviors might only happen on certain places.

From the above discussion, we summarize the characteristics of fast fading distortion as below.

1. Fast fading distortion is the combination of three behaviors: shift, elimination and quantization.

2. Fast fading distortion may happen locally (the shift or elimination on certain places) or globally (the quantization on the entire wavelet scale). The other four distortions (white noise, Gaussian blur, JPEG2000 and JPEG distortion) are usually applied to the entire image.

In the following section, we will follow the ITC strategy to estimate visual quality of images with fast fading distortion. As shown in Figure 6.15, the image is first compressed according to the JPEG2000 standard. The quantization distortion is applied to the entire image. Then the compressed image is transmitted through the wireless communication channel where the shift or elimination might happen. According to the above quality degradation procedure, our quality metric is designed as follows.

- Evaluate quantization distortion by the method proposed in blind quality assessment for JPEG2000.

As discussed in Chapter 6 Section 3, the perceptual information of the JPEG2000 quantization distortion in the $i$th scale is given in Equation 6.40 (from Equation 6.23 in Chapter 6 Section 3), where $D_{i,q}$ denotes the quantization distortion in the $i$th scale.

$$\mathcal{P}(D_{i,q}) = \frac{1}{2} \log \left( 1 + \frac{\Delta_i^2}{12\sigma_i^2} \right)$$  \hspace{1cm} (6.40)

- Identify if the current neighborhood is degraded by shift or elimination distortion. Since shift and elimination distortion may only happen on certain positions, it is proper to divide each scales into non-overlapped neighborhoods and identify shift or elimination distortion on each neighborhoods.
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Figure 6.17: Fastfading distortion behaviors. Figure (a,b,c) show the absolute difference between the distorted images and their reference. Figure (a) shows the shift behavior. Compared to the reference in Figure (d), the roof edge is duplicated and shifted to the left. Figure (b) shows the elimination behavior. Compared to its reference, the difference on the top left is smaller, but larger on the rest part (information is eliminated). Figure (c) shows the quantization behavior, which is not easily recognized just from the image difference in the spatial domain.
Figure 6.18: Fastfading distortion behaviors in wavelet domain. The figures display the coefficients of the distorted images and their reference in the horizontal direction of the first scale in wavelet domain. Figure (a) shows the coefficients circular shift to the left. Figure (b) shows the coefficients other than the top left are eliminated. Figure (c) shows most structures are preserved but detail coefficients are discarded.
Figure 6.19: Fastfading distortion behaviors in the wavelet domain (continued). The figures display the coefficients of the distorted images and their reference in the horizontal direction of the first two scales in wavelet domain. Compared with the second scale, it is easier to notice the distortion behaviors. In Figure (a), the coefficients in the first scale are circular shifted to the left. Figure (b) shows the coefficients in the first scale other than the top left are eliminated. Figure (c) shows most structures are preserved in both scales are kept but detail coefficients are discarded.
Figure 6.20: 2-D histogram of local energy pair \( \{\mathcal{E}_1(m_1, n_1), \mathcal{E}_2(m_2, n_2)\} \) in the first two scales. In Figure (a), the local energy pair spreads widely, since the dependency of the first two scales is destroyed by the shift behavior. In Figure (b), the local energy pair spread to the left, since the coefficients (no matter the details or structures) in the first scale are eliminated. In Figure (c), a small portion of the local energy pairs line up, since the detail coefficients are quantized to zero.
(a) Chapter 3 Section 3 proposed a method to identify whether the wavelet secondary property is damaged (Page 55-57). If the linear correlation \( \rho(m_i, n_i; m_{i+1}, n_{i+1}) \) (Equation 3.25) between two energy set \( \{E_{i+1}(m_{i+1}, n_{i+1})\} \) and \( \{E_i(m_i, n_i)\} \) is less than \( T_c = 0.4695 \), then the neighborhood centered at \( (m_i, n_i) \) in the \( i \)th scale has the shift distortion.

(b) The elimination distortion is caused by the data lost during the communication. The result is that the wavelet coefficients within certain areas are replaced by zeros. In other words, the local energy of these areas are extremely small. Hence the neighborhood is classified to have elimination distortion if \( E_i(m_i, n_i) < T_e \). The threshold \( T_e \) is chosen by testing some possible values (very small values). We found that our quality metric has the best performance when \( T_e \) is set to be less than \( 10^{-14} \).

(c) Let us denote \( I(m_i, n_i) \) as the indicator function in Equation 6.41. \( I(m_i, n_i) \) indicates whether the current neighborhood has the shift or elimination distortion.

\[
I(m_i, n_i) = \begin{cases} 
1 & \text{if } \rho(m_i, n_i; m_{i+1}, n_{i+1}) < T_c \text{ or } E_i(m_i, n_i) < T_e \\
0 & \text{else}
\end{cases} \quad (6.41)
\]

- Evaluate the shift and elimination distortion

The shift distortion moves the random coefficients to the current neighborhood, hence the original information was totally “erased”. The elimination distortion causes the same result because of the data loss during communication. Hence the perceptual information of these two distortion should be the original perceptual information of the neighborhood. In Chapter 6 Sections 1 and 2, we discussed the estimation of the original perceptual information in a neighborhood, as shown in Equation 6.42. Hence the perceptual information of the shift or elimination distortion of the current neighborhood can be computed with Equation 6.43 where \( D_{m_i, n_i}^{E/S} \) denotes the shift or elimination distortion of the neighborhood centered at \( (m_i, n_i) \) in the \( i \)th scale.

\[
\hat{P}(X_{m_i, n_i}) = \frac{1}{2} \log \left( 1 + \frac{\hat{E}_i(m_i, n_i)}{\sigma_{Z_i}^2} \right) \quad (6.42)
\]
\[
\hat{P}(D_{m_i, n_i \text{ E/S}}) = \frac{1}{2} \log \left( 1 + \frac{\hat{E}_i(m_i, n_i)}{\sigma_{Z_i}^2} \right) \tag{6.43}
\]

- Evaluate the perceptual information of the reference image

To follow the strategy of the full reference quality assessment \textit{ITC} in Equation \[6.1\] we need to estimate the perceptual information of the reference image. Based on the local energy consistency model in Chapter 3 Section 3, the local energy of the neighborhood can be estimated. Hence the original perceptual information of the current neighborhood can be computed with Equation \[6.44\]. The total perceptual information of the reference image is estimated as the summation of the perceptual information in each neighborhood across all scales, as shown in Equation \[6.45\].

\[
\hat{P}(X_{m_i, n_i}) = \frac{1}{2} \log \left( 1 + \frac{\hat{E}_i(m_i, n_i)}{\sigma_{Z_i}^2} \right) \tag{6.44}
\]

\[
\hat{P}(X) = \sum_i \sum_{m_i, n_i} \hat{P}(X_{m_i, n_i}) \tag{6.45}
\]

- Compute the visual quality with Equation \[6.46\].

Since the fastfading distortion is a mixture of the quantization and shift/elimination distortions, the total perceptual distortion is the summation of the perceptual information of the quantization distortion and the perceptual information of the shift/elimination distortion. Follow the \textit{ITC} strategy, the visual quality is is normalized perceptual distortion across all scales by the perceptual information of the reference image.

\[
BITC_{\text{fastfading}} = \frac{\sum_i \left( \sum_{m_i, n_i} I(m_i, n_i) \hat{P}(D_{m_i, n_i \text{ E/S}}) + \hat{P}(D_{i \text{ Q}}) \right)}{\sum_i \sum_{m_i, n_i} \hat{P}(m_i, n_i)} \tag{6.46}
\]

### 6.6.2 Performance and Discussion

Figure [6.6.2] plots the performance of \(BITC_{\text{fastfading}}\). The linear correlation between the subjective and objective judgments is 0.8665. Spearman correlation is 0.8819. We
notice that the blind quality metric performs well on small distortions. But the inaccurate estimation degrades the performance when the distortion increases. $BITC_{fastfading}$ is the first method that is proposed to evaluate the quality of an image with local distortion (shift/elimination) and global distortion (quantization) simultaneously.

## 6.7 Summary

In this chapter, several blind quality assessment metrics are proposed for different distortions. All of them illustrate an excellent ability to predict image quality without reference image. The basic idea of blind quality assessment is based on the success of full reference $ITC$ in Chapter 5. It can be summarized as the estimation of the perceptual distortion $D$.

At the beginning of this chapter, two distortion estimation methods for white noise and Gaussian distortion are proposed based on the energy consistency and local energy consistency models. The test results in Chapter 6 and the appendix show that $BITC_{wn}$ and $BITC_{gblur}$ have excellent consistency to human judgments under most multi-resolution frameworks. $BITC_{wn}$ can also deal with other four distortions: noise in the color component [81], high frequency noise [81], spatially correlated noise [81] or impulse noise [81].

A blind quality metric is then presented for JPEG and JPEG2000 distortions. Al-
Table 6.7: Blind quality assessment methods

<table>
<thead>
<tr>
<th>Distortion</th>
<th>Energy Consistency</th>
<th>Local Energy Consistency</th>
<th>Quantization Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>White Noise</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Gaussian Blur</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JPEG2000 Compression</td>
<td></td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>JPEG Compression</td>
<td></td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Fastfading</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

though this method is different from the estimation of the distortion for white noise and Gaussian blur, the basic idea is same: evaluate the perceptual distortion. Compared with the existing metrics, our method has four advantages. First, BITC exhibits excellent compatibility to four different subjective databases. Second, it does not need a training procedure. Third, the metric can be easily embedded into JPEG or JPEG2000 codec for quality estimation or quality control. Fourth, the metric has very low computation complexity which makes real-time application possible. At the end of this chapter, we propose the first blind quality metric for images with the fast-fading distortion. Three distortion behaviors are combined successfully to evaluate image quality.

Unfortunately, we still have no idea how to derive a universal method that is capable to estimate the perceptual distortion $D$ without extra caution. Table 6.7 gives us a guide as to which model is applied to approach blind quality assessment for certain distortion. White noise and Gaussian blur distortions only require one model (either the energy consistency or local energy consistency). JPEG and JPEG2000 distortions only require one model (quantization pattern). Fastfading distortion requires two models in order to catch the inter-scale consistency degradation and information loss due to quantization procedure. The performance of the blind quality assessment is summarized in Table 6.8.
<table>
<thead>
<tr>
<th></th>
<th>WN₁</th>
<th>WN₂</th>
<th>WN₃</th>
<th>WN₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>0.8448</td>
<td>0.8833</td>
<td>0.9695</td>
<td>0.9719</td>
</tr>
<tr>
<td>SC</td>
<td>0.9511</td>
<td>0.9501</td>
<td>0.9617</td>
<td>0.9775</td>
</tr>
<tr>
<td>Blur₁</td>
<td>Blur₂</td>
<td>JPEG2000</td>
<td>JPEG</td>
<td></td>
</tr>
<tr>
<td>CC</td>
<td>0.9204</td>
<td>0.9066</td>
<td>0.9474</td>
<td>0.9206</td>
</tr>
<tr>
<td>SC</td>
<td>0.9314</td>
<td>0.9066</td>
<td>0.9363</td>
<td>0.9065</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>Fastfading</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>0.8665</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC</td>
<td>0.8819</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.8: Blind quality assessment assessment result. “CC”: linear correlation between subjective and objective judgments. “SC”: Spearman correlation. WN₁, WN₂, WN₃, and WN₄ are the blind metrics based on the tradition method, color information, energy consistency and local energy consistency respectively. Blur₁ and Blur₂ are blind metrics based on the energy consistency and local energy consistency.
Chapter 7

Conclusions and Future works

7.1 Conclusions

This dissertation proposes successful image quality assessment methods. Full reference and blind quality assessment strategies are developed based on a the human visual system model and image statistical models. The following sections summarize the contributions in four aspects: image statistical model, human visual system model, full reference quality assessment and non-reference quality assessment.

- **Image Statistics**: Considering the strong dependency of natural images among the scales in the wavelet domain, Chapter 3 proposes the energy consistency model and the local energy model. The energy consistency model emphasizes the wavelet coefficient activity of the entire scale, while the local energy consistency model emphasizes the local activity within a small neighborhood. These two models enable us to estimate the original energy level in the reference image if the distorted (test) image is only accessible. Furthermore, the distortion on the wavelet secondary property by fastfading distortion can be detected with the local energy consistency model.

- **Human Contrast Sensitivity Model**: The human contrast sensitivity at a frequency is considered playing an important role in quality assessment. We modeled contrast sensitivity first with a quantization channel and then with a Gaussian communication channel. With the sphere decoding strategy by C. E. Shannon [94], we explained that the Gaussian communication channel simulates the contrast sensitivity behavior similarly as the quantization channel. A parrel
Gaussian channel is proposed to model contrast sensitivity at different frequencies with each individual channel deals with the image at a certain frequency while the noise level of the channel indicates the contrast sensitivity. The perceptual information of an image is defined as the transmitted information (mutual information) through the contrast sensitivity model. To compute the perceptual information, three statistical models are applied to describe the natural image statistics, since we are interested if the statistical model will make significant influence when evaluating visual quality with the perceptual information.

- **Full Reference Quality Assessment**: A reliable method is proposed to evaluate the visual quality of an image according to its reference image. The visual quality is defined as the perceptual difference between two image against the perceptual information of two images. Five subjective databases were used to validate our method’s performance compared with other 18 quality metrics. Our method not only exhibits the excellent compatibility to difference distortions but also outperforms the other existing methods. Furthermore, our method on full reference quality assessment provides the foundation to address blind quality assessment.

- **Blind Quality Assessment**: Our basic idea of blind quality assessment is to blindly estimate the perceptual information of the distortion that occurs during image processing or transmission. The blind quality metric for compressed pictures surpasses all existing method in excellent consistency with human judgment and ease of use. The blind quality assessment on white noise, blur and fastfading distortions is first addressed in this thesis and the test results illustrate the excellent consistency with human opinion.
7.2 Future Works

Although this thesis addresses the quality assessment problem and achieves excellent results, the quality assessment problem still requires more effort on different aspects.

- **Subjective Database:**

  Due to the limitation of knowledge on how the human visual system perceives images, the quality assessment metric is still validated by subjective databases. In other words, subjective databases will determine the performance of the quality assessment metrics. Currently we have three subjective databases which contain over 2800 samples. Each subjective database tends to choose the test samples over a reasonable quality range. Figure 7.1 shows the histogram of subjective quality from 0 (best quality) to 100 (worst quality). We notice very few test samples fall into the quality range between [1, 20]. Test samples with the quality score of zero are identical to their reference images. In practice people usually assign the visual quality of a test sample to be perfect even the test sample contains very small distortion. A study on these “perfect visual quality” test samples will be helpful to understand how human visual system perceives the difference.

  During the establishment of each subjective quality database, 10 - 30 subjects were required to give their judgments on the test samples quality. Unfortunately we do not know whether the listed subjective quality in each database is truly accurate or not. Different subjective qualities will be assigned to the same test sample by different research groups. It has been reported in [47] that different subject groups will agree more on others’ opinions about the low quality video samples. There were eight groups that evaluated the video quality on two separate databases. The average linear correlation of subjective quality by eight groups for the database containing high quality video is 0.8587, for low quality video database is 0.8958. This will cause the confusion when a quality metric is validated by a subjective database: a quality metric could be outstanding according to the subjective judgments by one research group but only above the average according to another research group. Hence a subjective database with only the quality score in a future study will not improve the quality assessment tremendously but introduce uncertainty. It will be better if the subjective database could provide extra information about how each subject evaluates the quality. From my point of view, different types of distortion will help people to study how people will perceive the difference. But this study is more like to
guess a crossword puzzle with only few hints. A more efficient database might contain the information at two different levels: where people perceive difference and how people evaluate difference. These information can be provided by local quality: the quality of every part in an image. More accurate information about where people perceive the difference can be achieved be eye tracking devices.

**Image Quality Assessment:**

In this thesis, we have proposed a method to estimate distortion by adopting an energy consistency model. We pointed out that the estimation is distortion dependent. This will force us to derive the corresponding estimation method when facing a new type of distortion. Is there a universal method to properly estimate the distortion?

This thesis proposes quality assessment metrics for the images of medium size. The resolution is several hundred by several hundred. Great improvements have been achieved in digital imaging. Images of large size or extremely large size are becoming more and more popular. For instance, six years ago a digital camera with 5 million pixels was a standard model. Now a digital single-lens reflex
camera usually has the capacity to capture images with the resolution up to 12 million pixels. The resolution of test samples in the subjective databases is only around 0.4 million pixels, which is not even close to the standard resolution at the beginning of the century. Also high definition LCD monitors or TVs are becoming affordable and accepted by average families. All of these motivate appearance and daily use of high definition images. It is still unknown how people will evaluate the quality of images with the extremely high resolution. People may be more sensitive to the noise on the flat area. As the storage devices and communication technologies improve, images with poor or medium quality will become more and more rare. The quality assessment of images with high resolution and slight quality degradation might become an important direction in the quality assessment area.

Another direction for the future research is to evaluate the quality of the enhanced image. In chapter 1, we mentioned that quality assessment metrics are necessary when evaluating the performance of image processing systems, especially in image enhancement and restoration systems. Deriving a quality metric which can predict quality improvement consistently might be very difficult. We have run the subjective quality assessment experiment on enhanced images. Different enhancement operations are applied to improve the visual quality of noisy images. For a specific noisy image, different operations create 'new' distortions. Subjects often have difficulties comparing new distortions generated by the enhancement operations. We could imagine it will be more difficult to propose a quality metric for quality improvement.
Appendix A

Subjective Image Quality Assessment

● Double Stimulus Continuous Quality Scale (DSCQS) Method [2]: “Each trial consists of a pair of stimuli: one stimulus is the reference, and the other is the test. The test stimulus is usually the reference after undergoing some type of processing. The two stimuli are each presented twice in a trial, in alternating fashion, with the order of the two randomly chosen for each trial. To aid the test subjects in staying on track in their assessments, audio cues are used to indicate when a trial begins, when a new stimulus begins, when to vote, and what the current trial number is in the sequence of trials making up a test session.” (Subjective testing for visual quality assessment has been finalized in ITU-R Recommendation BT.500-10 (2000), P25)

● Double Stimulus Impairment Scale (DSIS) Method [2]: As in the DSCQS method, each trial consists of a pair of stimuli: the reference and the test. However, in the DSIS method, the two stimuli are always presented in the same order: the reference is always first, followed by the test. In the DSIS method, test subjects compare the two stimuli in a trial and rate the impairment of the test stimulus with respect to the reference, using a five-level degradation scale. Thus, only one vote is made for each DSIS trial.

● Single Stimulus Continuous Quality Evaluation (SSCQE) [2]: Instead of seeing separate short sequence pairs, viewers watch a program of typically 20-30 minutes duration which has been processed by the system under test; the reference is not shown. Using a slider, the subjects continuously rate the instantaneously perceived quality on the DSCQS scale from “bad” to “excellent”.
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Appendix B

Entropy Estimation

Suppose we divide the range of $x$ into bins of length $\triangle$ (the quantization step is $\triangle$). Recall the definition of the differential entropy and the basic idea of calculus, by the mean value theorem, there exists a value $\tilde{x}_i$ within each bin such that, as shown in Figure B:

$$f(\tilde{x}_i)\triangle = \int_{i\triangle}^{(i+1)\triangle} f(x)dx$$  \hspace{1cm} (B.1)

Consider the quantized random variable:

$$x_\triangle = \tilde{x}_i \; \text{if} \; i\triangle \leq x \leq (i+1)\triangle$$  \hspace{1cm} (B.2)

Then the probability that $x_\triangle = \tilde{x}_i$

$$p_i = \int_{i\triangle}^{(i+1)\triangle} f(x)dx = f(\tilde{x}_i)\triangle$$  \hspace{1cm} (B.3)

Then the entropy of the quantized version $x_\triangle$

$$H(x_\triangle) = - \sum_{i=-\infty}^{+\infty} p_i \log_2(p_i)$$

$$= - \sum_{i=-\infty}^{+\infty} f(\tilde{x}_i) \triangle \log_2(f(\tilde{x}_i)\triangle)$$
\begin{align*}
  &= - \sum_{i=-\infty}^{+\infty} f(\tilde{x}_i) \Delta \log_2(f(\tilde{x}_i)) - \sum_{i=-\infty}^{+\infty} f(\tilde{x}_i) \Delta \log_2(\Delta) \\
  &= - \sum_{i=-\infty}^{+\infty} f(\tilde{x}_i) \Delta \log_2(f(\tilde{x}_i)) - \log_2(\Delta)
\end{align*}

Since \( \sum_{i=-\infty}^{+\infty} f(\tilde{x}_i) \Delta = \int f(x) = 1 \), the first term will approach the differential entropy \( H(x) = \int f(x) \log_2(f(x))dx \).

Hence, we derive the following theorem about the relationship of the differential entropy and discrete entropy. Consider a continuous variable \( x \) and its quantized random variable \( x_{\Delta} \)

\[ H(x_{\Delta}) \to H(x) - \log_2(\Delta) \quad \Delta \to 0 \quad (B.4) \]

where \( \Delta \) is the quantization step.

Equation (B.4) also gives a method to estimate the differential entropy of any source:

\[ H(x) \to H(x_{\Delta}) + \log_2(\Delta) \quad \Delta \to 0 \quad (B.5) \]

where \( \Delta \) is the quantization step. Now let us take a look at the performance of the

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figB1.png}
\caption{Quantization of a continuous random variable}
\end{figure}
above entropy estimation method. If $x$ is Gaussian, by information theory:

$$H(x) = -\int f(x) \log_2(f(x)) dx = \frac{1}{2} \log_2(2\pi e\sigma_x^2)$$  \hspace{1cm} (B.6)

The quantization step in the entropy estimation is $\frac{\sigma_x}{20}$. Figure B displayed the estimated entropy of $x$ (with solid line) and the estimation error (with dash line). For display purposes, estimated entropy and error are displayed logarithmically. It is clear that as the number of prior samples gets larger, the estimation error approach to a constant ($2^{-6}$ bit). Compared with theoretic result ($2.0471$ bit), the error percentage is $0.76\%$. The constant estimation error corresponds to the tolerance when computing the histogram of the quantized signal/image. With the smaller tolerance, entropy estimation can improve its accuracy.

Figure B.2: Performance of entropy estimation
Appendix C

The local energy set correlation under the db97 wavelet

<table>
<thead>
<tr>
<th>Wavelet Framework</th>
<th>Local Energy Set Size</th>
<th>A local energy set &amp; its corresponding set</th>
<th>A local energy set &amp; a random set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>average</td>
<td>standard deviation</td>
</tr>
<tr>
<td>The 1st and 2nd scales</td>
<td>3 × 3</td>
<td>0.7185</td>
<td>0.2723</td>
</tr>
<tr>
<td></td>
<td>4 × 4</td>
<td>0.7552</td>
<td>0.2170</td>
</tr>
<tr>
<td></td>
<td>5 × 5</td>
<td>0.7781</td>
<td>0.1906</td>
</tr>
<tr>
<td></td>
<td>6 × 6</td>
<td>0.7960</td>
<td>0.1726</td>
</tr>
<tr>
<td>The 2nd and 3rd scales</td>
<td>3 × 3</td>
<td>0.7002</td>
<td>0.2999</td>
</tr>
<tr>
<td></td>
<td>4 × 4</td>
<td>0.7378</td>
<td>0.2477</td>
</tr>
<tr>
<td></td>
<td>5 × 5</td>
<td>0.7709</td>
<td>0.2105</td>
</tr>
<tr>
<td></td>
<td>6 × 6</td>
<td>0.7905</td>
<td>0.1918</td>
</tr>
</tbody>
</table>

Table C.1: The correlation between local energy sets. The table lists the average and standard deviation of the correlation between two local energy sets. The test results show that there is strong correlation (the large average and small deviation) between the local energy set and its corresponding set. This verifies the wavelet secondary property. The table also shows the very weak correlation between the local energy set in the $i$th scale and a random local energy set in the $i+1$th scale. The test uses 200 natural images and the ‘db1’ wavelet. The neighborhood of the local energy is $5 \times 5$ and $10 \times 10$ in the $i+1$th and $ith$ scale respectively.
Figure C.1: The probability of the local energy set correlation under the db97 wavelet. Figure (a) plots the probability of the local energy set correlation between the first and second scales. Figure (b) plots the probability of the local energy set correlation between the second and third scales. The solid lines (red) indicate the correlation between two random local energy sets, while the dash lines (blue) indicate the correlation between the local energy set and its corresponding set in the adjacent scale.
# Appendix D

## Linear Energy Correlation Between Two Adjacent Scales

<table>
<thead>
<tr>
<th>Multi-resolution Framework</th>
<th>1H-2H</th>
<th>1V-2V</th>
<th>1D-2D</th>
</tr>
</thead>
<tbody>
<tr>
<td>db1</td>
<td>0.97531</td>
<td>0.97255</td>
<td>0.96897</td>
</tr>
<tr>
<td>db3</td>
<td>0.94575</td>
<td>0.94651</td>
<td>0.95212</td>
</tr>
<tr>
<td>db5</td>
<td>0.92088</td>
<td>0.92563</td>
<td>0.93027</td>
</tr>
<tr>
<td>db7</td>
<td>0.95657</td>
<td>0.95072</td>
<td>0.94069</td>
</tr>
<tr>
<td>db9</td>
<td>0.95127</td>
<td>0.95953</td>
<td>0.94094</td>
</tr>
<tr>
<td>db11</td>
<td>0.9356</td>
<td>0.91800</td>
<td>0.93174</td>
</tr>
<tr>
<td>db13</td>
<td>0.94068</td>
<td>0.94450</td>
<td>0.93901</td>
</tr>
<tr>
<td>db15</td>
<td>0.94543</td>
<td>0.94468</td>
<td>0.93767</td>
</tr>
<tr>
<td>db17</td>
<td>0.94028</td>
<td>0.93252</td>
<td>0.93439</td>
</tr>
<tr>
<td>db19</td>
<td>0.91951</td>
<td>0.90186</td>
<td>0.93462</td>
</tr>
<tr>
<td>db21</td>
<td>0.94493</td>
<td>0.93281</td>
<td>0.93467</td>
</tr>
<tr>
<td>db23</td>
<td>0.94791</td>
<td>0.94024</td>
<td>0.93411</td>
</tr>
<tr>
<td>db25</td>
<td>0.94122</td>
<td>0.92802</td>
<td>0.93516</td>
</tr>
<tr>
<td>db27</td>
<td>0.93012</td>
<td>0.90381</td>
<td>0.93156</td>
</tr>
<tr>
<td>db29</td>
<td>0.94222</td>
<td>0.92731</td>
<td>0.93110</td>
</tr>
<tr>
<td>db31</td>
<td>0.94888</td>
<td>0.92755</td>
<td>0.93425</td>
</tr>
<tr>
<td>db33</td>
<td>0.93948</td>
<td>0.91160</td>
<td>0.93156</td>
</tr>
<tr>
<td>db35</td>
<td>0.93886</td>
<td>0.89809</td>
<td>0.93145</td>
</tr>
<tr>
<td>db37</td>
<td>0.94394</td>
<td>0.91878</td>
<td>0.93143</td>
</tr>
<tr>
<td>db39</td>
<td>0.94575</td>
<td>0.92156</td>
<td>0.92901</td>
</tr>
<tr>
<td>db41</td>
<td>0.93796</td>
<td>0.90245</td>
<td>0.93011</td>
</tr>
<tr>
<td>db43</td>
<td>0.93586</td>
<td>0.89272</td>
<td>0.92704</td>
</tr>
<tr>
<td>db45</td>
<td>0.94517</td>
<td>0.91324</td>
<td>0.9328</td>
</tr>
<tr>
<td>coif2</td>
<td>0.95253</td>
<td>0.94558</td>
<td>0.94477</td>
</tr>
<tr>
<td>coif4</td>
<td>0.95028</td>
<td>0.94398</td>
<td>0.93784</td>
</tr>
<tr>
<td>sym2</td>
<td>0.96074</td>
<td>0.95299</td>
<td>0.96118</td>
</tr>
<tr>
<td>sym4</td>
<td>0.95516</td>
<td>0.9519</td>
<td>0.94565</td>
</tr>
<tr>
<td>sym6</td>
<td>0.94939</td>
<td>0.94915</td>
<td>0.93495</td>
</tr>
<tr>
<td>sym8</td>
<td>0.94570</td>
<td>0.94748</td>
<td>0.93638</td>
</tr>
<tr>
<td>sym10</td>
<td>0.94551</td>
<td>0.94721</td>
<td>0.93206</td>
</tr>
<tr>
<td>sym12</td>
<td>0.94154</td>
<td>0.948</td>
<td>0.93313</td>
</tr>
<tr>
<td>sym14</td>
<td>0.94543</td>
<td>0.94768</td>
<td>0.93172</td>
</tr>
<tr>
<td>sym16</td>
<td>0.94415</td>
<td>0.94692</td>
<td>0.9317</td>
</tr>
<tr>
<td>sym18</td>
<td>0.94357</td>
<td>0.94492</td>
<td>0.92901</td>
</tr>
<tr>
<td>sym20</td>
<td>0.94133</td>
<td>0.946</td>
<td>0.9305</td>
</tr>
<tr>
<td>bior1.1</td>
<td>0.97531</td>
<td>0.97255</td>
<td>0.96897</td>
</tr>
<tr>
<td>bior1.5</td>
<td>0.94099</td>
<td>0.95856</td>
<td>0.95777</td>
</tr>
<tr>
<td>bior2.4</td>
<td>0.95169</td>
<td>0.95226</td>
<td>0.94441</td>
</tr>
<tr>
<td>bior2.8</td>
<td>0.95093</td>
<td>0.95086</td>
<td>0.94106</td>
</tr>
<tr>
<td>bior3.3</td>
<td>0.87063</td>
<td>0.91848</td>
<td>0.92022</td>
</tr>
<tr>
<td>bior3.7</td>
<td>0.8677</td>
<td>0.90987</td>
<td>0.91319</td>
</tr>
<tr>
<td>bior4.4</td>
<td>0.93752</td>
<td>0.93641</td>
<td>0.93049</td>
</tr>
<tr>
<td>bior6.8</td>
<td>0.93572</td>
<td>0.93815</td>
<td>0.93154</td>
</tr>
<tr>
<td>rbio1.3</td>
<td>0.90428</td>
<td>0.93958</td>
<td>0.94501</td>
</tr>
<tr>
<td>rbio2.2</td>
<td>0.95516</td>
<td>0.9531</td>
<td>0.94761</td>
</tr>
<tr>
<td>rbio2.6</td>
<td>0.93809</td>
<td>0.93705</td>
<td>0.93685</td>
</tr>
<tr>
<td>rbio3.1</td>
<td>0.94492</td>
<td>0.95749</td>
<td>0.94854</td>
</tr>
<tr>
<td>rbio3.5</td>
<td>0.83625</td>
<td>0.86631</td>
<td>0.93704</td>
</tr>
<tr>
<td>rbio3.9</td>
<td>0.8442</td>
<td>0.85839</td>
<td>0.93192</td>
</tr>
<tr>
<td>rbio5.5</td>
<td>0.95129</td>
<td>0.95305</td>
<td>0.94114</td>
</tr>
</tbody>
</table>
## Appendix E

### The Performance of FRQA

<table>
<thead>
<tr>
<th>QA methods</th>
<th>JPEG2000</th>
<th>JPEG</th>
<th>White Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute Error</td>
<td>0.8568</td>
<td>0.8996</td>
<td>0.9864</td>
</tr>
<tr>
<td>Mean Squared Error</td>
<td>0.8887</td>
<td>0.9011</td>
<td>0.9856</td>
</tr>
<tr>
<td>Maximum Error</td>
<td>0.9408</td>
<td>0.9281</td>
<td>0.9736</td>
</tr>
<tr>
<td>Moments of the Angles ($D_4$)</td>
<td>0.6491</td>
<td>0.8065</td>
<td>0.9550</td>
</tr>
<tr>
<td>Moments of the Angles ($D_5$)</td>
<td>0.7232</td>
<td>0.8171</td>
<td>0.9544</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.8593</td>
<td>0.8820</td>
<td>0.9685</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>0.7999</td>
<td>0.8278</td>
<td>0.9151</td>
</tr>
<tr>
<td>Entropy Correlation Coefficient</td>
<td>0.8713</td>
<td>0.7590</td>
<td>0.9784</td>
</tr>
<tr>
<td>Peak Signal Noise Ratio</td>
<td>0.8887</td>
<td>0.9011</td>
<td>0.9856</td>
</tr>
<tr>
<td>Moments of the Angles ($D_4$)</td>
<td>0.6491</td>
<td>0.8065</td>
<td>0.9550</td>
</tr>
<tr>
<td>Moments of the Angles ($D_5$)</td>
<td>0.7232</td>
<td>0.8171</td>
<td>0.9544</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.8593</td>
<td>0.8820</td>
<td>0.9685</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>0.7999</td>
<td>0.8278</td>
<td>0.9151</td>
</tr>
<tr>
<td>Entropy Correlation Coefficient</td>
<td>0.8713</td>
<td>0.7590</td>
<td>0.9784</td>
</tr>
<tr>
<td>Peak Signal Noise Ratio</td>
<td>0.8887</td>
<td>0.9011</td>
<td>0.9856</td>
</tr>
<tr>
<td>Visual Fidelity Criterion</td>
<td>0.8720</td>
<td>0.8619</td>
<td>0.9174</td>
</tr>
<tr>
<td>DCTune</td>
<td>0.7901</td>
<td>0.8840</td>
<td>0.9327</td>
</tr>
<tr>
<td>Visible Difference Predictor</td>
<td>0.8970</td>
<td>0.9327</td>
<td>0.9416</td>
</tr>
<tr>
<td>Structural Similarity</td>
<td>0.9613</td>
<td>0.9764</td>
<td>0.9693</td>
</tr>
<tr>
<td>Multi-structural Similarity</td>
<td>0.9651</td>
<td>0.9795</td>
<td>0.9729</td>
</tr>
<tr>
<td>Visual Information Fidelity</td>
<td>0.9695</td>
<td>0.9845</td>
<td>0.9857</td>
</tr>
<tr>
<td>Information Theoretic Criterion</td>
<td>0.9674</td>
<td>0.9729</td>
<td>0.9722</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>QA methods</th>
<th>Blur</th>
<th>Fastfading</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute Error</td>
<td>0.7333</td>
<td>0.8579</td>
<td>0.9220</td>
</tr>
<tr>
<td>Mean Squared Error</td>
<td>0.7824</td>
<td>0.8873</td>
<td>0.9350</td>
</tr>
<tr>
<td>Maximum Error</td>
<td>0.8672</td>
<td>0.8409</td>
<td>0.9351</td>
</tr>
<tr>
<td>Moments of the Angles ($D_4$)</td>
<td>0.4896</td>
<td>0.5418</td>
<td>0.7935</td>
</tr>
<tr>
<td>Moments of the Angles ($D_5$)</td>
<td>0.6109</td>
<td>0.7136</td>
<td>0.8558</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.7512</td>
<td>0.8922</td>
<td>0.9283</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>0.6607</td>
<td>0.8385</td>
<td>0.9022</td>
</tr>
<tr>
<td>Entropy Correlation Coefficient</td>
<td>0.7100</td>
<td>0.8656</td>
<td>0.9111</td>
</tr>
<tr>
<td>Peak Signal Noise Ratio</td>
<td>0.7824</td>
<td>0.8873</td>
<td>0.9350</td>
</tr>
<tr>
<td>Visual Fidelity Criterion</td>
<td>0.7145</td>
<td>0.8128</td>
<td>0.9277</td>
</tr>
<tr>
<td>DCTune</td>
<td>0.6722</td>
<td>0.7645</td>
<td>0.8997</td>
</tr>
<tr>
<td>Visible Difference Predictor</td>
<td>0.9303</td>
<td>0.9074</td>
<td>0.9510</td>
</tr>
<tr>
<td>Structural Similarity</td>
<td>0.8798</td>
<td>0.8996</td>
<td>0.9426</td>
</tr>
<tr>
<td>Multi-structural Similarity</td>
<td>0.9516</td>
<td>0.9556</td>
<td>0.9728</td>
</tr>
<tr>
<td>Visual Information Fidelity</td>
<td>0.9586</td>
<td>0.9318</td>
<td>0.9707</td>
</tr>
<tr>
<td>Information Theoretic Criterion</td>
<td>0.9728</td>
<td>0.9650</td>
<td>0.9765</td>
</tr>
</tbody>
</table>

Table E.1: The performance of quality metrics for LIVE database. Bold numbers indicate the best performances.
<table>
<thead>
<tr>
<th>QA methods</th>
<th>JPEG2000</th>
<th>JPEG</th>
<th>LAR coding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute Error</td>
<td>0.8099</td>
<td>0.6764</td>
<td>0.6105</td>
</tr>
<tr>
<td>Mean Squared Error</td>
<td>0.8133</td>
<td>0.6641</td>
<td>0.6193</td>
</tr>
<tr>
<td>Maximum Error</td>
<td>0.7755</td>
<td>0.4664</td>
<td>0.3545</td>
</tr>
<tr>
<td>Moments of the Angles ($D_4$)</td>
<td>0.4839</td>
<td>0.3315</td>
<td>0.0194</td>
</tr>
<tr>
<td>Moments of the Angles ($D_5$)</td>
<td>0.5575</td>
<td>0.3575</td>
<td>0.1627</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.7521</td>
<td>0.5477</td>
<td>0.5043</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>0.6900</td>
<td>0.4968</td>
<td>0.4273</td>
</tr>
<tr>
<td>Entropy Correlation Coefficient</td>
<td>0.7815</td>
<td>0.5389</td>
<td>0.4956</td>
</tr>
<tr>
<td>Peak Signal Noise Ratio</td>
<td>0.8133</td>
<td>0.6641</td>
<td>0.6193</td>
</tr>
<tr>
<td>Visual Fidelity Criterion</td>
<td>0.8018</td>
<td>0.6379</td>
<td>0.5663</td>
</tr>
<tr>
<td>DCTune</td>
<td>0.8517</td>
<td>0.6654</td>
<td>0.4035</td>
</tr>
<tr>
<td>Picture Quality Scale</td>
<td>0.8268</td>
<td>0.5490</td>
<td>0.5306</td>
</tr>
<tr>
<td>Visible Difference Predictor</td>
<td>0.8414</td>
<td>0.5707</td>
<td>0.7022</td>
</tr>
<tr>
<td>Visual Signal Noise Ratio</td>
<td>0.8224</td>
<td>0.6237</td>
<td>0.6727</td>
</tr>
<tr>
<td>Structural Similarity</td>
<td>0.9297</td>
<td>0.9225</td>
<td>0.8871</td>
</tr>
<tr>
<td>Multi-structural Similarity</td>
<td>0.9298</td>
<td>0.9179</td>
<td>0.8745</td>
</tr>
<tr>
<td>Visual Information Fidelity</td>
<td>0.9355</td>
<td>0.9239</td>
<td>0.8877</td>
</tr>
<tr>
<td><strong>Information Theoretic Criterion</strong></td>
<td><strong>0.9387</strong></td>
<td><strong>0.9507</strong></td>
<td><strong>0.9022</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>QA methods</th>
<th>Blur</th>
<th>JPEG gray compression</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute Error</td>
<td>0.7953</td>
<td>0.5350</td>
<td>0.6751</td>
</tr>
<tr>
<td>Mean Squared Error</td>
<td>0.7893</td>
<td>0.5312</td>
<td>0.6825</td>
</tr>
<tr>
<td>Maximum Error</td>
<td>0.7699</td>
<td>0.6539</td>
<td>0.5654</td>
</tr>
<tr>
<td>Moments of the Angles ($D_4$)</td>
<td>0.6102</td>
<td>0.3066</td>
<td>0.2937</td>
</tr>
<tr>
<td>Moments of the Angles ($D_5$)</td>
<td>0.5861</td>
<td>0.3513</td>
<td>0.3832</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.7343</td>
<td>0.5285</td>
<td>0.6128</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>0.6824</td>
<td>0.4179</td>
<td>0.5122</td>
</tr>
<tr>
<td>Entropy Correlation Coefficient</td>
<td>0.7644</td>
<td>0.4341</td>
<td>0.5672</td>
</tr>
<tr>
<td>Peak Signal Noise Ratio</td>
<td>0.7893</td>
<td>0.5312</td>
<td>0.6825</td>
</tr>
<tr>
<td>Visual Fidelity Criterion</td>
<td>0.7248</td>
<td>0.4437</td>
<td>0.5938</td>
</tr>
<tr>
<td>DCTune</td>
<td>0.7155</td>
<td>0.4784</td>
<td>0.6117</td>
</tr>
<tr>
<td>Picture Quality Scale</td>
<td>0.8397</td>
<td>0.7534</td>
<td>0.6650</td>
</tr>
<tr>
<td>Visible Difference Predictor</td>
<td>0.8389</td>
<td>0.6275</td>
<td>0.6916</td>
</tr>
<tr>
<td>Visual Signal Noise Ratio</td>
<td>0.9413</td>
<td>0.7800</td>
<td>0.7635</td>
</tr>
<tr>
<td>Structural Similarity</td>
<td>0.9315</td>
<td>0.8921</td>
<td>0.9018</td>
</tr>
<tr>
<td>Multi-structural Similarity</td>
<td>0.9443</td>
<td>0.8463</td>
<td>0.8844</td>
</tr>
<tr>
<td>Visual Information Fidelity</td>
<td><strong>0.9729</strong></td>
<td><strong>0.8775</strong></td>
<td><strong>0.8963</strong></td>
</tr>
<tr>
<td><strong>Information Theoretic Criterion</strong></td>
<td><strong>0.9653</strong></td>
<td><strong>0.9179</strong></td>
<td><strong>0.9184</strong></td>
</tr>
</tbody>
</table>

Table E.2: The performance of quality metrics for IVC database. Bold numbers indicate the best performances.
<table>
<thead>
<tr>
<th>QA methods</th>
<th>JPEG2000</th>
<th>JPEG</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute Error</td>
<td>0.8237</td>
<td>0.3284</td>
<td>0.6040</td>
</tr>
<tr>
<td>Mean Squared Error</td>
<td>0.8496</td>
<td>0.3744</td>
<td>0.6386</td>
</tr>
<tr>
<td>Maximum Error</td>
<td>0.8950</td>
<td>0.5011</td>
<td>0.6821</td>
</tr>
<tr>
<td>Moments of the Angles ($D_4$)</td>
<td>0.6758</td>
<td>0.4097</td>
<td>0.5357</td>
</tr>
<tr>
<td>Moments of the Angles ($D_5$)</td>
<td>0.7429</td>
<td>0.3166</td>
<td>0.5519</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.8108</td>
<td>0.3264</td>
<td>0.5944</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>0.7866</td>
<td>0.3183</td>
<td>0.5797</td>
</tr>
<tr>
<td>Entropy Correlation Coefficient</td>
<td>0.8236</td>
<td>0.1916</td>
<td>0.5460</td>
</tr>
<tr>
<td>Peak Signal Noise Ratio</td>
<td>0.8496</td>
<td>0.3744</td>
<td>0.6386</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.8133</td>
<td>0.2868</td>
<td>0.5842</td>
</tr>
<tr>
<td>DCTune</td>
<td>0.8830</td>
<td>0.7466</td>
<td>0.7639</td>
</tr>
<tr>
<td>Picture Quality Scale</td>
<td>0.9030</td>
<td>0.8052</td>
<td>0.8552</td>
</tr>
<tr>
<td>Visible Difference Predictor</td>
<td>0.8545</td>
<td>0.4712</td>
<td>0.6791</td>
</tr>
<tr>
<td>Visual Signal Noise Ratio</td>
<td>0.9009</td>
<td>0.7974</td>
<td>0.8347</td>
</tr>
<tr>
<td>Structural Similarity</td>
<td>0.9399</td>
<td>0.8590</td>
<td>0.8639</td>
</tr>
<tr>
<td>Multi-structural Similarity</td>
<td>0.9423</td>
<td>0.8307</td>
<td>0.8663</td>
</tr>
<tr>
<td>Visual Information Fidelity</td>
<td>0.9569</td>
<td>0.9059</td>
<td>0.8865</td>
</tr>
<tr>
<td>Information Theoretic Criterion</td>
<td>0.9581</td>
<td>0.9178</td>
<td>0.9265</td>
</tr>
</tbody>
</table>

Table E.3: The performance of different quality metrics for TOYAMA database. Bold numbers indicate the best performances.

<table>
<thead>
<tr>
<th>QA methods</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute Error</td>
<td>0.3824</td>
</tr>
<tr>
<td>Mean Squared Error</td>
<td>0.4844</td>
</tr>
<tr>
<td>Maximum Error</td>
<td>0.3824</td>
</tr>
<tr>
<td>Moments of the Angles ($D_4$)</td>
<td>*</td>
</tr>
<tr>
<td>Moments of the Angles ($D_5$)</td>
<td>*</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.4835</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>0.2434</td>
</tr>
<tr>
<td>Entropy Correlation Coefficient</td>
<td>0.1473</td>
</tr>
<tr>
<td>Peak Signal Noise Ratio</td>
<td>0.4844</td>
</tr>
<tr>
<td>Visual Fidelity Criterion</td>
<td>0.4888</td>
</tr>
<tr>
<td>DCTune</td>
<td>0.2616</td>
</tr>
<tr>
<td>Picture Quality Scale</td>
<td>0.0671</td>
</tr>
<tr>
<td>Visible Difference Predictor</td>
<td>0.2110</td>
</tr>
<tr>
<td>Visual Signal Noise Ratio</td>
<td>0.9339</td>
</tr>
<tr>
<td>Structural Similarity</td>
<td>0.8077</td>
</tr>
<tr>
<td>Multi-scale Structural Similarity</td>
<td>0.8394</td>
</tr>
<tr>
<td>Visual Information Fidelity</td>
<td>0.6224</td>
</tr>
<tr>
<td>Information Theoretic Criterion</td>
<td>0.8454</td>
</tr>
</tbody>
</table>

Table E.4: The performance of different quality metrics for the Cornell A57 database. *Test samples in Cornell A57 database are all gray level images. Moments of the angles metrics ($D_4$, $D_5$) can only work on colorful images. Bold numbers indicate the best performances.
<table>
<thead>
<tr>
<th>QA methods</th>
<th>Gaussian noise</th>
<th>Noise in color components</th>
<th>Spatially correlated noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute Error</td>
<td>0.9078</td>
<td>0.9056</td>
<td>0.9178</td>
</tr>
<tr>
<td>Mean Squared Error</td>
<td>0.9114</td>
<td>0.9067</td>
<td>0.9228</td>
</tr>
<tr>
<td>Maximum Error</td>
<td>0.9179</td>
<td>0.9078</td>
<td><strong>0.9309</strong></td>
</tr>
<tr>
<td>Moments of the Angles ($D_4$)</td>
<td>0.7694</td>
<td>0.7550</td>
<td>0.7481</td>
</tr>
<tr>
<td>Moments of the Angles ($D_5$)</td>
<td>0.7642</td>
<td>0.7480</td>
<td>0.7438</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.8404</td>
<td>0.8469</td>
<td>0.8389</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>0.7934</td>
<td>0.7945</td>
<td>0.8112</td>
</tr>
<tr>
<td>Entropy Correlation Coefficient</td>
<td>0.8238</td>
<td>0.8401</td>
<td>0.8457</td>
</tr>
<tr>
<td>Peak Signal Noise Ratio</td>
<td>0.9114</td>
<td>0.9067</td>
<td>0.9228</td>
</tr>
<tr>
<td><strong>Visual Fidelity Criterion</strong></td>
<td>0.9069</td>
<td>0.9033</td>
<td>0.9159</td>
</tr>
<tr>
<td><strong>DCTune</strong></td>
<td>0.8416</td>
<td>0.7841</td>
<td>0.8605</td>
</tr>
<tr>
<td><strong>Picture Quality Scale</strong></td>
<td>0.7604</td>
<td>0.7432</td>
<td>0.6987</td>
</tr>
<tr>
<td><strong>Visible Difference Predictor</strong></td>
<td><strong>0.9235</strong></td>
<td>0.8967</td>
<td>0.9306</td>
</tr>
<tr>
<td><strong>Visual Signal Noise Ratio</strong></td>
<td>0.7882</td>
<td>0.7849</td>
<td>0.7858</td>
</tr>
<tr>
<td><strong>Structural Similarity</strong></td>
<td>0.8106</td>
<td>0.8029</td>
<td>0.8145</td>
</tr>
<tr>
<td><strong>Multi-structural Similarity</strong></td>
<td>0.8086</td>
<td>0.8045</td>
<td>0.8198</td>
</tr>
<tr>
<td><strong>Visual Information Fidelity</strong></td>
<td>0.8797</td>
<td>0.8757</td>
<td>0.8698</td>
</tr>
<tr>
<td><strong>Information Theoretic Criterion</strong></td>
<td>0.9184</td>
<td><strong>0.9092</strong></td>
<td>0.9080</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>QA methods</th>
<th>Masked noise</th>
<th>High frequency noise</th>
<th>Impulse noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute Error</td>
<td>0.8350</td>
<td>0.9281</td>
<td><strong>0.9179</strong></td>
</tr>
<tr>
<td>Mean Squared Error</td>
<td>0.8486</td>
<td>0.9323</td>
<td>0.9176</td>
</tr>
<tr>
<td>Maximum Error</td>
<td>0.6669</td>
<td><strong>0.9565</strong></td>
<td>0.3851</td>
</tr>
<tr>
<td>Moments of the Angles ($D_4$)</td>
<td>0.5771</td>
<td>0.8708</td>
<td>0.8705</td>
</tr>
<tr>
<td>Moments of the Angles ($D_5$)</td>
<td>0.5733</td>
<td>0.8679</td>
<td>0.8498</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.7181</td>
<td>0.9080</td>
<td>0.8831</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>0.6767</td>
<td>0.8638</td>
<td>0.6583</td>
</tr>
<tr>
<td>Entropy Correlation Coefficient</td>
<td>0.6964</td>
<td>0.8782</td>
<td>0.7902</td>
</tr>
<tr>
<td>Peak Signal Noise Ratio</td>
<td>0.8486</td>
<td>0.9323</td>
<td>0.9176</td>
</tr>
<tr>
<td><strong>Visual Fidelity Criterion</strong></td>
<td>0.8663</td>
<td>0.8712</td>
<td>0.8627</td>
</tr>
<tr>
<td><strong>DCTune</strong></td>
<td>0.6774</td>
<td>0.8721</td>
<td>0.7440</td>
</tr>
<tr>
<td><strong>Picture Quality Scale</strong></td>
<td>0.6963</td>
<td>0.8713</td>
<td>0.8365</td>
</tr>
<tr>
<td><strong>Visible Difference Predictor</strong></td>
<td><strong>0.8750</strong></td>
<td>0.9056</td>
<td>0.8180</td>
</tr>
<tr>
<td><strong>Visual Signal Noise Ratio</strong></td>
<td>0.7921</td>
<td>0.8961</td>
<td>0.6655</td>
</tr>
<tr>
<td><strong>Structural Similarity</strong></td>
<td>0.7794</td>
<td>0.8728</td>
<td>0.6732</td>
</tr>
<tr>
<td><strong>Multi-structural Similarity</strong></td>
<td>0.8150</td>
<td>0.8676</td>
<td>0.6867</td>
</tr>
<tr>
<td><strong>Visual Information Fidelity</strong></td>
<td>0.8683</td>
<td>0.9074</td>
<td>0.8327</td>
</tr>
<tr>
<td><strong>Information Theoretic Criterion</strong></td>
<td>0.8479</td>
<td>0.9362</td>
<td>0.8841</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>QA methods</th>
<th>Quantization noise</th>
<th>Gaussian blur</th>
<th>Image denoising</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute Error</td>
<td>0.8647</td>
<td>0.8505</td>
<td>0.9189</td>
</tr>
<tr>
<td>Mean Squared Error</td>
<td>0.8699</td>
<td>0.8681</td>
<td>0.9380</td>
</tr>
<tr>
<td>Maximum Error</td>
<td><strong>0.9060</strong></td>
<td>0.8621</td>
<td>0.8666</td>
</tr>
<tr>
<td>Moments of the Angles ($D_4$)</td>
<td>0.6771</td>
<td>0.6481</td>
<td>0.6759</td>
</tr>
<tr>
<td>Moments of the Angles ($D_5$)</td>
<td>0.7050</td>
<td>0.7773</td>
<td>0.7465</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.7998</td>
<td>0.8170</td>
<td>0.8985</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>0.7293</td>
<td>0.7807</td>
<td>0.8490</td>
</tr>
<tr>
<td>Entropy Correlation Coefficient</td>
<td>0.6706</td>
<td>0.7916</td>
<td>0.8555</td>
</tr>
<tr>
<td>Peak Signal Noise Ratio</td>
<td>0.8699</td>
<td>0.8681</td>
<td>0.9380</td>
</tr>
<tr>
<td><strong>Visual Fidelity Criterion</strong></td>
<td>0.8587</td>
<td>0.9161</td>
<td>0.9270</td>
</tr>
<tr>
<td><strong>DCTune</strong></td>
<td>0.8115</td>
<td>0.8752</td>
<td>0.8696</td>
</tr>
<tr>
<td><strong>Picture Quality Scale</strong></td>
<td>0.7063</td>
<td>0.7358</td>
<td>0.8571</td>
</tr>
<tr>
<td><strong>Visible Difference Predictor</strong></td>
<td>0.8897</td>
<td>0.9343</td>
<td>0.9358</td>
</tr>
<tr>
<td><strong>Visual Signal Noise Ratio</strong></td>
<td>0.8147</td>
<td>0.9236</td>
<td>0.9134</td>
</tr>
<tr>
<td><strong>Structural Similarity</strong></td>
<td>0.8530</td>
<td>0.9544</td>
<td>0.9529</td>
</tr>
<tr>
<td><strong>Multi-structural Similarity</strong></td>
<td>0.8530</td>
<td><strong>0.9605</strong></td>
<td><strong>0.9566</strong></td>
</tr>
<tr>
<td><strong>Visual Information Fidelity</strong></td>
<td>0.7970</td>
<td>0.9540</td>
<td>0.9160</td>
</tr>
<tr>
<td><strong>Information Theoretic Criterion</strong></td>
<td>0.8938</td>
<td>0.9192</td>
<td>0.9330</td>
</tr>
</tbody>
</table>

Table E.5: The performance of quality metrics for TID2008 database. Bold numbers indicate the best performances.
<table>
<thead>
<tr>
<th>QA methods</th>
<th>JPEG</th>
<th>JPEG2000</th>
<th>JPEG errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute Error</td>
<td>0.9160</td>
<td>0.8144</td>
<td>0.8355</td>
</tr>
<tr>
<td>Mean Squared Error</td>
<td>0.9011</td>
<td>0.8301</td>
<td>0.7664</td>
</tr>
<tr>
<td>Maximum Error</td>
<td>0.8748</td>
<td>0.7841</td>
<td>0.4394</td>
</tr>
<tr>
<td>Moments of the Angles ($D_4$)</td>
<td>0.7882</td>
<td>0.5732</td>
<td>0.5101</td>
</tr>
<tr>
<td>Moments of the Angles ($D_5$)</td>
<td>0.7910</td>
<td>0.5998</td>
<td>0.6891</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.8319</td>
<td>0.7800</td>
<td>0.7177</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>0.7498</td>
<td>0.8038</td>
<td>0.7893</td>
</tr>
<tr>
<td>Entropy Correlation Coefficient</td>
<td>0.6036</td>
<td>0.7872</td>
<td>0.7988</td>
</tr>
<tr>
<td>Peak Signal Noise Ratio</td>
<td>0.9011</td>
<td>0.8301</td>
<td>0.7664</td>
</tr>
<tr>
<td>Visual Fidelity Criterion</td>
<td>0.8472</td>
<td>0.7771</td>
<td>0.7681</td>
</tr>
<tr>
<td>DCTune</td>
<td>0.9079</td>
<td>0.9401</td>
<td>0.7427</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.4347</td>
<td>0.6973</td>
<td>0.6222</td>
</tr>
<tr>
<td>Moments of the Angles ($D_4$)</td>
<td>0.4347</td>
<td>0.7167</td>
<td>0.7648</td>
</tr>
<tr>
<td>Moments of the Angles ($D_5$)</td>
<td>0.6256</td>
<td>0.7230</td>
<td>0.7648</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.7697</td>
<td>0.5046</td>
<td>0.2718</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>0.8042</td>
<td>0.6845</td>
<td>0.4263</td>
</tr>
<tr>
<td>Entropy Correlation Coefficient</td>
<td>0.8180</td>
<td>0.5046</td>
<td>0.2718</td>
</tr>
<tr>
<td>Peak Signal Noise Ratio</td>
<td>0.7765</td>
<td>0.5930</td>
<td>0.5851</td>
</tr>
<tr>
<td>Visual Fidelity Criterion</td>
<td>0.8210</td>
<td>0.5467</td>
<td>0.6132</td>
</tr>
<tr>
<td>DCTune</td>
<td>0.8802</td>
<td>0.8073</td>
<td>0.6066</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.7577</td>
<td>0.5666</td>
<td>0.4787</td>
</tr>
<tr>
<td>Moments of the Angles ($D_4$)</td>
<td>0.6005</td>
<td>0.0058</td>
<td>0.0602</td>
</tr>
<tr>
<td>Moments of the Angles ($D_5$)</td>
<td>0.6977</td>
<td>0.1515</td>
<td>0.1255</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.7577</td>
<td>0.5666</td>
<td>0.4787</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>0.2383</td>
<td>0.3438</td>
<td>0.4707</td>
</tr>
<tr>
<td>Entropy Correlation Coefficient</td>
<td>0.3870</td>
<td>0.2503</td>
<td>0.4247</td>
</tr>
<tr>
<td>Peak Signal Noise Ratio</td>
<td>0.6973</td>
<td>0.6125</td>
<td>0.5245</td>
</tr>
<tr>
<td>Visual Fidelity Criterion</td>
<td>0.4994</td>
<td>0.4093</td>
<td>0.5861</td>
</tr>
<tr>
<td>DCTune</td>
<td>0.7145</td>
<td>0.4769</td>
<td>0.4758</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.2383</td>
<td>0.3438</td>
<td>0.4707</td>
</tr>
<tr>
<td>Moments of the Angles ($D_4$)</td>
<td>0.6005</td>
<td>0.0058</td>
<td>0.0602</td>
</tr>
<tr>
<td>Moments of the Angles ($D_5$)</td>
<td>0.6977</td>
<td>0.1515</td>
<td>0.1255</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.7577</td>
<td>0.5666</td>
<td>0.4787</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>0.3870</td>
<td>0.2503</td>
<td>0.4247</td>
</tr>
<tr>
<td>Entropy Correlation Coefficient</td>
<td>0.3870</td>
<td>0.2503</td>
<td>0.4247</td>
</tr>
<tr>
<td>Peak Signal Noise Ratio</td>
<td>0.6973</td>
<td>0.6125</td>
<td>0.5245</td>
</tr>
<tr>
<td>Visual Fidelity Criterion</td>
<td>0.4994</td>
<td>0.4093</td>
<td>0.5861</td>
</tr>
<tr>
<td>DCTune</td>
<td>0.7145</td>
<td>0.4769</td>
<td>0.4758</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.2383</td>
<td>0.3438</td>
<td>0.4707</td>
</tr>
<tr>
<td>Moments of the Angles ($D_4$)</td>
<td>0.6005</td>
<td>0.0058</td>
<td>0.0602</td>
</tr>
<tr>
<td>Moments of the Angles ($D_5$)</td>
<td>0.6977</td>
<td>0.1515</td>
<td>0.1255</td>
</tr>
<tr>
<td>Normalized Cross-correlation</td>
<td>0.7577</td>
<td>0.5666</td>
<td>0.4787</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>0.3870</td>
<td>0.2503</td>
<td>0.4247</td>
</tr>
<tr>
<td>Entropy Correlation Coefficient</td>
<td>0.3870</td>
<td>0.2503</td>
<td>0.4247</td>
</tr>
<tr>
<td>Peak Signal Noise Ratio</td>
<td>0.6973</td>
<td>0.6125</td>
<td>0.5245</td>
</tr>
<tr>
<td>Visual Fidelity Criterion</td>
<td>0.4994</td>
<td>0.4093</td>
<td>0.5861</td>
</tr>
<tr>
<td>DCTune</td>
<td>0.7145</td>
<td>0.4769</td>
<td>0.4758</td>
</tr>
</tbody>
</table>

Table E.6: The performance of quality metrics for TID2008 database (continued). Bold numbers indicate the best performances.
Appendix F

Performance of Blind $ITC$ on Noise

Figure F.1: The performance of $BITC_{wn}$ (Spearman correlation). Figure (a) - (c) plot the density of correlation coefficients. The density of Spearman correlation coefficients using energy consistency model in $BITC_{wn}$ is plotted in the top half of each figure, and the density of Spearman correlation coefficients using local energy consistency model in $BITC_{wn}$ is plotted in the bottom half.
Appendix G

Performance of Blind $ITC$ on Blur

Figure G.1: The performance of $BITC_{gblur}$ (Spearman correlation). Figure (a) - (c) plot the density of correlation coefficients. The density of Spearman correlation coefficients using energy consistency model in $BITC_{gblur}$ is plotted in the top half of each figure, and the density of Spearman correlation coefficients using local energy consistency model in $BITC_{gblur}$ is plotted in the bottom half.
Appendix H

Quantization Step Determination

function quantizationstep = findQuantizationStep(coefficients)

% input: coefficients
% The coefficients within a scale (JPEG2000) or at a frequency (JPEG)
% output: quantizationstep
% The quantization step within the scale or at that frequency.

% derive the histogram of the coefficients
mincoefficient = min(coefficients); maxcoefficient = max(coefficients);

histogram = hist(coefficients, mincoefficient: (maxcoefficient - mincoefficient)/200: maxcoefficient);

% derive the position where the histogram reaches the maximum
[sortedhistogram,index] = sort(histogram);
maxposition = index(length(index));

% determine the quantization step with the the right half of the histogram
histgramrighthalf = histogram(maxposition:length(histogram));

% scan the right half of the histogram, if the histogram drop less than 0.02 of the maximum histogram
position = 1;
while(histgramrighthalf(position) > 0.02*max(histogram))
    position = position + 1;
    if(position > length(histgramrighthalf)) break; end
end

% extremely large quantization step
if(position > length(histgramrighthalf))
    quantizationstep = position*(maxcoefficient - mincoefficient)/200
    return;
end

% search next histogram peak
[temp, index] = sort(histgramrighthalf(position: length(histgramrighthalf))); %next peak position is index(length(index));
quantizationstep = position + index(length(index));
return;
Appendix I

The Perceptual Information Approximation

The perceptual information of $X$ is defined as the mutual information between $X$ and $Y$, where $Y = X + Z$ and $Z$ is Gaussian. If $X$ is uniformly distributed (Equation I.1), there is no closed form to compute $P(X) = I(X; Y)$. There are at least two methods to approximate $I(X; Y)$. Equation I.3 comes from the definition of mutual information [28]. Equation I.4 is because that $Z$ is independent of $X$. In Equation I.4,

$$h(Z) = \frac{1}{2} \log(2\pi e\sigma_Z^2)$$ [28].

To compute $h(Y)$, we suggest the following approximation. Suppose that $\hat{X}$ is Gaussian and has the same variance as $X$. The differential entropy of $\hat{Y} = \hat{X} + Z$ is

$$\frac{1}{2} \log 2\pi e(\sigma_{\hat{X}}^2 + \sigma_Z^2)$$ [28], since $\hat{Y}$ obeys $g(0, \sigma_{\hat{X}}^2 + \sigma_Z^2)$. We use $h(\hat{Y})$ substitute $h(Y)$ in Equation I.3 to approximate $P(X)$, as shown in Equation I.5.

\[
P(X) \approx \log(1 + \frac{\sigma_{\hat{X}}^2}{\sigma_Z^2}) \quad (I.5)
\]

\[
= \log(1 + \frac{\sigma_X^2}{\sigma_Z^2}) \quad (I.6)
\]
\[
\log(1 + \frac{\Delta^2}{12\sigma_Z^2})
\]  

(I.7)

The test results are shown in Figure I.1. Figure I.1(b) illustrates that the approximation error is less than 5% of the actual perceptual information. Hence the perceptual information of an uniform distribution can be computed by Equation I.7.

Figure I.1: The perceptual information approximation. Figure (a) displays the actual perceptual information of an uniform distribution in the dash (red) line against the approximated perceptual information by Equation I.7 in the solid (blue) line. The ratio of \( \Delta \) over \( \sigma_Z \) varies from 0.01 to 100. Figure (b) displays the estimation error \( e \) over the actual perceptual information as \( \Delta / \sigma_Z \) changes.
The performance of the information theoretic criterion (ITC) for image quality assessment is tested under 39 wavelet frameworks, which is listed in the following table. Table J.1 listed two types of wavelets: orthogonal wavelets \cite{70} and non-orthogonal wavelets \cite{70}. In the first category, eight Daubechies compactly supported wavelets are listed in the form of “db\text{N}”. The number \text{N} (1, 2 or 3) after “db” indicates the vanishing moments \cite{70} of the wavelet. In the second category, biorthogonal wavelets \cite{70} (bior\text{M.N}) and reverse biorthogonal wavelets \cite{70} (rbio\text{M.N}) are listed. \text{M} and \text{N} indicates the vanishing moments of wavelet bases for analysis and synthesis. We also listed the steerable pyramid \cite{104} in the second category which has better orientation selectivity (6 orientations).

<table>
<thead>
<tr>
<th>Orthogonal wavelets \cite{70}</th>
<th>'db1', 'db2', 'db3', 'db4', 'db5', 'db6', 'db7', 'db8'</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-orthogonal wavelets \cite{70}</td>
<td>'bior1.1', 'bior1.3', 'bior1.5', 'bior2.2', 'bior2.4', 'bior2.6', 'bior2.8', 'bior3.1', 'bior3.3', 'bior3.5', 'bior3.7', 'bior3.9', 'bior4.4', 'bior5.5', 'bior6.8', 'rbio1.1', 'rbio1.3', 'rbio1.5', 'rbio2.2', 'rbio2.4', 'rbio2.6', 'rbio2.8', 'rbio3.1', 'rbio3.3', 'rbio3.5', 'rbio3.7', 'rbio3.9', 'rbio4.4', 'rbio5.5', 'rbio6.8','Steerable Pyramid' \cite{104}</td>
</tr>
</tbody>
</table>

Table J.1: The wavelets used in the quality assessment metric design.
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