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Abstract 

This research investigates the role of product design on technology switching in the context 

of a capital-intensive product. I focus on switching rather than on new sales because 

switching is the primary means of changing market share in nearly mature markets. Further, 

the dominant logic — is that, because of switching costs and the related consequences, 

incumbents have a strong advantage when upgrading or replacing equipment. However, the 

literature on lead users suggests that those users at the cutting-edge are willing to meet the 

costs of changing technology because they have the capabilities needed to leverage 

significant advantages from the new technology. The extant literature on switching focuses 

primarily on consumers in highly competitive markets. There is little understanding of the 

antecedents of switching in business markets, especially in markets for capital-intensive 

technology-based products. This research investigates the influence of product design on 

switching behavior for capital-intensive high technology products, where buyers are faced 

with numerous implications and significant costs at each step of the process. The switching 

behavior for capital-intensive products has not been studied previously; because of this 

deficiency, we do not know the consequences for theory, that is, how different theoretical 

assumptions will contribute to the final decision to switch, or for managerial practice, that is, 

the kind of strategies managers should follow to retain existing buyers under such conditions.  

 

Previous literature did not explore explicitly the concept of product design as an influence on 

switching, because satisfaction and switching cost were widely used as determinants of 

switching decisions in competitive markets. This gap in knowledge is due to the difficulty in 

identifying a method that would allow one to differentiate among the products’ performance 

and how the difference would impact consumers’ objectives. It is also difficult for 

researchers to define the characteristics of high technology products that make certain 

products more attractive on the market than others, without substantial assistance from 

experts in particular products. These conditions create a barrier to investigating switching 

behavior for high technology products.       

 

This research is positioned in the overlapping area between product design and switching 

behavior. The linkage between these two bodies of literature has never been explored. The 

research answers two important questions: (1) what are the antecedents of technology 

switching in a context where there are considerable costs?, and (2) does product design 

encourage technology switching behavior?  

 

Dynamic capabilities theory is used to explain this research, because the decision to switch 

an old technology for a new one in rapidly changing technology markets is about renewing 

resources and capabilities to maintain competitive advantages. This research is conducted in 

the context of the Magnetic Resonance Imaging (MRI) industry as a case study. Considerable 

switching has occurred in this industry over the last decade, resulting in this industry offering 

a good opportunity to investigate the reasons why. The market is divided into different 

segments based on the region and the health care system. I selected the university hospitals 
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segment, MRI research centers, to conduct this research study, because it is feasible to track 

the technology switching process for this segment over time and because this segment’s 

market is nearly mature. Data were collected from multiple sources including personal 

interviews, online surveys, annual conference database, product technical reports, and patent 

data.  

 

In this study, the independent variable is product design and other variables related to 

switching costs and marketing strategies. The dependent variable is switching behavior, 

which has two values: (1) “switched,” defined as purchasing a new technology from a 

different supplier, and (2) “not switched,” defined as repurchasing from the same supplier. 

After collecting surveys from decision makers who purchased MRI technology, I use logistic 

regression analysis to test the hypothesis that the product design has a direct impact on the 

switching decision of capital-intensive products. 

 

Research findings have shown that buyers are willing to switch to a different technology in 

spite of high associated costs, particularly when they are faced with a product that restricts 

their capabilities. Product design represents the most influential factor underpinning 

switching, because it provides more capabilities that motivate switching. Notwithstanding the 

fact that moving to a new supplier imposes significant challenges, including technology and 

relationship incompatibility, findings confirm that this distinction in product capabilities has 

induced some MRI buyers to move to a new supplier in order to maintain a competitive 

market position. The findings also confirm that support during the transition process can be 

achieved through marketing strategies. 

 

The findings of this research clarify our understanding of the switching behavior of capital-

intensive products where successful product design is expected to play a significant role. This 

behavior is expected to be different from the behavior identified in previous research, 

because the previous research was conducted using mainly competitive markets with 

frequently purchased products. For lead users faced with products that restrict their 

capabilities, switching is an expected option despite high switching costs. Those early 

switchers, having capitalized on the real value of the new product, serve to encourage other 

users to pursue the same behavior later. The outcomes from this MRI study — as one example 

of a high technology device — could be applied to the different industries that share the same 

characteristics in terms of high rates of technological change and high switching costs, for 

example, military devices, aircrafts, and advanced medical and industrial devices.    
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Chapter 1 

Introduction 

1.1 General Review 

The literature shows that the long-term success of suppliers depends on retaining consumer 

satisfaction (Anderson and Sullivan, 1993), because a satisfied customer repurchases from 

the same firm. However, ensuring customer satisfaction requires continuous improvement in 

product features to meet changing consumers‟ preferences, especially for high technology 

products where consumers prefer to own advanced technology to secure a competitive 

position. The product itself could cause consumer switching, if the features that are important 

to consumers are slow in embracing new technology. Because it shrinks the market share of 

certain suppliers and imposes significant costs to get consumers back, customer churn is a 

serious issue (Zins, 2001). Existing literature refers to consumers as individuals and to buyers 

as organizations/firms; both terms are used interchangeably in this study.                  

 

While the literature reports considerable research that investigates switching behavior, most 

of it is focused on competitive market products. Variables that are used to explain this 

behavior can be classified under three major categories: marketplace characteristics, 

interpersonal relationships, and consumer characteristics. However, the influence of product 

design on consumer switching behavior is rarely discussed. Furthermore, evaluating 

switching behavior for capital-intensive technology products at the organizational level is 

almost undocumented in the literature. These products are characterized by: (1) rapid pace of 

technological changes that require intensive market research to evaluate a buyer‟s demands 

(Kreig, 2004), (2) substantial levels of technology heterogeneity (lacking a standard design 

among competitors) (Anderson and Tushman, 1990), and (3) products that can be 

significantly differentiated through the integrated technology. These characteristics reflect 

the fact that these products tend to be information intensive and impose a high uncertainty 

during the purchasing process (Glazer, 1991), perhaps forcing buyers to engage in extensive 

search efforts to act on information before it becomes outdated (Glazer and Weiss, 1991). 
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This condition makes switching behavior complicated and costly from the evaluation stage to 

the final decision to resume operations under the new product set-up (Weiss, 1993).     

 

The management of technology literature demonstrates that retaining current consumers 

requires the provision of product design that reflects the right preferences of consumers (Pae, 

2006; Danneels, 2002). For capital-intensive products, where the rate of technological change 

is high and technology standards are hard to define, Bhattacharya et al. (1998) found that 

integrating the optimum buyers‟ preferences into the product design is a challenging task, 

because each consumer‟s preference represents a unique product feature that might achieve 

different objectives. Therefore, to be successful these products should have the “right” 

features that fit consumer demands in different market segments (Barbiroli and Focacci, 

2005; Krishnan and Bhattacharya, 2002). Failing to do this objective will result in buyers 

switching to other more attractive products.  

 

The product design concept is used widely in product innovation and marketing literature. 

Product innovation literature emphasizes the importance of product design features to 

achieve high market performance (Chang and Hsu, 2005); and the user-oriented product 

design for optimal combination of product features (Lai et al., 2006). Marketing literature 

explains the need to take consumer preferences into consideration to create a successful 

product design (Srinivasan at al., 1997), and the influence of product design on consumer 

choice (Bloch, 1995; Fuente and Guillen, 2005). In previous studies, product design has been 

used to refer to product features, characteristics, and functionalities.  

 

This research explores a gap in knowledge about the influence of product design on buyer 

switching behavior for capital-intensive product. Previous literature on buyer switching 

focuses almost exclusively on competitive market products. This study demonstrates that 

buyers of capital-intensive products who are already committed to a certain product, 

constantly evaluate their relationship with a supplier and whether they are satisfied with the 

overall product performance. At this stage, good product design plays an important role in 
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encouraging the switching behavior, because it helps buyers achieving their goals effectively. 

Buyers switching can be a measure of product attractiveness and success in the market. The 

key contributions of the proposed research is to find answers to two important questions in 

the business-to-business relationship context: (1) What are the antecedents of technology 

switching in a context where there are considerable costs?, and (2) does product design 

encourage technology switching behavior? 

 

The resource based view of the firm (RBV) argues that firms possess resources that are 

heterogeneously distributed across firms (Wernerfelt, 1984), and that these resource 

differences persist over time (Amit and Schoemaker, 1993; Mahoney and Pandian, 1992; 

Barney, 1991). These resources are valuable and unique for each firm and lead to the creation 

of competitive advantage, which can be sustained over longer periods by implementing new 

strategies that are hard for rivals to duplicate (Conner and Prahalad, 1996; Nelson, 1991). 

However, RBV does not adequately explain how firms achieve competitive advantage in 

conditions of rapid and unpredictable change. Therefore, dynamic capabilities theory has 

emerged to explain how firms respond to highly dynamic environments to maintain 

competitive advantages (Teece et al., 1997).  

 

Previous research on dynamic capabilities shows that timely responsiveness and flexible 

product innovation, coupled with management capability, are essential to coordinate and 

redeploy internal and external competences effectively and to deliver marketable products 

that successfully meet buyers‟ demands (Eisenhardt and Martin, 2000). Dynamic capabilities 

theory explains how suppliers use their capabilities to design products that outperform 

competing products by offering distinctive advantages that reflect consumers‟ preferences in 

highly dynamic environments.  

 

If the previously adopted technology in an organization becomes slow in meeting its strategy 

to secure a competitive advantage, the organization will try to acquire a new technology that 

helps it achieve its objectives efficiently and effectively. Hogan and Armstrong (2001) show 
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that technology switching to a different supplier means replacing the old resource with a 

more valuable one to achieve a competitive advantage. Wang and Ahmed (2007) indicate 

that maintaining a competitive advantage requires renewing and reconfiguring resources and 

capabilities in response to technological changes in the external environment. This argument 

shows that switching to a better technology to renew the internal capabilities and preserve 

high organizational performance can be explained by dynamic capabilities theory. 

 

The research is conducted in the context of the Magnetic Resonance Imaging (MRI) industry, 

which has a high rate of technological change and a wide range of applications. Three 

suppliers -GE, Siemens and Philips- share 75% of the world market which implies an 

oligopolistic market. The market is divided into different segments. I selected the university 

hospitals segment (or MRI research centers) to conduct my research, for the following 

reasons: (1) They perform regular clinical operations in addition to conducting advanced 

medical research, which requires continuous adoption of the state-of-the-art technology (lead 

users, who can gain competitive advantage through early adoption); (2) this segment is 

spread world-wide and is located mainly in North America, Europe, and Japan, providing a 

global market prospective for this research; (3) there is the feasibility of tracking the 

technology switching process from available conference database; (4) the associated 

switching costs are high; and (5) considerable technology switching was taking place in this 

market, as shown in Figure 1. In 1995, 380 research centers utilized GE-MRI technology 

compared with 188 and 90 centers utilized Siemens and Philips technologies respectively. 

Over time, the number of centers that use Siemens-MRI technology increased steadily, to 

reach 374 centers in 2008, achieving 99% increase compare with 1995 results. The number 

of Philips-MRI technology users increased to 182 centers, achieving 102% increase over the 

1995 number. However, the number of centers that operate GE-MRI technology declined 

over time to 327 centers, which corresponds to 14% decrease from the 1995 number.  
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Figure 1. Technology switching impact on MRI market share 

 

      The percentage at the end of each curve represents the change in value reported at 1995 (ISMRM, 2007). 

 

1.2 MRI Industry 

The magnetic resonance phenomenon was discovered in the early 1940s, but it was not until 

1977 that the first human whole-body scan was performed. Since that time, there have been 

many ongoing significant improvements in its features and performance to generate high 

image quality (Iezzoni et al., 1985). MRI plays a significant role in making the invisible 

visible, because internal body parts can be imaged non-invasively with high quality. Since 

patients can be treated after they are diagnosed, MRI technology enables health care 

professionals to improve their abilities to detect and define the nature of a disease so as to 

implement better treatment and quality of life. Today, MRI is an integral part of modern 

health care, clearly demonstrated by the fact that in 2001 over 75 million MRI procedures 

were performed worldwide (Amersham Company, 2001).  

 

Since the commercial introduction of MRI in 1980, GE has dominated the MRI sales market, 

followed by Siemens and Philips. These companies are known to have large medical 
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departments and solid R&D foundation, helping to maintain a strong market share for each 

one.     

 

Investigating new diseases is the driving forces behind developing new features and 

capabilities for the next MRI product, and that investigation generates strong competition 

between MRI companies to introduce MRI technology that meets expectations. This behavior 

can be characterized by monitoring the number of patents filed each year. Since GE was the 

incumbent of the established imaging industry in the US (CT scanner) (Frost and Sullivan, 

1975), and has an integrated structure of development, distribution, and service procedures, it 

was able to dominate the MRI market in US. The US has the largest MRI market in the 

world, followed by Europe and Japan (Frost and Sullivan, 1975).        

 

In the US, two major events significantly affected the demand for advanced medical 

technologies. The first was the establishment of publicly financed medical programs in the 

late 1960s; the second was the introduction of medical cost containment in the 1980s (Oh et 

al., 2005). These events made hospitals more tolerant of the high costs of adopting medical 

technologies. With the US market comprising almost half of the MRI world market, many 

foreign companies entered the US market. In the US, existing medical companies reacted to 

the high demand by expanding, and new companies were established (Teplensky et al., 

1993). 

 

In the early 1980s, a few entrants found an opportunity in the MRI market, but they quickly 

dropped out. These failures were due to lack of access to an integrated structure of intense 

development, complicated manufacturing, strong distribution channels, and reliable service 

programs – all needed in order to stay successful. New companies in the MRI market were at 

a disadvantage because they could not establish themselves as reliable providers of rapidly 

changing technology. Most of the entrant companies either ended in bankruptcy or were 

acquired by other, large established companies.       
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1.2.1 MRI Market Growth  

Developments in clinical applications plus MRI technology advances are the driving forces 

to high market demand (Wilson et al., 1999). In response, companies attempt to expand their 

market share by launching more capabilities with new MRI products. Based on 1994 

estimates, the industry produces about 1600 MRI units per year, with worldwide installation 

about 8100 units. In 1994, the US had approximately 4000 MRI units in operation (Appleby, 

1995), of which 700 were mobile (Technology on Wheels, 1987). In 2006, the US held 7225 

units, for an average increase of 7% over 12 years (IMV, 2007). The number of MRI 

examinations was increasing steadily by an average of 5% per year, with brain, spine and 

vascular diseases among the biggest areas of examination growth.  

 

Figure 2, showing MRI market growth since 1980, reveals a slight slow-down in MRI 

adoption between 1993 and 1997 (Baker and Atlas, 2004), which was due to introducing 

managed care activities in the US. These activities represent health care plans undertaken to 

reduce the high level of spending that attached to unfettered fee-for-service medicine (Baker, 

2001). These plans resulted in financial constraints associated with managed care, an 

environment that has led to creating restrict policies to control technology spending, causing 

a temporary slow-down in the adoption rate of new technologies like MRI. 

 

Later studies comparing the benefits of medical technology adoption and the overall cost of 

diseases have shown that technological change is economically worthwhile (Cutler and 

McClellan, 2001; Newhouse, 1992). Such studies have reduced the pressure on health care 

spending, especially when reports on the economics of different diseases started to show 

alarming signals in the industrial countries. Table 1, based on 2000 statistics, presents the 

economic cost of different diseases in the US alone. 

 

Figure 3 shows the economic impact of different diseases on the Canadian economy in 1998, 

revealing the tremendous resources spent each year to ensure that health care requirements 
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are met. Cardiovascular diseases are the leading cause of death, followed by brain diseases – 

that is mental disorders, nervous system diseases, and brain tumors.  

 

Figure 2. MRI market growth since 1980 

      

Sources: (Appleby, 1995; IMV, 2007; Passariello, 1997) 

 

Table 1 and Figure 3 demonstrate that the most frequently used clinical applications in MRI 

market. Also, the large economic impact of different diseases on the economy has induced 

the industrial countries to increase health care spending and health care research, putting 

more focus on diseases that have higher impact on society. This shift increased market 

demand for medical technologies, in particular MRI technology, which can diagnose 

numerous diseases. In 2007, market research reports were expecting a steady increase in MRI 

technology demand by an average of 8% per year over the next five years (IMV, 2007), in 

order to improve the quality of health care and reduce the economic impact of different 

diseases. Currently, MRI unit sales represent one of the strongest markets in the medical 

imaging industry in the US (TriMark, 2007); its 2010 market is expected to be $7 billion.  

Slow Adoption 
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Table 1. Annual economic cost of different diseases in US 

Disease Category Annual Cost ($US Billions) 

Cardiovascular disease $148 

Cancer $107 

Neurological disease $196 

Alzheimer‟s disease $100 

Depression $44 

   Stroke $43 
                 

                  Sources: (Pharmaceutical Research and Manufacturers of America, 2000) 

 

 

Figure 3. Economic cost of different diseases on Canadian economy 

 

 

 

 

 

 

 

 

 

 

 

The direct costs represent the hospital expenses, whereas indirect costs are an estimate for the future loss, 

including disability cost and loss of income. (Sources: Health Canada, Economic Burden of illness in Canada, 

1998). 
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1.2.2 Innovation Capacity of the Major MRI Suppliers 

From the US online patent office (Online-Patent, 2005), I obtained the number of patents 

(innovations) registered for GE, Siemens and Philips for each year from 1980 to 2009. The 

patent issue date is considered in the search process, which means that the patent is accepted 

officially as a new innovation. These patents are related directly to MRI development 

process, which includes technical and software features. Monitoring the number of patents 

over time can provide useful information about a company‟s strategy to empower its product 

with advanced features, in order to make it more attractive in the marketplace. This is why I 

thought that patent data can be useful in this study.  

 

The number of patents per year was determined as a function of time to monitor the 

innovation process of each company over time. Results were plotted as the number of 

innovations taken as a sum over five year segments, as shown in Figure 4. For example, 

patents from 1980 to 1984 were considered as the first segment, resulting in six segments of 

time to reach 2009. This process is practical to remove the fluctuation in data over time, 

because the number of issued patents in this year might be less (or more) than those from 

previous year. This is due to the patent registration process, which takes longer time for some 

patents.  

 

Figure 4 demonstrates the innovation capacity of each supplier. It shows that GE achieved a 

strong patent portfolio from 1980 to 1994, which enhanced its MRI technology features and 

positioned it as a market share leader. During the same period, both Siemens and Philips 

achieved similar progress pattern to GE, but at lower level. After 1994, Siemens started to 

enrich its patent portfolio by producing more innovations to secure a strong position; 

however, GE remains ahead of other suppliers. This dramatic change requires a substantial 

investment in R&D operations to advance Siemens technology over other competitors. 

Philips‟ innovation progress remained comparable to GE, but at lower level.  
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Figure 4. Accumulative number of MRI patents over 30 years 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1.2.3 MRI Technology Development 

MRI technology is produced at different field strengths, namely <0.5T, 0.5-0.9T, 1T, 1.5T, 

3T, >3T. While higher fields generate better image quality and more capability to diagnose 

different diseases, the price increases with field strength. Technology selection depends on 

the clinical application requirement (Marti-Bonmati and Kormano, 1997). For example, 3T 

can be used for a wide range of medical examinations and has the ability to produce the 

highest image quality, although its global market is growing slowly because it is the most 

expensive MRI technology. Currently, 1.5T is widely used in the global market and has 

impressive capabilities. Figure 5 shows a picture of 1.5T and 3T MRI technology. 
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Figure 5. Two types of MRI technology at different field strength 

        

                          1.5T MRI                                                       3T MRI 

                 Source: Siemens online technical reports for 1.5T and 3T -2008.  

 

The development cycle of MRI technology entails close collaboration between universities, 

including educational hospitals, and MRI companies. This collaboration is essential for 

testing and improving the performance of new applications on patients. Radiologists, 

professors, engineers, and other experts have played a significant role in creating and 

evaluating new MRI innovations (Lettl et al., 2006). Each MRI development needs an FDA 

approval before being launched to market, to ensure its safety on human subjects, a condition 

that has stimulated a strong collaboration between MRI companies and universities to 

enhance the innovation cycle of MRI technology.    

 

Generally, new applications are integrated into the same MRI technology as standard 

features, if these applications are used in regular clinical operations. On the other hand, if 

these applications target specific diagnosis, they are sold as extra features based on demand. 

In the early 2000s, there was an increased interest in having dedicated MRI technology for 

certain diseases, such as cardiovascular and head-related diseases. Such technology contains 

a wide range of applications and protocols designed for specific purposes. In this regard, 

Siemens successfully designed the first Cardiac MRI and a dedicated head MRI technology. 

The high demand for specialized MRI technology was stimulated by the urgent need to 
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investigate and diagnose the diseases that are the leading cause of death in the world, namely 

cardiovascular and brain diseases. 

 

Each MRI company uses a different platform to design its final product. The main structure 

of an MRI product is the same across companies, but the controlling system (software and 

hardware) is different. This difference prevented the MRI industry from having a standard 

platform that facilitates sharing new applications developed by various companies. This 

condition has forced MRI users to buy the entire MRI technology from a single company. If 

they wish to utilize specific applications produced by a different company, then they have to 

purchase a second MRI technology (Rycroft and Kash, 2002).  

 

1.2.4 MRI Market Segments  

The MRI market is divided into different segments based on various measures. It can be split 

based on region (North America, Europe, Asia, Japan, etc); hospital size (large, medium, 

small, free-standing center); MRI technology (field strength or fixed/mobile); and operation 

activities (research, clinical, or both). Table 2 shows different MRI market segments in the 

US based on hospital size. 

 

Table 2. MRI market segments in the US based on hospital size 

Hospital Size (Market Segment) Percent of Market 

Large Hospital 8% 

Medium Hospital 16% 

Small Hospital 38% 

Free-standing Center 37% 
 

                  Source: (IMV, 2001). 
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1.2.5 Technology Evaluation Process 

The decision making process to either purchase a new MRI scanner or switch to another 

supplier is complex (Kreig, 2004). It begins by establishing a special committee that includes 

different members of the health care system, including chief radiologist, radiologist, 

cardiologist, administrators, technologists, and engineers. The committee starts by gathering 

extensive information about the current status and potential development of the existing MRI 

product and competing products. The collected information undergoes comprehensive 

investigation and analysis to match the committee‟s objectives and financial constraints. 

During this process, different hospitals that use prospective technologies may be consulted 

for their experience. Finally, a decision is made either to continue with the same supplier or 

to switch to a new one.   

 

If the purchaser decides to buy a new MRI scanner from a new supplier, the committee 

members try to manage the transition period as smoothly as possible to resume the clinical 

operations under the new set-up. In addition to the high costs of replacing the old MRI 

scanner, hospitals could face various challenging procedures to complete the switching 

process successfully. The challenges include the following: (1) MRI technologists, or 

operators, need to undergo training to operate the new product efficiently; (2) engineers and 

programmers (an important element in the research process at the university hospitals) need 

to master the new programming language and the way different hardware components are 

communicating, so that they can implement new research ideas; (3) clinical operations 

downtime during the switching process must be considered, which requires transferring 

critical patients to other hospitals; and (4) the building configurations must be adjusted to fit 

the specifications of the new technology. On the other hand, the upgrading process from the 

same supplier is easier and cheaper than switching; it includes installing new hardware 

components every few years or purchasing new clinical software packages every few months 

as needed.  

 



 

 15 

1.3 Thesis Contribution  

This research advances the theoretical understanding of switching behavior for capital-

intensive products in highly dynamic environments, where the pace of technological change 

and switching costs make the switching decision more complicated than those in consumer 

markets (Moriarty and Kosnik, 1989). The present findings emphasize the influence of 

product design on switching decisions for capital-intensive products, whereas previous 

studies put more emphasis on factors such as marketplace characteristics, switching costs, 

and marketing strategies as the main antecedents of buyer switching. 

 

The literature demonstrates that there is no standard model to predict buyer switching 

behavior. This is why previous studies adapted different models to explain this behavior 

based on the product under examination. Most of these studies were conducted in a 

competitive market with frequently purchased products. This research contributes by 

generating a new model to explain this behavior for capital-intensive markets; the model 

reflects the special characteristics of such markets, where both users‟ preferences and the rate 

of technology change vary constantly. 

 

This research also contributes to marketing literature by demonstrating how an effective 

product design can undermine different switching barriers and provide buyers with strong 

incentives to switch, by providing them with advanced capabilities that lever significant 

advantages from switching. It demonstrates that some marketing strategies can be valuable to 

reduce the negative impact of switching costs and offer smooth transition for buyers. These 

marketing strategies have to be identified accurately for different type of industries, in order 

to select the most efficient approach that helps users to switch from one product to another.     

 

Switching from one product to another after a long commitment indicates that certain 

suppliers have the dynamic capabilities to produce a successful product design that meets 

buyers‟ preferences effectively in rapidly changing technology settings. In this regard, 

product development mangers should continuously identify certain buyers, or lead users, for 
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the following purposes: use them as a trusted source of innovative product ideas, as a reliable 

source of market research, and as an encouragement for others to adopt the same technology. 

Those buyers, being advanced adopters relative to others, can be approached to determine the 

optimum product features and generate new products based on their advanced application 

status.   

 

For marketing managers, this research will emphasize the importance of observing the 

factors behind technology switching in the market place. They need to find a reliable strategy 

to assess antecedents behind switching behavior for their industry. They should not rely on 

their expectation to predict those antecedents, because previous research shows that buyers 

and suppliers claim different perceptions of the determinants of switching. Determining the 

main factors behind switching is a critical matter to define the appropriate strategy that keeps 

market share from eroding.  

 

1.4 Thesis Organization 

Figure 6 describes the structure of the research proposal. After the introduction in Chapter 1, 

Chapter 2 reviews the literature, which is divided into four parts. The first part analyses the 

literature on consumer switching behavior, including barriers and antecedents of switching. 

The second part expands the analysis into buyer switching behavior in organizational 

settings. The third part reviews the literature about lead users and their incentives to adopt 

advanced technologies continuously. The fourth part demonstrates the concept of product 

design as the main influencer on switching to more attractive products, especially for lead 

users of capital-intensive products. In Chapter 3, I review different theories to explain 

switching behavior and select dynamic capabilities as the central one to explain this behavior. 

In Chapter 4, I introduce the proposed model to predict buyer switching behavior for capital-

intensive technology products, where the product design is expected to be the major factor. 

This model is modified based on an exploratory research. In Chapter 5, I describe different 

approaches to collecting data, along with data analysis methods to test the research 
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hypotheses. In Chapter 6, results from multiple data sources are presented. In Chapter 7, I 

discuss study findings, their implication for theory and practice, research limitation, and 

future research directions. 

 

Figure 6. General structure of the research proposal 
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Chapter 2 

Literature Review 

 

Switching from one product (or technology) to another is an important consideration, 

because it indicates that certain products do not meet consumer expectations whereas others 

are more attractive. The negative side of switching behavior is reflected in a reduction in the 

firm‟s consumer base, driving the firm to rely on a more unpredictable consumer mix, thus 

diminishing the firm‟s reputation (Levesque and McDougall, 1996). Market statistics show 

that, on average, many US firms lose half their consumers over five years and that consumer 

switching at this rate diminishes firm performance (Reichheld, 1996). This issue becomes 

serious in markets that are close to maturity, where the only way to expand market share is 

through encouraging consumers to switch from competitor firms. Consumer switching leads 

to a decline in sales volume and increased marketing activities to attract new consumers 

(Zins, 2001). Eventually, the switching erodes profits, because relative costs of retention of 

consumers are significantly less than those for acquiring new ones (Fornell and Wernerfelt, 

1987). Thus, understanding the factors behind switching behavior is important to reduce 

costs and to promote long-term consumer relationships. Once those factors have been 

identified, firms can act upon them to develop strategies that discourage existing consumers 

from switching (Anderson and Sullivan, 1993; Rust and Zahorik, 1993). On the other hand, 

competitive firms could use these factors as a tool to attract prospective switchers and 

enhance their market share (Colgate and Lang, 2001).     

 

The existing literature studies switching behavior in two contexts: business-to-consumer 

(B2C) marketing and business-to-business (B2B) marketing or organizational buying. In the 

business-to-consumer case (or consumer switching) the consumer takes full control over the 

switching process, from evaluating different alternatives to making a final decision. In the 

business-to-business case (or buyer switching), the switching process becomes more 

complicated, because organizational buying behavior involves complex environmental 
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influences and different individuals‟ involvement in the decision making process (Sheth, 

1973; Barclay, 1991). Research in business marketing indicates that consumer concepts may 

be successfully applied to the organizational buyers (Durvasula et al., 1999; Cooper and 

Jackson, 1988); nonetheless, more additional barriers would face the organizational buyers 

and not all factors identified in consumer switching literature would be applicable in the 

buyer case.  

 

The literature refers to switching behavior using different expressions: brand switching, 

product switching, and technology switching. Brand switching (counterpart of brand loyalty) 

is used in consumer switching studies mainly to indicate the influence of marketing and 

advertising strategies on switching behavior, for example, promotions, brand image and 

brand awareness (Sun et al., 2003; Clarke, 2001; Fudenberg and Tirole, 2000; Mazursky et 

al., 1987; Raju, 1984). Product switching on the other hand emphasizes product 

differentiation, complexity and applications (Gehrig and Stenbacka, 2004; Burnham et al., 

2003; Shy, 2002, Bayus, 1991). Technology switching is used narrowly in the literature,  

focusing on high technology products to stress the importance of integrated technologies on 

users‟ capability, productivity, and performance (Pae and Hyun, 2006); Jovanovic and 

Nyarko, 1996; Heide and Weiss, 1995). Various studies refer to the previous expressions of 

switching by using these terms: “consumer switching,” “buyer switching,” and “switching 

behavior.” 

 

This chapter is divided into four sections: The first two sections review the literature on 

consumer and buyer switching behavior, barriers that prevent such behavior, factors that 

stand behind switching, and the required stages to complete the switching process. The third 

section reviews the literature on lead users as a special group of general users, who have a 

strong incentive in the early adoption of the most advanced technologies despite high 

switching costs. The fourth section explores the role of product design and its advanced 

features in inducing lead users to reject the old product and move toward a more attractive 

alternative, which provides more capabilities. 
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2.1 Consumer Switching Behavior 

The marketing literature shows that significant research has been done to investigate 

consumer switching behavior, which is conceptualized as terminating the relationship with 

the current supplier and moving toward a more attractive alternative (Ping, 1993); usually, 

the switching comes after the first purchase decision of a certain product class. In general, 

research has shown that switching behavior could take place when a consumer: (1) is not 

satisfied with the overall product performance (Heide and Weiss, 1995), (2) finds that 

improving the product performance can not be anticipated in the near future (Bansal et al., 

2005), and (3) knows that the capacity to move to another more satisfying product is 

available (Weiss and Heide, 1993). Most of the existing literature on consumer switching 

examines differentiated competitive markets and focuses on frequently purchased consumer 

products such as software programs (Pae and Hyun, 2006), financial services (Bell et al., 

2005; Ganesh et al., 2000; Colgate and Lang, 2001; Kim et al., 2003), hairstyling and 

banking (Jones et al., 2000), auto repairs and hairstyling (Bansal et al., 2005), mobile phones 

(Ranganathan et al., 2006), airlines (Klemperer, 1987), automobiles (Bayus, 1991), on-line 

services (Keaveney and Parthasarathy, 2001), retailing (Seiders et al., 2005), service industry 

(Burnham et al., 2003; Ruyter et al., 1998; Sharma and Patterson, 2000), TV-entertainment 

(Lemon et al., 2002), house-hold products (Van Trijp et al., 1996; Raju, 1984), and insurance 

(Crosby and Stephens, 1987).  

 

2.1.1 Barriers to Consumer Switching Behavior 

A body of literature investigates consumers‟ switching intentions and the reasons consumers 

choose to stay with the current supplier despite incomplete satisfaction. This behavior is 

found to be a result of different factors that perform switching barriers, such as technology 

compatibility and switching cost (Pae and Hyun, 2006); service quality, consumer expertise 

and switching cost (Bell et al., 2005); service quality, switching cost and loyalty (Ruyter et 

al., 1998); availability of attractive alternatives and switching cost (Sharma and Patterson, 
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2000); interpersonal relationships, switching cost and attractiveness of alternatives (Jones et 

al., 2000), long-term relationships that provide high benefits and special treatment (Gwinner 

et al., 1998), inertia (Bawa, 1990), and switching cost (Gronhaug and Gilly, 1991). The wide 

differences among these factors could be due to the nature of products under investigation 

and how consumers perceive the value of each product. Meanwhile, switching cost remains 

the common factor that prevents consumers from switching. Based on that fact, Colgate and 

Lang (2001) found that in the banking industry more than 22% of consumers who decided to 

switch were ended up not switching. 

 

Panther and Farquhar (2004) explain the intention to stay with the existing product by 

specific factors that reflect a real life scenario of consumers: (1) hassle to change, (2) not 

having enough time to evaluate alternatives and change, (3) the perception that all suppliers 

are almost the same, (4) the complexity of changing, and (5) the long relationship with 

current supplier. It is important to mention that consumer perception of the switching costs 

acts as a force to deter the consumer from switching to another improved or more satisfying 

product. These switching costs are determined not only by the financial penalties but also by 

many negative aspects, including psychological impacts of losing the relationship and 

building new ones (Burnham et al., 2003), time and efforts spent finding a better and more 

satisfying alternative (Kim et al., 2003; Sengupta et al., 1997), downtime and disruption of 

operations before resuming them effectively under the new product set-up (Smith et al., 

1999). To distinguish among different switching costs, Jones et al. (2002, 442) proposed a 

comprehensive measure to evaluate the perceived switching costs using the following six 

dimensions: 

 

1. Lost performance costs: Perceptions of the benefits and privileges lost by 

switching. 

2. Uncertainty costs: Perceptions of the likelihood of lower performance 

when switching. 
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3. Pre-switching search and evaluation costs: Perceptions of the time and 

effort of gathering and evaluating information prior to switching.      

4. Post-switching behavioral and cognitive costs: Perceptions of the time and 

effort of learning a new service routine subsequent to switching. 

5. Set-up costs: Perceptions of the time, effort, and expense of relaying needs 

and information to provider subsequent to switching. 

6. Sunk costs: Perceptions of investments and costs already incurred in 

establishing and maintaining relationship. 

 

Jones found that all switching cost dimensions were significantly associated with the 

intention to repurchase from the same supplier; lost performance costs were the most 

influential dimension. He also found that the mean level of perceptions across switching cost 

dimensions is different for various products, like hairstyling and banking, leading to different 

evaluations of switching costs for various products. To calculate the switching costs 

numerically, Shy (2002) developed a model that estimates costs when switching from one 

product to another, one that could be used in a variety of industries. However, as technology 

continues to develop, products will become more complex, and the magnitude of the 

associated switching costs will rise, leading to more difficulties in estimating the actual costs 

that would impel consumers to act.     

 

Based on the nature of the products used in conducting the previous research, much of the 

intention to stay with the current supplier could be explained by the fact that product 

performance is not severely limiting consumers‟ capabilities; still, consumers are unsatisfied 

simply because better alternatives are available in market. The remaining motivation to stay 

is the negative consequences of switching. However, Ganesh et al. (2000) showed that 

consumers could switch products when switching costs are affordable and the impact of the 

transition process is tolerable, whereas Burnham et al. (2003) demonstrated that unsatisfied 

consumers stick with the existing product and try to manage its pitfalls, because the related 

switching costs are high and the recovery from the transition process is expensive.  
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2.1.2 Antecedents of Consumer Switching Behavior          

Reviewing the literature to discover the common factors behind consumer switching 

behavior would generate contradicting arguments, simply because factors underpinning 

switching behavior follow different trends based on the product under investigation and the 

way researches set up their studies. This section, explores different factors that are used in 

the literature to explain consumer switching behavior, while demonstrating studies‟ findings 

and their limitations. Table 3 presents a short summary of these studies, listing the main 

factors behind consumer switching.  

 

In the early 1980, Raju (1984) explained the exploratory product switching as an intrinsic 

desire for a change or variety, which takes place regularly in market, especially for food and 

house-hold products like shampoo, laundry bleach, shower soap, and blue jeans. He designed 

a model based on four factors: individual difference variable, product awareness, product 

switching cost, and product class. He showed that product awareness, including 

advertisement, has a significant impact on exploratory switching, and a monetary deal could 

counter that switching. The influence of individual difference variable is relatively small and 

inconsistent for different products. In the marketing literature, variety seeking as a consumer 

motive to switch has generated considerable attention (Roehm and Roehm, 2005; Kahn and 

Isen, 1993; Feinberg et al., 1992; Bawa, 1990; Mazursky et al., 1987; McAlister and 

Pessemier, 1982; McAlister, 1982).  

 

Later, Van Trijp et al. (1996) found that the variety seeking model can not be explained just 

by individual difference characteristic; therefore, they added product category factors such as 

need for variety, hedonic features, strength of preference, perceived differences between 

brands, and involvement with the model to determine situations in which variety seeking is 

more likely to happen compared with repeated purchasing. The model demonstrates that the 

consumer variety seeking does not occur for all products like beer, coffee, tobacco, and 

cigarettes to the same extent, where product category factors influence the degree of that 

behavior. This study has tested only a small subset of many product categories that moderate 



 

 24 

Table 3. Selected studies of consumer switching behavior 

Study Theory Product Dependent 

Variable 

Independent Variables 

Raju (1984) Consumer 

behavior  

Shampoo, 

laundry 

bleach, 

shower soap, 

and blue jeans  

Exploratory 

brand 

switching 

1- Individual difference variable 

2- Brand awareness 

3- Switching cost   

4- Product class  

Van Trijp et 

al. (1996)  

Variety 

seeking 

behavior 

Beer, coffee, 

tobacco, and 

cigarettes 

Variety 

seeking 

Product category factors: 

1- Need for variety  

2- Hedonic features 

3- Strength of preference 

4- Perceived differences between brands  

5- Involvement  

Bayus (1991)  

 

 

Replacement 

behavior 

Automobile Switching 

behavior 

Demographic characteristics: 

1- Income 

2- Education 

3- Age 

4- Occupation 

5- Married 

6- Working spouse 

7- Other cars owned 

8- Residence location 

Product perception: 

9- Value 

10- Size 

11- Styling 

12- Cost 

13- Brand image 

Search activities: 

14- Number of dealers visited 

15- Number of information sources 

16- Considering other automobiles 

17- Time to gather information 

18- Time to visit dealers 

19- Time and effort into the final decision 

Ranganathan 

et al. (2006) 

Relationship 

investment 

Mobile cell 

phone 

Switching 

behavior 

Relational investment:  

1- Service usage 

2- Service bundling 

3- Relationship duration 

Demographics factors: 

4- Age 

5- Gender 
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Table 3. Selected studies of consumer switching behavior (‘continued’) 

Study Theory Product Dependent 

Variable 

Independent Variables 

Keaveney & 

Parthasarathy 

(2001) 

 

 

 

 

 

 

      

Consumer 

behavior 

 

 

 

 

 

 

 

    

Online 

services 

 

 

 

 

 

 

 

 

     

Switching 

behavior 

 

 

 

 

 

 

 

                 

       

Behavioral factors: 

1- Information that consumers used to 

make the decision 

2- Level of service usage 

Attitudinal factors:  

3- Risk-taking tendency 

4- Satisfaction 

5- Involvement 

Demographic factors:  

6- Education 

7- Income 

Lemon et al. 

(2002) 

Decision 

making 

TV- 

entertainment 

service 

Keep/Drop 

decision     

 

1- Future expectations of usage 

2- Anticipated regret  

3- Satisfaction  

Bansal et al. 

(2005) 

Migration Hairstyling, 

Auto-repair 

Switching 

behavior 

Push effects: 

1- Low quality 

2- Low satisfaction 

3- Low value 

4- Low trust 

5- Low commitment 

6- High price perceptions 

Mooring effects: 

7- Unfavorable attitude toward switching 

8- Unfavorable subjective norms 

9- High switching costs 

10- Infrequent prior switching  

11- Low variety seeking 

Pull effect: 

12-  Alternative attractiveness 

Mittal and 

Kamakura 

(2001) 

Consumer 

satisfaction 

Automotive Purchasing 

behavior  

 

Consumer characteristics: 

1- Gender 

2- Educational level 

3- Marital status 

4- Age 

5- Number of children in household 

6- Area of residence 

Consumer Satisfaction: 

7- Satisfaction  

Seiders et al. 

(2005) 

Consumer 

resource 

allocation 

Retail industry   Purchasing 

behavior  

 

Marketplace characteristics: 

1- Convenience of offering 

2- Competitive intensity 

Relational characteristics: 

3- Relationship age 

4- Relationship program participation 

Consumer characteristics: 

5- Household income 

6- Involvement 
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the relationship between the need for variety and actual variety seeking behavior. The 

selection of these particular products may reflect the addictive nature during variety seeking 

behavior. The authors also identify that, given the survey design, differentiation between true 

variety switching and derived switching may not be clearly understood by participants, which 

implies that the level of variety seeking in this study is not representative for other products, 

because it would depend on other factors that influence consumers‟ perception, such as mood 

(Kahn and Isen, 1993) and product display format (Simonson and Winer, 1992).     

 

Motivated by consumer demographic characteristics, Bayus (1991) conducted a study to 

understand the timing of consumer switching in the automobile industry, and relates a 

behavior to demographic characteristics (income, education, age, occupation, married, 

working spouse, other cars owned, and residence location); product perception (value, size, 

styling, cost, and brand image); and search activities (number of dealers visited, number of 

information sources, considering other automobiles, time to gather information, time to visit 

dealers, time and effort into the final decision). He found that early switchers are more 

concerned with styling and fashion and less worried about the cost than are late switchers, 

who pursue more detailed search activities to find a good deal. These findings were 

associated with the higher income and lower education of most early switchers than most late 

switchers. This study reflects the importance of considering the demographic factors for this 

product, which is expensive and requires extensive search efforts. Nonetheless, findings from 

one product category are difficult to generalize to other product categories, until the model is 

verified using different products.  

 

Ranganathan et al. (2006) studied the impact of relational investment, or switching costs, and 

demographics on switching behavior of mobile users. They found that increasing service 

usage and bundling of services have a significant impact on switching suppliers. Also, a 

strong association was found between age and gender on mobile user switching, with young 

users being more likely to switch and male users being the main switchers. Other studies 

evaluated various marketing strategies adapted by suppliers that encourage consumer 
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switching by introducing special discounts and promotions (Fudenberg and Tirole, 2000; 

Gehrig and Stenbacka, 2004; Sharpe, 1997; Sun et al., 2003). These studies reflect how 

different marketing approaches could increase the incentives to switch by giving more 

perceived value to the products and reducing switching costs.       

 

Different studies have tried to establish the relationship between satisfaction and product 

quality on the one hand and consumer switching on the other (Dabholkar and Walls 1999; 

McDougall and Levesque, 2000; Crosby and Stephens, 1987; Bansal et al., 1999; Bolton and 

Bronkhorst, 1995; Keaveney, 1995); however, these studies suggest that dissatisfaction 

explains only some of the consumer switching behavior. Therefore, Keaveney and 

Parthasarathy (2001) tried to include factors other than satisfaction to study the switching 

behavior in online services (MSN, AOL, and CompuServe); those factors were behavioral 

(information that consumers used to make the decision and level of service usage), attitudinal 

(risk-taking tendency, satisfaction, and involvement), and demographic (education and 

income). They found that switchers have the following profile: an individual who subscribed 

to the online service without thorough search activity or previous experience; who used the 

service less frequently; who was less satisfied; who had a lower income and education; and  

who was less willing to take risks. In summary, the overall satisfaction entailed both product 

satisfaction and related information satisfaction. Although this model is useful and predictive 

for certain services, the marketing literature suggested that consumers perceive the selection 

of services to be riskier and more complicated than that of goods (Murray, 1991; Murray and 

Schlacter, 1990); therefore, applying the Keaveny and Parthasarathy model on other products 

may reflect a different weighting of the attitudinal and demographic factors.  

 

Alternatively, Lemon et al. (2002) took the consumer decision to either keep or drop a TV-

entertainment service in another direction, arguing that the consumer‟s future expectations of 

usage and anticipated regret have a significant influence on consumer decision, in addition to 

satisfaction. This study suggests that consumers will follow an adaptive approach to update 

their future expectations based on current usage experience. But in reality, not all users are 
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capable of making a good judgment and evaluation about their existing experience of the 

service, or on how to generate reasonable expectations regarding future benefits that reflect 

the actual pace of technology change. Therefore, this study could be relevant for 

knowledgeable users with high expertise. For rapidly changing technological products, the 

expected future use is difficult to assess, and reaching a decision based on that is even more 

difficult.  

 

To account for different aspects of switching, Bansal et al. (2005) did a comprehensive study 

to include most of the previous factors in their model, adding new ones to understand how 

different variables might influence the switching behavior in new service providers (auto 

repair and hairstyling). They divided these variables into three categories: (1) push effects 

(low quality, low satisfaction, low value, low trust, low commitment, and high price 

perceptions); (2) mooring effects (unfavorable attitude toward switching, unfavorable 

subjective norms, high switching costs, infrequent prior switching behavior, and low variety 

seeking); and (3) pull effect (alternative attractiveness). This comprehensive model allows 

the assessment of the relative influence of different categories, as shown in Figure 7. An 

important result of this study is that the push effects, which include some of the most 

important switching predictors that dominate extant switching models, appear to be the 

weakest of these three categories, whereas the mooring effects are the strongest drivers of 

switching behavior, especially when the switching cost is low. The pull factor was 

characterized by a single variable, "alternative attractiveness," which may not explain the 

whole case for this category. Adding more variables related to marketing strategy or product 

design itself might identify what factors make other products highly attractive. In addition, 

future studies could incorporate additional categories to this model, such as demographic and 

attitudinal, to give more explanatory power to switching behavior for different product types, 

because product type could moderate the relationships found in this model. 

 

Nonetheless, Bansal‟s model is unique, because it represents a real-life scenario, where 

consumers undergo a sequence of events during the switching process. Initially, different  
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Figure 7. Bansal model of consumer switching behavior* 
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factors create an overall state of product dissatisfaction, which add into a final force that 

creates the push effects. On the other hand, there should be alternative options (or products) 

that are attractive enough to pull consumers; otherwise, consumers can not conveniently 

switch. It is rational that consumers switch to better alternatives to increase their economic 

return or overall value. Meanwhile, mooring effects stand as strong barriers that inhibit 

switching; based on the magnitude of these negative forces, a final decision is made to switch 

or not to switch. Without these switching barriers, consumers can move freely to try any 

product at any time, an option not available in real life.  

 

Using 100,000 automotive consumers, Mittal and Kamakura (2001) demonstrated that 

measuring consumer satisfaction using a typical consumer satisfaction survey as described in 

previous literature does not reflect well the true consumer satisfaction, because few of the 

studies take into account the consumer‟s characteristics (such as gender, educational level, 

marital status, age, number of children in household, and area of residence). Their findings 

showed that consumers with different characteristics have progressively different thresholds 

and different response biases, to the extent that their satisfaction level could translate into 

repurchasing or switching behavior that varies steadily. Interestingly, they found the 

relationship between satisfaction and repurchasing behavior is highly non-linear. This study 

finding represents a milestone on the way researchers can conduct and interpret consumer 

satisfaction surveys. 

 

Findings from Mittal and Kamakura encouraged Seiders and his colleagues (2005) to 

investigate the relationship between satisfaction and repurchasing/switching behavior using 

more moderating factors such as marketplace characteristics (convenience of offering and 

competitive intensity), relational characteristics (relationship age and relationship program 

participation), and consumer characteristics (household income and involvement). The study 

was conducted in the context of the retailing industry (home furnishing), with 99% female 

participation. The empirical findings from their study emphasize that consumer and 

marketplace characteristics play important moderating roles; consumer satisfaction has a 
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strong effect on repurchase intentions but has no direct effect on repurchase behavior, 

whereas relational characteristics have a positive direct impact on repurchase behavior. 

Therefore, satisfaction scores may not predict repurchase/switching behavior accurately and 

may create a false impression if suppliers assume that higher satisfaction scores necessarily 

lead to stronger repurchase behavior (Oliver, 1999). This study tries to include a wider range 

of moderating factors, but some important ones are not included, such as switching barriers, 

attractiveness of alternatives, gender, and marital status. 

 

2.1.3 Stages of Consumer Switching Behavior 

The consumer switching process undergoes a series of stages until a final decision is 

implemented. Generally, it can be summarized as three major stages. First stage, the 

consumer conducts different search activities to collect sufficient information about potential 

alternative products; second stage, establishing the consideration set (Roberts and Lattin, 

1991), where a detailed evaluation of the available alternatives is made to reduce them into 

limited options; third stage, taking the final decision to select the optimal choice that fits 

consumer needs and financial constraints.    

 

For high technology products associated with rapid changes and intensive information 

(Glazer, 1991), consumers might find more difficulties in evaluating different alternatives, 

especially information that could be time-sensitive and impose high uncertainty if the 

decision is not made at the right time (Glazer and Weiss, 1993). Under this condition, 

consumers could spend more time to obtain sufficient information, delaying the switching 

process, or could ignore it completely because of the high involvement risk. Burnham et al. 

(2003) found that perceived product complexity increases the evaluation process period, 

forming another switching barrier. Strebel et al. (2004) found that a decision making for high 

technology products requires the processing of complex and dynamic information, creating 

frustration that reduces the probability of taking a decision to commit to a new product.  
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In the competitive market, it is believed that the consumer spends significant time sorting out 

different products based on quality, performance and price because this market contains a 

wide variety of alternative options, whereas less time is spent on the final decision.  

 

2.1.4 Conclusion about Consumer Switching Behavior 

Limitations evident in previous research suggest new areas for exploration. The previous 

assessment of extant literature demonstrates that there is no single or comprehensive model 

to fully explain or predict consumer switching behavior, which is due to the complexity of 

this behavior and the related factors. For future studies, it is important that we consider a 

broader model that accounts for different factors, such as the model adopted by Seiders and 

his colleagues (2005). However, more variables could be added to this model based on the 

product under investigation; these variables could be divided into three categories: 

marketplace characteristics (satisfaction with competitor, financial switching costs, 

competitive intensity, convenience of offering, and attractiveness of alternatives), 

interpersonal relationships (length of experience, loyalty, relationship age, and relationship 

program participation), and consumer characteristics (variety seeking, heavy user, income, 

gender, age, apathetic shopping orientation, education, marital status, number of children in 

household, purchase volume, and area of residence). The weighting of different variables in 

the potential model would vary based on the selected product, because consumers perceive 

different products in different ways (Oliver, 1999).  

 

Another serious finding is how to establish a special tool to measure consumer 

satisfaction/dissatisfaction toward certain products (Piercy, 1996), given that previous 

research shows that the relationship between dissatisfaction and switching behavior is 

contingent on the moderating effects of marketplace characteristics, relational characteristics 

and consumer characteristics. This is why Reichheld (1996) found that satisfaction measures 

have accounted for up to 40% of the variance in models of consumer retention, and showed 

that satisfaction scores could sometimes echo untrue picture of consumer behavior. Also, 
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Anderson and Sullivan (1993) found that t-values for satisfaction-repurchase intention varies 

significantly, indicating that staying with the current supplier could be due to different 

switching barriers rather than the actual satisfaction. 

 

Consumer prior experience (or expertise) plays a significant role in the decision to switch 

suppliers, because it could provide many advantages: (1) deep understanding of the limitation 

of the current product, (2) adequate evaluation of different product values and their 

potentials, (3) accurate assessment of switching costs, and (4) rational action on reliable 

information. This expertise on how a product should function and the effective way of using 

it is developed over time (Sharma and Patterson, 1999). Surprisingly, the role of prior 

experience was not mentioned in consumer switching literature, except in the Bell et al. 

(2005) study, when researchers investigated its positive effect in evaluating the value of 

different products and selecting the one associated with high return.     

 

By reviewing consumer switching behavior for competitive market products, some important 

insights could be concluded about this behavior in this particular market. First, these products 

are widely available and have relatively affordable cost for the average consumer, who can 

switch back and forth since the cost is controllable to some extent. In other words, switching 

behavior is not locking in the consumer most of the time. Second, the tendency to stay with 

the same supplier despite incomplete satisfaction could be due in part to the perceived 

switching costs; or perhaps the consumer‟s objectives are not badly affected. Third, 

improving the product performance requires limited consumer involvement (filling out a 

complaint or talking with the manager) and can be managed promptly by the supplier to 

maintain consumer satisfaction. Fourth, the switching process is relatively manageable but 

the perception of its negative consequences may prevent consumers from adopting it.  

 

Despite the significant variations in evaluating consumer perception and reaction toward 

different products and the factors behind consumer switching behavior, previous research 

provides important insights about consumer behavior in the market domain (Bitner et al., 
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1990), information that could be used by firms to modify and enhance the product 

performance, and thus, manage and limit consumers‟ switching by addressing their needs 

effectively (Su et al., 2006; Hsieh and Chen, 2005). 

 

2.2 Buyer Switching Behavior 

As consumers exhibit switching behavior organizations (buyers) demonstrate the same action 

under certain circumstances. But switching behavior at this level is more complicated than 

otherwise because of greater complexity of buyers‟ needs and the long-term relationships 

with suppliers (Jackson and Cooper, 1988). Also, products used by buyers are more 

specialized to meet certain needs and are more technology-intense because of the complexity 

of organizational requirements. Usually, buyers are more likely to focus on long-term 

relationships and engage in cooperative activities that result in greater benefits for both 

partners (Dabholkar et al., 1994), which further complicates the switching process.  

 

Since research in business marketing indicates that consumer concepts may be successfully 

applied to the organizational buyers (Durvasula et al., 1999), different studies have evaluated 

buyer switching by using similar variables adapted in the consumer switching research and 

through monitoring different products: courier service provider (Lam et al., 2004), service 

provider (Yanamandram and White, 2006), computer workstation (Heide and Weiss, 1995), 

banking (Wathne et al., 2001), financial industry (Liu et al., 2005), insurance and advertising 

(Money, 2004), telecommunication services (Low and Johnston, 2006), and hardware 

retailers (Ping, 1997). The amount of research that has studied the switching behavior of 

buyers is less than that for consumer switching, perhaps because of the difficulty of 

conducting such studies and getting reliable information at the organizational level.  

 

2.2.1 Barriers to Buyer Switching Behavior 

A body of research examined why dissatisfied buyers would stay with current suppliers 

because of different factors that present switching barriers. The reasons include switching 
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costs and overall relationship satisfaction (Ping, 1997), buyer value and switching costs (Liu 

et al., 2005), buyer value, satisfaction and switching costs (Lam et al., 2004), service 

recovery programs (Durvasula et al., 2000), service quality and switching costs (Lee and 

Cunningham, 2001), attractiveness of alternatives, switching costs, and interpersonal 

relationships (Yanamandram and White, 2006). It is clear that the common factor among 

switching barriers is the switching costs, which are expected to be higher in organizational 

settings compared with those at the consumer level (Claycomb and Frankwick, 2005). If 

switching costs were behind buyers‟ intention to stay, they would create a situation in which 

buyers felt locked into that supplier (Klemperer, 1995). 

 

The previous paragraph noted that Liu et al. (2005) defined the buyer value as a benefits-

costs comparison of a current supplier based on the relationship investment model (Rusbult, 

1980; Barksdale et al., 1997). If this value is greater than other available alternatives, then a 

buyer is more likely to stay with the same supplier (Sweeney et al., 1997). This value is 

reassessed periodically at the organizational level to become more accurate and descriptive 

over time (Flint et al., 2002); it is used frequently in purchasing decisions as relationships 

continue to improve. Durvasula et al. (2000) defined service recovery programs as claims 

handling, problem handling and complaint handling, which are associated with the level of 

satisfaction. In general, firms try to act quickly to remedy any complaint regarding a 

perceived service failure; by doing so, they ensure that buyers do not have a reason to switch 

to other suppliers (Bolton and Bronkhorst, 1995).  

 

An industrial marketing study by Nielson (1996) offered two dimension typologies to 

describe switching costs. The first dimension, called hard assets, is loaded with items 

representing fixed asset investments (such as dedicated plant facilities), modification to the 

product, and supply agreement terms. The second dimension, called soft assets, is related to 

the quantity and quality of the individual-level working relationships between both 

organizations, and personal relationships that develop over time between supplier and buyer. 

He found that switching behavior is significantly influenced by the hard assets, which can be 
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measured to some degree of accuracy compared with the soft assets. The non-tangible nature 

of the soft assets (such as personal relationship and long-term commitment) makes them 

unquantifiable for financial evaluation, slightly undermining their actual impact. He also 

found that trust and cooperation have indirect influences over switching decision, with both 

acting as switching barriers. A major limitation in this study was the selection of supplier 

side to investigate the proposed model, and assuming it is equally applicable in the buyer 

side. This limitation could undermine the importance of some factors, especially given that 

buyers and suppliers have different perceptions of the determinants of switching costs 

(Wathne et al., 2001).      

 

2.2.2 Antecedents of Buyer Switching Behavior 

To understand the factors behind buyer switching behavior, the literature on the topic tries to 

establish different models from those adopted in consumer switching. It is expected that the 

selected product validating each model will generate some contradicting arguments, because 

factors behind switching behavior are weighted differently based on the product under 

investigation and the model design. In this section, a detailed explanation of different factors 

used in the literature to explain buyer switching behavior will be demonstrated, along with 

studies‟ findings and limitations. Table 4 presents a short summary of these studies, 

including the main factors behind switching.  

 

To find the factors that influence buyers‟ consideration of new suppliers, during the early 

stage of decision making, and a final-choice decision, Heide and Weiss (1995) suggested a 

model that focuses on three categories of factors: (1) buyer uncertainty (pace of technological 

change, technological heterogeneity, and prior experience), (2) switching costs (compatibility 

problems and related switching costs), and (3) situational factors (buying process 

formalization and centralization, and purchase importance). This model is shown in Figure 8. 

The importance of the buyer uncertainty category appears from the product nature that is 

selected for this study, computer workstation. The technological heterogeneity represents a  



 

 37 

 

Table 4. Selected studies of buyer switching behavior 

Study Theory Product Dependent 

Variable 

Independent Variables 

Heide & 

Weiss 

(1995) 

Organizational 

learning 

 

Computer 

workstation 

Supplier 

consideration 

and switching 

behavior 

Buyer uncertainty:  

1- Pace of technological change 

2- Technological heterogeneity 

3- Prior experience 

Switching costs: 

4- Technology compatibility 

5- Relationship  compatibility 

6- Related switching costs 

Situational factors: 

7- Formalization 

8- Centralization 

9- Purchase importance 

Wathne et 

al. (2001) 

 

 

Social capital-

organizational 

investment 

Banking 

industry 

Supplier choice 

during 

switching 

behavior 

1- Interpersonal relationships 

2- Switching costs 

Marketing strategies: 

3- Product price 

4- Product breadth (bundling) 

Money 

(2004) 

 

 

 

Social 

network 

Appliances, 

food, 

banking, 

and 

insurance 

Purchase/switc

hing behavior 

1- Number of WOM consulted sources 

2- Tie strength to WOM source 

3- Centrality of WOM source 

Moderators:  

4- Culture 

5- Location 

Low & 

Johnston 

(2006) 

 

 

 

Equity theory Telecomm-  

unication 

Switching 

behavior 

Relationship equity:  

(characterized by manager skills) 

1- Customer orientation 

2- Communication/presentation 

3- Ability to deliver promises 

4- Conflict resolution skills 

5- Buyer‟s trust in manager 

6- Buyer‟s affective commitment 

Switching costs: 

7- Technological compatibility 

8- Relationship compatibility 

9- Calculative commitment 

Moderators:  

External factors 

10- Intensity of market competition 

11- Technological uncertainty 

Internal buying firm factors 

  12- Different rewards comparison 
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Figure 8. Heide and Weiss model of buyer switching behavior* 
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lack of a common technology standard between suppliers (Tushman and Anderson, 1986), 

whereas rapid pace of technological change reflects the uncertainty, because of time 

sensitivity of information (Glazer and Weiss, 1993). Formalization and centralization reveal 

the organizational buyer structure, which may impact the way in which information is 

processed to reach a final decision. A high degree of formalization leads to information 

processing according to fixed procedures, which constrain information acquisition and 

handling (Bunn, 1993). In centralization, however, the decision making authority is 

concentrated within a small group of people at high-level management (McCabe, 1987). 

Study findings indicate that rapid pace of technological change and technological 

heterogeneity intensify the search activities efforts to get more information about different 

products, but that they increase the probability to stay with the current supplier, while limited 

prior experience increases the likelihood to switch to a new supplier. High switching costs 

reduce incentives to consider new suppliers and increase the tendency to stay with the current 

one. For situational factors, purchase importance has a significant impact when considering 

new suppliers, but has no effect on switching behavior. Formalization limits buyers‟ ability 

on consideration and switching stages, but centralization has no effect on the stages.  

 

A comparison of the Heide and Wiess model with the Bansal model of consumer switching 

behavior leads to some interesting findings. In the Bansal model, different variables are 

divided into three categories: push, mooring, and pull effects, to evaluate their influence on 

consumer behavior; their impact varies toward encouraging switching (push and pull effects) 

or inhibiting that action (mooring effects). However, in the Heide and Wiess model, different 

variables are divided into three categories: buyer uncertainty (or market characteristics), 

switching costs, and situational factors. All the variables act relatively as mooring effects, 

making the model incomplete for reflecting the switching behavior. The push effects could 

be impeded in buyer dissatisfaction and not included in the model, but the pull effects (or 

alternative attractiveness) should at least be included in the model because it has an important 

influence on switching. In other words, buyers will switch to something that motivates them 

to do so.    
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Using the banking industry, Wathne et al. (2001) studied the determinants of supplier choice 

in the situation where a buyer already has an existing supplier, but with another attractive 

competitor in the market. They investigated the influence of interpersonal relationships, 

switching costs, and marketing strategies (price and product breadth “as bundling”) on 

switching behavior. Data were collected from both buyers and suppliers to determine any 

differences between both sides regarding the importance of various variables. Generally, 

social interaction between buyers and account managers develops strong interpersonal 

relationships that act as switching barriers over time; the literature has acknowledged the 

importance of such relationships in maintaining loyal buyers in a variety of industries 

(Crosby and Stephens, 1987; Murry and Heide, 1998). Wathne and colleagues found that 

buyers perceived marketing variables as the main factors underpinning switching, with price 

dominating all other factors; and the importance weight of both marketing variables went 

above the total weight of interpersonal relationships and switching costs. This outcome 

undermines the frequently mentioned role of interpersonal relationships and switching costs 

as a shield against price and product strategy. Another interesting result is that both buyers 

and suppliers claim different perceptions of the determinants of switching: Buyers believe 

that switching costs are the most important factor in deciding to continue with an incumbent, 

whereas the incumbent perceives interpersonal relationships as the main switching barrier.  

 

The influence of word-of-mouth (WOM), or consultation, on buyer switching behavior was 

studied for the first time by Money (2004), when he examined whether buyers use referrals to 

find a better service supplier (appliances, food, banking, and insurance). The study was 

designed in a cross-national context to evaluate the effect of culture, Japanese and American, 

and geographic location, foreign and domestic. He proposed a three-components model, 

which reflects the referral activities to explain the outcome of switching. These components 

are: (1) number of WOM consulted sources, (2) tie strength (duration, frequency, social 

importance, business importance, attractiveness, trust, and perceived expertise), which 

represents different dimensions of a referral source and buyer relationship, and (3) centrality. 
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Generally, centrality is defined as the strategic position of an individual within a firm. For 

example, a person with high centrality in a service firm would be an expert in the network 

resources and could influence the buyers‟ decision. Two important findings emerge from this 

study. First, buyers who conducted referrals to explore their potential service supplier 

switched less frequently than those who did not; in addition, buyers working in foreign 

countries (as agents) switched more than those working domestically, perhaps because  

domestic buyers are more familiar with their market and because finding a long-term 

provider is uncomplicated. Second, for Japanese buyers operating in Japan, attractiveness, 

business importance, and perceived expertise have a significant influence on switching; 

whereas for American buyers operating in the US, the business importance has a significant 

impact on switching. A major limitation in this study is the lack of control for switching 

costs, which is known to have a strong effect on buyers‟ behavior. In addition, data collection 

was made from buyers during their firms‟ start up stage only, which is a crucial and unstable 

stage, especially for the foreign companies. 

 

Low and Johnston (2006) proposed the effect of relationship equity (fair treatment) on 

switching behavior. They presented a model that links key dimensions of relationship equity 

in the process of adopting a new telecommunication services. The model was examined by 

interviewing some managers, but it was not tested empirically. The model considers that 

relationship equity is a result of a buyer‟s perception of key account manager practices 

(customer orientation, communication skills, ability to deliver promises, conflict resolution 

skills, buyer‟s trust, and buyer‟s affective commitment). These practices are moderated by 

external factors (intensity of market competition and technological uncertainty) and internal 

buying firm factors (different rewards comparison). The study suggests that once a buyer 

perceives the relationship to be inequitable, he or she will switch to a new supplier after 

evaluating switching costs (technological compatibility, relationship compatibility, and 

calculative commitment). Despite lacking the empirical support, this study represents a 

dynamic model to assess antecedents behind switching behavior for the service industry, 

where managers could play an important role to build and manage strong buyer relationships. 
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The study also recommends that managers could implement some segmentation for different 

buyers by addressing some issues deemed important for each segment; this in turn would 

help managers to focus their time and effort to develop stronger relationships with each 

segment. 

 

2.2.3 Stages of Buyer Switching Behavior 

Similar to the concepts in the consumer switching process, the buyer switching process 

undergoes a series of stages until a final decision is implemented, but the process is more 

complicated because of the organizational structure and the different individuals participating 

in the decision making process. Sheth (1973) described an integrative model of 

organizational buying behavior, which is a part of switching behavior. The model was 

complicated, reflecting the reality whereby significant information has to be collected and 

processed by different departments (mainly purchasing, quality control, and manufacturing) 

to reach a final decision. During that interdepartmental efforts, conflicts start to appear 

(Barclay, 1991), pushing different parties to adopt some conflict-resolution techniques to 

reach a satisfactory outcomes. The nature of the organization, the product, and the 

individuals involved determine the complexity of this process.  

 

Bunn (1993) investigated how different organizations pursue this buying behavior, including 

manufacturing, services, transportation and construction. Four distinguished buying activities 

are used: information search, use of analysis technique, proactive focusing, and reliance on 

procedural control. He generated six buying decision approaches, ranked from casual to 

strategic. Each approach is different, based on the weighting of these buying activities for 

various industries. For example, one buying decision approach could rely directly on 

established procedures, whereas another could require a high level of search and much 

analysis. Then he found that the use of a specific buying decision approach depends on four 

situational factors: importance of purchase, uncertainty, extensiveness of choice set, and 

perceived buyer power. For the casual buying decision, these situational factors are presented 
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as: minor importance, little uncertainty, many choices, and little or no buyer power. This 

study has an important value in segmenting buyers in terms of the adopted buying approach 

for each level of the organization, so suppliers can develop adaptive marketing strategies that 

fit the needs of each segment.  

 

As discussed, the buyer switching process is a complicated procedure; therefore, I adopted 

three main stages to characterize this process: search, consideration, and choice (Patterson 

and Dawes, 1999). These stages were utilized in the literature of switching behavior, where 

the implications of each stage were evaluated in depth. Weiss and Heide (1993) investigated 

buyers‟ search stage in high technology markets (computer workstation) to evaluate the 

influence of different factors on this stage. The study revealed four important findings. First, 

rapid pace of technology change tends to increase the search activities to get more 

information, which is time-sensitive and imposes high uncertainty (Glazer, 1991; Glazer and 

Weiss, 1993). Second, high switching costs tend to decrease the efforts of search activities. 

Third, buyers with less experience tend to conduct more search efforts. And fourth, suppliers 

share information about new technologies with active buyers (such as lead users) who try to 

test or enhance the performance of new applications (Von Hippel, 1986).    

 

Later, Heide and Weiss (1995) investigated buyer switching behavior during the 

consideration and choice stages in high technology markets using a computer workstation. 

They found that various factors affect each stage differently, presenting five important 

outcomes. First, both rapid technological change and technological heterogeneity increases 

the tendency to include more suppliers in the consideration stage, but they increase the 

likelihood of staying with the same supplier in the choice stage. Second, prior experience has 

no significant impact on the consideration decision, whereas limited prior experience tends to 

decrease the probability of selecting the existing supplier, which reflects less commitment by 

this group of users (March, 1991). Third, high switching costs decrease the tendency to 

consider new suppliers and the desire to switch to new ones. Fourth, importance of the 

purchase tends to push the search for more suppliers, but it has no effect on the final 
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decision. Fifth, organizational procedures may impact the complexity of each stage, 

especially when different departments are involved in the decision making process.   

   

2.2.4 Conclusion about Buyer Switching Behavior 

The previous review of extant literature shows that there is no distinctive model to describe 

or predict buyer switching behavior, with each study adapting different independent variables 

to explain this behavior. Therefore, it is recommended that a comprehensive model be used 

that accounts for the majority of factors mentioned in previous studies; such a model could 

include the independent variables under three categories: marketplace characteristics 

(intensity of market competition, pace of technological change, technological heterogeneity, 

and prior experience), switching costs (technology compatibility, relationship compatibility, 

and financial costs), and marketing strategies (product price and product breadth). Some 

extra factors can be included in the model if deemed important, such as internal buying firm 

factors, purchase importance, culture, and location. The weighting of different variables in 

the potential model would vary based on the selected product, because the same buyer would 

pursue different switching behaviors for different products.  

 

By evaluating buyers‟ switching behavior described in previous studies, important insights 

about the behavior can be summarized. First, most of the selected products are available on 

the market from multiple suppliers (competitive market), but significant information has to 

be collected and processed among different departments to reach a final decision. Second, the 

tendency to stay with the same supplier is mainly due to the perceived high switching costs. 

Third, for complete satisfaction, high technology products should be highly customized to fit 

the specific needs of each buyer. However, future improvement of these products is a 

complicated task, requiring buyers‟ involvement and feedback (Parkinson, 1985). Fourth, the 

switching process is complex, and it takes a long time to analyze information and solve 

interdepartmental conflicts. Fifth, Wathne et al. (2001) showed that both buyers and suppliers 

have contradicting perceptions about the influence of marketing and relationship variables on 
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the switching process, perceptions that impose significant implications on theory and 

practice.     

 

In high technology markets, the rapid pace of technological change and lack of a dominant 

design could make the buyer‟s switching behavior even more complicated because decision 

makers encounter high uncertainty (Heide and Weiss, 1995). On the other hand, studying this 

behavior at the organizational level is a difficult task and requires contacting the “right” 

people, who are in charge of the decision making to obtain reliable information. Because of 

these challenges, little research has been written on switching behavior for high technology 

products in the business-to-business context. Until now, literature and empirical studies have 

lacked an in-depth consideration of a comprehensive model that characterizes this behavior 

for high technology products. A detailed investigation of such behavior is important so as to 

enrich the theoretical understanding and reflect managerial implications. 

 

While evaluating the switching behavior for capital-intensive high technology products is 

largely undocumented, such products can be significantly differentiated through integrated 

technologies (or product features). These products tend to be information-intensive and 

reflect high uncertainty (Glazer, 1991), forcing buyers, perhaps, to engage in extensive 

search efforts and act on collected information before they become outdated (Glazer and 

Weiss, 1991). This condition makes the switching behavior complicated and expensive at 

each step of the process. The switching behavior model for these products is expected to be 

influenced largely by the product design and what it can offer to maintain and enhance 

buyers‟ objective. For these products, not every buyer is willing to take the risks associated 

with switching —— unless the potential outcomes will generate significant advantages to 

overcome the negative effects of switching. Eventually, a special category of buyers called 

“lead users” is more motivated than others to stay connected with the cutting-edge 

technology so as to maintain a distinctive market position compared with other buyers. The 

following section describes this group of users and their incentives to adopt the most 

advanced technologies. 
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2.3 Lead Users 

Market users, as consumers and buyers, of any type of product are divided across different 

market segments based on their collective preferences. However, market lead users are 

identified as being the early adaptors and as having a high incentive to innovate (Morrison et 

al., 2004). Therefore, identifying those users has a significant impact on suppliers‟ innovative 

capacity, because they represent a valuable asset. Morrison et al. (2004) suggested a 

construct to identify lead users based on organization innovativeness and time of adoption. 

His results demonstrate a substantial value of lead users as a trusted source of new product 

ideas, a reliable source of market research, and an influence on others to adopt the same 

technology, thus increasing the diffusion rate. The contribution of lead users in different 

industrial organizations is well documented; for example, Cisco Company, the worldwide 

leader in Internet networking, depends on external sources to get the required technologies 

and innovations to develop its products.  

 

2.3.1 Lead Users Demand of Advanced Technology 

The literature on lead users suggests that cutting-edge users are willing to meet the high costs 

of adopting state-of-the-art-technology, because they have capabilities that enable them to 

leverage significant advantage from new technology. Von Hippel (1978) defined the lead 

users on the basis of two elements; the recognition of benefits from early adoption of 

innovation (or technology) and the potential for accruing large benefits from using it. He also 

suggested that users with those characteristics have a strong tendency to innovate in order to 

solve their problems and produce new applications (Urban and Von Hippel, 1988). Lead 

users, unlike other users, strongly demand advanced technologies to achieve their objectives 

and maintain their competitive position (Teplensky et al., 1993). However, being early 

adopters of new technologies imposes a high risk, because future potentials of such 

technologies are uncertain (Greatorex et al., 1992).  
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2.3.2 Lead Users as a Source of Developing Innovative Products 

Since lead users‟ importance is well-defined, Von Hippel (1986) suggested a method to 

identify those users and integrate them into industrial and consumer marketing research 

analyses of rapid changing technologies, because these users have the ability to provide 

reliable information about market trends and demands, whereas most potential users lack 

real-world experience that reflects market characteristics. He found that such users can serve 

as a technology forecasting tool for market research and provide new concepts to improve the 

product design features. Additional studies have shown a strong influence of lead users on 

the innovation-development process of various products (Johnson et al., 2006; Bonner and 

Walker, 2004; Lilien et al., 2002; Olson and Bakke, 2001; Urban and Von Hippel, 1988, Von 

Hippel, 1989). These users, being advanced adopters relative to other users, can be 

approached for forecasting purposes and generate new products based on their advanced 

application status (Lilien et al., 2002). Also, Morrison et al., (2004) explored the value of 

lead users to utilize and test different applications, ensuring a faster adoption process by 

general users who wait to verify the authentication of each application. 

 

Recognizing the role of lead users as a tremendous source of innovation, Gassmann (2006) 

reviewed the importance of adopting an open innovation concept, especially for high 

technology products, where users are given full access to the internal product system. This 

privilege encouraged users to extend product design capabilities even further so as to 

generate new applications. Lettl et al. (2006) demonstrated that highly motivated users and 

an open innovation research are important to the early innovations phases of the medical 

equipment industry, especially when those users come from diverse competencies and are 

integrated in a supportive environment (Shaw, 1985). Recently, Franke et al. (2006) 

conducted an empirical study on kite-surfing equipment to advance the understanding of lead 

user theory; they found two components that contribute independently to determine attractive 

products developed by users: First, high expected benefits explain the high probability of 

innovation. Second, securing advanced positions explains the innovation attractiveness and 

probability of innovation.  
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2.3.3 Lead Users and Technology Switching  

Since lead users are more likely to push for advanced features to ensure they are ahead of the 

trend, they have a strong motivation to adopt new technologies consistently (Teplensky et al., 

1993). If the current supplier is not able to meet their demands, switching to another 

alternative becomes a valid substitute to protect their goals. Logically, lead users have more 

incentives to switch if their goals are badly affected by slow rate of technological innovation 

of the current supplier. This eventually implies that the product design and its associated 

features play a big role in the switching to more attractive brands, those containing unique 

features that provide buyers with certain capabilities not anticipated in the replaced product. 

This suggests that an investigation into the product design is an essential step to understand 

its influence on buyers‟ decisions to switch, despite high associated costs. 

 

2.4 Product Design 

Product design is an engineering concept used widely in the literature (Muffatto and Roveda, 

2000; Pullman et al., 2002; Wind, 1997; Cooper and Kleinschmidt, 1995) to describe the 

process of product design and study the effects of different factors on the design process. The 

value of the product design does not come from its robustness and reduced assembly costs 

only (Wu and Chyu, 2004), but also from its capabilities to influence current supplier 

competencies to create new market segments and enhance the position of the existing ones 

(Yang and Jiang, 2006; Danneels, 2002). The design concept is also used in product 

innovation and marketing literature. In product innovation literature, it was used to 

emphasize the importance of product design features in achieving high market performance 

(Chang and Hsu, 2005), and the value of user-oriented product design for optimal 

combination of product features (Lai et al., 2006). In marketing literature, it explains the need 

to take consumer preferences into account to create a successful product design (Srinivasan 

at al., 1997), and the influence of product design on consumer choice (Bloch, 1995; Fuente 

and Guillen, 2005).  
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This research focuses mainly on the final product design that is launched to market domain, 

upon which buyers can make a final decision. Since this research is concerned mainly with 

studying organizational buyer switching behavior, I will use “buyers” from now on to refer to 

lead users. Those buyers represent the selected market segment to conduct this research, that 

is, MRI research centers or medical centers involved in research activities. I will use 

“consumers” to refer to specific examples that represent purchasing behavior at the 

individual level. 

 

The concept of product design in this research comes from the fact that buyers during the 

purchasing-switching process are confronted usually by: (1) a wide range of products from 

the same or multiple suppliers, and (2) many features associated with each product, which are 

linked to certain performances. These two important aspects reflect the ultimate value of the 

overall product design and influence buyers‟ final decision. In the marketplace, buyers can 

see and judge only the final products and their features; nonetheless, the product design itself 

is the driving force behind launching these attractive products and their associated features. If 

the overall product design does not reflect buyers‟ demands effectively, then this design is 

not able to capture continuously market dynamics and intense buyers‟ demands (John et al., 

1999).  

 

A good example demonstrating this concept is the automobile market in North America, 

where interested consumers are faced with a wide range of selections from both the same 

supplier and multiple suppliers. For most automobile brands, the main features are standard 

among all suppliers, so consumers intend to focus more on the quality and performance of 

these features as a long-term investment. Surprisingly, consumer statistics shows that the 

overall product satisfaction is shifting more toward Japanese cars over American ones 

(ACSI, 2006), leading to significant consumer switching despite the higher prices of 

comparable Japanese cars. This shift in consumer preferences is not a result of a unique 

product launched at a certain time to dominate the market; it is a direct result of product 
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design capabilities to integrate consumers‟ needs consistently (such as fuel consumption, low 

maintenance cost, etc.), and it creates more attractive features that could address consumers‟ 

potential demands.  

 

For capital-intensive high technology products, with technology rapidly changing and with 

buyers‟ requirements diverse and hard to define (Krieg, 2004), the importance of good 

product design becomes critical. Previous research demonstrated that selecting inappropriate 

product design could lock the development efforts in certain directions that create subsequent 

failures to the supplier (Krishnan and Saurabh, 2001; Ramdas and Sawhney, 2001); changing 

the initial product design could be difficult and expensive, leading the supplier to lose its 

market domination over time and force the introduction of new innovative products to regain 

its position (Martin and Will, 1998). Studies have shown that in these cases, buyers (as lead 

users) could assist in identifying buyers‟ preferences and enhance the process of successful 

product design through their innovative contributions (Von Hippel, 1986, Von Hippel, 1995; 

Thomke and Von Hippel, 2002). Therefore, suppliers should recognize those groups of 

buyers and establish strong relationships with them to increase innovative capacity and the 

market value of products. Building such a relationship can be an effective strategy to fuel the 

supplier‟s products with well-tested features (Franke et al., 2006).        

 

In summary, a successful product design can be characterized by three dimensions: (1) a 

large number of derivative products that can be launched from that design to meet various 

requirements and needs of different buyers (ability for market segmentation), (2) a large 

number of features linked with each product and associated with high performance, and (3) 

timely launching of products and their features. Such products would be able to maintain the 

existing buyers and encourage new ones to switch from other less satisfactory brands. The 

following section highlights the use of the product design concept as an antecedent of 

switching behavior in the extant literature; subsequent sections present a detailed explanation 

of successful product design dimensions.   
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2.4.1 Product Design and Switching Behavior 

By reviewing the literature of consumer switching behavior, it is evident that this action is 

due to various variables that are separated under three main categories: marketplace 

characteristics, relational characteristics, and consumer characteristics. The weighting of 

different variables in these categories would depend on the selected products and how 

consumers perceive these products. Most of the time the overall dissatisfaction with product 

performance drives this behavior to better alternatives, but little information was offered on 

how the overall product design could influence this switching, except for a few studies that 

considered “alternative attractiveness” (Bansal et al., 2005), “perceived differences between 

brands” (Van Trijp et al., 1996), and “product value” (Bayus, 1991). The disregard in 

previous studies for the impact of product design could be related to placing more emphasis 

on the overall value of the new product rather than focusing on product features and product 

performance.  

 

The existing literature on buyer switching behavior has adopted slightly different models, 

putting more emphasis on three categories: marketplace characteristics, interpersonal 

relationships, and marketing strategies. Interestingly, buyer characteristics were rarely 

mentioned in any study, indicating that buyer switching decisions are more rational than 

consumer efforts to reflect the organizational objectives. When organizational buyers are 

confronted by high technology products, then, after detailed investigation and analysis, a 

final decision is made to evaluate the potential value of different alternatives in order to 

select the one that maximizes the buyers‟ benefits. At this point, buyers do not switch for 

variety seeking or personal preferences; they do so because the new product design provides 

much advanced capabilities and features that compensate for and exceed the related 

switching costs.  

 

Surprisingly, most of the literature on buyer switching behavior puts considrable emphasis on 

marketplace characteristics and interpersonal relationships as the antecedents of switching 

behavior. A notable exception is a study by Wathne et al. (2001), who showed that products 
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with a broader range of features (as bundling) have a strong effect on the tendency to switch 

to a new supplier; they included this variable as a marketing strategy for banking services. 

Although the final switching is logically motivated by the attractive product features and the 

overall capabilities of the selected product, there is no evidence in the literature that favors 

adopting the product features as the main factor behind switching. Those attractive features 

will weaken the value of the old product and decrease the magnitude of various switching 

barriers to the point where the switching behavior is a reality. The lack of interest in the 

product design as an important factor behind switching behavior could be due to the 

difficulties in setting up surveys to collect specific data about product features, which 

motivate buyers to switch. For capital-intensive high technology products, preparing such 

surveys becomes a challenging task and requires direct involvement of individuals from the 

buying organizations or suppliers. This missing link in knowledge between product design 

and switching behavior motivated this research to investigate this shortage in knowledge and 

its implications for theory and practice. 

 

2.4.2 Successful Product Design Dimensions 

A successful product design reflects three interrelated dimensions: (1) creating a wide range 

of market segments to meet the specific requirements of different buyer groups, (2) providing 

a large number of features for each product associated with high performance, and (3) 

launching of these products and their features in a timely manner.  

 

2.4.2.1 Creating Different Market Segments 

Management of technology literature demonstrates that retaining current buyers requires 

providing product design that reflects the optimum preferences (Danneels, 2002; Kekre and 

Srinivasan, 1990). But Meyer and Lehnerd (1997) have shown that with buyers‟ demands 

spread over different market segments, integrating mass technological demands into a single 

product would increase the design complexity, leading to significant implications in 

upgrading the product into the next generation or adding extra features. This condition 
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creates the need for launching derivative products into various market segments (Ramdas, 

2003; Ramdas and Sawhney 2001; Sawhney, 1998; MacDuffie et al., 1996). These products 

share a common design with different subcomponents that reflect certain buyers‟ demands 

(Gupta and Krishnan, 1998; Meyer and DeTore, 2001). To be successful in the market, each 

product should be empowered with the optimum technologies that fit the demands of each 

market segment (Barbiroli and Focacci, 2005; Krishnan and Bhattacharya, 2002). Failing to 

do so will result in buyer switching to other attractive products.  

 

On the other hand, the marketing literature also emphasizes the importance of segmenting the 

market domain to get a better understanding of buyers‟ needs and manage them efficiently to 

maintain satisfaction (Athanassopoulos, 2000; Jeffrey and Franco, 1996; Blattberg and 

Deighton, 1996). Otherwise, unsatisfied buyers will consider moving to more attractive 

alternatives (Keaveney and Parthasarathy, 2001; Bansal et al., 2005; Bayus, 1991). Using 

data from American Customer Satisfaction Index, Fornell et al. (1996) showed that product 

customization is more important than reliability in deciding consumer satisfaction.  

 

In high technology markets, where technology uncertainty is hard to define (Krieg, 2004), 

product design customization becomes a challenging task because the environment is highly 

dynamic and buyers‟ preferences are changing (Bhattacharya et al., 1998). In such cases, it is 

difficult to translate buyers‟ demands into product specifications or define certain 

applications that fit the needs of a specific market segment (Bacon et al., 1994). Therefore, 

buyer knowledge integration plays an important part in creating successful products (Zha and 

Sriram, 2006; Chen and Su, 2006; Su et al., 2006). Many studies have emphasized the 

importance of involving buyer knowledge in the product innovation process to create a 

product that reflects precisely the buyers‟ needs and reduces market risks (Enkel et al., 2005; 

Kreig, 2004), an objective accomplished by propagating buyers‟ information throughout the 

functional areas of suppliers and interpreting this information into favorable and marketable 

product features (Stump et al., 2002; Chen et al., 2004).      
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The role of modularity and flexibility become important in developing high technology 

products so as to minimize the impact of technology uncertainty and analyze the available 

technologies that can leverage the product across different market segments with minimum 

cost (Krishnan and Bhattacharya, 2002; Worren et al., 2002; Thomke, 1997). 

 

2.4.2.2 Large Number of Features with High Performance 

The concept of product features has been used widely in product innovation and marketing 

literature (Chang and Hsu, 2005; Thompson, et al., 2005; Tholke et al., 2001; Sen, 1996; 

Bayus, 1994). Studies have demonstrated that firms must differentiate their product offerings 

from competitors to preserve and grow their market share, when launching new product 

features is considered the most significant activity that firms utilize to maintain survival 

(Tholke et al., 2001). Cooper (1979) found that the most important dimension in new product 

success is product uniqueness and superiority, which represent incorporating unique features 

that reflect customer demands better than competing products. Literature information shows 

that the product feature represents each identifiable product characteristic that can be 

recognized by customers as a new and useful feature (Chang and Hsu, 2005; Tholke et al., 

2001; Nicholas, 1992). 

 

Successful products are those that provide buyers with the optimum features for their 

essential needs. The more useful the features attached to products the better is their market 

position (Krieg, 2004). Each feature is coupled with specific quality performance that varies 

among suppliers. The performance of the features is an important aspect to determine the 

overall product value. Since these features provide buyers with certain capabilities, suppliers 

try to induce buyers to switch by differentiating the performance of their features from those 

of other suppliers. However, this strategy is not the dominant factor behind the switching 

behavior in competitive market products, because product core is reaching the commodity 

level, where it is hard to clearly differentiate between products (Ovans, 1997). On the other 
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hand, improving product features in a competitive market is not a difficult task, requiring 

limited buyer involvement. 

   

Capital-intensive high technology markets are characterized by significant turbulences, 

because of the rapid pace of technology change, changing buyers‟ preferences, and 

competitive moves. From a supplier standpoint, these factors make it a complex problem to 

determine the right features to be developed and integrated in the final product (Bhattacharya 

et al., 1998). Without knowing the right product features, the product will be under constant 

threat from competitors and may be failing to extract the maximum market value. Therefore, 

the buyers‟ knowledge and feedback is an important matter in selecting the product features 

in this market (Griffin and Hauser, 1993; Zha and Sriram, 2006), because it fills the gap 

between what suppliers think buyers want and will buy and what buyers really want and will 

go to the competitors for.  

 

Although many companies have knowledge of their buyers or keep tracking the information 

by conducting a comprehensive market research analysis, in reality, this is in a fragmented 

form and difficult to analyze and it is often incomplete, or not integrated efficiently in the 

product design, leading to produce inferior product features (Henard and Szymanski, 2001). 

However, different studies have demonstrated that lead users could enhance the process of 

product design through their innovative contributions (Von Hippel, 1995; Thomke and Von 

Hippel, 2002), which imply advanced features. In such cases, those groups of buyers can 

increase the innovative capacity of suppliers (Franke et al., 2006).       

 

2.4.2.3 Timely Launching of Products and their Features 

Products with rapid pace of technology change tend to increase the importance of the timely 

launching of products to different market segments, to maintain the competitive position of 

new products (Meyer and Utterback, 1995). In high technology markets, some features could 

be crucial to implement or to solve some problems, and desperate buyers need for these to 
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appear to protect their interests. In this market, buyers often rely on product 

preannouncement by suppliers to make the purchase-switching decisions, which could be 

announced well in advance of the actual launching. If a supplier builds a strong reputation in 

delivering promises (Choi et al., 2005), he or she would reduce the buyer‟s decision 

uncertainty and encourage switching.  

 

Since buyers‟ preferences are broad and are difficult to accommodate at once, suppliers need 

to evaluate these preferences and rate their importance based on the buyers‟ expectations, so 

that suppliers would prioritize the process of launching the most promising features in a 

timely manner (Chen et al., 2004). This implies that buyers have to be heavily involved in the 

innovation and development process, taking into account market characteristics and 

competitor strategies (Carbonell and Rodriguez, 2006). In addition, suppliers with strong 

distribution channels can deliver their products and services worldwide in a timely manner.  

 

2.5 Conclusion 

This chapter reviews empirical knowledge on consumer and buyer switching. It demonstrates 

that there is no distinctive model to describe or predict switching behavior. Each study 

adapted different independent variables to explain this behavior, based on the industry under 

investigation. Previous studies rarely mentioned the influence of product design on buyer 

switching behavior; but rather put emphasis on other factors such as marketplace 

characteristics, switching costs, and marketing strategies as the main antecedents to buyer 

switching.  

 

Most of the existing literature on switching behavior examines competitive markets and 

focus on frequently purchased consumer products. The literature demonstrates a tendency to 

stay with the current supplier (despite incomplete satisfaction) because of many factors, the 

most important being switching costs. In previous literature, the concept of product design 

was not considered explicitly as an influence on switching, because more emphasis is placed 
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on satisfaction and switching costs as the main determinants of switching decisions in 

competitive markets.  

 

In competitive markets, it is difficult to differentiate products based explicitly on the 

integrated features. However, in high technology markets, products can be differentiated 

based on their features and the impact of these features on users‟ capabilities. This could 

explain the reluctance to use product design as a factor behind switching in competitive 

markets. A literature review shows that switching behavior for capital-intensive markets has 

never been studied, the reason being the complexity of setting up an approach to differentiate 

among the products‟ features and how that would impact consumers‟ objectives. As well, 

researchers need substantial assistance from experts in particular products to identify the 

characteristics of high technology products that make certain products more attractive. These 

conditions create a challenging obstacle to investigating switching behavior for high 

technology products.       

 

The literature review enabled me to identify a gap in our knowledge about the influence of 

product design on switching decisions for capital-intensive technology products. The linkage 

between these two bodies of literature, which motivated this research, has not been explored 

previously. Given the gap in previous literature, the next chapter reviews general theories 

that can help to generalize expectations to the unique context of capital-intensive 

technologies and the likely role of product design in switching.   
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Chapter 3 

Theory behind Switching Behavior 

 

3.1 Introduction 

Previous literature tries to explain the technology switching behavior of consumers and 

buyers using different theories including consumer behavior (Raju, 1984), consumer 

satisfaction (Mittal and Kamakura, 2001), organizational learning (Heide and Weiss, 1995), 

social network (Money, 2004), social exchange (Liu et al., 2005), and equity theory (Low 

and Johnston, 2006). These theories are considered successful in establishing a concrete 

ground to explain switching behavior based on the perspective they take into account. For 

example, if switching behavior is considered a change in relationship between buyers and 

suppliers to obtain a higher payback, it is best explained by using social exchange theory. 

Table 3 and Table 4 (in the previous chapter) list various theories utilized to explain 

consumer and buyer switching behavior.      

 

However, Hogan and Armstrong (2001) suggest that switching to a different supplier means 

more than just business exchange relationships to get a better deal. They propose a new 

theoretical perspective in business-to-business marketing based on resource based theory. 

They extend this theory by looking at business relationships as a valuable asset of the buying 

organization to achieve a competitive advantage. In this case, the organization will try to 

build a business relationship that secures a long-term competitive advantage and maximizes 

shareholder value.  

 

The theoretical foundation of this research is established in the resource based view (RBV) 

including related arguments of capabilities approach and dynamic capabilities. In RBV, 

strategic decisions are made as continuous activities to increase rent (Mahoney and Pandian, 

1992), which can be made by exploiting the existing resources and capabilities in 

organizations. Changes in technology can emerge as changes in organization capabilities 
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(Helfat, 2000), which would impact the behavior and overall performance of the 

organization. This condition imposes significant pressure on an organization to adopt more 

advanced product design to maintain its competitive advantage, because this product contains 

special features that provide unique capabilities for the organization.   

 

At the organizational level, the decision to change a technology (or a product) requires a 

detailed evaluation of the capabilities of the existing product and the new one, in order to 

identify if the new product design would enhance the internal resources and capabilities of 

the organization. The final decision to switch is made by a group of individuals to select a 

product that contains the best features and provides the utmost capabilities and enhances the 

organization‟s competitive position. This implies that the switching process is rational, and 

focuses on achieving organizational objectives. This argument explains why RBV and 

dynamic capabilities are particularly useful in helping us to understand buyer behavior in the 

context of capital-intensive markets.    

 

Competitive advantage is a relative concept; it represents the advantage that one organization 

has over competitors in a given industry (Kay, 1993). An organization can have many 

advantages over other competitors — such as distinctive customer service, low cost 

production, and high quality product — but the most important advantages are those that lead 

to customer value-creation (Coyne, 1986). In this research, the competitive advantage in MRI 

research centers represents generating an advanced medical research (innovations), reputable 

publications, and scientific achievement, all of which can help an organization raise research 

funding from different agencies.      

 

The following sections describe the RBV and its limitations, which lead to the emergence of 

capability and dynamic capabilities approaches. Both capability perspectives arise from the 

RBV, but offer a more dynamic explanation mechanism, especially when the technology in 

the external environment is changing rapidly. This chapter ends by utilizing dynamic 
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capabilities to explain technology switching in MRI centers and the impact of technology 

switching on suppliers. 

 

3.2 Resource Based View 

Penrose (1959), then Wernerfelt (1984) put forward the initial insights of the resource based 

view of the organization, and Barney (1991) later made it popular. This theory considers 

organizations as unique bundles of resources that can create sustainable competitive 

advantage (Barney, 1991), which is characterized by acquiring economic rent by 

implementing value-creation (Nelson, 1991). RBV is based on two assumptions in analyzing 

sources of competitive advantage. First, organizations possess resources that are 

heterogeneously distributed across organizations (Wernerfelt, 1984). Second, these resources 

may not be perfectly mobile across firms, and thus, resource differences can persist for a long 

time (Amit and Schoemaker, 1993; Mahoney and Pandian, 1992; Barney, 1991). By these 

assumptions, the RBV explains how organizations try to enhance their performance from the 

resources they currently have or can obtain. It also describes how certain organizations can 

sustain superior performance relative to other organizations in the same industry, and reflects 

outstanding performance in acquiring and exploiting exceptional resources in the 

organization.  

 

Since any organization may own many resources, it should act effectively on those that 

represent a source of competitive advantage in order to achieve maximum performance. 

Barney (1991) states four conditions when considering a resource as a foundation of 

sustainable competitive advantage: valuable, rare, inimitable, and nonsubstitutable (VRIN): 

 

I- Valuable: An organization resource can be valuable if it has a strategic value and helps to 

improve efficiency and effectiveness, by exploiting opportunities or neutralizing threats in 

the organization‟s environments (Barney, 1991; Amit and Shoemaker, 1993). Typically, 

organizations can possess multiple valuable resources at the same time. In MRI research 
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centers, valuable resources may include MRI scanners, scientific knowledge, and technical 

experience.       

 

II- Rare: Typically, valuable resources can be possessed by many organizations; therefore, to 

be a source of sustained competitive advantage, they must be unique or rare among the 

current or potential competitors of the organization (Dierickx and Cool, 1989; Barney, 1991). 

For example, a unique resource required in an MRI research center to maintain a competitive 

advantage is scientific knowledge or technical experience, which can differentiate different 

scientists and their achievements. If these particular resources are not rare, then the majority 

of MRI research centers will generate the same outcome when they use the same MRI 

technology.  

 

III- Imperfectly Imitable: To consider a resource as a source of sustainable competitive 

advantage, it should be impossible for one of the following reasons to copy it by current or 

potential competitors: (1) It is difficult to acquire because of path dependency, (2) the link 

between the resource and the achieved competitive advantage is ambiguous, and (3) the 

resource is socially complex in nature, so it is difficult to codify. The concept of path 

dependency relies on unique historical events as determinant of subsequent achievements. 

For example, when the scientists are appointed and equipped with advanced technology to 

investigate advanced applications, they may acquire an imperfectly imitable resource through 

the nature of historical path of the scientist‟s expertise (Winter, 1988).      

 

IV- Non-substitutability: Non-substitutability is the last condition for a resource to be a 

source of sustained competitive advantage. This condition could collapse if competitors can 

substitute a resource by using an alternative resource to reach the same outcomes. For 

example, it is not possible for another organization to duplicate the high-quality top 

management team to achieve the same competitive advantage, simply because the cultural 

setting of each organization can not be identical (different individuals, different experience, 

and different practices) (Barney, 1991; Dierickx and Cool, 1989). On the other hand, 
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organizations can work on creating a unique top management team that fits its position and 

make it a source of competitive advantage.          

 

3.2.1 Type of Resources in the Resource Based View 

The need to classify internal resources appears to be crucial, so organizations can act only on 

those that would achieve competitive advantage. Based on this argument, resources are 

defined as tangible and intangible assets that are attached to an organization (Grant, 1991). 

Tangible assets refer to the current assets that have a long-term capacity, such as equipment, 

land, goods and plant (Wernerflet, 1989). They are relatively easy to measure and determine 

value based on accounting mechanisms (Hall, 1989), so they are fairly simple to imitate and 

substitute by competitors (Grant, 1991). On the other hand, intangible assets are more 

knowledge-based, including patents, trademarks, networks, and reputation (Hall, 1992). 

These assets have reasonably wide application because organizations can utilize their value 

internally and externally, by licensing or selling (Wernerfelt 1989). Intangible assets are 

complex resources, reflecting the difficulty in transferring them from one organization to 

another. In other words, the inherent complexity and specificity of accumulation of assets 

precludes competitors from imitating and substituting them in the short-term, making them a 

source of competitive advantage (Hall, 1992). 

 

Another method of resource classification has attempted to categorize resources into more 

specific groups. Barney (1991) suggests that resources can be sorted into physical, human, 

and capital. Grant (1991) extends the debate to explain different resources as financial, 

technological, and reputational. The importance of reputation comes from the fact that it 

represents a strong customer trust in the organization built over time, and it therefore 

represents a substantial competitive advantage (Grant, 1991). Wernerfelt (1995) separates 

resources into physical assets (equipment and land), human assets (knowledge, experience, 

and intelligence) (Becker, 1964), and organizational assets (internal planning routines, 

coordination systems, and external communication) (Tomer, 1987). Regardless of the method 
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used in resources classification, competitors can easily imitate physical (or tangible) 

resources, so they are seldom a source of competitive advantage. In contrast, human and 

organizational skills are the more likely source of competitive advantage because they are 

complex intangible resources (Prahalad and Hamel, 1990). It is debatable whether any one of 

the resource classifications is more reliable than another, because it depends on the industry 

and the organization. Some resources may fall under different categories, leading to the 

belief that the classification process, rather than being perfect, is complementary to studying 

the significance of resources of each organization.     

 

3.2.2 Main Approaches within Resource Based View   

The RBV continues to maintain a strong position in strategic management literature by 

focusing mainly on the internal resources (Wernerfelt, 1984). This internal focus positions 

RBV as a static posture away from the external environmental factors, leading to difficulties 

in including dynamic changes of the environment around the organization (Eisenhardt and 

Martin, 2000). This condition encouraged new segments to diverge into different schools of 

thought. Currently, RBV has two approaches: the structural approach and the process 

approach (Shulze, 1994). Table 5 describes the differences between these approaches. 

 

The primary difference between these approaches lies in the types of acquired rents. In the 

structural approach, the main focus is on land and Ricardian rents during the emphasis on 

market processes as economic activities (whose parameters of behavior are assumed to be 

known). This approach presumes that sustained competitive advantage is possible only when 

resources are valuable, rare, immobile and non-substitutable (Barney, 1991); subsequently, 

the scope of organizational means that are rated as strategic is fairly limited to certain 

resources. To implement value-creating strategies that can not be imitated by competing 

organizations, management should focus the investment on these types of resources only 

(Wernerfelt, 1984; Nelson, 1991). It is assumed that management skills have little influence 

on this approach and that they are comparable among competitors. To reach the same  
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Table 5. The main differences between the structural and process approaches  

Quasi rents: return from the difference between the first and second best use of resources. Ricardian rents: 

return on physical assets (Mahoney and Pandian, 1992). 

 

productive outcomes by different organizations, similar resources must be owned by both, 

implying that there is only one best procedure. 

 

In contrast, the process approach stresses the significance of quasi rents, available to 

organizations by exploiting the common resources. These resources are found in special 

processes that include institutional routines, organizational procedures, and management 

insights (Teece et al., 1997). This approach emphasizes the importance of managerial 

processes in combining different resources to generate competitiveness; these processes 

include organizational-learning, culture, and skills. Since these processes are developed and 

accumulated inside the organization, they become distinctive and a potential source of 

competitive advantage (Fiol, 1991). Examples of these processes are innovation, knowledge 

transfer, and tacit knowledge. In this approach, interactions between human (intangible) 

assets and physical (tangible) assets are considered important sources of heterogeneity in 

achieving competitive advantage (Grant, 1991). Occasionally, different resources can help an 

organization reach similar productive outcomes by using different paths.  

 

Assumptions Structural Approach Process Approach 

Dominant Process Market processes Organizational processes  

Activity Focus On rare, inimitable, 

immobile, unique resources 

On the details of the “common 

processes” 

Type of rent  Ricardian and land Quasi rents  

Representative authors Barney (1991) 

Wernerfelt (1984) 

Grant (1991) 

Teece et al., (1997) 
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The structural and process approaches arise from the same concept, which is focusing on the 

organization‟s internal resources as the basis of competitive advantage. But they try to 

describe different aspects of organizational phenomena. The structural approach focuses on 

the existing resources for rent-generation, and identifies how these resources can be a source 

of competitive advantage. The process approach, on the other hand, puts more emphasis on 

resources that are not easily manageable to those ones that are totally controlled, and 

analyzes how these resources can be developed to maintain a competitive position.  

 

The RBV adds essential elements to understand the organizational performance based on key 

resources. It is complementary to other leading theories in strategic management 

(evolutionary economics and institutional theory) in explaining how organizations can 

achieve superior performance in the market. Nevertheless, the validity of the RBV has been 

criticized in several key aspects (Conner, 1991; Eisenhardt and Martin, 2000; Priem and 

Butler, 2001a). The following section describes the limitations of the RBV based on the 

structural approach.   

 

3.2.3 Limitations of Resource Based View 

Different studies have linked several key weaknesses to RBV. First, there is the lack of 

operational practicality in managerial settings (Priem and Butler, 2001b). The RBV has failed 

to recognize the importance of management insights in the process by which resources lead 

to sustainable competitive advantage. It assumes that managers always make optimal 

decisions to get a maximum performance for their organization, while economic motives 

drive these decisions. However, this assumption contradicts the fact that managers have 

different personal skills and judge the same information in different ways (Teece et al., 

1997).  

 

Second, the RBV proposes that driving organizational growth depends on developing 

valuable, rare, inimitable, and non-substitutable resources. This can be implemented by 
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identifying and categorizing the organization‟s resources, then comparing their VRIN‟s 

characteristics with the competitors‟ resources to find the rent-generation potential. Finally, 

the best strategy that exploits these resources relative to external opportunities is selected 

(Barney, 1991). In spite of its simplicity, the previous steps are difficult to implement in 

managerial practice because it is also difficult to determine the value of each resource and 

whether competitors have the capacity to imitate or substitute it. In addition, the value of 

different resources is determined by market demand, which is external to the organization 

and could change constantly.  

 

Third, the RBV has been criticized for being a static model (lack of adaptability), where 

sustained competitive advantage can not be explained in dynamic markets (Eisenhardt and 

Martin, 2000). RBV provides information about the source of heterogeneity among 

organizations, but it presents little explanation about the activities that cause a distinctive 

resource to evolve (D‟Aveni, 1994). Thus, the RBV was unsuccessful in addressing the 

influence of market dynamics and firm evolution over time. 

 

Fourth, the RBV has failed to identify mechanisms that describe the process of transforming 

resources into a competitive advantage in high velocity markets (Williamson, 1999), where 

short-term unpredictable advantages are highly anticipated (Brown and Eisenhardt, 1998). In 

such markets, such as telecommunications and software, the high rate of technological 

changes could turn unique resources into limited value in a short-time.  

 

Despite the previous weaknesses of the structural approach in the RBV, it still provides a 

limited explanation of this research. It demonstrates how combining and exploiting 

organizational resources in an efficient manner is the source of attaining competitive 

advantage over other competitors. It also acknowledges the difference between different 

resources and the fact that their degree of complexity makes it difficult for competitors to 

imitate them. However, the ability of the RBV to explain the formation of competitive 

advantage in dynamic markets seems to be weak (Teece et al., 1997), because as the external 
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environment changes, the value of internal resources may also change. In this market, 

organizations achieve a competitive advantage by considering capabilities. The following 

sections explain the organizational capabilities and dynamic capabilities approaches; both 

can be classified under the process approach of the RBV, which has already been explained. 

 

3.3 Organizational Capabilities Approach  

For the purpose of this research, one of the limitations in the RBV is its lack of operational 

practicality and the assumption that managers make decisions rationally (Eisenhardt and 

Martin, 2000). In addition, the RBV was not able to explain the mechanisms of transferring 

resources into competitive advantage. The organizational capabilities approach has emerged 

as an important stream to provide a better explanation for the competitive advantage of 

organizations. Capabilities have been defined in the literature in different ways. Amit and 

Schoemaker (1993) identify capabilities as moderators that convert resources into strategic 

assets, which are a set of unique and specialized resources and capabilities. Wang and 

Ahmed (2007) see capabilities as the organization‟s ability to exploit resources by using both 

specific routines and tacit knowledge embedded in the routines. They suggest that 

capabilities evolve over time through socially complex interactions among the organization‟s 

resources; thus, core capabilities can be a group of resources and capabilities that are 

strategically unique to maintain a sustainable competitive advantage. 

 

Since capabilities are embedded in intangible routines (Kogut and Zander, 1992), they are 

firm-specific and difficult to imitate, so they become a source of competitive advantage 

(Grant, 1991). Different studies have analyzed the importance of organization capabilities 

(Raff, 2000; Fujimoto, 2000; Tripsas and Gavetti, 2000). Fujimoto (2000) describes three 

levels of organization capabilities: (1) static capability that impacts the levels of performance 

and is a static routine in nature, (2) improvement capability that impacts the pace of 

performance improvement and is fairly dynamic, and (3) evolutionary capability that permits 

changes in capabilities themselves and is highly dynamic. The last two capabilities are 
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related to organization change; both are considered complex and difficult to imitate; hence, 

they are a source of competitive advantage.  

 

The difficulty in imitating capabilities is related to their being knowledge-based, with 

organizational knowledge socially assembled. They are represented in the organization‟s 

human resources and their interaction in keeping with explicit and implicit knowledge 

(Kogut and Zander, 1992). Two important aspects that prevent the mobility of knowledge are 

codifiability and complexity of knowledge. Complex knowledge is difficult to imitate 

because it is difficult to codify; this kind of knowledge is referred to as tacit knowledge 

(Nonaka, 1991). Sometimes intellectual property rights can deter the knowledge imitation 

process as well.   

 

The organizational capabilities approach is concerned with capabilities that lead to 

organizational development. The approach describes how an organization maintains 

competitive advantage by modifying its capabilities in the operative mode (Dosi et al., 2000). 

This approach enhances the RBV position to interpret capability formation and change. 

Wang and Ahmed (2007) refer to resources as the “zero-order” element in the hierarchical 

order; they represent a source of competitive advantage when showing VRIN characteristics. 

On the other hand, a dynamic market environment requires more than VRIN resources —— it 

needs capabilities to create improved performance or “first-order” element. Core capabilities, 

which represent an integration of resources and capabilities to create competitive advantage 

in certain strategic paths, are considered “second-order” (Wang and Ahmed, 2007). 

However, dynamic capabilities, explained in the next section, are considered the “third-

order.”   

 

3.4 Dynamic Capabilities Approach 

One of the weaknesses in the RBV is the difficulty in explaining the source of competitive 

advantage in a rapidly changing technology environment. To overcome this limitation, the 
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dynamic capabilities approach was developed, focusing on special capabilities that are close 

to Fujimoto‟s evolutionary capabilities (2000). This approach associates rapid changes in the 

external environment with distinctive processes, called dynamic capabilities, inside the 

organization to enable mangers to redirect the internal resources (Itami and Roehl, 1987). 

According to Teece et al. (1997, 509), the “dynamic capabilities framework analyses the 

sources and methods of wealth creation and captures the private enterprise firms operating in 

environments of rapid change.”  

 

Eisenhardt and Marten (2000, 1107) describe dynamic capabilities as “the antecedent 

organizational and strategic routines by which managers alter their resource base to generate 

new value-creating strategies. As such, they are drivers behind the creation, evolution and 

recombination of other resources into new sources of competitive advantage.” More recently, 

Wang and Ahmed (2007, 35) defined dynamic capabilities as a “firm‟s behavioral orientation 

constantly to integrate, reconfigure, renew and recreate resources and capabilities and, most 

importantly, upgrade and reconstruct its core capabilities in response to the changing 

environment to attain and sustain competitive advantage.” Based on this definition, it is 

obvious that dynamic capabilities are not processes, but rather routines embedded in 

processes, while processes are defined by Wang and Ahmed (2007, 35) as “explicit or 

codifiable structuring and combination of resources and thus can be transferred more easily 

within the firm or across firms.” In this research, the definition of dynamic capabilities 

proposed by Wang and Ahmed is considered more descriptive, and suitable to explain my 

findings. Especially, it focuses on the concept of renewing and upgrading the core 

capabilities of the organization to maintain competitive advantage in response to 

technological changes in the external environment.  

 

Collis (1994) demonstrates that dynamic capabilities control the rate of change of 

capabilities. Given this conclusion, Wang and Ahmed (2007, 36) argue that “dynamic 

capabilities are the ultimate organizational capabilities that are conducive to long-term 

performance.” Eisenhardt and Marten (2000) suggest that dynamic capabilities must be 
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applied sooner and more effectively than the competitors‟, to create resource configurations 

that can be a source of competitive advantage, because they are identifiable and can be 

imitated by others.    

 

Teece et al. (1997) have identified different forms of dynamic capabilities, which include: (1) 

integration of resources, that is, product development and decision making; (2) 

reconfiguration of resources, that is, resource allocation and collaboration; and (3) exchange 

resources, that is, strategic alliance and knowledge creation. The nature of previous 

capabilities varies with market dynamics. If the market is stable, these capabilities may 

appear as traditional routines with anticipated results. In this case, best practices are known in 

the industry with codified knowledge. However, in highly dynamic markets, such as in the 

MRI market, dynamic capabilities are more experimental and include complex processes to 

generate new knowledge and practices. Multiple paths can be used to reach the same 

dynamic capabilities, where successful organizations apply similar approaches to obtain 

these capabilities (Teece et al., 2000).   

 

Since dynamic capabilities are drivers of organization development, Adner and Helfat (2003) 

propose the concept of dynamic managerial capabilities, in which managers build, combine, 

and reconfigure different resources and capabilities to maximize the operational decisions 

that increase their competitive advantage. Knowing that dynamic capabilities evolve as the 

external environment changes, organizational learning should develop to match the external 

changes, doing so through systematic modifications of capabilities that maintain 

effectiveness and high performance (Zollo and Winter, 2002). This concept is reflected 

directly in this research, with managers of MRI research centers, or the chief radiologist, 

acting diligently to reconfigure the internal resources that maximize efficiency and 

effectiveness, by finding the most favorable product that contains advanced features with 

unique capabilities that enhance the organization‟s competitive position. 
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Despite their special contributions, capabilities and dynamic capabilities approaches have 

been criticized for the lack of empirical research that consolidate theoretical predictions. This 

is referred in part to the ambiguous definition of capability terms. On the other hand, the 

capability prospective adopts the bounded rationality of managers, creating a wide argument 

for individual interpretation. Also, these approaches can not determine the best capabilities 

for specific organizations in certain environments (Williamson, 1999). However, since 

capabilities and dynamic capabilities approaches focus mainly on change and development, 

they are found to be a suitable framework for this research, including the decision to switch 

to better technology; but the RBV offers limited explanation because it is a static model. 

Dynamic capabilities demonstrate that knowledge-based capabilities, which are the source of 

competitive advantage in MRI centers, are difficult to imitate. 

 

3.5 Dynamic Capabilities and Technology Switching 

Previously adopted technology could fail to meet the organization‟s strategy to secure a 

competitive advantage, for example, as a result of a slow rate of technological changes 

associated with an old technology. In this situation, the organization is in a critical position to 

continue using the old technology and lose its competitive position in the industry, or try to 

acquire new technology that helps it achieve its objectives efficiently and effectively. Hogan 

and Armstrong (2001) show that technology switching to a different supplier is about 

replacing the old resource with a more valuable one to achieve a competitive advantage. 

Wang and Ahmed (2007) indicate that maintaining a competitive advantage requires 

renewing and reconfiguring resources and capabilities in response to technological changes 

in the external environment, implying that switching to better technology could be essential 

in order to renew resources that preserve high organizational performance. 

 

Knowledge-base, especially researchers‟ knowledge, in MRI research centers is evolving and 

is enriching the external environment, while technology is also advancing. This progression 

imposes significant challenge to improve internal capabilities, including physical 
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technologies, to respond effectively to the external dynamic environment. The decision to 

switch MRI technology is an attempt to renew and reconfigure part of these capabilities to 

attain a strong position in the medical research community. This strategic decision starts by 

gathering extensive information about the current resources, that is, existing MRI technology, 

and other competing technologies. Collected information undergoes comprehensive 

evaluation and analysis to match the organization‟s objectives with technology capabilities. 

Finally, a switching decision is reached if the new technology can create sufficiently more 

capabilities than the old one. The successful acquisition process of external resource is 

characterized by: (1) pre-acquisition practices that carefully evaluate the importance and 

suitability of this acquisition (Larrson and Finkelstein, 1999), and (2) post-acquisition 

activities to resume regular operations after redeploying the new resources (Capron et al., 

1998). 

 

Once the new technology is proven to be effective in providing advanced features with 

unique capabilities, the trend of technology switching increases in the market over time, 

because more buyers are motivated to obtain the advanced features that achieve 

organizational objectives. However, technology, as a physical asset, is by itself a valuable 

source for an organization; but it is not rare or imperfectly imitable (Barney, 1991), because 

if one organization can buy it, then others should be able to acquire it at some point 

regardless of the cost (Wernerfelt, 1984). Thus, the technology standing by itself can not be a 

source of sustainable competitive advantage. However, organizations operate the technology 

using a combination of socially complex resources, such as technical training, internal 

routines, scientific expertise, and managerial talent (Wernerfelt, 1984).  

 

If all MRI research centers are creating the same capabilities by utilizing and exploiting the 

same MRI technology, then the research outcomes (in terms of publications and innovations) 

will be the same for most research centers worldwide, an unrealistic outcome. Still, some 

individuals could reach the same research findings by following the same scientific approach. 

Hence, it is the combination of resource and resource configuration that will determine 
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whether other competitors can imitate the organization setting (Eisenhardt and Marten, 

2000). MRI research centers will renew and optimize their resources and capabilities in 

response to the rapidly changing environment to create a competitive advantage constantly 

(Wang and Ahmed, 2007). 

 

3.6 Technology Switching Impact on Suppliers 

Organizations are increasingly seeking to extend their innovative capacity through strategic 

partnerships with lead users to leverage their value-creating knowledge and innovation 

capabilities (Franke et al., 2006). Some have suggested that business relationships are an 

organizational response to increasing market turbulence and globalization (Doz, 1996). 

Others find that the real assets of “asset-intense” organizations are coming from their 

relationships and not from their physical assets (Sawhney and Zabin, 2002). Building and 

managing these relationships with consumers, partners, and suppliers would create 

competitive advantage for these organizations (Sawhney and Zabin, 2002). The importance 

of these relationships has encouraged Jarratt (2004) to develop a theoretical representation of 

a relationship management capability, recognizing that building a competitive advantage is 

dependent on the effectiveness of these relationships to build capabilities, which leverage 

consumer assets, the value-creating knowledge, and innovation assets. 

 

MRI lead users, who switch to a new supplier, were looking to build a new relationship to 

obtain cutting-edge technology that leverages significant capabilities to achieve competitive 

advantage. Morrison et al. (2004) recognize lead users as a valuable asset that suppliers, as 

organizations, need to identify and build a strong relationship with in order to increase their 

innovative capacity. This requires significant efforts from the supplier to design a technology 

that offers new capabilities to encourage users to switch.  

 

When lead users start to switch to a new supplier, a mutual relationship value creation starts 

to develop, in which the supplier gets unique advantages on different fronts (Von Hippel, 
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1986), by being able to: (1) produce a group of users to serve as a technology forecasting tool 

for market research, (2) get new concepts to improve the product design features, (3) increase 

the innovative process of new products, and (4) influence others to adopt the same 

technology. In this research, the switching process creates a distinctive relationship that 

empowers both parties with special capabilities. For the supplier, this relationship is a source 

to increase its dynamic capabilities for improving and developing attractive technologies or 

products, through the influence of the previous advantages. Morgan (2000) emphasizes the 

significance of managing such relationships as a source of competitive advantage. 

 

3.7 Conclusion 

This chapter reviews the literature to define the appropriate theory behind switching 

behavior. It demonstrates that there is no typical theory to explain or predict switching 

behavior. Each study adopted a different theory to explain this behavior. Each theory is 

considered successful in establishing a concrete ground to explain the switching behavior 

based on the perspective taken into account. 

 

Resource based view theory is examined as a theoretical foundation of this research, where 

organizational decisions are made as continuous activities to increase rent. These decisions 

can be made by exploiting the existing resources and capabilities in organizations or 

acquiring new resources. Because RBV was not able to explain the source of competitive 

advantage in a rapidly changing technology environment, the dynamic capabilities theory 

was selected to compensate. This theory associates rapid changes in the external environment 

with distinctive processes inside the organization to redirect the internal resources. 

 

For capital-intensive products, the decision to switch is made by a group of individuals at the 

organizational level after a detailed evaluation of both the existing product and the new 

products on the market. This evaluation determines the exact capabilities of each product and 

how the product could enhance organizational resources and capabilities to sustain a 
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competitive advantage. The product design that offers great capabilities that are critical to 

achieve organizational objectives would be very attractive and could influence the switching 

decision to replace the old product. Since organizational decision making is focused mainly 

on improving the organization‟s resources and capabilities to sustain a competitive 

advantage, the dynamic capabilities theory represents a strong theoretical foundation to 

explain the source of competitive advantage in a rapidly changing technology environment. 

In this environment, product capabilities are constantly changing and organizations are under 

pressure to evaluate these capabilities to select a product that helps them achieve their 

objectives. 

     

This chapter establishes the theoretical foundation of this research to help explain the 

switching behavior in capital-intensive markets as a strategic decision to maintain a 

competitive advantage in a rapidly changing technology environment. The next chapter will 

present the research model and the different hypotheses which flow from dynamic 

capabilities theory. 
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Chapter 4 

Model of Buyer Switching and Product Design 

4.1 Introduction 

A review of the literature on buyer switching behavior shows that the influence of product 

design was rarely researched; rather the emphasis was placed on other factors such as 

marketplace characteristics, switching costs, and marketing strategies as the main antecedents 

of buyer switching. The selection of these factors to explain the buyers‟ decisions can be due 

to the product nature and competitive market conditions. For capital-intensive technology 

products, the product design is expected to have a strong influence on the final purchasing 

decision, because these products are coupled with features that provide distinctive 

capabilities that do not exist in the current product. This condition will give buyers unique 

competences to pursue their operations under advanced settings, promoting a strong market 

position. In MRI research centers, these competences represent the performance of various 

clinical tests and conducting advanced research operations, all of which would attract more 

government and private funds as well as high scientific reputation. In capital-intensive 

markets switching behavior is expected to be influenced mainly by the overall product 

design, in addition to some impact from other factors such as marketplace characteristics, 

switching costs, marketing strategies, and situational factors. 

 

The market has many examples of cases that support the importance of product design on 

switching behavior. For instance, in the commercial aviation industry, Boeing dominated the 

market until recently, when Airbus introduced the most advanced design airplane, A380, 

which provides huge capacity, unique interior design for passenger satisfaction, various 

advanced features, and fuel efficiency, exactly what buyers want. The plane‟s elegant design 

has led many airline companies to place large number of purchase orders for the product to 

secure competitive positions in the aviation industry. Total orders for the A380 stand at 166 

airplanes, priced at US$ 296--316 million (Airbus, 2007), with between 400 and 880 sales 

anticipated by 2025 (Babka, 2006). Another example can be drawn from Boeing Company 
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who lost many military contracts to other competitors that had provided superior designs of 

military devices (Wayne, 2007).  

 

To emphasize the importance of product design on market performance, Henard and 

Szymanski (2001) developed a taxonomy to define the most significant factors underpinning 

a successful product; they ranked these factors into four categories: product (customized 

features, price, and superior performance), strategy (marketing, timing product entry, and 

R&D resources), process (integration of buyer input, fast product development, and market 

analysis), and marketplace characteristics (intensity of competition, market potential, and 

competitive response). The first three categories reflect supplier competencies, while the last 

one is dominated by market activities.  

 

A considerable part of the literature on innovative product design has focused on the value of 

integrating advanced technologies to make products more attractive (Su et al., 2006; 

Danneels, 2002; Henard and Szymanski, 2001; Cooper and Kleinschmidt, 1995), but little 

was mentioned about this value in switching behavior literature, a fact that motivated this 

research to fill this gap in knowledge. 

 

In this chapter, dynamic capabilities theory informs the selected hypotheses, with each 

hypothesis representing a factor that influences organizational internal resources and 

capabilities to achieve its objectives. Some of the selected hypotheses are not explicitly 

identified from RBV/dynamic capabilities, but they have a direct impact on the ability to 

renew the internal resources of an organization, and the rationale for their inclusion being 

supported by empirical studies on switching behavior. The dynamic capabilities theory also 

emphasizes the decision to switch to a technology in a rapidly changing technology 

environment, representing a strategic decision to upgrade the internal resources and 

capabilities to sustain a competitive advantage.  
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A literature review on switching behavior, detailed in Chapter 2, shows that there is no 

distinctive model to describe or predict switching behavior. Each study starts by adapting 

different hypotheses that are related to the industry or product, then conducting further 

research to determine the significant variables that explain this behavior. It was also 

demonstrated that the extant literature has no model characterizing this behavior for capital-

intensive high technology products, which is the focus of this research. 

 

To ensure therefore that all relevant hypotheses are included in the research model, I used the 

deductive and partially inductive approach to generate my hypothesis (Haider and Sue, 

1999). The initial model developed in this chapter is based on the dynamic capabilities 

theory, and contains all possible hypotheses that could explain the switching behavior of 

capital-intensive technologies. This model is modified later based on qualitative research (in-

depth interviews) to sustain the most influential hypothesis in the model and identify 

unanticipated factors. The final qualitative research (online survey) is conducted on the 

modified model. This strategy is deemed essential because of lack of information on 

evaluating and purchasing capital-intensive high technology products. In-depth interviews 

provide an important opportunity to discover factors that had not been considered when the 

research began, yet they are relevant to the research question. The following sections explain 

the rationale behind this strategy. 

 

The deductive approach begins with a general idea (theory or principles), based on which 

specific hypotheses are formed for further testing in order to support the general idea by 

concrete empirical evidence (Neuman 1997). On the other hand, the inductive approach 

begins with specific events (observations of individual), and based on the accumulation of 

such observations a general idea can be built (Henwood and Pidgeon, 1993). Social research 

often prefers the deductive approach over the inductive, although the literature contains both 

types (Reger and Huff, 1993; Ketchen at al., 1993). David et al., (1997) found that inductive 

research of organizational configurations reports a stronger relationship with performance 
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than studies conducted using deductively derived configurations. This finding indicates the 

importance of inductive research in gaining a deeper understanding of certain situations. 

 

Occasionally the literature lacks a solid foundation to explain and support a certain situation, 

where it would be appropriate to incorporate an inductive approach into the model design 

(Haider and Birley, 1999). The limitation of the deductive approach is that it enables testing 

of the validity of the hypotheses or to which extent a relationship exists, but it does not allow 

identifying if other unanticipated factors exist (Neuman 1997). This limitation could reduce 

the richness of data, leading to unreliable findings and limit the value of the research towards 

understanding a specific situation. Integrating the inductive approach (through in-depth 

interviews or observations) can overcome this limitation and reshape the initial model design 

so as to build one that truly reflects the real phenomena (Eisenhardt, 1989).              

 

Many studies in social research use the inductive concept indirectly to get a deeper 

understanding of the phenomena (after developing the hypotheses), but the concept is 

mentioned as an initial exploratory phase to verify the importance of some factors and 

include others that relate to a specific situation (Patterson and Dawes, 1999; Patterson et al., 

1997). In this phase, potential participants are approached to investigate the relevance of the 

selected variables to explain the real context.    

 

The following sections demonstrate the process of building a research model and how it is 

modified based on the initial exploratory phase, in order to reach the final model that truly 

reflects this research context. 

 

4.2 Research Model and Hypotheses     

Figure 9 shows a graph of the initial proposed model, which consists of five main categories 

that are expected to influence buyers‟ switching behavior: product design, marketplace 

characteristics, marketing strategies, switching costs, and situational factors. This model was   
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Figure 9. The proposed model of buyer switching behavior 
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assembled after conducting an intense review of the related studies and to reflect the unique 

characteristics of purchasing a capital-intensive technology product —— in this study an MRI 

technology. These characteristics can be described as follows: (1) purchasing an MRI 

scanner represents a complex process that requires an intensive evaluation to find the 

appropriate product; (2) MRI technology is characterized by high rate of technological 

change (Day et al., 2000); (3) associated switching costs are very high, a fact that imposes 

considerable switching barriers; and (4) buyers have a strong incentive to obtain advanced 

technological features.  

 

In this model and in parallel to findings from buyer switching literature, switching costs are 

expected to act as switching barriers to delay or prevent switching (Yanamandram and 

White, 2006; Liu et al., 2005; Lam et al., 2004; Durvasula et al., 2000; Lee and Cunningham, 

2001; Ping, 1997), whereas the other categories would operate as pulling effects that 

encourage switching to better alternatives. This model considers the important findings from 

literature on consumer and buyer switching behavior, where the relevant factors are adapted 

from previous studies and new ones are added (related to product design) to support the 

research objectives. 

 

This model does not explicitly mention buyer‟s satisfaction as an focal factor, it being 

assumed at this stage that buyers are already dissatisfied with the current product because of 

different variables such as low quality, low value, and low trust, while the attractive options 

on the market magnify this disappointment to the point where switching becomes an 

attractive option. This concept of buyer dissatisfaction is discussed in the literature (Low and 

Johnston, 2006; Liu et al., 2005; Wathne et al., 2001; Heide and Weiss, 1995). While these 

variables act as a pushing effect toward the new product, they are not included in the model 

because the product design variables reflects (measures) these variables in an indirect way.      

 

Table 6 lists the five main categories in the proposed model and the corresponding 

independent variables, adopted from previous studies. The dependent variable, switching  



 

 82 

Table 6. The proposed constructs in the model and study adapted from 

Category Construct Study Adapted from 

 

 

 

Product Design 

 

Product Variety: measuring the buyer‟s perception of  

supplier product variety in market. 

MacDuffie et al. (1996) 

Meyer and DeTore (2001) 

Product Features and Performance: measuring the 

buyer‟s perception of diverse product features and 

applications. 

Von Hippel (1986, 1989) 

Henard and Szymanski (2001) 

Homburg and Rudolph (2001)              

Timely Launching of Features: measuring the buyer‟s  

perception of supplier commitment to deliver on 

promises of new feature releases. 

Gao et al. (2005)           

Pae and Hyun (2006) 

 

 

 

Marketplace 

Characteristics  

 

Technological Heterogeneity: measuring the buyer‟s 

perception of the degree of similarity/dissimilarity  

among different MRI technologies. 

Heide and Weiss (1995) 

Pace of Technological Change: measuring the buyer‟s 

perception of MRI technology changing rate over time, 

including different components such as hardware parts 

and software packages. 

Low and Johnston (2006) 

Heide and Weiss (1995) 

Prior Experience:  measuring the buyer‟s experience 

with MRI technology and its applications. 

Heide and Weiss (1995) 

 

Marketing 

Strategies 

Price:  measuring how much difference in price is 

offered by the new supplier, as a percentage value. 

Wathne et al. (2001) 

Product Breadth: measuring how many additional 

services or components are bundled to encourage 

switching. 

Wathne et al. (2001) 

Ranganathan et al. (2006) 

 

 

 

 

Switching 

Costs 

 

Technology Compatibility:  measuring the buyer‟s 

perception of the involved costs as a result of MRI 

technology incompatibility. 

Heide and Weiss (1995) 

Low and Johnston (2006) 

Relationship Compatibility:  measuring the buyer‟s 

perception of the involved costs due to reestablishing 

new relationships after switching. 

Heide and Weiss (1995) 

Low and Johnston (2006) 

Wathne et al. (2001) 

Financial Switching Costs:  measuring the buyer‟s total 

expected costs including learning costs, setup costs, 

and monetary costs. 

Low and Johnston (2006) 

Heide and Weiss (1995) 

Bansal et al. (2005) 

Wathne et al. (2001) 

 

 

Situational 

Factors 

Internal buying procedures: measuring the extent to 

which top management personnel are involved in the 

decision making process and formalization process. 

Heide and Weiss (1995) 

Consultation with Previous Users: measuring the 

extent to which consulting other users would impact 

the switching decision. 

Money (2004) 
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behavior, has two values: “switched” and “not switched.” The effect of this variable on MRI 

market share of different suppliers was demonstrated in Chapter 1 (Figure 1). The following 

sections provide more details on these categories, the hypotheses that represent each variable, 

the linkage between hypothesis and dynamic capabilities theory, and its expected influence 

on buyer switching behavior for capital-intensive products. 

 

4.2.1 Product Design 

The product design category is expected to have the largest influence on buyer switching 

behavior, determining the level of product attractiveness that induces buyers to switch 

despite high associated switching costs. Three constructs, never before used under this 

category to explain switching behavior, are proposed in this category to reflect the 

characteristics of the capital-intensive high technology market. 

 

4.2.1.1 Product Variety 

Studies have shown that long-term success of suppliers can not rely on improving a single 

product design at a time (Kahn, 1998; Cottrell, 2004; Carbonell and Rodriguez, 2006), 

because empowering it with mass buyers‟ demands to meet the requirements of the different 

market segments would increase the design sophistication (Meyer and Lehnerd, 1997). This 

condition emphasizes the need for market segmentation by introducing product variety to 

meet effectively the preferences of different segments (Ramdas, 2003; Sawhney, 2001). 

Market segmentation can guarantee wider market domination and higher profit, but it should 

be associated with the introduction of persistent innovative products into existing and 

emerging market segments. 

 

From a buyer‟s point of view, having a wide range of products with distinctive functionality 

would increase the incentive to move into a new segment that provides more competitive 

advantages than just switching to a new product from the same segment. The unique 
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advantages derived from each product segment are due to the associated functionalities, 

which provide exceptional capabilities that distinguish buyers from others in the market. 

Since the high technology market is changing rapidly, high technology buyers evaluate 

existing technology and its value-creation in order to decide whether they should alter or 

recombine resources to become more competitive. This changing environment puts 

continued pressure on buyers to obtain a product that helps them renew the core capabilities 

of the organization in response to the technological changes in the external environment to 

maintain a competitive advantage. 

 

For example, when Airbus Company introduced its A380 aircraft under a new segment called 

superjumbo, it encouraged many airline companies to upgrade part of their fleets to the level 

of this segment, which offers many competitive advantages. These advantages are derived 

from integrating distinctive capabilities with the new product, including a doubling of 

capacity size, outstanding interior design for customer comfort, and high fuel efficiency. 

Product variety is expected therefore to be an effective strategy for meeting wider 

preferences while increasing buyers‟ incentives to switch to improve their market position.  

 

H1: Product variety increases the probability of switching. 

 

4.2.1.2 Product Features and Performance 

Product features are expected to be the most important factors in the product design category 

and the major stimulus behind buyers switching, undermining the value of the old product 

and encouraging buyers to replace it. In rapidly changing markets where product features 

turn trivial in a short-time, buyers continuously evaluate existing features and their role in 

creating a competitive position. This assessment determines whether more features should be 

added or the product is reaching its utmost capacity, where switching to a new product with 

new features would be the only solution to sustaining a competitive advantage. In a rapidly 

changing environment, it is critical that users upgrade product features constantly because 
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doing so helps renew the core capabilities of the organization in response to the external 

technological changes to sustain a competitive position. 

 

Product features provide unique capabilities that make buyers bear the switching costs and 

their consequences, granting higher pay offs. Certain product features become attractive only 

when they are associated with high performance to differentiate them from other products on 

the market (Thompson et al., 2005); however, determined what are the attractive features in 

capital-intensive technology products is a challenging task for suppliers (Krieg, 2004; John et 

al., 1999), because technology is changing rapidly and buyers‟ needs are difficult to predict. 

Some suppliers are, therefore, continuously investigating the buyers‟ current needs and 

potential applications to decide on integrating the optimum features to meet buyers‟ 

expectations (Krieg, 2004; Tholke et al., 2001). One component of these features is providing 

buyers with full access to the internal software to improve it and add more applications such 

as in the case of lead users in this study (Von Hippel, 1995; Thomke and Von Hippel, 2002), 

who can modify the internal programs to create different clinical applications and enhance 

the performance of existing ones. 

 

Although suppliers find it difficult to identify the right features, buyers have another problem 

in evaluating the performance of these features and their suitability for certain needs. 

Sometimes specific features have a complex functionality that makes buyers unable to 

critically evaluate their performance, so they seek advice form other users or external 

sources. Buyers who are technically well skilled and experienced can do this assessment 

effectively. In this study, MRI buyers have the expertise to conduct a self-evaluation of 

different product features and check their performance. The product design that incorporates 

a wider range of features associated with high performance is expected to increase buyers‟ 

incentives to switch. 

   

H2: Wider product features linked to high performance increase 

the probability of switching. 
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4.2.1.3 Timely Launching of Features 

Effective integration and testing of different product features are crucial to ensure that the 

product and its features come to market on time, as promised by the supplier (Choi et al., 

2005). For a high technology product, the development cycle might take longer than 

anticipated, especially for medical technology products that require detailed testing and Food 

and Drug Administration (FDA) approval, before entering the market. Some buyers put 

significant emphases on certain features when deciding to switch or purchase a new product, 

when such features are essential for implementing certain applications or solving problems, 

and buyers could need them urgently to maintain a certain level of performance and market 

position. Recent news from the aviation industry has shown that a few airline companies, 

including FedEx, have decided to cancel their orders for the Airbus A380, because of the 

continuous delay in launching the product.  

 

In high technology markets, suppliers often announce products or features before they come 

on market, sometimes when they are in the early stages of development or testing. This 

action would influence buyer‟s decision to purchase a new product by two ways. First, ignore 

other products that are inferior to the announced product. Second, delay the purchasing 

process until the anticipated product is on market. However, suppliers should build a strong 

reputation in delivering promises (Choi et al., 2005; Gao et al., 2005); otherwise, buyers 

might not take their promises into consideration. To meet the buyers‟ demands effectively, 

suppliers rank the importance of buyers‟ preferences to prioritize the process of launching 

features into the market (Krieg, 2004; Chen et al., 2004).  

 

Buyers in rapidly changing technology markets are aware that valuable product features soon 

become insignificant because of technology‟s short life cycle. The dramatic change in the 

features‟ value requires frequent assessment of existing features and those under launch, in 

order to select the potential product that contains the required features to achieve a strong 
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position relative to competitors. Therefore, I expect that timely launching of the features, as 

promised by suppliers, would encourage buyers to switch.  

 

H3: Timely launching of features increases the probability of switching. 

 

4.2.2 Marketplace Characteristics   

Here three external uncertainty constructs are identified to measure the effect of the 

marketplace on buyers‟ switching decisions: technological heterogeneity, pace of 

technological change, and prior experience. These constructs are the most fundamental 

characteristics of the marketplace because they reflect the influence of technology and 

buyers‟ uncertainty (Li and Calantone, 1998). Several studies have investigated the impact of 

these constructs on buyer switching behavior using different products in a competitive 

market (Low and Johnston, 2006; Heide and Weiss, 1995). In this study, an attempt is made 

to examine the potential impact of constructs for capital-intensive technology products, 

where market is characterized by rapid technology changes.  

 

4.2.2.1 Technological Heterogeneity 

Technological heterogeneity refers to a lack of standard design among suppliers due to 

pursuing exclusive product designs that fit suppliers‟ strategies (Tushman and Anderson, 

1986). This condition is common in high technology markets (Teece, 1986), where a product 

and its features undergo enormous changes because of the fast rate of technological 

innovation. In this case, coordinating between suppliers to set certain product standards is an 

impossible task, because each supplier is trying to dominate the market by massive 

integration of advanced features.  

 

Heide and Weiss (1995) used this construct as an indicator of buyer uncertainty during 

decision making to switch suppliers. This uncertainty is a psychological condition resulting 

from incomplete knowledge about the final consequences of such action, which motivates 
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buyers to conduct more search activities to collect detailed information about the value of 

each product and how it is differentiated in overall value (Dawes et al., 1993). They found 

that this construct increases the probability of staying with the current supplier to avoid the 

negative consequences associated with technology heterogeneity. This decision was based on 

buyer‟s inability to act upon limited information related to lack of a standard design.  

 

Research shows that technological heterogeneity diminishes the buyers‟ capability to utilize 

certain principles to guide the decision process (Pfeffer et al., 1976). However, lead users in 

this study, who are expert in utilizing the product and its functionalities, are able to analyze 

and assess other products‟ capabilities and differentiate those that could achieve competitive 

advantages. Therefore, the lack of a common design does not limit the desire to switch; on 

the contrary, it provides more incentive to replace the old design with a new one once it is 

proved to be more valuable. 

 

H4: Technological heterogeneity increases the probability of switching. 

 

4.2.2.2 Pace of Technological Change 

The rapid pace of technological change in high technology products creates another 

dimension in buyer uncertainty, just as the technological heterogeneity does (Heide and 

Weiss, 1995). A high level of technological changes increases the possibility that a product 

or certain components may become outdated at any time (Stump and Joshi, 1998). Heide and 

Weiss (1995) used this construct as a pointer to represent buyer uncertainty, where it 

deliberately encourages buyers to acquire updated information about the latest applications 

and technologies of each available product. This information is time-sensitive, hence, 

processing it for effective decision making imposes considerable pressure and uncertainty on 

buyers (Glazer, 1991; Glazer and Weiss, 1993).  
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Based on their level of expertise and experience, buyers respond to the rapid pace of 

technological change in different ways. If buyers lack the requisite knowledge (Wagner et al., 

2003), the risks associated with uncertainty would increase, enhancing the likelihood of 

staying with a current supplier to avoid unanticipated outcomes. Sometimes buyers seek 

guidance from external sources such as suppliers or consultants to differentiate the value of 

different alternatives in the market. However, lead users can depend on their expertise to 

evaluate the value and validity of new applications, leading to better decision outcomes. For 

this reason, lead users are anticipated to have strong incentives to switch to suppliers that 

provide rapid pace of valuable technological changes, as features, enhancing the core 

capabilities of the organization to maintain competitive advantages.  

 

H5: Rapid pace of technology change increases the probability of switching. 

 

4.2.2.3 Prior Experience 

The rapid pace of technological changes makes the buyers‟ experience soon outdated, 

hindering their ability to fully appreciate the value of new technologies and make adequate 

decisions. This would force inexperienced buyers to constantly increase their information 

acquisition regarding new technologies so as to stay updated about technology trends and its 

implications on switching decisions. While some buyers‟ experience is often outdated in high 

technology markets (Von Hippel, 1986), experienced buyers meet less uncertainty in 

handling information about new technologies and can rely on their expertise to make good 

decisions. 

 

Prior research shows that inexperienced buyers are more likely to switch to a new supplier, 

whereas the experienced tend to stay with the same supplier (Heide and Weiss, 1995; 

Anderson et al., 1994). In contrast, Bell et al. (2005) found that prior experience has a 

positive effect on evaluating the value of different products and switching to the one 

associated with high returns. In this study, lead users (as experienced buyers) are anticipated 
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to have more incentive to switch, because their expertise is able to differentiate the strategic 

value of competing technologies in the market, and select a technology that improves the 

organization‟s capabilities to be in a competitive position. 

 

H6: Prior experience increases the probability of switching. 

 

4.2.3 Marketing Strategies 

Marketing strategies should be targeted toward reducing the negative consequences of 

switching costs on buyers‟ decision so that they act as a pulling effect to encourage buyers to 

switch. Two important marketing variables, outcome price and product breadth, could have a 

strong impact on the final decision to switch. Both were used in the literature to explain 

switching beahvior (Wathne et al., 2001). 

 

4.2.3.1 Price   

Product price perceived by buyers reflects an important variable in the switching equation 

because it represents an important dimension in the total switching costs (Jones et al., 2002). 

Suppliers have full control over this variable; by lowering the price buyers can appreciate the 

economic value of switching (Kranton, 1996), especially when it is associated with extra 

marketing packages that provide continuous training support to resume full operations under 

the new product set-up. In rapidly changing technology markets, lower prices are an effective 

strategy to encourage new buyers to renew their internal resources and capabilities to become 

more competitive.    

 

Sometimes suppliers can spread the price over a certain period, giving some relief from 

bearing the large costs all at one time. Monroe and Dodds (1988) found that low price could 

represent a low quality, whereas Schmalensee (1977) suggested that high quality produces 

more sales, leading the supplier to drop prices in the long run to induce more switching and 

higher profits. Wathne et al. (2001) found that price dominated all other factors behind 
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switching behavior (in the banking industry), because it directly impacts the total switching 

costs. In this study, lower prices are anticipated to encourage buyers to switch. 

     

H7: Lower prices increase the probability of switching. 

 

4.2.3.2 Product Breadth 

Product breadth or bundling is an effective marketing strategy to attract more buyers, because 

it offers buyers wider options and services than those provided by the current product. For 

certain products, bundling could come as extra services or components to be used with the 

same product or as separate supporting devices that enhance overall product capabilities. 

Generally, buyers are interested in such offers to augment their internal resources and 

capabilities to achieve competitive advantages.   

 

In the MRI case, success could come through adding more software packages for lower price 

or providing external units for image storage or processing. As mentioned before, each 

feature allows buyers certain capabilities; therefore, bundling the features would make the 

product more attractive. These additional features may offer greater performance causing 

them to be of significant value during the switching process, especially for high technology 

products. Wathne et al. (2001) found that product breadth has a significant effect on the 

decision to switch. In this study, bundling product features is expected to be an effective 

marketing strategy to increase incentives to switch. 

 

H8: Wider product breadth increases the probability of switching. 

 

4.2.4 Switching Costs  

Nielson (1996) has established two types of switching costs in an industrial organization: 

hard assets (fixed asset investments, product modification, and supply agreement terms), and 

soft assets (personal relationships that develop over time, and a communication system that 
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prompt these relationships). Hard assets can be estimated to a higher degree of accuracy than 

the soft assets, and they have more influence on switching behavior. Studies have proposed 

various constructs to measure the switching costs, where the selection of these constructs is 

based on the nature of the product and its usage (Low and Johnston, 2006; Heide and Weiss, 

1995; Wathne et al., 2001). In this study, I adapt technology compatibility, relationship 

compatibility proposed by Low and Johnston (2006), and financial switching costs suggested 

by Jones et al. (2002).  

 

4.2.4.1 Technology Incompatibility 

Previous studies have shown that buyers frequently repurchase their technological products 

and added features from existing suppliers who had provided the initial version of the 

product (Rosenthal, 1984). The main reason behind this repeated purchasing is technology 

compatibility, in which a buyer‟s prior investment with a particular supplier causes 

continuous commitment to get all related upgrades from that source, particularly for products 

that lack a standard design (Teece, 1986). In such cases, it is not possible to request attractive 

features or applications from other suppliers, unless the entire product is ordered.  

 

This incompatibility is considered by different studies as the main barrier to move to 

attractive products, in particular for high technology products, where larger capital costs are 

coupled with the replacement process (Low and Johnston, 2006; Heide and Weiss, 1995). In 

this study, costs associated with overcoming technology incompatibility of capital-intensive 

technology products are exceptionally high, and this cost could inhibit buyers‟ intention to 

renew internal resources and capabilities with more attractive ones, on which the competitive 

market position can be maintained. However, if buyers are able to meet the actual costs of 

replacing the product, then technology incompatibility does not represent a switching barrier.    

 

H9: Technology incompatibility decreases the probability of switching. 
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4.2.4.2 Relationship Incompatibility 

Over time, the supplier-buyer relationship becomes more intimate and personal, leading to 

profitable outcome for both, because the understanding of each other‟s demands generates 

effective routines to handle the different issues. If this relationship is deemed to change, 

buyers have to develop new practices and procedures to fit the new relationship requirements 

with a potential supplier (Heide and John, 1990; Heide and John, 1992). Occasionally, the 

entire set of working and personal-interorganizational relationships need to be rebuilt with 

the new supplier to make the new environment more efficient and productive; that would 

include a special rearrangement of technical support personnel and application specialists 

(Weiss and Heide, 1993). Establishing such new relationships with new suppliers requires 

intense engagement to understand the needs of each side and guide them to greater benefits 

for both partners (Dabholkar et al., 1994). Research in marketing shows that a long 

relationship imposes strong pressure to stay with the same supplier to maintain the 

accumulative value of this relationship (Wathne et al., 2001; Price and Arnould, 1999; Beatty 

et al., 1996).  

 

In reality, buyers appreciate the value of such long-term relationships as being profitable 

(Turnball and Wilson, 1989), with suppliers able to deliver these values efficiently and 

promptly to solve any obstacles. This relationship helps buyers to utilize their internal 

resources effectively to sustain a competitive position. In this situation, switching to a new 

supplier would create a major disruption of regular operations, during which significant 

efforts are needed to re-establish new relationships and resume the operations effectively 

under the new procedures (Low and Johnston, 2006). Therefore, established relationships are 

expected to create a strong barrier to switching. 

 

H10: Relationship incompatibility decreases the probability of switching. 
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4.2.4.3 Financial Switching Costs 

Financial switching costs refer to the perception of time, activities, and money associated 

with switching from one supplier to another, from the initial stages of consideration to the 

final behavior; those costs can be spread over different dimensions so as to understand their 

impact on the total costs. Jones et al. (2002) did a remarkable job in establishing and 

analyzing six dimensions of switching costs, as shown in Appendix A. Interestingly, these 

costs represent the total cost starting from the initial stage of gathering information about 

different suppliers to the last stage of actual switching. In reality, evaluating and measuring 

these costs for each study is a difficult task because it depends on the product under 

investigation and how participants are able to interpret or predict the real impact of each cost 

dimension, reflecting exactly what Jones and colleagues found. Therefore, in this study I will 

focus on a few dimensions only (monetary costs, set up costs, and learning costs), which are 

believed to reflect the most important costs associated with switching suppliers for the MRI 

case.  

 

High technology markets are known to have high switching costs, which could outweigh 

switching benefits and reduce buyers‟ intention to look for changes in their internal 

resources. Different studies of such markets investigated buyers‟ reactions toward switching 

costs (Low and Johnston, 2006; Heide and Weiss, 1995), emphasizing the strong tendency to 

stay with the current supplier to avoid expensive consequences. For capital-intensive 

technology products, the same tendency to stay with the current supplier is expected to 

prevail.              

 

H11: Financial switching costs decrease the probability of switching. 
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4.2.5 Situational Factors 

4.2.5.1 Internal Buying Procedures 

As mentioned earlier, the decision making process at the organizational buying level is more 

complicated than that at the consumer level, because of the organizational structure and 

different individuals‟ involvement in the decision making process (Bunn, 1993; Sheth, 1973). 

In general, different buyers adopt various policies to reach decisions based on different 

factors: importance of purchase, uncertainty, extensiveness of choice set, and perceived 

buyer power (Bunn, 1993). Heide and Weiss (1995) found that formalization has limited 

buyers‟ ability to switch, because the bonding procedures and routines make the process of 

acquiring information and analyzing them tedious. On the other hand, they found that 

centralization has no influence on switching behavior, because higher management prefer to 

make a switching only if it is vital to the organization competitive position.  

 

For capital-intensive technology products, different departments would be involved with 

different degrees of authority, imposing significant challenges to accommodate the needs of 

all parties and leading to delay or abandonment of the final decision. In this study, the 

internal buying procedure could have an effect based on the structure of the organization. For 

example, if the MRI center were able to attract larger financial support from external funding 

agencies (public or private source that supports research) to finance the purchasing process, 

then the decision would undergo less formalization and centralization routines. In this case; 

MRI personnel would be in more control of the final decision, where they can select a 

supplier that helps in renewing and upgrading internal capabilities to meet specific 

objectives. However, when the required funding is allocated from the same buying 

organization (hospital budget), more individuals from different departments participate in the 

final decision, leading to some compromising activities to select a certain supplier. Based on 

the previous discussion, flexible organizational procedures are anticipated to facilitate the 

switching process. 
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H12: Flexible internal buying procedures increase the probability of switching. 

 

4.2.5.2 Consultation with Previous Buyers/Switchers  

The difficulty in processing the technical information of capital-intensive products could lead 

to some complexity in the decision making process (Glazer, 1991; Glazer and Weiss, 1993), 

especially with the involvement of many individuals with different interests. In such cases, 

buyers might need assistance to establish a clear interpretation of the collected information, 

and how it will impact their internal capabilities to achieve their competitive position. 

Therefore, they could seek an external consultation from different sources to get a better 

understanding of the value of different alternatives and differentiate the one with high 

advantages (Money, 2004). In the MRI case, visiting other hospital sites can be a common 

practice to validate the technical information and get practical verification of their 

significance, especially when they are applied on patients. Contacting others during 

conferences is also a common way to exchange information about certain products. If buyers 

are provided with positive feedback about certain product performance and capabilities, 

especially from previous switchers, they could more easily decide about switching.  

 

H13: The positive consultation from prior users increases the probability of switching. 

 

4.3 Exploratory Research 

In this phase, in-depth interviews were conducted with individuals who were involved in the 

purchasing process. Interviews like these confirm the relevance of the major variables in the 

proposed model before constructing the initial survey items. Eventually, this step is essential 

to avoid developing a long survey and then verifying its validity with a small sample of 

participants who would be reluctant to spend a long time to complete it. Based on the 

outcome of these interviews, the initial survey was modified; its validity was verified in a 

later stage. 
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4.3.1 In-depth Interviews 

4.3.1.1 Overview 

Nineteen individuals from different MRI research centers were contacted by email to explain 

the purpose of this research, and get more information about different factors that drive the 

purchasing processing of MRI technology. Thirteen responded positively to the email, all of 

them, department heads or research scientists who had been on the purchasing committee to 

select a new MRI technology. Then, four visits were scheduled to meet a few radiologists 

and scientists who were involved in the decision making in the purchasing of MRI 

technology in Ontario. The outcome from this stage was useful to better understand the 

evaluation process of different MRI technologies and generate a list of important questions 

that would guide subsequent interviews. In Appendix B is a copy of the interview protocol. 

The questions represent various variables related to the purchasing process of MRI 

technology. Most questions require a “Yes” or “No” type of answer, while others are open-

ended. The open-ended questions were used to collect detailed information about the 

purchasing process of MRI technology, and the measurement items that reflect each 

independent variable. Personal interviews with a large number of individuals (around sixty) 

would accomplish the following objectives: 

 

1- Confirm the relevance of the variables in the proposed model. 

2- Understand the purchasing process and develop the measurement items. 

3- Identify key informants that are familiar with the purchasing process to participate in 

the final online survey.   

 

It is important to mention that the decision making process to buy MRI scanner usually 

involves many individuals in the buying organization, but the focus is at an individual level. 

In this study, I need to identify a distinct individual (key informant) who was involved in the 

buying process or familiar with it, who would participate in the final survey and provide 

reliable information about the purchasing process of MRI technology. Such an individual 



 

 98 

could be the head of a department, a radiologist, a scientist, an engineer, or a technologist. He 

or she should be from the same department and be knowledgeable about the process of 

purchasing MRI technology. Generally, the head of a department is considered the most 

knowledgeable person on the purchasing process and has a strong impact on the final 

decision. However, other senior individuals in the department could become familiar with the 

process, even if they have not been directly involved, by sharing information. 

 

This sharing of information is facilitated by regular interaction among different individuals 

who use the same technology consistently. On the other hand, the purchasing of an MRI 

technology takes about one year to finalize, during which most senior individuals in the 

department witness different factors that lead to the final selection of a specific technology. 

Seniority is based on years of experience and the position held in the department. Although 

this argument indicates that I have multiple key informants from the same MRI department, 

it is important to verify that different key informants in the same department are able to 

provide the same information when they are asked the same questions about the purchasing 

process (Patterson and Dawes, 1999). The verification is made by comparing the frequency 

of the same answer, „Yes” or “No,” to the same questions. For example, if two key 

informants from the same department answer the same questions with a high degree of 

similarity, it means both of them are familiar with the purchasing process of MRI technology. 

 

4.3.1.2 Conducting Interviews 

The International Society for Magnetic Resonance in Medicine conference (ISMRM, 2007) 

in Berlin was an optimal location to conduct in-depth interviews, because this annual meeting 

is attended by many individuals who work in MRI research, in addition to industry experts 

and marketing mangers. This conference has a technical exhibition to demonstrate MRI stat-

of-the-art technologies developed by different companies. The ISMRM database of 

conference attendees was used to identify potential interviewees. Selected candidates were 

contacted by email and provided a description of the study purpose and importance.  
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Initial screening was made by asking potential candidates if they had been involved in the 

purchasing process of MRI technology or were familiar with it. Those who agreed to 

participate in personal interviews were asked to select a suitable 30- to 45- minute time slot 

during the conference period. In total, 55 individuals agreed to meet during the ISMRM 

conference; however, 6 individuals found they could not attend the interview because of 

other commitments, resulting in 49 final interviews. Table 7 shows the academic position of 

participants interviewed during the ISMRM conference.  

 

Table 7. Sample characteristics of interviewees 

 

 

 

 

 

 

     

 

 

The final group was created with the intention that it contains different key informants from 

the same MRI research centers, but the different colleagues were not informed that each 

individual would be interviewed separately. Table 8 shows the distribution of 49 participants 

from 28 centers. By correlating responses to certain questions related to purchasing MRI 

technology, this process helped to confirm that those individuals were familiar with the 

purchasing process at their department.  

 

 

Academic  Position of Participants Number (%) 

Department Chair (DC) 10 (20.4) 

Scientist (Snt) 15 (30.6) 

Medical Doctor (MD) 12 (24.5) 

Physicist / Engineer (P/E) 7 (14.3) 

Technologist (Tech) 5 (10.2) 

Total 49 (100) 
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Table 8. Distribution of interviewees based on MRI research center 

Number of MRI  

Research Center 

Number of Interviewees 

per center 

Academic Position* 

 

1 3 DC, MD, Tech 

2 4 DC, P/E, P/E, Tech 

3 3 MD, P/E, Tech 

4 4 DC, MD, P/E, Snt 

5 2 MD, Snt 

6 3 DC, MD, Tech 

7 4 MD, MD, P/E, Snt 

8 3 MD, Snt, Snt 

9 4 P/E, P/E, Snt, Tech 

10-15 1 DC 

16-19 1 MD 

20-28 1 Snt 

Total  28 centers Total  49 interviewees  
 

      * The abbreviation of academic position is taken from the previous table. 

 

During the ISMRM meeting, each interview was conducted in a semi-structured format 

guided by questions in Appendix B, a format that allowed collecting the important 

information in an effective manner. The interview started by thanking the interviewee for 

participating in the study and he or she was encouraged to stop the conversation at any point 

to clarify any vague questions. Then I started collecting the information by asking the 

prepared questions. “Yes” and “No” answers were recorded, in addition to comments related 

to each question. These comments and open-ended questions are used to develop the initial 

measurement items of each variable.  

 

Although the interview period was projected to last 30 to 45 minutes, some interviewees 

spent over 2 hours explaining their experience during the purchasing of a new MRI 
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technology. The interviews generated a comprehensive understanding of the process of 

evaluating and verifying capabilities of different MRI technologies, before the final decision 

is reached.  

 

4.3.2 Interviews Analysis 

Appendix B contains a list of questions that require a “Yes” or “No” type of answer,  

representing various variables related to the purchasing process of MRI technology. The 

collected responses were gathered and analyzed to determine the most influential variables in 

the process. The variable that weighs significantly with “Yes” is considered an influential 

variable, whereas a variable that scores high-ranking with “No” is deemed to be trivial. A 

few variables in the original proposed model demonstrated a low impact during the process, 

so these were dropped from the model, including timely launching of features, technological 

heterogeneity, pace of technological change, prior experience, and consultation with previous 

users. Table 9 shows the analysis of interviewees‟ response, revealing the significant 

variables during the purchasing of a new MRI technology. The following section explains 

why some hypotheses were excluded from the initial model and others included.  

 

4.3.3 Modifying the Initial Model 

Low and Johnston (2006) recommend in-depth interviews for exploratory research, in which 

the most influential hypothesis in the model can be determined. Findings from interviews 

revealed that some of the hypotheses in the initial model (Figure 9) are not significant, 

including technological heterogeneity, pace of technological change, prior experience, 

consulting previous users, and timely launching of product features. The other hypotheses in 

the model are shown to be significant during the switching process.  

 

Marketplace characteristics variables (technological heterogeneity, pace of technological 

change, and prior experience) are not significant during the MRI switching process — in 

contrast to a previous study that placed a large emphasis on marketplace characteristics as the 
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antecedents of switching behavior (e.g., Heide and Weiss, 1995), which was conducted using 

high technology products in a competitive market (computer workstations).  

 

Table 9. Analysis of interviewees’ responses       

Category Independent Variable 
Yes 

number (percent) 

No 

number (percent) 

NA 

number (percent) 

 

Product 

Design 

Product Variety 42 (85.7%) 7 (14.3%)  

Product Features and Performance 46 (93.9%) 3 (6.1%)  

Timely Launching of Features 4 (8.2%) 44 (89.8%)  1 (2.0%) 

 

Marketplace 

Characteristics  

Technological Heterogeneity 3 (6.1%) 45 (91.8%) 1 (2.0%) 

Pace of Technological Change 3 (6.1%) 43 (87.8%) 3 (6.1%) 

Prior Experience 2 (4.1%) 46 (93.9%) 1 (2.0%) 

 

Marketing 

Strategies 

Price 35 (71.4%) 14 (28.6%)  

Product Breadth 15 (30.6%) 34 (69.4%)  

Research Collaboration* 41 (83.7%) 8 (16.3%)  

Product Service* 39 (79.6%) 10 (20.4%)  

 

 

Switching 

Costs 

Technology Incompatibility 44 (89.8%) 5 (10.2%)  

Relationship Incompatibility 43 (87.8%) 6 (12.2%)  

Cost of Learning Technology 40 (81.6%) 9 (18.4%)  

Cost of Verifying Technology 23 (46.9%) 26 (67.3%)  

 

Situational  

Factors 

Internal buying procedures 

      1- Support of top management 

 

16 (32.7%) 

 

33 (67.3%) 

 

Consultation with others: 

1- ask experts 

2- ask previous users 

 

2 (4.1%) 

3 (6.1%) 

 

47 (95.9%) 

44 (89.8%) 

 

 

2 (4.1%) 

   Underlined values represent variables with non-significance influence at p < 0.05 (t-test) 

* New variables presented based on interview findings 
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In this study, interviewees expressed little concern about technological heterogeneity among 

suppliers and the rate of technological change, for the following reasons. First, since the 

establishment of MRI technology, it has been produced by few suppliers, based on different 

platforms. Those suppliers are large companies with major market share and intense 

development capabilities, so there is no concern that a dominant platform will eventually 

emerge, turning other platforms obsolete. Second, MRI technology, since its early launching, 

is improving rapidly and becoming a powerful tool, with the major suppliers competing to 

integrate the state-of-the-art features as they become available. The rate of technological 

change of the MRI industry will continue to increase (Kreig, 2004). Therefore, MRI buyers 

believe that the rate of MRI technological change will continue to be high, reflected in 

continuous launching of advanced features by major suppliers. The influence of these two 

variables can be recognized by this statement from one interviewee: “… widely used MRIs in 

the market have been introduced by major companies that support different platforms, it is 

hard to get them to agree on a single platform because the fast innovation cycle would make 

it impossible to coordinate development activities based on a common platform structure. I 

believe that each company made a large investment in this path and will continue to maintain 

its distinctive platform.” 

 

Interviewees also showed no relationship between their prior experience and the probability 

of switching to a new technology. Previous research found contradicting outcomes for the 

impact of prior experience on switching. Given some studies, inexperienced buyers are more 

likely to switch to a new supplier (e.g., Heide and Weiss, 1995; Anderson et al., 1994), while 

given other studies, prior experience has a positive effect on evaluating the value of different 

products and switching to the one associated with high returns (e.g., Bell et al., 2005), this 

work was done on the financial services industry. In this study, individuals involved in the 

decision making (as lead users) appear to have comparable technical expertise in MRI 

technology, and to be able to differentiate the strategic value of competing MRI technologies 

and their impact on their internal capabilities to maintain competitive position. 
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Money (2004) shows that the consulting with others has a significant impact on selecting 

specific products, especially for frequently purchased products (e.g. appliances, food, 

banking, and insurance). In this study, however, the process of consulting previous buyers 

and switchers was considered by interviewees as part of the technology verification process 

because it is common practice to validate the technical information and get practical insights 

from others, especially when they are applied to practical settings (e.g. on patients). 

However, because interviewees placed little emphasis on its importance (as a key variable) in 

the process of purchasing a new MRI technology, it was removed from the initial model. 

 

Timely launching of product features, as the supplier promised (Choi et al., 2005), was 

originally thought to have a strong influence on one switching decision, because it 

demonstrates a strong commitment in meeting buyers‟ needs and a strong reputation in 

delivering promises (Gao et al., 2005). However, interviewees expressed that the purchasing 

decision from any supplier is based on what they have currently available in the market, 

because the development cycle of any potential capabilities might take longer than 

anticipated; especially if it needs detailed testing for Food and Drug Administration (FDA) 

approval. Therefore, little focus is placed on future promises to integrate advanced features, 

although doing so would be advantageous. The influence of the variable is realized by this 

remark from one interviewee: “The purchasing committee makes the decision based on 

collected information, which is verified for accuracy. It is hard to decide on features that are 

expected to arrive soon, because they might not arrive for one year or later.” 

 

Interviewees emphasized the importance of two new variables that play a significant role in 

this process: “research collaboration” and “product service.” The first variable is central to 

overcoming any research-related challenges and utilizing the technology to test new clinical 

applications, especially when the new technology contains many complicated capabilities. 

This becomes an important issue for implementing various research projects more effectively 

and generating reputable research. The significance of this variable can be emphasized by 

two comments from interviewees: “...MRI technology is very sophisticated; help is always 
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needed to figure out the best way to integrate our research projects,” and “…research 

agreement with the MRI provider is a key aspect to get access to the internal software and 

network with other users through the online networking community.”  

 

Accessing the internal software development tool is an essential part of conducting research 

using user customized MRI protocols in which researchers manipulate the internal software 

routines to investigate new settings to generate better clinical information. This open source 

access is a special capability granted by MRI suppliers to certain users who sign a research 

agreement. If the internal development tool is flexible (easy to use and modify), it will be a 

very attractive feature for MRI buyers, enhancing the ability to integrate new research ideas 

and generating reputable research. A statement by an interviewee stresses this point: “Our 

main focus is conducting research activities by altering the internal routines and software to 

get better image quality. I found the Siemens platform is more flexible than GE‟s to 

accommodate new adjustments… our research agreement with Siemens was there to support 

us with any obstacles.”    

 

The second new variable “product service,” is vital to ensure that MRI technology will run 

constantly without interruption. If there is an interruption, it will be resolved efficiently, 

otherwise the downtime and shifting schedules will be extremely expensive. Since MRI 

technology contains multiple advanced features, it is considered a very sensitive technology, 

requiring a specialized engineer to fix it and calibrate the system after each service. Many 

MRI users expressed deep concern about the delay in getting the engineer from the supplier‟s 

main office and the time needed to fix a sudden break, and most of them prefer to use a 

nearby service center that can provide quick on-site service support. The importance of this 

variable is stressed by a note from an interviewee: “…downtime cost is very expensive and 

only one company can fix all sorts of problems…if the problem is not solved hastily, 

everything has to be rescheduled based on priority, and our department needs a contract 

service that reduces this conflict.”   
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These new variables represent new hypotheses that were not considered in the initial model, 

and the literature on switching behavior did not identify them as valuable factors. 

Nonetheless, these variables are part of the internal capabilities that an MRI research center 

will obtain as part of the switching process, because research collaboration and good product 

service are essential factors for exploring and using the new technology in an effective 

manner to generate a competitive advantage. Without research collaboration the value of the 

technology can be limited and absence of product service can paralyze functioning at a 

competing level. Both factors, if not utilized effectively, could limit the internal capabilities 

of an organization to sustain a competitive advantage. 

 

The new variables are included in the marketing strategies category because the MRI 

supplier uses them as part of its marketing strategy to make the product more attractive. As a 

result, the proposed model is adjusted to eliminate non-significant variables and add the new 

ones to reach a new model, as shown in Table 10. Interestingly, variables in the marketplace 

characteristics category (technological heterogeneity, pace of technological change, and prior 

experience) did not influence the current research context.        

 

Interviewees‟ responses from the same MRI research center were correlated for signs of 

similarity in answers to the same questions. If key informants from the same center reply to 

the same questions using the same answers “Yes” or “No,” then they have a perfect degree of 

familiarity with the purchasing process of MRI technology (inter-rater reliability test). The 

analysis among individuals‟ responses from the same center indicates that correlation is 

significant at the 0.01 level. This result suggests that I have multiple key informants in the 

same department who are familiar with the purchasing process, and could be considered a 

reliable source of information to collect data in the final survey (Kumar et al., 1993). This 

evaluation, to assess informants‟ knowledge of the purchasing process, is important to 

provide confidence about the informants‟ credibility (Seidler, 1974). The interviewing 

process makes it clear how the purchasing process took place to evaluate different MRI  



 

 107 

Figure 10. The modified model based on interview findings 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Note that hypothesis number has changed in this model compared with the initial model in Figure 9. 

Switching 

Behavior 

H2 (+) 

H1 (+) 

Product Design 

 Product Variety 

Product Features and Performance 

H6 (+) 

H4 (+) 

H3 (-) 

Marketing Strategies 

Price 

Product Bundling 

Research collaboration 

 

H5 (+) 

Product Service 

 

H10 (-) 

H9 (-) 

(+) 

H8 (-) 

H7 (-) Switching Costs 

Technology incompatibility 

Relationship incompatibility 

Cost of Learning Technology 

Cost of Verifying Technology 

Organizational Factors 

Support of top management 

H11 (+) 

(+) 
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technologies (from different suppliers) and reach the final decision. Appendix C shows the 

generally adopted procedure, which could change slightly based on the internal policy of 

each MRI research center, especially at the final stage of decision making. 

 

4.4 Conclusion 

By integrating the expected hypotheses underpinning switching behavior, I obtain the initial 

proposed model illustrated on Figure 9. The selected hypotheses are expected to affect the 

switching intention and, subsequently, the actual switching behavior. Exploratory research is 

conducted to verify the relevance of the major hypotheses in the proposed model before 

constructing the confirmatory research, leading to modifying of the initial model to reflect 

the real context of this research. The development of the appropriate hypotheses with the 

dependent variable, as switching behavior, allows me to make a reliable and testable model. 

A detailed plan for conducting the empirical evaluation of this model is explained in the next 

chapter, “Research Method.” 
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Chapter 5 

Research Method 

 

5.1 Introduction 

I used the MRI industry as a case study to conduct this research. As explained in Chapter 1, 

the MRI industry market is divided into different segments, and the university hospitals 

segment, or research centers, is selected because this represents the lead users of this market. 

This research is performed at different stages using multiple data sources, as shown in Figure 

11. This chapter maps the multiple steps of the research and discusses why those steps are 

necessary to gather data to test the hypotheses developed in the previous chapter.    

 

In the first stage, the literature is reviewed to identify the measurement items used to measure 

the main variables defined from in-depth interviews (from the previous chapter). This stage 

leads to the creation of the initial survey, which was verified by industry experts, academic 

researchers, and individuals involved in the purchasing process. A confirmatory research is 

carried out by implementing an online survey and transferring it to different MRI research 

centers world-wide. The collected data undergoes different analysis steps to test for variable 

validity and collinearity. Logistic regression is used to define the most influential variables 

and select the optimal model.  

 

In the second stage, secondary data sources are investigated to support and explain research 

findings. First, I used MRI conference database, over fourteen years, to confirm that MRI 

technology switching was taking place in the market. Second, I used technical evaluation 

reports to confirm that certain MRI technologies are especially attractive, because they have 

more features and capabilities.  
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Figure 11. Different stages in conducting this research 

     

 

 

 

 

 

 

 

 

 

 

 

 

 

5.2 Industry Case 

The MRI industry is selected as a case study to conduct this research, where considerable 

switching has occurred in this industry over the last decade. This industry is the fastest 

growing in the medical imaging industry (IMV, 2007). Developments in clinical applications 

plus MRI technology advances are the driving forces to high market demand (Wilson et al., 

1999). In addition, there are high barriers to technology switching in this industry. These 

aspects make the MRI industry a good opportunity to investigate the main factors 

underpinning switching.  

 

Confirmatory Research  
 

 Identifying measurement items from literature  

 Designing the final online survey 

 Data analysis to identify the most influential variables 

 Selecting the best model 

 

Secondary Data Sources  

 

 

 

 

 

 

 

 

 

  

 

Conference Database 

To confirm MRI 

technology switching 

Technical Evaluation Reports  

To confirm that certain MRI 

technologies are more attractive 
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Most of the existing studies on switching behavior focus on a single industry or use similar 

industries (Low and Johnston, 2006; Bansal et al., 2005; Seiders et al., 2005; Money, 2004; 

Lemon et al., 2002), because the selected model in each study differs based on the chosen 

industry. This trend was fully demonstrated in Chapter 2, which describes different models to 

explain switching behavior based on the industry under investigation.  

 

Selecting a single industry brings the issue of generalizability to other industries, an issue is 

expected to arise if research findings are used to explain switching behavior across different 

industries. However, research findings can be generalized to industries that have similar 

characteristics. The outcomes from the MRI study (as an example of high technology device) 

could be applied to different industries that share the same characteristics in terms of high 

rate of technological change and high switching costs, such as industrial equipment,   

advanced medical devices, airlines, and military devices. 

 

The buying process in business is often dynamic and complex across different organizations 

and industries, and there is no single model to cope with the complexities of this situation. 

The literature contains different models to study business buying behavior (Bunn, 1993), 

where numerous sets of independent variables are used to evaluate various products and 

industries. Chapter 4 proposed a new model to examine switching behavior for capital-

intensive products. I followed an approach recommended by Churchill (1979) to develop 

different measurement items for the model‟s independent variables. Existing items are used if 

they are available; if not, new items are developed based on reviewing the literature and 

validating through insights drawn from a pilot pool of potential participants. 

 

5.2.1 Identifying Measurement Items for the Initial Survey 

Previous interviews helped to identify the key independent variables for the model, as well as 

to recognize a set of items that reflect and explain each variable. These items are sorted based 

on frequency of occurrence, an approach deemed necessary to reduce data quantity while still 
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maintaining essential data characteristics (Yin, 1994). These items are used to refine 

measurement items found in the literature. Table 10 lists the initial measurement items of 

each independent variable (construct) obtained from the literature. The wording of these 

items is slightly adjusted to reflect the current research context and findings from previous 

interviewees. Table 10 shows composite measures of variables created by combining two or 

more reflective measurement items into a single measure. The response for each item is 

measured using the seven point Likert-scale. Measurement items of each variable are added, 

and divided by the number of items, assuming that each item contributes equally to the total 

score (Madhu, 2005). 

 

Most of these measurement items were used in the consumer and buyer switching context; 

therefore, I need to conduct an extra investigation to ensure their appropriateness to measure 

the key variables in the proposed model within the MRI context.  

 

Hardesty and Bearden (2004) conducted a study that confirms the importance of selecting 

expert judges in enhancing scale reliability and validity, especially if the research is using 

new and modified measurement items. This approach increases the face validity (the degree 

to which measurement items reflect what they are intended to measure), because these 

experts are familiar with the behavior under investigation. Therefore, the initial survey was 

created based on Table 10, which contains measurement items of independent variables. This 

survey was administered to three marketing mangers and two consultants in the MRI 

industry. Because of their comments, some items were added, others are adjusted or deleted. 

This process took a few iterations to ensure that all measurement items reflect the study 

context.  

 

A second test of the measurement items was performed to consider the opinion of academic 

researchers. The items were shared with three researchers asking their feedback on the 

appropriateness of items — asking them to provide open-ended comments to explain why an 
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item needed modification. The feedback was carefully considered and implemented into the 

survey. 

 

Table 10. Construct measurement items from the literature 

 

Construct Construct Measurement Items      Adapted from 

 

 

 

Product Variety 

 

 

- The selected supplier offers a wider range of products for  

  different applications, which provides us with more options  

  to choose from. 

- The selected supplier‟s product meets our needs more 

    precisely than other suppliers‟ products. 

 

 

MacDuffie et al. 

(1996) 

 

Meyer and DeTore 

(2001) 

      

 

 

Product Features 

and Performance 

 

 

- The product provides more capabilities to conduct advanced  

   research applications. 

- The overall product features (clinical applications) are more   

  advanced in the new product.   

- The overall product performance is higher in the new  

  product than in the old.    

- The new product contains new features that do not exist in  

  other products.   

 

 

Von Hippel (1986, 

1989) 

Henard and Szymanski 

(2001) 

Homburg and Rudolph 

(2001)            

Henard and Szymanski 

(2001) 

                

 

 

Price 

 

 

- The overall price of the new supplier was the lowest on the 

  market. 

- The selected supplier provides best value for money. 

 

 

Wathne et al. (2001) 

 

Liu et al. (2005) 

 

 

Product Breadth 

 

 

- The new supplier offers additional products or components  

  as part of the final deal to switch. 

- The new supplier offers a free upgrade for some components  

  as part of the final deal to switch. 

 

 

Wathne et al. (2001) 

 

Wathne et al. (2001) 

 

 

Research 

Collaboration 

 

 

- We worked consistently with the customers to solve their  

  problems. 

- We helped the new buyers to integrate MRI technology into  

  their research activities effectively. 

- We sponsor user group meetings for collaboration. 

 

 

Athaide et al. (1996) 

 

Athaide et al. (1996) 

 

Athaide et al. (1996) 

 

Product Service 

 

 

- We provided on-site service support. 

- We respond immediately to customer problems. 

 

 

Athaide et al. (1996) 

Athaide et al. (1996) 
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Table 10. Construct measurement items from the literature (‘continued’) 

 

Construct Construct Measurement Items      Adapted from 

 

 

 

 

Technology 

Compatibility 

 

 

- Most of the internal components of the old MRI system will   

  not work with a product from a different supplier.  

- The peripherals such as image display computers and film   

  development have to be replaced if a new product is bought  

  from a different supplier. 

- My department/organization was concerned about the  

  technology compatibility issue if we should switched to a  

  new supplier. 

- When we were considering switching to a new supplier,   

  compatibility with the existing system was an issue. 

 

 

Pae and Hyun (2006) 

 

Pae and Hyun (2006) 

 

 

Heide and Weiss 

(1995) 

Heide and Weiss 

(1995) 

 

 

 

 

Relationship 

Compatibility 

 

 

- We have already established relationships with the current  

  Supplier, making switching difficult. 

- Our personnel became accustomed to working with this   

  supplier, so switching would be difficult. 

- Developing a working relationship with new supplier would   

  be a time consuming process. 

- Developing new procedures to deal effectively with a new  

  supplier would take a lot of time and efforts. 

 

 

Nielson (1996) 

 

Nielson (1996) 

 

Liu et al. (2005) 

 

Liu et al. (2005) 

 

 

 

Cost of Learning 

Technology 

 

 

- The use of the new product requires major learning for  

  technologist/operator. 

- It will take time and efforts to work efficiently with the new  

  product.  

- Learning to use all the features (including image analysis  

  tools for radiologist) will take a long time.  

 

Jones et al. (2002) 

 

Pae and Hyun (2006) 

 

Burnham et al. (2003) 

 

 

 

Cost of Verifying 

Technology 

 

 

- It takes time to go through the steps of switching to new  

  supplier (including evaluating MRI scanner) 

- It costs a lot of time and efforts to install and calibrate the  

   new product. 

   

 

Burnham et al. (2003) 

 

Lam et al. (2004) 

 

 

 

Support of Top 

Management 

 

- The radiology department was in full control of this process  

  more than high level management were.  

- The switching process was handled to a large extent by the  

  standard procedures.  

- To a large extent, the outcome of the switching process was  

  determined by higher-level management. 

 

Heide and Weiss 

(1995) 

Heide and Weiss 

(1995) 

Heide and Weiss 

(1995)             
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In the last stage, the modified survey was administered to 28 individuals from different MRI 

research centers (8 Department Chairs, 7 Medical Doctors, 9 Scientists, and 4 Technologists) 

to review items for clarity and face validity. The feedback was valuable to draft the final 

survey in a complete manner (in terms of vocabulary and wording used in the MRI 

community). Every effort was made to include the most relevant measurement items to 

reflect the diverse perception of individuals at different research centers around the world, 

and keep the length of the survey at an acceptable level. Appendix D shows the final 

measurement items of each independent variable. The dependent variable “MRI technology 

switching” is measured by inserting two questions in the final survey. The first question 

determines whether an MRI research center owns multiple MRI technologies from the same 

supplier, or different suppliers; the second question specifies the name of suppliers that 

provide these technologies. Both questions are listed in Appendix D, “Question 10 and 11.”  

 

In this research, technology switching has two components; it could be a complete switching, 

characterized by replacing the existing MRI technology with a new one from a new supplier, 

or it could be partial switching, described as adding another MRI technology (to the exiting 

one) from a different supplier. In Appendix D, “Question 7” is inserted to differentiate 

between the two types of switching. Differentiation between complete switching and partial 

switching is made for comparison; however, the final data analysis treats switching behavior 

as one component.      

 

5.3 Confirmatory Research 

5.3.1 Designing the Final Survey 

The final survey is designed to include the measurement items of key variables and some 

demographic information. This study is conducted at an international level to target all MRI 

research centers. English is used as the main communication language in the study, which 

usually is well understood by all key participants, because they have been regularly attending 

the ISMRM conferences that are presented each year in English regardless of the location.  
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A Web-based survey is appropriate to satisfy private matters; suppliers‟ names are mentioned 

in this survey, which might cause some discomfort to some participants in case the survey is 

distributed on paper. Also, the Web-based survey is convenient in terms of low cost, wider 

distribution (internationally in this study), and faster turnaround times (Roztocki and 

Morgan, 2002). Previous studies adopted this approach for its consistency in getting fewer 

missing values than paper surveys and generating similar covariance structure (Stanton, 

1998). 

 

The Web-based survey was created using online software, starting with demographic 

information in the first section, followed by subsequent sections that include measurement 

items of different independent variables. To maintain participants‟ focus and to avoid 

confusion, a limited number of questions was displayed on each computer screen and an 

indicator was given to mark the number of remaining pages. A short description was 

provided before each set of questions to clarify the general meaning of the variable and help 

participants focus their answers. For reliability of data entry, each question that requires 

entering a value within a certain range by participants is subjected to real-time checking by 

the online software, where a warning message shows “out of range value.” For example, if a 

participant enters a character instead of a numerical value for a certain question, the online 

software provides a message asking to correct the entered value. All questions that require 

entering values by hand are provided by internal check-up. Measurement items are presented 

with a scale ranging from “strongly disagree” to “strongly agree” (seven point Likert-scale). 

Appendix D includes the final survey. 

 

In the final survey, several questions were included to ensure that participants are 

knowledgeable and qualified to provide information. To increase the reliability and validity 

of the collected data and assess the appropriateness of participants, two screening questions 

were added: (1) Was there personal involvement in the process of purchasing MRI 

technology (Yes or No), and (2) What was the degree of familiarity with the purchasing 
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process (Not at all familiar, A little familiar, Somewhat familiar, or Very Familiar). These 

questions are important to ensure that only key informants are included in the final data 

analysis, those who are knowledgeable about the internal activities in their department. In the 

survey, if a participant specified that he or she was “Not involved” in the process, but was 

“Very Familiar” with the process, then he or she is included in the final data set.  

 

5.3.1.1 Data Collection 

In an effort to increase the response rate, a personalized invitation letter was emailed to each 

participant highlighting the objectives of this study and its benefits, as shown in Appendix E. 

To encourage a wide involvement, each participant was offered an executive summary of 

research results at the end of the study. The final survey was administered online following 

this protocol: 

 

1- Personal email to all key participants asking for their contribution, including the URL 

link of Web-based survey. 

2- Reminder letter after three weeks. 

3- Final email to show appreciation for those who contributed their time and efforts. 

 

Data collected from Web-based survey was monitored closely to ensure an acceptable level 

of participation and adequate technical functionality. Collected data were saved in a secured 

location for further analysis.  

 

5.3.1.2 Sample for Survey 

The contact information, email addresses, of potential participants were identified from 

ISMRM database (ISMRM, 2007). Since the response rate is expected to be low for such 

kinds of study, I decided to include multiple participants from each MRI research center to 

increase the chance of getting at least one response from each MRI center. However, only 

one response was entered in the final data analysis from each MRI center. The screening 
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criteria were applied to keep only key informants in the final data set, which include: (1) the 

participant was involved in the purchasing process, or (2) he or she was not involved, but was 

“Very Familiar” with the process.  

 

From the ISMRM database, it was possible to identify 1217 MRI research centers 

worldwide. These centers conduct various kinds of research activities, ranging from basic 

development to advanced clinical trials. The online survey was sent out to 5831 participants 

and it was administered as previously described. As a result, 967 respondents completed the 

online survey for a 17% response rate. To account for multiple informants from the same 

MRI research center, 231 responses were removed. However, before removing them, the 

inter-rater reliability was applied on survey data to check whether different participants (from 

the same MRI research center) were being consistent in their reporting of purchasing MRI 

technology. This reliability assesses the degree to which different participants give consistent 

responses to the same questions. This test was made by calculating the correlation between 

responses of participants from the same MRI research center. Three questions were used in 

this test “rank the importance of different variables that lead to buy MRI technology,” 

“estimate the time to buy MRI technology” and “estimate the percentage time of research 

operation.” These questions are listed in Appendix D as 18, 19 and 20, respectively. Results 

show significant correlation (p < 0.05) between participants from the same center. 

 

If two responses or more are received from the same MRI center, one that satisfies one of 

these criteria is kept: (1) the participant was involved in the purchasing process, or (2) the 

participant was “Very Familiar” with the process. If all participants were involved or very 

familiar with the process, then the one with the higher position is selected (based on Table 7 

order). If both have the same position, the one with more years of experience is kept in the 

data. Then another 77 were removed to account for the screening criteria, while another 24 

were discarded because of missing data. Thus, final data analysis was implemented on a 

sample of 635 responses, representing 52% of the MRI research centers worldwide.  
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Academic Position of Participants and their Location 

Table 11 shows subgroups of participants in the final survey and years of experience of each 

group. The largest group is “Scientist” and the smallest is “Department Chair,” an expected 

result, because in reality, the number of department chairs is limited and equal to the number 

of MRI research centers. The number of other subgroups is expected to be higher, because 

any center will contain, at least, a few individuals from each group. Years of experience of 

each group are reflective of the level of seniority in the department. For example, years of 

experience of “Department Chair” are higher than for all other individuals in the department. 

The same pattern is seen for “Chief Technologist” and ordinary “Technologist.” 

 

Table 11. Distribution of participants based on position and years of experience  

 

 

 

 

 

 

 

 

 

 

Table 12 shows the geographic distribution of participants and the switching behavior in each 

region. It is clear that the majority of participants come from North America, and also the 

majority of switchers are from North America (38.7% of the total sample). In contrast, the 

majority of non-switchers are from Europe, based on the percentage of the original number in 

that location. The reason for the large number of participants from North America and 

Europe is that most MRI research centers are located in the industrial countries, where 

medical research requires considerable financial support that other countries can not afford. 

Academic Position of 

Participants 

Number (%) Years of Experience 

Mean (S.D.) 

Department Chair 28 (4.4) 19.6 (8.1) 

Medical Doctor 150 (23.6) 12.8 (4.1) 

Physicist / Engineer 134 (21.1) 10.9 (3.5) 

Scientist 216 (34.0) 13.9 (4.3) 

Chief Technologist 33 (5.2) 14.0 (3.6) 

Technologist 74 (11.7) 9.7 (2.8) 

Total 635 (100)  
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Table 12. Distribution of participants based on location 

Location of Participants Number (%) Switchers (%) Non-switchers (%) 

North America 402 (63.3) 246 (38.7) 156 (24.6) 

Europe 150 (23.6) 53 (8.3) 97 (15.2) 

Asia 60 (9.5) 46 (7.2) 14 (2.2) 

Japan 18 (2.8) 11 (1.7) 7 (1.1) 

South America 5 (0.8) 4 (0.6) 1 (0.2) 

Total 635 (100) 360 (56.7) 275 (43.3) 

 

Table 13 shows the geographic distribution of participants in the online survey and the target 

population, based on ISMRM database. It is apparent that the survey sample represents the 

target population in terms of the relative geographic distribution of each region, where the 

majority is located in North America and Europe. The large number of participants from 

North America compared with the target population could reflect the fact that the majority of 

switchers are in North America. Perhaps those participants were more interested to 

participate in this study and check its outcome, since each participant is offered an executive 

summary of research findings.  

 

Table 13. Geographic distribution of participants and the target population 

Location Participants in Online Survey 

Number (%) 

Target Population (ISMRM database) 

 Number (%) 

North America 402 (63.3) 591 (48.1) 

Europe 150 (23.6) 381 (31.3) 

Asia 60 (9.5) 150 (12.3) 

Japan 18 (2.8) 89 (7) 

South America 5 (0.8) 16 (1.3) 

Total 635 (100) 1217 (100) 
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It was not feasible to identify the academic positions of the target population from ISMRM 

database, because the professional titles are not cited on conference abstracts; therefore, 

distinguishing the following individuals was not feasible: department chair, medical doctor, 

scientist, engineer, physicist, and technologist. However, since the response rate is 52%, the 

survey sample is a reliable representation of the target population. In addition, the relative 

geographic distribution of each region is comparable in both groups.      

 

5.3.2 Data Analysis 

5.3.2.1 Non-response Bias 

One way of testing for non-response bias is to compare the mean response of the first and last 

quartile of respondents (Armstrong and Overton, 1977). This approach assumes that the late 

respondents are more likely to share characteristics with non-respondents. This issue was a 

concern for this study; therefore, the date of completing each online survey was recorded by 

the software tool. Doing this allows evaluating non-response bias by comparing early 

respondents (25% of the sample) with late respondents (25% of the sample). A comparison 

of the two groups demonstrates no significant differences on demographic variables, such as 

years of experience, location, and position, and no significant differences emerged between 

these two groups across the variables included in the model, mitigating any concerns about 

non-response bias (Lambert and Harrington, 1990).  

 

5.3.2.2 Variable (Construct) Validity                   

A good variable has a theoretical basis that is translated through clear operational definitions 

involving measurable items. Appendix D shows the final measurement items of each 

independent variable, where composite measures of variables are created by combining 

several reflective measurement items into a single measure. Measurement items of each 

variable are added, and divided by the number of items (Madhu, 2005). 
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To ensure the validity of study variables, I checked two types of variable validity: convergent 

and discriminant. The convergent validity estimates the degree to which measurement items 

are related to each other, and was assessed by the correlation among measurement items, 

which make up each variable, internal consistency validity. In general, moderate correlations 

could demonstrate external validity. The discriminant validity shows that measurement items 

for different variables are not so highly correlated as to lead one to conclude that they 

measure the same thing. This could occur if there were a definitional overlap between 

variables. Discriminant validity analysis refers to testing statistically whether two variables 

differ (as opposed to testing convergent validity by measuring the internal consistency within 

one variable). Correlation was used to check that measurement items that should not be 

related are, in reality, not related.  

 

The reliability analysis of measurement items for all independent variables reveals a good 

level of internal consistency, convergent validity, as shown in Table 14. Correlations of all 

pairs of measurement items of each variable were calculated. A careful inspection of the 

inter-item correlation matrix demonstrates that all correlations have moderate magnitude (r
2
 

in the 0.2 to 0.5 range); all are positive in direction, indicating that an increase in frequency 

of one measurement item is associated with an increase in another measurement item 

(Streiner, 2003). In discriminant validity analysis, correlation between measurement items 

for different variables showed low correlation (r
2
 < 0.2), confirming that measurement items 

for different independent variables are not correlated in problematic matter.    

 

5.3.2.3 Factor Analysis                   

To confirm the previous findings of convergent and discriminant validity, a factor analysis of 

the thirty four measurement items, reported in Table 14, was conducted (Bollen, 1989). 

Eleven factors were extracted, which represent the eleven independent variables in the 

proposed model, as shown in Table 15, where values greater than 0.60 are shaded by gray so 
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Table 14. Reliability analysis of measurement items 

Independent Variables 

and                             

Measurement Items 

Cronbach’s 

Alpha 

Corrected 

Item-Total 

Correlation 

Cronbach’s 

Alpha if item 

deleted 

  Product Variety   

     product_variety_1  

     product_variety_2 

     product_variety_3 

.781  

.643 

.669 

.666 

 

.680 

.647 

.765 

Product Features  

      product_features_1 

      product_features_2 

      product_features_3 

      product_features_4 

.844  

.673 

.761 

.689 

.697 

 

.805 

.775 

.799 

.831 

Price 

     price_1 

     price_2 

     price_3 

.830  

.677 

.644 

.746 

 

.776 

.808 

.705 

Product Breadth 

     product_breadth_1 

     product_breadth_2     

.824  

.705 

.705 

 

n/a 

n/a 

Research Collaboration 

     research_collaboration_1 

     research_collaboration_2 

     research_collaboration_3 

     research_collaboration_4 

.865  

.724 

.748 

.728 

.659 

 

.823 

.814 

.849 

.822 

Product Service 

     product_service_1 

     product_service_2 

     product_service_3 

.836  

.714 

.670 

.714 

 

.756 

.799 

.756 

Technology Incompatibility 

     technology_incompatibility_1 

     technology_incompatibility_2 

     technology_incompatibility_3 

.869  

.747 

.760 

.743 

 

.818 

.806 

.823 
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Table 14. Reliability analysis of measurement items (‘continued’) 

Independent Variables 

and                             

Measurement Items 

Cronbach’s 

Alpha 

Corrected 

Item-Total 

Correlation 

Cronbach’s 

Alpha if item 

deleted 

Relationship Incompatibility 

     relationship-incompatibility_1 

     relationship-incompatibility_2 

     relationship-incompatibility_3 

.870  

.759 

.744 

.750 

 

.809 

.823 

.817 

Cost of Learning Technology 

     cost_of_learning_technology_1 

     cost_of_learning_technology_2 

     cost_of_learning_technology_3 

.853  

.727 

.724 

.723 

 

.794 

.795 

.798 

Cost of Verifying Technology 

     cost_of_verifying_technology_1 

     cost_of_verifying_technology_2 

     cost_of_verifying_technology_3 

.826  

.677 

.718 

.660 

 

.766 

.730 

.788 

Support of top management 

     support_of_top_management_1 

     support_of_top_management_2 

     support_of_top_management_3 

.769  

.575 

.600 

.633 

 

.720 

.692 

.655 

 

as to highlight the factor loadings of each group of measurement items (Bagozzi and Yi, 

1988; Kim and Mueller, 1978). The high loading of measurement items (related to the same 

variable) to a specific factor indicates high convergent validity. These eleven factors explain 

74.9% of the variance in the data. The Kaiser-Meyer-Olkin (KMO) measure of sampling 

adequacy was 0.803, indicating that the data yields distinct and reliable factors. Likewise, 

Barlett‟s Test of Sphericity (χ2 = 9983.540; DF = 561; p = 0.000) is highly significant (p < 

0.001), so factor analysis is warranted (Field, 2005).    

 

The discriminant validity is tested by running the factor analysis with oblique rotation to 

obtain the correlation between factors. When the correlation between factors is not high 

(>0.5), it indicates the two factors have not overlapped conceptually (Bagozzi et al., 1991). 

Table 16 shows a factor correlation matrix that demonstrates high discriminant validity.      
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5.3.2.4 Logistic Regression 

The main empirical test of the proposed model is based on the final survey. Since the 

dependent variable “switching behavior” is a binary variable, the logistic regression model is 

applied (Bishop et al., 1975; Stock and Watson, 2006). This model is selected because it does 

not require normality distributed variables and has sufficient statistics associated with the 

independent variables (Press and Wilson, 1978). The sufficient statistic for a model is a 

statistic that captures all information relevant to statistical inference within the context of the 

model. Logistic regression estimates the coefficients of a probabilistic model of independent 

variables that best predict the dependent variable. This model estimates the probability that 

an event (switching behavior in this study) will happen, and expresses this probability as an 

odds ratio. The odds of an event happening is equal to the ratio of the probability of the event 

happening (p) to the probability it will not (1-p), and can be expressed as (p)/(1-p). Logistic 

regression allows the examination of the influence of many variables at once. In other words, 

the impact of one variable can be assessed while controlling for the effect of all other 

variables in the model. 

 

The logistic model can be expressed as  Ln[(p)/(1-p)] = b0 + b1.X1 + b2.X2 +  . . .  + bi Xi, 

where b0 is a constant, b1...bi are the estimated coefficients, i is the number of independent 

variables, and X1 ... Xi are values of the independent variables. This model predicts the log 

odds of switching behavior, which in turn, can be translated into an easier format such as the 

probability of switching. The constant b0 estimates the log odds of switching when 

independent variables are not included in the model (baseline value). The coefficients bi 

symbolize the log odds ratio to measure any increase (or decrease) in odds of switching, in 

response to a one unit increase in the value of the independent variable (Pampel, 2000).  
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Table 15. Factor analysis - rotated factor matrix 

 Factor 

    Measurement Items 1 2 3 4 5 6 7 8 9 10 11 

product_variety_1 .149 .203 -.051 -.154 -.105 -.119 .073 -.037 .673 -.043 -.033 

product_variety_2 .091 .150 -.047 -.058 -.080 -.117 .037 -.057 .784 -.080 .019 

product_variety_3 .080 .162 -.064 -.099 -.040 -.039 .068 .011 .615 -.019 -.018 

product_features_1 .088 .628 -.119 -.135 -.171 -.209 .127 .001 .156 -.101 -.031 

product_features_2 .061 .807 -.140 -.099 -.118 -.183 .107 .019 .179 -.013 -.032 

product_features_3 .113 .638 -.115 -.140 -.220 -.226 .114 .004 .172 -.073 -.006 

product_features_4 .103 .601 -.109 -.105 -.102 -.099 .093 -.040 .176 -.131 -.030 

price_1 -.097 -.167 .067 .093 .065 .712 -.119 -.010 -.097 .049 .020 

price_2 -.038 -.187 .082 .141 .145 .658 -.103 -.003 -.077 .031 -.044 

price_3 -.076 -.189 .077 .077 .056 .836 -.091 .063 -.103 .055 -.014 

product_breadth_1 .005 -.027 -.017 .017 -.020 .009 -.008 -.026 -.017 -.017 .832 

product_breadth_2 .006 -.039 .003 -.054 -.033 -.038 .018 .038 -.010 -.009 .847 

research_collaboration_1 .777 .122 -.071 -.053 -.042 -.061 .038 .003 .072 -.067 .024 

research_collaboration_2 .820 .046 -.039 -.058 .025 -.024 .039 -.026 .062 .024 .006 

research_collaboration_3 .803 .061 .002 .003 -.034 -.065 .026 -.024 .057 .044 -.057 

research_collaboration_4 .699 .045 -.066 -.060 -.048 -.052 .055 .014 .110 -.027 .032 
                 

              Extraction Method: Principal Axis Factoring. Rotation Method: Varimax with Kaiser Normalization. Rotation converged in 6 iterations. 
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Table 15. Factor analysis - rotated factor matrix (‘continued’) 

 

 Factor 

       Measurement Items 1 2 3 4 5 6 7 8 9 10 11 

product_service_1 .028 .145 -.100 -.059 -.114 -.076 .841 -.037 .033 -.088 .007 

product_service_2 .085 .111 -.066 -.080 -.044 -.111 .827 -.027 .009 -.031 -.033 

product_service_3 .033 .070 -.050 -.043 -.089 -.086 .858 -.013 .123 -.020 .037 

technology_incompatibility_1 -.053 -.122 .061 .864 .056 .033 -.061 .017 -.144 .029 -.032 

technology_incompatibility_2 -.074 -.130 .092 .862 .097 .089 -.071 .056 -.066 .009 .028 

technology_incompatibility_3 -.038 -.118 .069 .851 .064 .172 -.057 .036 -.075 .028 -.034 

relationship-incompatibility_1 -.057 -.125 .869 .089 .027 .064 -.065 .016 -.086 .045 .042 

relationship-incompatibility_2 -.071 -.122 .861 .092 .039 .068 -.074 .037 -.025 .039 -.033 

relationship-incompatibility_3 -.037 -.107 .876 .034 -.015 .071 -.076 .029 -.045 .031 -.023 

cost_of_learning_technology_1 -.024 -.121 .051 .087 .860 .041 -.056 .000 -.050 .038 -.036 

cost_of_learning_technology_2 -.064 -.153 .020 .073 .843 .157 -.097 .046 -.056 -.007 -.015 

cost_of_learning_technology_3 -.006 -.154 -.023 .050 .853 .044 -.096 .020 -.092 .061 -.003 

cost_of_verifying_technology_1 .013 .055 .078 .000 -.007 .010 .003 .860 .022 .010 .041 

cost_of_verifying_technology_2 -.020 -.052 .007 .015 .036 .005 -.043 .881 -.012 .029 -.010 

cost_of_verifying_technology_3 -.021 -.024 -.008 .081 .029 .023 -.030 .841 -.070 -.003 -.021 

support_of_top_management_1 -.008 -.072 .096 .079 .070 .051 -.082 .016 -.037 .789 .021 

support_of_top_management_2 .024 -.068 .044 -.034 .017 .022 -.024 .010 -.034 .822 -.009 

support_of_top_management_3 -.038 -.060 -.035 .015 -.001 .031 -.020 .008 -.035 .847 -.034 
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Table 16. Factor analysis - factor correlation matrix 

 

      Extraction Method: Principal Axis Factoring. Rotation Method: Oblimin with Kaiser Normalization. 

 

The odds of switching are given by the exponentiation of the log odds (Odds Ratio (OR) = 

exp(bi)). The probability of switching is given by: Pr = OR/(1+ OR). The Wald statistic and -

2 log-likeihood are frequently used to assess the significance of the estimated coefficients. 

The Wald statistic is a test commonly used to test the significance of individual logistic 

regression coefficients for each independent variable (test the null hypothesis in logistic 

regression that a particular logit coefficient is zero). The Wald statistic is the squared ratio of 

the unstandardized logistic coefficient to its standard error (Hosmer and Lemeshow, 2000). 

In linear regression, R-square (coefficient of determination) represents the proportion of 

variance in the dependent variable associated with the independent variables, where larger 

values indicate that more variation is explained by the model. For regression models with a 

binary dependent variable, it is not possible to calculate a single R-square statistic that has 

the same characteristics of R-square in the linear regression model. However, some 

approximations have been computed to estimate the coefficient of determination, such as 

Cox & Snell R-square and Nagelkerke R-square. In this study, the model chi-square 

Factor 1 2 3 4 5 6 7 8 9 10 11 

1 1.000           

2 .206 1.000          

3 -.036 -.028 1.000         

4 -.281 -.121 .062 1.000        

5 .181 .029 -.034 -.099 1.000       

6 .282 .122 -.059 -.188 .115 1.000      

7 .045 0.08 -.010 .009 -.027 -.008 1.000     

8 .305 .135 -.075 -.191 .067 .182 -.032 1.000    

9 .402 .156 -.040 -.188 .098 .247 -.022 .254 1.000   

10 .389 .206 -.052 -.151 .106 .172 .015 .248 .230 1.000  

11 -.336 -.085 .047 .080 -.087 -.215 .045 -.200 -.230 -.189 1.000 
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corresponds to an increase in predictability of likelihood of the switching when independent 

variables are included. Hosmer and Lemeshow (H-L) is also a widely used goodness-of-fit 

test to examine the overall model fit (Hosmer and Lemeshow, 2000). 

 

5.3.2.5 Model Diagnosis 

The literature has listed several methods to diagnose logistic regression models to determine 

the one that reasonably approximates the behavior of data. In addition to using the previously 

mentioned statistics (such as H-L, model chi-square, and Nagelkerke R-square), c-statistic is 

used as an additional diagnostic measure to determine the overall fit of the model. The c-

statistic is a measure of the predictive power of the logistic equation. It varies from 0.5 (the 

model's predictions are no better than chance) to 1.0 (the model always assigns higher 

probabilities to correct cases than to incorrect cases). In other words, it measures the 

proportion of times the model assigned a higher probability of the outcome occurring when it 

actually did occur versus not occurring (Norusis, 1997). A c-statistic less than 0.5 indicates 

that the logistic mode1 is not effective in accurately recognizing those cases in which the 

outcome occurred beyond what would be expected by chance alone. The closer this value is 

to 1.0, the higher is the predictive power of the model. 

 

5.4 Secondary Data Sources 

Multiple secondary data sources were used to support this research: (1) conference database 

from 1995 to 2008, and (2) technical evaluations reports of different MRI products. 

 

5.4.1 Conference Database 

Conference books and CD‟s of the ISMRM meetings were collected from colleagues and by 

attending this conference. This conference is held annually, attended by about 6500 

participants and generating some 3000 abstracts. The abstracts cover a wide range of MRI 

applications. Initially, CD‟s of ISMRM conferences from 1998 to 2008 are obtained. Later, 
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books for conferences held from 1995 to 1997 were collected from colleagues (in this period 

CD‟s were not available). From each abstract, it is possible to obtain the following 

information: (1) name of the MRI research center, (2) name of contact people, and (3) type of 

MRI technology (or supplier), as shown in Appendix F.  

 

Conference database abstracts provide information about particular MRI buyers that conduct 

various research activities; these buyers are considered the lead users in this study. This 

secondary source of information is considered reliable and can be used to track switching 

behavior over time. 

 

5.4.1.1 Tracking the Dependent Variable from Conference Database 

The dependent variable is defined as technology switching, which means buying a new MRI 

technology from a new supplier, when the old technology can be fully replaced or kept 

functioning. This section explains the process to track the dependent variable “switching 

behavior” and how it has been evaluated, as a confirmatory stage of conducting this research. 

 

Starting with the 1995 abstracts, each abstract of the ISMRM conference was scanned 

individually to identify the research center it originated from and the type of MRI scanner 

used. Every effort is made to avoid any duplication in this process, since many abstracts 

could be generated from the same research center under slightly different names, due to 

collaboration with different departments in the same university. For example, an abstract 

from the department of radiology at a certain university (usually the main source of abstracts) 

can be found at another department from the same university, such as the department of 

computer science that submitted another abstract related to improving image processing 

quality. In this case, only one research center should be counted because both departments 

are using the same MRI scanner.  
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At the end of this process, 658 research centers are identified, which are distributed in 

different countries. For those centers, the type of MRI technology used is recognized, 

whether from GE, Siemens or Philips; then the process of either complete switching or 

partial switching to another technology is tracked from 1995 to 2008. For some centers, it 

was not possible to identify MRI technology, because its name was not mentioned explicitly 

in the conference abstract. In addition, the technology switching process for some suppliers 

(Bruker BioSpin, Hitachi, Toshiba, and Varian) was not tracked in this study, because they 

have limited market share compared with the major three suppliers. This outcome explains 

why it was possible to track technology switching for only 658 research centers, whereas the 

number of research centers identified for the survey is larger at “1217”.        

 

If a research center uses one MRI technology, for example MRI Philips, that center would be 

counted as one even if it owns two scanners from Philips. However, if the research center 

operates two different MRI technologies, for example GE and Philips, that center would be 

counted twice. The main focus in this study is to identify who is using a certain technology 

and the reasons behind switching to another technology over time rather than counting the 

number of MRI‟s in research centers.  

 

5.4.2 Technical Evaluation Reports 

Evaluating product features and their performance is a complicated process for capital-

intensive products, imposing significant challenges to those involved in the evaluation 

process to find the optimal choice. Technical reports regarding product features and their 

performance could be obtained directly from each supplier, but they would not represent a 

reliable source of information without an independent and objective verification from an 

autonomous agency. The reason behind that reality is that technical information can be 

presented in various formats to magnify performance of certain features and ignore others. 

Therefore, technical reports for various products are collected from a non-profit agency allied 

with the Centre for Evidence-based Purchasing in UK (MagNET, 2007). This agency has 
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accumulated more than thirteen years of experience in evaluating and comparing MRI 

devices from different suppliers (Wilde et al., 2002). Results from these evaluation reports 

have been used in the UK National Health Service primarily during purchasing and 

installation of new MRI systems. 

 

Reports issued by MagNET agency have a special value because the process of comparing 

different MRI products is based on well-established protocols (Och et al., 1992). MagNET 

completes this comparison through a long process. Initially, it conducts some visits to 

different factory sites with full cooperation of suppliers; sometimes an evaluation may be 

carried out at hospital sites and then data from different suppliers analyzed and presented in a 

form that can be easily understood by the MRI community and other interested personnel. 

Finally, the data are officially published after consultation with suppliers, with related 

comments included in the appendix of the final report. These reports are updated whenever a 

new product is launched to market; they include the important hardware components and a 

complete list of the available clinical software packages for each product.  

 

The previous description indicates that these reports are a reliable and valuable source for 

this study. Features of different products and their performance can be evaluated; then the 

overall value of each product can be determined in terms of the number of features (hardware 

and software) and their quality performance. MagNET reports are used to produce a separate 

measure of product design (based on non-perceptual measurement) to determine the overall 

product value based on the integrated features and product performance. This measurement is 

based on counting the number of associated features and ranking the performance of each 

product. This approach would support the findings of the final survey and provide a better 

explanation for the factors behind switching to certain products.  
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5.4.2.1 Identifying Product Features and Performance from Technical Reports  

In this study, the independent variable (product features) was identified from MagNET report 

at two stages, to select the most competent MRI technology. In the first stage, the 

performance of different hardware components of the three MRI technologies are compared, 

and ranked in ascending fashion: “1” refers to MRI technology with the highest performance, 

“3” refers to the lowest performance, and “2” indicates an intermediate performance. This 

ranking is based on three criteria: image resolution, radio frequency coils with parallel 

imaging capabilities, and image quality. Generally, these criteria represent the overall 

hardware capabilities and can be used when evaluating different MRI technologies. In the 

second stage, the number of different software packages for each clinical application is 

counted and listed for each MRI technology. The actual performance of software packages is 

not listed because it depends on the hardware performance, which is utilized when running 

each software package.  

 

In this research, it was not possible to obtain the individual annual MagNET reports that 

cover the period 1995 to 2008, during which technology switching was monitored in this 

study. However, the selected report in this study represents accumulative product features 

that have been integrated over time (2006 annual report). Hence, it is a good indication of 

MRI technology features (capabilities) over time. 

 

5.5 Conclusion 

To achieve the research objectives and check the accuracy of the self-reported switching data 

(survey), I compared the rate of switching reported in the survey with that observed from 

conference proceedings. Survey findings suggest that certain MRI technologies are superior 

to others in the market, where participants were asked to rank different MRI technologies 

based on various clinical applications. Technical evaluation reports are used to confirm 

survey ranking of the lead technology for each clinical application. These reports 
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demonstrate independently the most attractive MRI technology on the market that 

encourages switching.  

 

Since product features are an important factor in making a technology attractive for buyers, 

patent data is associated with introducing more product features by each supplier (including 

clinical software applications). Comparing results from different data sources is an important 

requirement so as to avoid the problem resulting from 'common method bias' (Doty and 

Glick, 1998).   
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Chapter 6 

Results 

6.1 Introduction  

This chapter demonstrates research findings generated at different stages of data analysis, 

with results presented in four sections. The first section presents different analysis steps to 

check reliability of measurement items and logistic regression. The second section shows 

data from secondary sources to support previous findings, including data from MRI 

conference database, and product technical reports. The third section compares findings from 

survey data and conference database, where significant correlation is found between both 

data sources. The final section correlates survey data with results from technical reports, to 

demonstrate that product features of certain suppliers are superior and play a key role in 

encouraging technology switching.          

 

6.2 Confirmatory Research 

Confirmatory research is based on analyzing data from the online survey. 

 

6.2.1 Description of the Dependent Variable and the Institutional Context 

This section provides the descriptive statistic of the dependent variable as a function of 

institutional context, in which switching occurs. It offers a comprehensive understanding of 

the conditions in which switching behavior was taking place, and under what circumstances 

it might escalate.  

 

6.2.1.1 Complete and Partial Switching of MRI Technology 

When defining the impact of technology switching on each supplier, an in-depth tracking of 

the switching behavior is required in order to monitor the number of technology buyers over 

time. 
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Table 17 shows the number of technology buyers for each MRI technology on the market (as 

first MRI purchase) and outlines how each group undergoes the process of switching to 

another technology, whether it is complete or partial. The table identifies the main market 

suppliers by their names and it groups the remaining companies under one category called 

“Other” MRI technology. By tracking the percentage number of complete and partial 

switchers of each MRI technology, it appears that GE technology buyers are the most 

frequent switchers in both cases, whereas Siemens technology buyers are the least frequent 

switchers in both cases. Non-switchers are those who repurchase MRI technology from the 

same supplier. 

 

Table 17. Distribution of participants based on MRI technology 

MRI  

Technology 

Number 

 

Complete  

Switchers (%)* 

Partial 

 Switchers (%) 

Non-switchers  

(%) 

GE 294 49 (16.7) 138 (46.9) 107 (36.4) 

Philips 75 9 (12.0) 30 (40.0) 36 (48.0) 

Siemens 131 3 (2.3) 32 (24.2) 96 (73.3) 

Other** 135 26 (19.3) 58 (43.0) 51 (37.7) 

 635 87 (13.7) 273 (43.0) 275 (43.3) 

* All percentage values are in reference to the number reported in the second column and not the total sample.  

** Includes different MRI suppliers such as Toshiba, Hitachi, Varian, Bruker, etc.  

 

Table 18 reveals how switching behavior has affected the market share of each MRI 

technology. In this table, the numbers reported in “After Switching” include the added (or 

subtracted) numbers resulting from complete and partial switching among different MRI 

technologies. It appears that switching behavior has significantly increased the market share 

of both Siemens and Philips, increasing by 104% and 89%, respectively. In contrast, this 

behavior has negatively influenced GE market share causing it to lose 10%. The market share 

of other technologies also has declined to 20%.   
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Table 18. Distribution of MRI technology buyers before and after switching 

MRI Technology Before Switching After Switching Change (%) 

GE 294 263 -10% 

Philips 75 142 +89% 

Siemens 131 268 +105% 

Other 135 108 -20.0% 

 

6.2.1.2 Influence of New Technology on Research Activities 

Since the new technology is expected to offer more capabilities than the old, such as 

advanced imaging protocols and better potential to diagnose different diseases, it seems that 

more time is consumed in conducting research activities on the new technology. In this 

context, the new technology can come from the same or a different supplier. Table 19 

compares the percentages of research activity time spent on the old and new MRI 

technologies, that is, the time spent on research operation based on the total time. For 

example, 35% of total time is devoted for research. It is noticeable that more research 

activities are spent using the new technology, which provides more advanced applications 

and features. 

 

Table 19. Relationship between technology and percent of research activities 

MRI Research 

Center 

% of Research Activities 

on the Old Technology  

Mean (S.D.) 

% of Research Activities on 

the New Technology 

Mean (S.D.) 

Small Hospital 1.1 (0.9) 2.0 (0.9) 

Medium Hospital 1.6 (1.3) 2.3 (1.1) 

Large Hospital 2.0 (1.8) 3.8 (1.3) 

University 76.5 (16.7) 89.7 (11.0) 

Educational Hospital 13.1 (10.2) 20.5 (17.9) 
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6.2.1.3 Characteristics of MRI Research Centers  

MRI research centers are distributed into different types as shown in Table 20. Most of the 

sample is dominated by participants from educational hospitals and universities, which are 

heavily involved in research activities. Based on the percentage value of each group, 

universities are ranked first, as the most switching group, followed closely by educational 

and large hospitals. This ranking could be due to high demand for advanced technologies by 

universities, which conduct intense research activities, leading to higher incentive to buy the 

capable technology even from different suppliers. For example, 63% (or 119 out of 189) of 

participated universities had purchased an MRI technology from a different supplier. This 

incentive to change a technology decreases slightly as the center‟s research activities decline. 

Nonetheless, it is still significant for medium and small hospitals, 45% and 28%, 

respectively. 

 

Table 20. Distribution of participants based on MRI research centers 

MRI Research  

Center (type) 

Number  

(%)* 

Switchers  

(%) 

Non-

switchers 

 (%) 

Switchers 

Ranking** 

% of Research  

Activities*** 

Mean (S.D.) 

Small Hosp. 14 (2.2) 4 (0.6) 10 (1.6) 5 1.6 (0.8) 

Medium Hosp. 20 (3.1) 9 (1.4) 11 (1.7) 4 1.9 (1.1) 

Large Hosp. 42 (6.6) 23 (3.6) 19 (3.0) 3 2.9 (1.4) 

University 189 (29.8) 119 (18.8) 70 (11.0) 1 83.1 (10.1) 

Educational Hosp. 370 (58.3) 205 (32.3) 165 (26.0) 2 16.8 (12.6) 

Total 635 (100) 360 (56.7) 275 (43.3)   

* Percentage values in reference to the total number of 635. 

** 1 represents the most switchers group, whereas 5 for the least switchers.   

*** Percentage of research activities using both technologies (old and new).  

 

Table 21 shows multiple relationships among MRI research centers. The number of scientists 

per MRI research center increases relative to its size (small, medium, etc.). The educational 
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hospitals contain the most scientists, followed by university centers, while small hospitals 

contain very few individuals who conduct research activities. On the other hand, the 

percentage of research activities takes a similar function to the number of scientists, one 

exception being educational hospitals, behind universities, which are devoted largely to 

research activities. The reason for this shift, educational hospitals are committed essentially 

to regular clinical operations, which is supported by certain research activities.  

 

In utilizing different clinical applications, educational hospitals take the first rank, followed 

by universities. The average years of experience of participants are comparable across 

different types of centers. The time required to complete the purchasing process increases 

with the diversity of clinical applications utilized in the center, an indication of the 

complexity of evaluating different MRI technologies to find the one that meets the diverse 

requirements. Taking a long time to decide on a particular technology would suggest there is 

a conflict among decision makers, requiring more rounds of discussions to reach the final 

decision that meets the interests of all individuals.   

 

Table 21. Relationship between MRI research centers and number of scientists 

MRI Research 

 Center  

Number of 

 Scientists 

Mean (S.D.) 

Applications 

Diversity  

(ranking)** 

Average Years 

of Experience 

Mean (S.D.) 

Purchasing 

Time (month) 

Mean (S.D.) 

Small Hosp. 1.8 (0.9) 1  10.6 (3.3) 8.1 (1.4) 

Medium Hosp. 2.9 (1.6) 2 11.7 (4.4)  10.0 (3.1)  

Large Hosp. 3.9 (1.3) 3 11.6 (3.8) 11.2 (2.7) 

University 9.6 (4.3) 4 13.6 (5.0) 11.4 (2.9) 

Educational Hosp. 12.4 (6.2) 5 12.6 (4.5) 11.6 (3.2) 

* Percentage of research activities in the MRI research center using both technologies.  

** 5 indicates using more diverse clinical application and 1 indicates using less. 

 

Usually, small and medium size hospitals do not perform research activities, because they are 

focused on delivering clinical services. Therefore, a further investigation was made to find 
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out how the names of these groups of hospitals ends up in the conferences database, from 

which I obtained the contact information of participants. Personal communication with some 

industry experts and marketers revealed the following: Some physicians, physicists, and 

technologists are required to achieve a minimum number of professional development hours 

per year to maintain credibility for their license, or as a regular policy for many institutions to 

stay updated with new technologies and clinical procedures. These hours can be spent at 

scientific conferences or development workshops.  

 

Sometimes, those individuals attend a conference and present a clinical research study that is 

based on regular clinical operations, or a modified clinical protocol that optimizes the time 

and performance to diagnose a disease. This is the reason why the sample contains a set of 

small and medium size hospitals. Since participants from these hospitals participate in some 

research activities, they are kept in the sample, because the main scope of this research is to 

evaluate technology switching behavior at MRI research centers, which are involved in 

research activities regardless of its size. 

 

6.2.1.4 Switchers’ Research Activities on the New Technology 

As proposed, technology switchers are seeking a new technology that provides more 

capabilities than the old one. It becomes visible that such advanced technology is boosting 

their research activities and the percentage of time used to conduct such activities. Table 22 

shows the percentage of research activities of switchers and non-switchers using a new 

technology, from a new or the same supplier, respectively. Although the increase in such 

activities is not as large as the previous one, between the old and new technology, the finding 

gives some indication that switchers are utilizing the new technology to a larger extent to 

achieve some advantages, which were not possible with the old technology. Note that the 

increase in research activities is more appreciable at educational hospitals and universities. 
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Table 22. Relationship between research activities and technology switchers 

MRI Research 

Center 

% of Research Activities for 

Non-switchers,    Mean (S.D.) 

% of Research Activities for 

Switchers,     Mean (S.D.) 

Small Hospital 2.0 (1.0) 2.0 (0.8) 

Medium Hospital 2.2 (0.9) 2.3 (1.3) 

Large Hospital 3.2 (0.9) 4.3 (1.4) 

University 85.5 (9.9) 92.2 (10.9) 

Educational Hospital 17.6 (16.4) 22.9 (18.9) 

 

6.2.1.5 Participants’ Ranking of Different MRI Technologies 

To examine how participants distinguish technological capabilities of different suppliers, 

they were given in the final survey a list of various clinical applications and asked to write 

the name of the supplier that offers the best MRI features for each application. Table 23 

shows the outcome of this procedure: it appears that participants had given a high score for 

Siemens as the best provider for most of the clinical applications, suggesting that there is a 

general agreement among MRI technology buyers that Siemens is offering advanced 

capabilities for different clinical applications. Such agreement essentially implies that 

Siemens technology is perceived on the market as highly competitive, with advanced 

capabilities that meet customer expectations. 

 

Table 23. Participants’ ranking of different MRI technologies 

Clinical Application First Rank Second Rank Third Rank 

Angiography and Cardiac Imaging Siemens Philips GE 

Breast MRI GE Siemens Philips 

Functional MRI (fMRI) Siemens Philips GE 

Molecular Imaging Siemens GE Philips 

Neuro-imaging Siemens Philips GE 

Spectroscopy Siemens GE Philips 
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6.2.2 Logistic Regression Analysis  

The primary goal of this research is to test the hypothesis developed in Chapter 4 that predict 

switching behavior. The dependent variable represents technology switching (both partial 

and complete switching). The logistic regression was conducted using 635 cases. The values 

listed in Table 24 represent criteria for assessing the fit of the final model. The -2 Log 

Likelihood of the final model was 113.436, which was reduced from 600.294 for the initial 

model, which contains only the constant. This likelihood value measures the success and 

believability (credibility) of the model. A good model will predict a high probability of 

switching for those who had switched and a low probability of switching for those who had 

not.  

 

The model chi-square was 489.338, which is statistically significant, confirming that the 

included variables allow for better prediction of the switching behavior than if they were not 

included (Menard, 1995). The Nagelkerke R-Square (coefficient of determination estimate) 

was 0.90, suggesting that the final model can explain 90% of variability. The Hosmer & 

Lemeshow Goodness of Fit test gave a chi-Square of 2.564 and a p-value of 0.959, indicating 

a strong fit between the model and the data. Further, the classification table demonstrated a 

high overall percent correct prediction rate of 94.3%, indicating strong model validity in 

predicting the switching behavior. The c-statistic was 0.987, indicating that the model has 

high predictive power to identify those cases in which the outcome occurred beyond what 

would be expected by chance alone. 

 

Table 24. Goodness of Fit measures 

-2 Log 

Likelihood 

(constant) 

-2 Log 

Likelihood 

(final model) 

Model 

chi-Square 

Model  

P-value 

Hosmer & 

Lemeshow 

 Goodness of Fit 

Classification 

Table 

(overall) 

600.294 113.436 486.858 0.000 p = 0.959 94.3% 
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Table 25 shows the classification table, which can be used to evaluate the predictive accuracy 

of the logistic regression model (Pampel, 2000). In this table, the observed values for the 

dependent outcome and the predicted values (at a cut-off value of p = 0.50) are cross-

classified. In this case, the model correctly predicts 94.3% of the cases, where both categories 

of the dependent variables contribute equally to the percentage of correctly predicted cases.    

 

Table 25. Classification table 

                  Observed 

Predicted 

Switch Percentage 

Correct No Yes 

Switch            No 260 15 94.5 

      Yes 21 339 94.2 

     Overall Percentage   94.3 

                         The cut value is 0.50 

 

Wald statistics in Table 26 shows that eight variables were significant, whereas three were 

non-significant (marked in gray and bold). The non-significant variables include product 

breadth, cost of verifying technology, and support of top management. Since the meaning of 

a logistic regression coefficient b is not as straightforward as that of a linear regression 

coefficient, Exp(b) is generally used to interpret findings in terms of effect size. Each of the 

variables that are significantly associated with switching behavior can be interpreted as 

having an impact on that behavior independent of all other variables. For example, after 

controlling for the effect of all other variables, the odds of switching is 3.521 times for one 

new product feature in the new technology, and the corresponding probability of switching is 

3.521 / (1+3.521) = 0.78. On the other hand, after controlling for the effect of all other 

variables, the odds of switching is 0.231 times for a one challenge in technology 

incompatibility (or one failure to integrate a new research idea), and the corresponding 

probability of switching is 0.231 / (1+0.231) = 0.19. Usually Exp(b) values above 1 increase 

the probability of switching (positive influence), whereas values below 1 decrease this 
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probability (negative influence). Figure 12 illustrates the final model that explains switching 

behavior of capital-intensive technology. 

 

Table 26. Estimated coefficients of logistic regression analysis 

 

 

6.2.3 Ranking the Importance of Independent Variables   

One of the main objectives of this study is to determine key independent variables that 

influence switching behavior. However, identifying the most influential variables 

underpinning this behavior is also an important objective. Therefore, I intentionally included 

a question in the final survey asking participants to rank the importance of certain factors in 

the purchasing decision. This step was implemented to confirm that the effect size provided 

by the logistic regression analysis is a true indicator for ranking the relative importance of 

different variables. Table 27 shows the ranking of different variables by switchers and non-

                 Variable  
b S.E. Wald Sig. 

Odds Ratio  

Exp(b) 

Lower 95%  

CI Exp(b) 

Upper 95% 

 CI Exp(b) 

Product Variety 1.125 .273 16.920 .000 3.080 1.802 5.264 

Product Features 1.259 .220 32.708 .000 3.521 2.287 5.421 

Price -1.547 .284 29.567 .000 .213 .122 .372 

Product Breadth .190 .325 .340 .560 1.209 .639 2.285 

Research collaboration .956 .251 14.505 .000 2.603 1.591 4.258 

Product Service .571 .240 5.683 .017 1.771 1.107 2.833 

Technology Incompatibility -1.465 .287 25.974 .000 .231 .132 .406 

Relationship Incompatibility -1.156 .251 21.166 .000 .315 .192 .515 

Cost of Learning Technology -1.087 .307 12.546 .000 .337 .185 .615 

Cost of Verifying Technology -.457 .352 1.683 .195 .633 .318 1.263 

Support of Top Management  .241 .309 .609 .435 1.272 .695 2.329 
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switchers, where 1 represents the most important factor (variable) and 5 is the least important 

factor. 

 

Figure 12. The final model with significant variables    
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Table 27. Ranking the importance of different variables 

Ranking 
Switchers Non-switchers 

Percent* Variable  Percent* Variable 

1 85.3%  Product Features 52.4% Product Features 

2 58.3% Research Collaboration 45.1% Price 

3 54.2% Product Service 46.5% Product Service 

4 42.5% Price 55.3% Research Collaboration 

5 83.3% Product Breadth 76.7% Product Breadth 

* Percent column is the percent of respondents identifying the variable as the first, second, etc. rank. 

 

Table 27 demonstrates that product features are the most influential factor in the decision 

making to switch to new technology from a new supplier, with 85.3% of switchers placing it 

in the first rank. Since these features represent new capabilities and applications to advance a 

wide range of research activities, research collaboration was placed in the second rank, 

because technology buyers would like to receive research support to use these capabilities 

effectively. On the other side, non-switchers have placed product features in the first rank in 

their decision to buy a new technology from the same supplier, but with a smaller percent of 

voters, 52.4%. It seems that non-switchers have selected the first four factors with 

comparable voting percentages, which raises several issues. First, the current technology is 

not limiting their capabilities to some extent, so they are in less need to switch suppliers. 

Second, technology total cost is an essential component, and could be a limiting factor in 

switching, because of limited financial resources. Third, low ranking of research 

collaboration may be due to less difficulty in using the same technology from the same 

supplier. Interestingly, bundling was ranked the last in the purchasing process for both 

groups with high percentage, because more focus is placed on other factors that achieve a 

competitive position for technology buyers.                 

 

To measure and compare technology buyers‟ satisfaction with the new technology, whether it 

came from a new or the same supplier, the final survey lists a few questions to assess the 
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degree of satisfaction. These questions are related to the impact of product capabilities 

(features) in generating reputable research and investigating new clinical applications that 

were not possible with the old technology. Also, some questions were included to evaluate 

suppliers‟ reliability in providing good product service and facilitating research 

collaboration, as originally promised in the purchase contract. Table 28 lists responses from 

switchers and non-switchers to these questions. In general, switchers were more satisfied 

with product capabilities of the new technology, and suppliers‟ commitment to provide 

constant product service and research collaboration. 

 

Table 28. Satisfaction with the new technology   

Switchers Non-switchers 

Product  

Capabilities 

Product Service/  

Research Collaboration 

Product  

Capabilities 

Product Service/  

Research Collaboration 

6.16 (0.73)* 5.61 (0.56) 4.96 (0.71) 4.87 (0.76) 

* Mean and S.D. values for seven points Likert-scale 

 

6.3 Secondary Data Sources 

6.3.1 Tracking the Dependent Variable from Conference Database 

Figure 13 demonstrates MRI technology switching that occurred from 1995 to 2008. In 1995, 

380 research centers operated GE-MRI technology compared with 188 and 90 centers 

operated Siemens and Philips technologies, respectively. Over time, more research centers 

started expanding their research operations by upgrading or by buying new MRI technology. 

During this stage, research centers that use Siemens-MRI technology increased steadily, to 

reach 374 centers in 2008, achieving 99% increase over 1995. On the other hand, Philips-

MRI technology buyers also increased to 182 centers, achieving 102% increase over 1995. 

However, centers that operate GE-MRI technology kept declining over time, ending at 327 

centers, corresponding to 14% decrease in the number of research centers reported in 1995. 
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This shift in market share of different firms indicates that some technologies were more 

attractive in encouraging MRI research centers to buy them. This confirmatory research 

indicates clearly that switching behavior is taking place within MRI research centers around 

the world. 

 

Figure 13. MRI technology switching over 14 years 

 

The percentage at the end of each curve represents the change in value reported at 1995. 

 

Figure 14 shows the same results as in Figure 13, but in different representation so as to 

recognize MRI research centers that did partial switching from those who changed to 

complete switching. This helps to identify the switching directions toward the most attractive 

MRI technologies.  

 

Figure 14 is divided into three components based on the old technology buyers on 1995 

(horizontal axis). This figure represents the accumulative technology switching over fourteen 

years. It is evident that research centers operating GE-MRI technology have strong incentives 

to switch or to add another technology from Siemens or Philips, with more emphasis on 
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Siemens technology. In contrast, Siemens-MRI technology buyers have the least desire to 

implement partial switching; and when they did implement, they selected Philips-MRI 

technology over GE. Note that Siemens-MRI technology buyers did not implement complete 

switching to GE-MRI technology at any time over the fourteen-year period. On the other 

hand, when Philips-MRI technology buyers decided to add a new technology, they chose 

Siemens; and if they switch completely, they preferred Siemens over GE-technology.  

Figure 14 indicates that Siemens and Philips technology buyers have little incentive to switch 

completely to GE-MRI technology, denoting the lower attractiveness of GE-MRI technology. 

 

Figure 14. Partial and complete switching over 14 years 

 

The percent value above each bar represents a portion of the total number of research centers (658). 
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6.3.2 Identifying Product Features and Performance from Technical Reports  

Table 29 shows hardware performance ranking for three MRI technologies, reflecting the 

hardware‟s capability to produce high quality images. This ranking is based on the 

performance of different hardware components reported in technical reports (Chapter 5, 

section 5.4.2.1): “1” refers to MRI technology with the highest performance, “2” indicates an 

intermediate performance, and “3” refers to the lowest performance. Unlike the case of 

software packages, this case makes it possible to accumulate the performance of different 

hardware components, because all of them work simultaneously to generate the final image. 

The overall performance of all hardware components is ranked first for Siemens, second for 

Philips, and third for GE. 

 

Table 29. Hardware performance of three MRI technologies 

Hardware Performance  GE Siemens  Philips 

Image resolution: 

1-  Two dimensional image 

2-  Three dimensional image 

 

2 

2 

 

1 

1 

 

2 

1 

Radio frequency coils with  

parallel imaging capabilities 
3 1 2 

Image quality 3 1 2 

Overall performance 3 1 2 

 

 

Table 30 shows the number of software options in each package for different clinical 

applications provided by the three firms; the options are used to diagnose a variety of 

diseases. The first group of packages (Standard Options) is usually sold as part of each MRI 

technology for general clinical applications. However, the remaining packages are dedicated 

to advanced clinical imaging and can be sold separately based on the requirements of each 

MRI research center. For example, if a research center is focusing on studying brain imaging, 

it will buy more software packages for this particular application, ensuring that it can conduct 
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advanced research by utilizing them in various methods. On the other hand, if the center runs 

different areas of research, it will consider ordering multiple packages for multiple 

applications to fit the needs of different scientists. Therefore, each software package is 

viewed as a unique feature that provides special capabilities to achieve certain objectives, 

with buyers having the choice of selecting any combination of these features to meet their 

needs. 

 

Table 30. Software packages provided by three MRI technologies 

Software Packages GE Siemens Philips 

Standard Options 18 23 19 

Angiography and Cardiac 8 14 10 

Brain and Functional 4 7 6 

Others (breast, liver, etc) 5 6 4 

 

Adding the number of software options of each package, then, to compare different firms 

based on the total number is not a realistic approach, because each MRI research center 

considers MRI technology attractive when it meets specific needs, regardless of the extra 

features that do not add any value for these needs. Hence, it is practical to compare different 

firms in terms of each group of software packages. Table 30 shows that Siemens and Philips 

firms offer more advanced packages than GE, in particular for cardiac and brain imaging 

applications — the leading causes of death in industrial countries, as shown in Chapter 1.  

 

6.4 Comparing Survey Data and Conference Database 

In section (6.3.1), I demonstrated how I used conference database to track MRI the switching 

process from 1995 to 2008, leading to the information in Figure 13 that shows changes in 

market share of each supplier. To compare this data with survey findings, I added survey 

results to this figure, where a new figure is produced, Figure 15. In this Figure, dashed lines 

represent survey results, and parentheses cite company names. Survey results reported for 
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2008 are reliably placed because the survey was collected on 2008; however, the reported old 

technology in the survey was not related to a specific time (I did not ask the time of 

purchasing the old technology), a fact that leads intentionally to place the result at 1995. This 

is an approximation measure made to generate an acceptable foundation to compare data 

from two different sources — an approximation believed to be rational so long as the survey 

data reported in 2008 is indeed reliable.   

 

Figure 15. Comparative findings from conference database and online survey 

 

The percentage at the end of each curve represents the change in value reported at 1995. 

 

Interestingly, Figure 15 shows a significant correlation between data from both sources (at 

0.01 level), with less overall magnitude for survey data, because the number of participating 

MRI research centers was less than the number defined from conference database. This high 

correlation confirms the same finding that was measured using two different sources, that is, 

MRI switching is taking place within MRI research centers worldwide. 
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As I did previously, I split the switching process in the survey data to produce two groups: 

partial switchers and complete switchers, as plotted in Figure 16; by doing so, I can compare 

this data with data in Figure 14 that was generated from conference database. Figure 16 

demonstrates the overall accumulation of switching process over time, so it does not include 

time as a reference, which was a small concern for Figure 15. This concept establishes a solid 

foundation for comparing both figures, and concludes that there is indeed a high correlation 

pattern between the two data sources.    

 

Figure 16. Partial and complete switching for survey data 

 

The percent value above each bar represents a portion of the total number of research centers. 
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6.5 Comparing Survey Data and Technical Reports 

Comparing results from Table 23 of the survey data with Table 30 results from a technical 

report suggests that there is a strong agreement by MRI buyers, when they ranked different 

MRI suppliers based on product features (software packages). Ranking of different software 

packages is based on testing and comparing hardware performance of each MRI technology. 

The testing is conducted during the purchasing process as explained in Appendix C. Table 29 

(from a technical report) confirms that hardware performance of certain MRI technologies is 

superior, a fact that makes the overall product features more attractive, with Siemens coming 

first followed by Philips and GE.  

 

A comparing of product features for different MRI technologies in the technical report 

explains the reason behind switching to certain technologies to acquire more advanced 

applications. For example, suppose that current GE users would like to buy a new MRI 

technology; they will conduct the evaluation process of different MRI technologies, as 

illustrated in Appendix C, and will reach the same evaluation results as reported in Table 29 

and Table 30. If GE users are seeking certain advanced capabilities that do not exist in the 

current technology, they have the alternative to switch to Siemens as the best option, 

followed by Philips.    

 

6.6 Conclusion 

Previous research examined switching behavior in a competitive market. This research 

explores this behavior in capital-intensive markets, where buyers face many challenges 

before making the final decision to switch. Despite high switching cost, buyers are forced to 

switch to a technology that sustains a competitive advantage in an environment characterized 

by rapid technological changes. In this chapter, a confirmatory study analyses survey data to 

evaluate the proposed model and identify the most influential variables behind switching 

behavior. Once independent variables are tested for reliability and validity, the logistic 

regression analysis determines the independent variables that are significant, which support 
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the equivalent hypotheses. Some hypotheses are rejected because they are not significant 

toward impacting the final switching decision (including product breadth, cost of verifying 

technology, and the support of top management). Research results are also presented from 

multiple sources to provide a comprehensive explanation of the factors underpinning 

switching behavior of capital-intensive products. Data from different sources are correlated 

to ensure the reliability of research findings. These results are therefore brought forward for 

discussion in the next chapter.  
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Chapter 7 

Discussion, Implication, and Limitation   

7.1 Introduction 

The goal of this research is to investigate the influence of product design on switching 

decision for capital-intensive technologies, and how other variables might impact this 

decision. In this chapter, I discuss whether or not the data from the research supports the 

hypotheses developed in Chapter 4; and I highlight any discrepancy. I also discuss the value 

of demographic variables to understand the motivation behind switching behavior. Then I 

focus on the research contribution, implication to practice, what managers can learn from this 

study, and limitations in generalizing research findings. Finally I offer recommendations for 

future research to find answers to related questions, and I provide conclusions. 

 

7.2 Discussion 

7.2.1 Hypotheses Testing 

With the survey data analyzed, the significant variables are presented in the final model 

(Figure 12). In the model, product features and product variety represent the most influential 

factors behind switching, because both reflect product capabilities that motivate switching. 

Participants‟ ranking of different MRI technologies, Table 23, shows that Siemens 

technology possesses more attractive features followed by Philips and GE. This distinction in 

product features has induced some MRI buyers to switch to a new supplier, in order to renew 

their internal resources and maintain a competitive market position. These findings support 

previous research about the importance of product design to achieve high market 

performance (Chang and Hsu, 2005), and the finding that product features are the most 

important dimension in new product success (Krieg, 2004; Cooper, 1979). 
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The final model also shows that moving to a new supplier imposes significant challenges, 

including technology incompatibility, relationship incompatibility, and the cost of learning 

the technology, all strong barriers to switching, as is high price. If not addressed properly and 

if appropriate measures are not taken to reduce their impact, such barriers can outweigh 

switching benefits, which comes from new product features. Research findings about 

switching barriers (including technology incompatibility, relationship incompatibility, cost of 

learning technology and price) support previous research outcomes concerning switching 

(Low and Johnston, 2006; Heide and Weiss, 1995; Wathne et al., 2001). These barriers 

represent the main obstacle to upgrading the internal resources of organizations to achieve 

competitive advantages.  

 

The supplier‟s marketing strategies could be a strong stimulus to help switchers during the 

transition process by reducing the negative effects of barriers to switching. For example, 

research collaboration could assist in overcoming technology incompatibility and learning 

issues, which facilitates a smooth conversion to the new technology and the efficient use of it 

(Athaide et al., 1996). For buyers, this issue is critical since the new MRI technology 

contains many complicated capabilities, to which even lead users would find it difficult to 

adjust without help from the supplier. Research collaboration includes networking 

opportunities with other users who operate the same technology, in order to exchange 

experience and best practices in using the technology. Such networking is offered by 

suppliers through a special online community network that connects the same technology 

users and enables them to exchange ideas and post feedbacks. The second effective 

marketing strategy is the provision of a good product service and reliable technical support to 

remove any concerns about building new and effective relationships (Athaide et al., 1996), an 

essential strategy to ensure that MRI technology will run constantly and without interruption. 

If there is an interruption, the supplier is expected to resolve the problem quickly to prevent 

expensive downtime and schedule changes.  
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Interestingly, the cost of verifying technology was not included in the final model because it 

is not significant — perhaps due to the fact that MRI buyers spend time and effort to verify 

different technologies regardless of the final decision: stay or switch. It seems that switchers 

are more worried about the post-switching costs mentioned above, which, if not managed and 

solved effectively, could have negative and costly consequences instead of being 

advantageous. MRI buyers, as lead users, feel that the cost of verifying different technologies 

is manageable and can be implemented using their own experience.  

 

Product breadth (or bundling) as a marketing strategy has no significant effect on the final 

model because it does not directly reduce the impact of switching cost variables, as research 

collaboration and product service do. Therefore, it appears as a weak marketing strategy in 

this study. This emphasizes that high technology buyers are mainly focused on having a 

specialized technology that provides specific features (capabilities) to achieve certain 

objectives. Any added features (as bundles) that are not related directly to the core 

capabilities of the product have a minor influence on buyers‟ decision. However, the 

literature shows that bundling has a significant influence over the decision to switch in 

banking industry (Wathne et al., 2001), which is a competitive industry and in which buyers 

are often indifferent to choice, usually aiming for a purchase that maximizes returns.  

 

Top management support for the decision to switch is in this case also not significant, due 

largely to departmental influence over the purchasing decision, especially if funding is 

granted from an external agency that supports research activities. This arrangement allows 

MRI buyers more flexibility to control the process of purchasing MRI technology. 

Management influence could be widely different based on the internal policy of each 

organization, and more influence is expected if the funding is allocated mainly from the 

hospital budget. When the internal policy follows formalized procedures it limits the ability 

to switch, because bonding procedures make the process of acquiring information and 

analyzing is complicated (e.g. Heide and Weiss, 1995). When the policy adopts centralized 

measures it eases interference; but it will permit switching only if it is critical to the 
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department‟s interest. Usually, management prefers to have one supplier that handles 

multiple technologies, to avoid building and maintaining multiple relationships with new 

suppliers. 

 

The independent variables that were found to be significant in the final model are the same 

variables that were considered an influential variable in the interviews, score high-ranking; 

whereas not significant variables in the final model are the same variables that were 

measured as influential variables in the interviews but score moderate-ranking in the 

interviews. This emphasizes the importance of the exploratory research stage to identify and 

include the most relevant factors that could explain the context under investigation.    

 

7.2.2 Demographic Variables 

Buyers‟ characteristics are rarely mentioned in previous literature studies, indicating that 

buyers switching decision is more rational than in the consumers case to reflect 

organizational objectives. In general, when  buyers are confronted with high technology 

products, a final decision is made after detailed investigation and analysis to evaluate the 

potential value of different alternatives, in order to select the one that maximize buyers‟ 

benefits. This research confirms this finding, in which participants‟ demographic variables, 

location and institution type, had no impact on switching decision. Although most switchers 

are located in North America, but this was due to GE‟s domination of this market since MRI 

technology was launched in the early 1980s, whereas Europe is dominated by Siemens and 

Philips. 

     

Nonetheless, evaluating different demographic variables between switchers and non-

switchers revealed interesting observations that could explain the motivation behind 

switching to a new supplier. Table 20 shows that universities and educational hospitals are 

the most likely switchers; they also have the highest percentage of research activities. Both 

groups, as lead users, have high demand for advanced features to ensure they are capable of 
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achieving their objectives. If their current supplier is not able to provide such advanced 

capabilities, they have a high incentive to switch to another supplier to protect their market 

position.       

 

Table 20 shows that other hospitals are also switching their suppliers despite the limited 

research activities they conduct. This result can be explained by the importance of obtaining 

advanced technologies in the same hospital to have better diagnostic capabilities for various 

diseases, instead of continually transferring patients to other hospitals that have superior 

technologies. The level of switching is higher for large hospitals than for small, perhaps for 

the following two reasons: First, the financial costs are a high switching barrier for small 

hospitals, so it takes them a long time to obtain a new technology from a new supplier. 

Second, at small hospitals, it takes some time to verify the real value of a new technology 

and how to utilize it efficiently, so small hospitals are reluctant to switch until the new 

technology has proven itself. It seems that university and educational hospital act as early 

adaptors, which is one characteristic of lead users (Von Hippel, 1978), whereas other 

hospitals are late adaptors.        

 

Table 19 shows that the new technology has increased the percentage of research activities, a 

direct result of recognizing the advantages of adopting a new technology and the potential for 

accruing large benefits from utilizing it. This shift is a normal behavior because the new 

technology contains various advanced capabilities under high demand by different 

individuals in a department. Table 22 expands the previous picture to another level to show 

that percentage of research activities for switchers is more than for non-switchers, in 

particular at universities and education/teaching hospitals. This implies that lead users, who 

adopted a new technology from a new supplier, are determined to accomplish significant 

advantages from the new capabilities to maintain competitive position (Morrison et al., 

2004). 

 



 

 161 

7.2.3 Comparing Data from Multiple Sources 

A comparison of data from final survey and conference database has confirmed that 

switching is taking place among MRI suppliers. Data from both sources have demonstrated a 

strong correlation, confirming the reliability of research findings. On the other hand, 

comparison of data from the final survey and technical reports has determined the product 

capabilities of each supplier that cause switching. Results show that the Siemens MRI 

technology has many unique features that make it attractive for buyers. Using multiple 

sources of information was beneficial to enrich this study and support research findings. 

 

7.3 Contribution of the Research  

This research contributes to the literature on technology switching by identifying the 

influence of product design on switching decisions for capital-intensive technologies. 

Previous studies have rarely mentioned the influence of product design on buyer switching, 

putting emphasis on other factors instead, such as marketplace characteristics (Heide and 

Weiss, 1995), switching costs (Low and Johnston, 2006; Wathne et al., 2001), and marketing 

strategies (Wathne et al., 2001) as the main antecedents of buyer switching. The selection of 

these factors to explain buyers‟ decisions can be due to the product nature and competitive 

market conditions. However, this research shows that buyers of capital-intensive 

technologies focus mainly on enhancing their internal capabilities by obtaining a product that 

contains the optimum features to provide the desired capabilities (Liu et al., 2005; Money, 

2004; Ping, 1997). 

 

The literature shows that there is no distinctive model to describe or predict consumer and 

buyer switching behavior. Each study adopted different independent variables to explain this 

behavior based on the industry or product under investigation (Yanamandram and White, 

2006; Lam et al., 2004). This study makes a significant contribution by generating a new 

model to explain this behavior for capital-intensive markets. This model clarifies our 

understanding of the switching behavior of capital-intensive products, where successful 
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product design plays a significant role. This behavior is different from that described in 

previous research conducted mainly in a competitive market with frequently purchased 

products, where the common prediction is that the incumbent has an advantage over others, 

because the rapid technological change and high cost of switching increases the probability 

of resuming the relationship with the existing supplier (Heide and Weiss, 1995).  

 

This research contributes to dynamic capabilities theory by providing empirical evidence to 

confirm that dynamic capabilities are not processes, but rather routines embedded in 

processes (Eisenhardt and Marten, 2000). In this perspective, MRI technology switching to 

renew internal capabilities will not create a competitive advantage by itself (Barney, 1991), 

because many technology users are switching at the same time to obtain the new technology 

that has unique features. However, the competitive advantage comes from the way 

organizations manage their resources to achieve different sources of competitiveness (Wang 

and Ahmed, 2007). For example, each MRI research center will use the new MRI technology 

in a slightly different way to achieve a certain research agenda through applying new 

innovative ideas, which produce various reputable scientific achievements. 

 

The findings of this research contribute to the marketing literature by demonstrating how 

effective product design can undermine different switching barriers and provide buyers with 

strong incentives to switch (Wathne et al., 2001), through providing them with advanced 

capabilities that leverage significant advantages from switching. It also shows that various 

marketing strategies can be useful to reduce the negative impact of switching costs and 

provide smooth transition for buyers. These marketing strategies have to be identified 

accurately for different types of technologies in order to select the most effective strategies 

that help users switch from one product to another (Low and Johnston, 2006).    

 

The targeting of lead users as part of a supplier strategy to launch a new technology is an 

effective tactic for capturing the main market, because those early adaptors/switchers will 

provide other buyers with solid motivation to pursue the same behavior later after they 
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discover the real value of the new product (Teplensky et al., 1993). This research confirms 

the findings of previous researchers that lead users play a significant role in the market 

success of a product (Morrison et al., 2004). On the other hand, identifying buyers‟ 

preferences of high technology markets is a challenging task because the environment is 

highly dynamic and the buyers‟ requirements are changing (Bhattacharya et al., 1998). In 

such markets, it is difficult to translate buyers‟ preferences into product features or define 

certain applications that fit the needs of a specific market segment (Bacon et al., 1994). This 

challenge in the development process of new products, and new features, can be mitigated by 

integrating lead users in the product development process (Von Hippel, 1995; Thomke and 

Von Hippel, 2002). This research demonstrates that lead users are heavily involved in 

research activities to create new applications that have a direct clinical value. Such users are 

used by MRI suppliers (through research agreements) to enhance their innovative capacity in 

generating new product features (Franke et al., 2006). 

 

Each MRI supplier has a special software development tool that creates an interactive 

environment to access the internal software routines and codes to implement new research 

ideas. If this development tool is flexible, then the product software platform, which 

represents the main foundation for building all software components, is also flexible because 

both are expected to have the same characteristics. Interviews have indicated that Siemens 

and Philips have flexible development tools compared with GE‟s, providing more 

capabilities to integrate new research ideas. From the supplier side, this flexibility in the 

product platform can be a factor behind the ability to integrate various product features and 

maintain overall system stability (Krishnan and Bhattacharya, 2002; Worren et al., 2002; 

Thomke, 1997). Chapter 1 (Figure 4) showed that GE has a strong innovative capacity as 

demonstrated by its considerable patent portfolio compared with that of the other MRI 

suppliers. However, research findings show that it has significant difficulty in integrating 

product innovations and maintaining high system performance (stability). 
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7.4 Implication for Practice  

Managers should find a reliable model to assess antecedents underpinning switching 

behavior for their industry. They should not rely on their expectation to predict those 

antecedents, because previous research shows that buyers and suppliers claim different 

perceptions of the determinants of switching (Wathne et al., 2001). Determining the main 

factors behind switching is a critical matter when defining the appropriate strategy to keep 

their market share from eroding. In capital-intensive markets, these factors are related to 

product features, which enhance the internal capabilities of the buying organization and 

maintain its competitiveness. However, defining the nature of these features becomes a 

challenging issue, because this market is characterized by significant difficulties — given the 

rapid pace of technology change, the changing buyers‟ preferences, and competitive moves.  

 

These challenges make it difficult for suppliers to determine optimum product features to be 

developed and integrated into the final product (Bhattacharya et al., 1998; Kreig, 2004). If it 

does not have the optimum product features, the product will be under constant threat from 

competitors and may not be extracting the maximum market value. Therefore, it is critical to 

integrate buyers‟ knowledge and feedback in selecting the product features in this market 

(Griffin and Hauser, 1993; Zha and Sriram, 2006); because this knowledge fills the gap 

between what suppliers think buyers want and will buy and what buyers really want and will 

really buy.  

 

It is not practical for suppliers to collaborate with just any group of buyers, they should 

define a specific group with whom it is valuable to build a relationship, which is lead users. 

Market lead users can be identified as being the early adaptors and as having a high incentive 

to innovate (Morrison et al., 2004). Mangers should continuously identify those users for the 

following purposes: Use them as a trusted source of new product ideas, a reliable source of 

market research, and an influence on others to adopt the same technology, increasing the 

diffusion rate. These users, being advanced adopters relative to other users, can be 
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approached for forecasting purposes and generate new products based on their advanced 

application status (Lilien et al., 2002).  

 

Many companies claim they have the knowledge of their buyers, or that they keep tracking of 

them by conducting a comprehensive market research analysis; but in reality, this 

information is in a fragmented form, is difficult to analyze, is often incomplete, or is not 

integrated efficiently in the product design process — finally resulting in inferior product 

features (Henard and Szymanski, 2001). However, different studies have demonstrated that 

lead users could enhance the process of product design through their innovative contributions 

(Von Hippel, 1995; Thomke and Von Hippel, 2002), which constitute advanced features.  

 

7.5 Research Limitations 

It is important to mention the main limitation of a study of this kind, which is the ability to 

generalize research findings. Most of the research on switching behavior focuses on a 

specific industry or similar industries. From each industry, a specific sample is selected on 

which to conduct research. When the selected sample is representative of the population, it is 

feasible to generalize findings to the same industry or similar industries. In this study, I 

selected MRI research centers as a sample of the MRI market. This sample represents lead 

users who conduct some research activities as part of their technology usage. However, the 

majority of the MRI market is dominated by general users, who focus on clinical activities.  

 

The final model is strongly expected to hold for MRI general users, because when the 

previously adopted technology fails to meet fully the organization‟s strategy to secure a 

competitive advantage (though effective and accurate diagnosis of different diseases), it will 

be switched for a new technology that helps achieve its objectives efficiently and effectively. 

This switching is influenced by product features that provide new capabilities that preserve 

high organizational performance. However, research collaboration is expected to have a 

limited role for general users, mainly to overcome technology incompatibility (as technology 
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training) and networking with the same technology users. Other factors are expected to have 

similar impact on the switching decision. The influence of management could be high since 

funding to buy a new MRI technology is allocated directly from the hospital budget, where 

senior managers might interfere because of financial constraint. 

 

When generalizing research findings to other similar industries, one should be cautious about 

extrapolating findings to other contexts. For example, in the airline and heavy machinery 

industries, the impact of product features on switching decision can be clear, but the meaning 

of research collaboration would have another interpretation in the new industry, such as 

“Technology Training” to overcome incompatibility issues. This variable can remain in the 

same category “Marketing Strategies.” The ability to reapply this study in the future for other 

industries, but with similar characteristics, will increase the capability to generalize research 

finding with high confidence. 

 

7.6 Future Research Directions  

While this research aims to find suitable answers, it leads to further questions that should be 

researched, including the following. First, how can some suppliers define the optimum 

buyers‟ preferences in a high technology market, where the rate of technological change is 

high and buyers‟ preferences are changing constantly. In such a market, suppliers should be 

innovative in collecting information from multiple sources, and defining the most critical 

product features that would make the product highly attractive and encourage new buyers to 

own it. An initial investigation on this issue showed that some suppliers use conference 

meetings and medical community networks as an important source of information to identify 

highly demanded applications, the limitation of the current technology, and what kind of 

aspects doctors want in the new product. This information is combined with that from other 

sources (focused group, personal interview, and market analysis) to identify buyers‟ 

preferences, which lead to determining the “right” product features.  
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Second, many organizations are increasingly seeking to extend their innovative capacity 

through strategic partnerships with lead users, to leverage the value-creating knowledge and 

innovation capabilities. MRI lead users are a valuable asset with whom suppliers want to 

build a strong relationship, in order to increase their innovative capacity. It is interesting to 

determine the impact of switching on innovative capacity by tracking the number of patents 

issued over time and correlating that information with switching behavior. It is possible to 

define the innovator and the assignee (as supplier) of any patent, allowing us to know if the 

patent is generated by lead users.  

 

7.7 Conclusion  

In this research, empirical data is provided to demonstrate the influence of product design on 

switching behavior for capital-intensive high technology products. It was found that buyers 

are willing to switch to a different technology in spite of high associated costs, especially 

when they are using a product that restricts their capabilities. Those early switchers will 

provide other buyers in the market with solid motivation to pursue the same behavior later, 

after they discover the real value of the new technology.  

 

Technology switching behavior is an important issue in a market close to maturity, where the 

only way to expand market share is through encouraging users to switch from competitor 

firms. If this behavior continues without taking proper actions, it will erode firms‟ profits and 

market base. This behavior is different from that described in previous research conducted 

mainly in a competitive market with frequently purchased products. 

 

Continual monitoring of switching behavior is an important approach to understand the 

various underpinning factors, and using them as a feedback loop to improve product 

innovation strategy. This strategy will convince buyers that firms are committed to 

technological changes and to empowering the product with the required features, so they 
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have less incentive to switch. Such market monitoring can maintain long-term success and 

ensure buyers satisfaction. 

 

This research fills a gap in our knowledge about the significant value of product design in 

increasing market share through technology switching, and opens new avenues for future 

research. 
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Appendix A 

Switching Cost Dimensions 

Dimension Description Potential Correlation with 

Antecedents/Consequences  

Potential Strategic Implication for Supplier 

Lost performance 

costs 

Perceptions of the benefits and 

privileges lost by switching 

Service quality  

Interpersonal bonds 

Repurchase intentions 

Focus on augmented service 

Frame benefits to switching as current losses 

Uncertainty costs Perceptions of the likelihood of 

lower performance when 

switching 

Heterogeneity of service outcomes 

Intangibility of service 

Repurchase intentions 

Provide tangible quality cues 

Encourage positive word of mouth 

Provide service guarantees  

Pre-switching 

search and 

evaluation costs  

Perceptions of the time and 

effort of gathering and 

evaluating information prior to 

switching 

Geographic dispersion 

Limited alternatives 

Low brand awareness 

Repurchase intensions 

Increase number of locations 

Increase information availability  

Provide tangible quality cues 

Encourage positive word of mouth 

Post-switching 

behavioral and 

cognitive costs 

Perceptions of the time and 

effort of learning a new service 

routine subsequent to switching 

High customization 

Detailed service scripts 

High customer involvement 

Create efficient service routines 

Provide adequate information regarding service roles 

Set up costs Perceptions of the time, effort, 

and expense of relaying needs 

and information to provider 

subsequent to switching 

High customization 

Cumbersome information-   

    gathering procedures 

Create efficient & effective modes of communication    

    between customer and service personal  

Use information technology to enhance information flow 

Sunk costs 

 

 

 

Perceptions of investments and 

costs already incurred in 

establishing and maintaining 

relationship 

Length of patronage  

Interpersonal bonds 

High customer involvement 

Repurchase intentions 

Promote fast, easy, and low cost transition between  

     providers 

Frame sunk costs as minor compared to the stream of  

    future performance benefits lost by not switching 

Adopted from Jones et al. (2002)  
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Appendix B 

Interview Questions 

General Information: 

 

Q1: Name of old supplier?           

           

 

Q2: Name of new supplier?           

           

 

Q3: Did you do partial switching, by adding new MRI technology to the existing one, or a  

      complete switching by replacing the old one?   

           

 

Q4: MRI characteristics of the new MRI technology?  

           

 

While answering the following questions you need to imagine yourself during the process of 

evaluating and purchasing a new MRI technology, which took place in your department:   

 

Product design: 

 

Q5: Was the old technology limiting your capabilities to conduct/implement your research  

       objectives?   

            

 

Q6: Did you find that the new supplier provides a wider range of products (as RF coils) that  

       match your area of research?  

            

 

Q7: Did you find that the new product offers more pulse sequences (clinical packages) and  

       image analysis software, which match your research objectives? 

            

 

Q8: How do you rate the following suppliers based on the overall performance for different  

       applications (hardware and software)? 

           

 

Q9: Were suppliers‟ future announcements to integrate new features an important factor? 

            

 

Q10: Can you rank the following factors behind buying a new MRI technology?    

          Factor 1:  conduct advance research using better technology. (same research area) 
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          Factor 2:  expand research activities into new areas (functional, cardiac, diffusion…). 

          Factor 3:  looking for more research collaboration.  

          Factor 4:  we got a special deal on different devices (bundling).  

 

Market characteristics:  

 

Q11: Since each supplier provides different MRI technology platform, which means that both  

        technologies are heterogeneous, did this situation impacts your decision to switch to  

        different product?   

            

 

Q12: It is well-known that the rate of technological changes in MRI industry is very high.  

         For example, the old supplier could soon integrate similar features to those in the new  

        product. Did this situation impact your decision to switch to a different product?   

            

 

Q13: Do you think that your prior experience has an influence over your decision to switch  

         the technology? 

            

 

Marketing Strategies: 

 

Q14: Was the product price an important factor in the evaluation process?  

            

 

Q15: Was there a significant difference in products‟ prices? 

            

 

Q16: Was product bundling with other equipment an important factor?   

            

 

Switching Costs: 

 

Q17: Were you concerned about building a new and effective relationship with the new  

         supplier?   

            

 

Q18: Were you concerned about technology compatibility issues, which lead to spending  

         significant time to learn and use the product effectively in research operations? 

            

 

Q19: Regarding the financial switching costs; how expensive was it to complete the entire  

         switching process (including learning how to operate the new technology effectively)?  
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Q20: Did you verify the performance of product features by yourself, or did you just trust  

         what each supplier provided you? 

            

 

Influence of Top Management: 

 

Q21: Was there any influence from the top management in your institution over the final  

         decision?  

            

 

Consultation: 

 

Q22: Did you seek any expert advice to help you in evaluating different products?    

            

 

Q23: Did you contact current users of the new technology to ask for more information?  

            

 

Purchasing Process of MRI Technology  

 

Q24: Can you explain the process of purchasing a new MRI technology?  

 

Q25: Can you identify some factors/items that would characterize each variable in  

        the purchasing process?  

         

Q26: Do you know about other variables that might influence the process of purchasing  

         MRI technology, which are not mentioned in this model? 

 

Final Marks: 

 

Q27: Can you tell if the new technology meets your expectation (performs as expected)?  

            

 

Q28: Would you recommend the new technology to anyone who might seek your advice?  

            

 

Q29: Do you think that the new technology is helping to achieve your objectives as initially  

         anticipated? Tell me how?  
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Appendix C 

General Procedure to Evaluate and Select MRI Scanner 

The process of evaluating and buying an MRI scanner could differ slightly based on the 

condition of each MRI research center and the internal policy. However, the following steps 

represent the general theme:  

 

1- A special scientific committee is established to look after the purchasing process; this 

committee includes key individuals in radiology department and some management 

representatives. Usually, the new MRI scanner is expected to be used by certain group of 

people who are involved in specific area of research, for example brain and neuro-

imaging; at this point, the focus will be on certain aspects of MRI product. However, if the 

new MRI is expected to accommodate the need of larger group of scientists; for example 

cardiologist, neurologist, and psychologist; then the product is expected to contain certain 

level of technology to accommodate wider range of demands. This will make the 

evaluation process more challenging and complicated.  

 

2- Since the main goal of buying an MRI for research centers is conducting advanced 

research (in addition to clinical operations), it is important that the product contains the 

state of the art technology to be used as a base line to build/test new ideas on it.  

 

Different individuals have demonstrated the importance of the following factors in the 

new MRI scanner, which represent the overall performance of its features: 

 

 High hardware performance of different MRI components: such as magnet linearity 

(to reduce ghosting), gradient strength (for fast imaging and higher resolution), 

signal homogeneity in RF coils (for high quality images), in addition to image 

processing speed. 

 More software clinical packages (to image different body parts) and more image 

analysis tools (for image post processing). 

 Flexible research environment to develop and integrate new ideas, which should be 

easy to access to modify internal programs, in order to test new ideas. 

 

Because MRI technology is becoming more complex and sophisticated, to the limit it is 

hard to be fully understood by MRI users. Keeping in mind that MRI product is designed 

and integrated by a large number of scientists and engineers. This situation makes MRI 

users more interested in establishing research collaboration agreement with suppliers, 

which helps them to solve and integrate any new ideas. As a result, scientists can progress 

their research quicker and save significant time and efforts trying to figure out the optimal 

way of integrating new innovative and challenging ideas.  
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3- The assigned committee writes a document that specifies the characteristics and 

specifications of MRI scanner in general terms (what are the clinical applications that 

would be investigated and requirements of each one). For example, a special section lists 

cardiac applications and the expected imaging protocols, another section lists brain 

imaging. 

 

Then a tender is opened, where each supplier asks for this document. Suppliers can 

contact the scientific committee asking for more information or details about specific 

sections, so they can work out their offer in delegate manner. In this document, it is stated 

clearly that suppliers should response within certain time. 

 

Before the deadline, each supplier should provide an offer (bid) with price and product 

service plan; where the committee studies each one carefully to find the most capable 

product that meets the initial demands listed in the document. 

 

4- In the initial document, it is specified that committee members would like to see the 

scanner working on patients (clinical site) or in factory, to ensure that specifications are 

accurate as they are written in each offer. During this stage, different imaging protocols 

are run in front of the scientific committee to test different hardware components, where a 

set of parameters (measurements) are recorded for later analysis. This analysis will 

identify the actual MRI hardware performance and stability under different settings (long 

scans and hard scans). The scientific committee conducts an analysis for the three 

suppliers‟ products using similar testing protocols, in order to be objective and accurate in 

the final comparison.  

 

The main goal behind visiting different MRI sites and collecting data for further analysis 

is to verify the information reported by each supplier, because MRI industry is not fully 

regulated, and there is a concern that different suppliers can present their product 

configurations in different ways, where the presented values are different from those 

someone would get in real operating mode. 

 

5- Committee members evaluate each offer carefully and quantify the information to say that 

this product is better than others because of these aspects, and so on. If any of the initial 

requirements, which is set in the original document, is found missing from any product, it 

should be clearly stated as a disadvantageous point.  

 

Then products are ranked based on overall performance, possibility of research 

collaboration, cost, and service contract. The importance of the missing requirements is 

evaluated in depth to make the final ranking. At this point, conflict of interest appears on 

surface, because each committee member has certain concerns about the significance of 

the new technology to prompt his research activities.   
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Final ranking of different MRI scanners is made. Suppliers in the third position and after 

are taken away from the competition, because they are evaluated low at different fronts, 

and they do not meet important requirements.  

 

6- The final stage takes slightly different forms based on the internal policy of each research 

center: 

 

 If number one ranked supplier is found superior in meeting all the initial 

requirements and financial cost was not a limiting factor, then it is selected as a 

winning supplier to provide the new MRI scanner.  

 However, if initial requirements were closely met by both suppliers and there is a 

significant difference in price, then the negotiating phase could start by informing 

supplier 2 about his ranking in the second place and that his price estimate was 

higher, in order to get a better deal from him (extra product features). The price 

difference between supplier ranked first and second is not disclosed, because once 

the price is writing on contract, it can‟t be changed (or released) due to legal issues. 

 

Now supplier ranked second can improve his position (or ranking) by offering some free 

hardware upgrade or giving more supplementary equipment for certain price in the next 

purchase, or free equipment at the time of MRI delivery. Based on the final negotiation, 

the final decision is made to select a supplier.  

 

7- In the final stage, the top management personnel (hospital director, VP, or any selected 

member) could take a part or full control of running this stage, based on the internal 

policy. If he takes a full control, he will hold a discussion session with the scientific 

committee to review the importance of each supplier in matching the initial requirements. 

Then he manages the negotiation process to reach the final decision.  
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Appendix D 

Online Survey 

 

 

 

 

 

Technology Switching between MRI Suppliers 

 

Dear MRI Users, 

 

This survey consists of two parts. In the first part, you will be asked to provide general 

information about you and your department. In the second part, a number of statements will 

be presented to you, where you will be asked to indicate how those statements are similar to 

your opinion about your department. 

  

 

 

Please note that:  

1. Your point of reference should be your department, when it purchased the last MRI  

     scanner from a different supplier. 

2. “We” and “Our” used in the study refers to you and/or your colleagues within the  

     department. 
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Demographics Information: 

 

For each question, please check the item that applies to your case, the rest can be left blank: 

 

1)  My position at the department:  

                

                

                

                

                

                

                

                

 

2)  Number of years of my total MRI working experience: 

               _____   years 

 

3)  Number of scientists (as principal investigators) in my department that use our current   

     MRI scanner(s) to conduct research:  

               _____  scientists 

 

4)  My department is located in this country: 

              ______ 

 

5)  My department is part of:  

                

               -399 beds) 

               -249 beds) 

                

                

 

6)  The following clinical applications represent the primary areas of research in my  

      department: (check all that apply) 

                                     

                       -imaging 

                                                          

                          

 

7)  In the past, my department had an MRI scanner from a certain supplier, but now we  

    don‟t have any relationship with this supplier, or we are not using its MRI scanner    

     anymore: (If the answer is YES, please write the name of supplier(s); otherwise leave it  

    blank) 

________________ 
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8)  In the past, I have been involved personally in the process of purchasing the MRI  

     scanner for my department:  

                

 

9)  If you have not been involved personally in the purchasing process, to what extent are  

     you familiar with this process at your department? 

                

                

                

                

 

(Dependent Variable: Technology Switching) 

10)  Please select the option that most likely describes your department: 

       me supplier". 

        

 

11)  Name of the last two MRI scanners that purchased from two different suppliers: 

The last MRI scanner:    ________________      (for example, GE) 

Before the last MRI scanner:    ________________    (for example, Philips) 

 

 

 

 

 

 

 

In the following pages, you will be presented with different statements 

concerning the new (or the last) MRI scanner purchased by your 

department. 
 

 

 

 

 

(The answers for the following questions are based on this scale,  

which is placed directly after each question) 

 
Strongly Disagree     Disagree       Somewhat disagree       Neutral      Somewhat agree        Agree       Strongly Agree 
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Survey Main Items: 

In this study, it is assumed that MRI features consists of two parts: 

(I) Hardware components: such as gradient system and internal RF-system (with multi-   

     channel capabilities).  

(II) Software applications: such as pulse sequences, post processing, and post analysis  

      tools. 

 

12)  Based on this assumption, to which extent do you agree or disagree with the  

       following statements about the decision to buy the new MRI scanner?  

 

(Product features) 

  Since our department is working on different clinical applications, we selected a  

     scanner that provides a wide range of software applications with the highest hardware  

     performance in market.   

 

  We selected a scanner that has new pulse sequences that are not available on other  

     scanners.   

 

  Overall, the new scanner provided unique features and capabilities that are not offered  

      by other scanners, which are important to generate reputable research (or clinical  

      findings) compared to other MRI users.   

 

  The new scanner provided better work flow, post processing, post analysis and  

     reporting tools compared to other MRI scanners.   

 

(Product variety) 

  We selected the scanner because it is more dedicated (or specialized) to serve specific  

     applications (for example cardiac or neuro-imaging), which is not offered by other  

     suppliers.   

 

  We selected the scanner because of its wider range of RF coils for different  

     applications, which are not offered by other suppliers.   

 

  Since our department is working on different clinical applications, it is essential to have  

     a variety of advanced RF coils for different areas of research.   

 

 

13)  Since different MRI scanners come with different platforms, switching to a new  

      MRI scanner from a new supplier can be a challenging procedure due to  

      numerous factors.  

 

       The following statements represent different switching barriers that could discourage  

        MRI users to switch to a new supplier. To which extent do you agree or disagree with  
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       these statements about the decision to buy the new MRI scanner?  

 

(Technology incompatibility) 

  Incompatibility of the new MRI scanner with existing MRI scanner(s) is a critical issue  

     in our department.   

 

  Existing research projects (including pulse sequences) could be incompatible with the  

     new MRI scanner.   

 

  Incompatibility could restrict our collaboration with other departments or hospitals.   

 

(Relationship incompatibility) 

  Because we have a close working relationship with the old supplier, it would be  

     difficult to build a similar relationship with a new supplier.   

 

  Developing new procedures to deal effectively with a new supplier would take a lot of  

     time and effort, which could negatively impact our regular operations. 

 

  We are concerned that the new relationship will not be as effective as that with the old  

     supplier.   

 

(Cost of learning technology) 

  It takes significant time for technologists to learn how to operate the new scanner  

     effectively.   

 

  After switching, continuing effective research operations on the new scanner requires  

     learning the new pulse sequence language and hardware communications. 

 

  Transferring existing research projects (including previous pulse sequences) onto a new  

     scanner would require significant time and effort.    

 

(Cost of verifying technology) 

  It takes significant time to complete the installation and calibration process of a new  

     scanner.   

 

  We independently verify MRI features and performance for different MRI scanners by  

     visiting different sites, in addition to relying on the technical reports given by suppliers. 

 

  It takes significant time and effort to evaluate and compare different MRI scanners, and  

     then determine which one matches our department objectives. 
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14)  Assume that the new MRI scanner provides the optimal MRI features and high  

       performance, but for the highest price in market.  

 

       To which extent do you agree with the following statements about the decision to buy  

       a new MRI scanner? 

 

(Price) 

  To achieve our department objectives, we focus on having the optimal MRI scanner  

     regardless of price. 

 

  Having the best MRI scanner is important, but the price is a critical issue due to limited  

     financial resources. 

 

  Since we focus on general (or less advanced) clinical applications, we are in less need  

     of the most expensive MRI scanner. 

 

(Bundling) 

  Offering additional medical equipment (as bundling) or free scanner upgrades will  

     increase the probability of buying the new MRI scanner. 

 

  We are not interested in any additional bundling offers, our main goal is to buy the  

     optimal scanner that achieves our objectives. 

 

 

15)  MRI service contract and research collaboration with MRI supplier could have a  

      different level of importance for MRI users. 

 

       To which extent do you agree with the following statements about the decision to buy  

       a new MRI scanner?  

 

(Product service) 

  Offering a good service contract will significantly increase the probability of buying the  

     new MRI scanner. 

 

  Having immediate response service is important to reduce scanner downtime, which  

     negatively impacts our regular operations. 

 

  The scanner service provided by the old supplier was not satisfactory and causes  

     significant interruption to our regular operations. 

 

(Research collaboration) 

  Offering good research collaboration will significantly increase the probability of  

     buying the new MRI scanner. 
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  Since our department is heavily focused on research, we need to have a strong research  

     collaboration in order to solve technical problems. 

 

  The old supplier offers limited research collaboration when we face any research related  

     difficulties. 

 

  Facilitating collaboration with other MRI users (through community of users support)  

     will increase the probability of buying the new MRI scanner. 

 

 

16)  In your institution, how supportive was the top-level management for the medical  

       team (or scientists) during the process of selecting and purchasing the new MRI  

       scanner? 

 

(Support of top management) 

  Final decision to buy a new scanner was determined only by higher-level management. 

 

  Higher-level management was supportive of the medical team in finding the best  

     scanner, regardless of price. 

 

  To a large extent, the medical team was in full control of the process to buy a new  

     scanner. 

 

 

17)  To which extent do you agree with the following statements when it comes to  

       your department satisfaction of the new MRI scanner? 

 

  The new MRI improved our capability to investigate new clinical applications, which  

     was not possible using the old scanner. 

 

  The new MRI increased our capability to produce reputable research, which was not  

     possible using the old scanner. 

 

  The new MRI enabled us to increase the number of publications. 

 

  The capabilities of the new MRI scanner helped us to attract more grants and funding. 

 

  Research collaboration with the new supplier assisted in implementing our research  

     project more effectively. 

 

  The new MRI helped to scan more patients per day, which was not possible using the  

     old scanner. 
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  The new supplier provided responsive and reliable service compared to the old supplier. 

 

  The new MRI has less downtime 

 

  Facilitating collaboration with other MRI users (through community of users support  

     provided by the new supplier) was effective in advancing our research projects. 

 

 

 

 

 

 

 

18)  Rank in ascending order the importance of the following factors that lead to buy a new    

       MRI scanner   (1 = most important factor and 5 = least important factor): 

 

______  Overall features and high performance  

______  Contract service 

______  Price 

______  Research collaboration 

______  Bundling with other equipment 

 

19)  Estimate the time it takes to buy a new scanner, starting from the time of evaluating  

      different scanners till the final installation: 

        ______  months 

 

 

20)  Estimate as a percentage of total time, the time spent on research operation on the new  

      MRI scanner: 

       ________  (For example  60%) 

 

 

21)  Estimate as a percentage of total time, the time spent on research operation on the old  

      MRI scanner: 

        ________  (For example  60%) 

 

 

22)  Based on your knowledge, interaction with colleagues, and monitoring research  

       outcome of different MRI users; can you write the supplier name that offers the best  

       MRI features of the following applications?  

 

______   Angiography and Cardiac Imaging 



 

 184 

______   Breast MRI 

______  Functional MRI (fMRI) 

______  Molecular Imaging 

______  Neuro-imaging 

______  Spectroscopy 

 

 

 

 

 

Thank you for participating in the survey. Your responses are very valuable. 
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Appendix E 

Invitation Letter 

 

Technology Switching between MRI Suppliers 

Dear MRI User, 

 

I am Sam Al-Kwifi, a PhD student at the Department of Management Sciences of the University of Waterloo, 

Canada. I am in the process of conducting a survey as part of my Ph.D. dissertation under the supervision of 

Professor Rod McNaughton. I am inviting you to participate in this survey, which I hope you will find 

interesting. My research assesses the factors that lead MRI users to decide to acquire MRI scanners from a 

supplier (vendor) different from the one that supplied their current scanners.  

 

The survey should take less than 30 minutes to compete. The findings should benefit participants in the 

following ways: 

 

1- Identify the criteria utilized by MRI users to select a scanner that meets certain needs. 

2- Provide a better understanding of the factors that cause MRI users to switch to a new  

    supplier. 

3- Identify how MRI suppliers are able to reflect MRI users' demands. 

4- Evaluate the influence of supplier's marketing strategies to attract new MRI users. 

 

At the end of the survey you will be offered the opportunity to receive a copy of the results. 

 

You can participate in this study even if your department has one or multiple MRI scanners from the same 

supplier. To participate, please visit the Study Website at (Survey Link). If a small pop up message appears to 

block your access, please select OK to access the survey site.  

 

The survey is completed anonymously. You may decline to answer any questions that you do not wish to 

answer and you can withdraw your participation at any time by not submitting your responses. This research is 

not supported by any industrial or marketing organization. There are no known or anticipated risks from 

participating in this study. 

 

If you have any questions regarding this study, please contact either me at (519) 888-4567 ext. 36099, 

oalkwifi@uwaterloo.ca or my supervisor, Dr. Rod McNaughton at (519)888-4567 ext. 32713, 

rmcnaughton@uwaterloo.ca. I would like to assure you that this study has been reviewed and received ethics 

approval through the Office of Research Ethics at the University of Waterloo.  

 

Thank you for considering participation in this study. I truly value your time and assistance in this study. 

 

Yours Sincerely, 

 

 

Sam AL-KWIFI 

Student investigator   
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Appendix F 

Sample of Conference Database Abstract 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Comparing the Limits of Contrast Enhanced MRA at 1.5 and 3T 

XX, YY, ZZ  

Dept. of Medical Imaging, University of West 

Introduction: Advantages of 3T could open new avenues for many clinical applications especially for MR angiography 

(MRA), where increasing spatial resolution remains a critical issue for improved assessment of various vascular diseases. Prior 

reports have demonstrated the importance of doubling the signal-to-noise ratio (SNR) at 3T [1,2]. In addition, improved 

contrast may be achieved as a result of different tissue relaxation times, where longer T1 values at 3T improve background 

suppression. In this study, the SNR behavior at 1.5 and 3T using 3D CE MRA with different spatial resolutions has been 

investigated to illustrate the limitation of both field strengths in producing sufficient SNR for diagnosis in intracranial arteries. 

In addition, the role of an 8-channel coil, with and without parallel imaging, in improving the limited SNR and/or reducing 

scan times at high resolutions at 1.5T is evaluated.     

Method: The 1.5T exams were performed on a GE Signa (TwinSpeed or EchoSpeed, Milwaukee, WI), and the 3T exams were 

obtained on GE Signa (VH/i, Milwaukee, WI). Both scanners are provided with a standard head coil. The study was divided 

into four cases: 1) low resolution, single coil: using a 3D CE MRA clinical protocol at 1.5T with the following parameters: 

TR/TE 6.2-7.4/1.7ms, 30, FOV 22cm, phase FOV .75, 320x320, slice thickness .8mm, 80 slices, resulting in spatial resolution 

of .68x.68x.8 and scan time approximately 2:08 minutes. The same parameters were adapted at 3T with TR/TE 5.8/1.5ms. Five 

patients underwent this exam at both field strengths using 30mL of gadolinium-based contrast with injection rate of 3mL/sec 

and an auto-triggering tool to detect contrast arrival [3]. By simulating the blood and background signals, based on their T1 

values at 1.5 and 3T [1] and measuring actual signal levels in 1.5T and 3T source images, the optimal flip angle that produces 

maximum contrast was calculated for both fields and adopted in later studies. 2) High resolution, single coil: to study SNR 

behavior at higher spatial resolution, three patients were scanned at 3T using slice thickness .5mm, 416x416, and 40; two 

patients were scanned at 1.5T with the same parameters, resulting in a spatial resolution of .53x.53x.5 and scan time of 3 

minutes. 3) High resolution, 8-channel coil: to address the SNR reduction at 1.5T when .5mm resolution is used, a study 

using an 8-channel head coil (MRI Devices Corporation, Waukesha, WI) was performed with the previous parameters. 4) High 

resolution, 8-channel coil, parallel imaging: the role of parallel imaging in reducing the scan time, which increases 

dramatically at high resolutions and could affect signal behavior due to contrast wash out, was evaluated by running the 

ASSET technique with an ASSET factor of 2 [4] along with the 8-channel head coil, resulting in scan time of 1:30 minutes. 

Results and Discussion: The simulation revealed that a 40 flip angle optimizes contrast between blood and background at 

both fields. In case (1), SNR is doubled at 3T compared with 1.5T in agreement with [5]; image quality at both 1.5 and 3T was 

considered diagnostic. However, background suppression and vessel conspicuity were higher at 3T, as shown in figure 1. In 

case (2), SNR drops dramatically for both fields resulting in images evaluated as unacceptable at 1.5T, whereas image quality 

at 3T remains acceptable, as shown in figure 2. This indicates that an SNR of about 20 is desirable. In case (3), using an 8-

channel coil at 1.5T improves SNR particularly near the head surface [6], while at the center of the head, where our 

measurements were made, there is actually a decrease in SNR over the standard head coil. In case (4), adding parallel imaging 

to the 8-channel coil reduces the scan time to half, but it costs more SNR especially in the central region of the coil.  

 

Figure 1. MIP images for the same patient at spatial resolution of 

(.68x.68x.8) at both field strengths. Image quality at both fields is good, 

but better background suppression and vessel delineation are noticed. 

Figure 2. MIP images for different patients at spatial resolution of 

(.53x.53x.5). Reducing SNR at 1.5T results in poor visualization of 

blood vessels, where image quality remains acceptable at 3T. 

1.5T 
3T 

1.5T 
3T 



 

 187 

Bibliography 

ACSI (2006), American Customer Satisfaction Index, http://www.theacsi.org. 

 

Adner, Ron, and Constance E. Helfat (2003). Corporate Effects and Dynamic Managerial 

Capabilities. Strategic Management Journal, 24(10), 1011-1025. 

 

Airbus (2007) Airbus orders & deliveries reports  

http://www.airbus.com/en/corporate/orders_and_deliveries/       

 

Appleby, C. (1995). MRI's Second Chance. Hospitals & Health Networks, 69(8):40-42. 

 

Amersham Company (2001). Annual Report & Accounts. 

 

Amit, R. and Schoemaker PJH. (1993). Strategic Assets and Organizational Rent. Strategic  

Management Journal, 14(1), 33-46. 

 

Anderson, E. and Sullivan, M.W. (1993). The Antecedents and Consequences of Customer 

Satisfaction for Firms. Marketing Science, 12(2), 125-143. 

 

Anderson, Philip and Tushman Michael L. (1990). Technological Discontinuities and 

Dominant Designs: A Cyclical Model of Technological Change. Administrative Science 

Quarterly, 35(4), 604-633.  

 

Anderson, Eugene, Fornell Claes, and Lehmann Donald (1994). Customer Satisfaction, 

Market Share, and Profitability. Journal of Marketing, 58(3), 53-66. 

 

Armstrong, J.S. and Overton T.S. (1977). Estimating Nonresponse Bias in Mail Surveys. 

Journal of Marketing Research, 14(3), 396-402.   

 

Athaide, Gerard A., Meyers Patricia W. and Wilemon, David L. (1996). Seller-Buyer 

Interaction During the Commercialization of Technological Process Innovations. Journal 

of Product Innovation Management, 13, 406-421. 

 

Athanassopoulos, Antreas (2000). Customer Satisfaction Cues to Support Market 

Segmentation and Explain Switching Behavior. Journal of Business Research, 47(3), 191-

207.   

 

Bacon, G., Beckman S., Mowery D., and Wilson E. (1994). Managing Product Definition in 

High-Technology Industries: A Pilot Study. California Management Review, 36(3), 32-

56.   

 

Babka, Scott (2006) EADS: the A380 Debate. Morgan Stanley Reports.  



 

 188 

 

Bagozzi, Richard P. and Yi. Y. (1988). On the Evaluation of Structural Equation Models. 

Journal of the Academy of Marketing Science, 16, 74-94. 

 

Bagozzi, R.P. Yi, Y., and Phillips, L.W. (1991). Assessing Construct Validity in  

Organizational Research. Administrative Science Quarterly, 36(3), 421-458. 

 

Baker, C. Laurence, and Atlas W. Scott (2004). Relationship between HMO Market Share 

and the Diffusion and Use of Advanced MRI Technologies. Journal of the American 

College of Radiology, 1(12),478-487.    

 

Baker, C. Laurence, (2001). Managed Care and Technology Adoption in Health Care:  

Evidence from Magnetic Resonance Imaging. Journal of Health Economics, 20, 395-421.  

 

Bansal, Harvir S. and Taylor F. Shirley (1999). The Service-Provider Switching Model 

(SPSM): A Model of Consumer Switching Behavior in the Services Industry. Journal of 

Service Research, 2(2), 200-218. 

 

Bansal, Harvir S., Taylor F. and Shirley James Yannik St. (2005). Migrating to New Service  

Providers: Toward a Unifying Framework of Consumers‟ Switching Behaviors. Journal 

of the Academy of Marketing Science, 33(1), 96-115. 

 

Barbiroli, Giancarlo and Focacci Antonio (2005). Product Diversification in the Computer  

Industry: A Structural Analysis. Technovation, 25(9), 947-970. 

 

Barclay, Donald W. (1991). Interdepartmental Conflict in Organizational Buying: The 

Impact of the Organizational Context. Journal of Marketing Research, 28(2), 145-159. 

 

Barksdale, H.J., Johnson J.T., and Suh M. (1997). A Relationship Maintenance Model: A 

Comparison between Managed Health Care and Traditional Fee-for-Service. Journal of 

Business Research, 40(3), 237- 447. 

 

Barney, J.B. (1991). Firm Resources and Sustained Competitive Advantage. Journal of  

Management, 17(1), 99-120. 

 

Bawa, Kapil. (1990). Modeling Inertia and Variety Seeking Tendencies in Brand Choice  

Behaviour. Marketing Science, 9(3), 263-278. 

 

Bayus, L. Barry (1991). The Consumer Durable Replacement Buyer. Journal of Marketing,  

55(1), 42-51.  

 

Bayus, L. Barry (1994). Are Product life Cycles Really Getting Shorter?. Journal of Product 

Innovation Management, 11,300-308. 



 

 189 

 

Beatty, Sharon, Mayer Morris, Coleman James, Reynolds Ellis Kristy and Lee Jungki (1996).  

Customer-Sales Associate Retail Relationships. Journal of Retailing, 72(3), 223-247. 

 

Becker, G.S. (1964) “Human Capital,” New York: Columbia. 

 

Bell, Simon J., Auh Seigyoung, and Smalley Karen (2005). Customer Relationship 

Dynamics: Service Quality and Customer Loyalty in the Context of Varying Levels of 

Customer Expertise and Switching Costs. Journal of the Academy of Marketing Science, 

33(2), 169-183. 

 

Bhattacharya, Shantanu, Krishnan V. and Mahajan Vijay (1998). Managing New Product 

Definition in Highly Dynamic Environments. Management Science, 44(11), 50-64. 

 

Bishop, Yvonne, Fienberg Stephen, and Holland Paul (1975). Discrete Multivariate Analysis.  

Cambridge, MA: MIT Press.   

 

Bitner, Jo. Mary, Booms H. Bernard, and Tetreault Mary Stanfield (1990). The Service 

Encounter: Diagnosing Favorable and Unfavorable Incidents. Journal of Marketing, 

54(1), 71-84.  

 

Blattberg, Robert C. and Deighton John (1996). Manage Marketing by Customer Equity Test. 

Harvard Business Review, 74(4), 136-144. 

 

Bloch, Peter H. (1995). Seeking the Ideal Form: Product Design and Consumer Response. 

Journal of Marketing, 59(3), 16- 29. 

 

Bollen, Kenneth A. (1989). Structural Equations with Latent Variables. New York: John 

Wiley. 

 

Bolton, Ruth N and Bronkhorst M. Tina (1995). The Relationships between Customer  

Complaints to the Firm and Subsequent Exit Behavior. Advances in Consumer Research, 

22, 94-100. 

 

Bonner, Joseph M. and Walker C. Orville (2004). Selecting Influential Business-to-Business  

Customers in New Product Development: Relational Embeddedness and Knowledge 

Heterogeneity Consideration. Journal of Product Innovation Management, 21(3), 155-

169. 

 

Brown, S and Eisenhardt, K (1998). Competing on the Edge: Strategy as Structured Chaos.  

Harvard Business School press, Massachusetts. 

 

Bunn, Michele (1993). Taxonomy of Buying Decision Approaches. Journal of Marketing,  



 

 190 

57(1), 38-56.  

 

Burnham, A. Thomas, Judy K. Frels, and Mahajan Vijay (2003). Consumer Switching Costs: 

A Typology, Antecedents, and Consequences. Academy of Marketing Science, 31(2), 109-

126. 

 

Carbonell, Pilar and Rodriguez I. Ana (2006). The Impact of Market Characteristics and  

Innovation Speed on Perceptions of Positional Advantage and New Product Performance. 

International Journal of Research in Marketing, 23(1), 1-12. 

 

Capron, L., Dussauge P. and Mitchell W. (1998). Resource Redeployment Following 

Horizontal Acquisition in Europe and North America, 1988-1992. Strategic Management 

Journal, 19(7), 631-661.  

 

Chang, Wen-Chih and Hsu Yen (2005). Strategic Groups, Performance, and Issues Related to 

Product Design Strategy. International Journal of Innovation Management, 9(2), 133-154. 

 

Chen, Chung-Yang, Chen Li-Chieh, and Lin Li (2004). Methods for Processing and 

Prioritizing Customer Demands in Variant Product Design. IIE Transactions, 36(3), 203-

219. 

 

Chen, Y.H. and Su C.T. (2006). A kano-CKM Model for Customer Knowledge Discovery. 

Total Quality Management & Business Excellence, 17(5), 589-608. 

 

Choi, Pil Jay, Kristiansen Eirik Gaard, and Nahm Jae (2005). An Economic Analysis of 

Product Pre-announcements. CESifo Economic Studies, 51(2/3), 299-319. 

 

Churchill, G.A. (1979). A Paradigm for Developing Better Measures of Marketing 

Constructs. Journal of Marketing Research, 16(1), 64-73. 

 

Clarke, Ken (2001). What Price on Loyalty When a Brand Switch is Just a Click Away?. 

Qualitative Market Research, 4(3), 160-169. 

 

Claycomb, Cindy and Frankwick Gary (2005). The Dynamics of Buyers‟ Perceived Costs 

during a Relationship Development Process: An Empirical Assessment. Journal of 

Business Research, 58(12), 1662-1671. 

 

Cohen, J. (1988). Statistical power analysis for the behavioral sciences (2nd ed.) 

 

Colgate, M. and Lang, B. (2001). Switching Barriers in Consumer Markets: An Investigation 

of the Financial Services Industry. Journal of Consumer Marketing, 18(4), 332-347. 

 

Collis, David J. (1994). Research Note: How Valuable Are Organizational Capabilities.  



 

 191 

Strategic Management Journal, 15(Special Winter Issue), 143-152  

 

Conner, K. (1991). Historical Comparison of Resource Based Theory and Five Schools of  

Thought within Industrial Organization Economics: Do We Have a New Theory of the 

Firm?. Journal of Management, 17(1), 121-154. 

 

Conner, K.R. and Prahalad C.K. (1996). A Resource-Based Theory of the Firm: Knowledge 

versus Opportunism. Organization Science, 7(5), 477-501. 

 

Cooper, R.G. (1979). The Dimensions of Industrial New Product Success and Failure. 

  Journal of Marketing, 43(3):93-103. 

 

Cooper, P.D. and Jackson, R.W. (1988). Applying a Service Marketing Orientation to the 

Industrial Services Sector. Journal of Services Marketing, 2(2), 66-70. 

 

Cooper R.G. and Kleinschmidt E.J. (1995). Benchmarking the Firms Critical Success Factors 

in New Product Development. Journal of Product Innovation Management, 12(5), 374-

391 

 

Coyne, Kevin P. (1986). Sustainable Competitive Advantage-What It Is and What It Isn‟t.  

Business Horizons, 29 (1), 54-61.  

 

Crosby, Lawrence and Stephens Nancy (1987). Effects of Relationships Marketing on  

Satisfaction, Retention, and Price in the Life Insurance Industry. Journal of Marketing 

Research, 24(4), 404-411.   

 

Cutler, M. David, and McClellan Mark (2001). Is Technological Change in Medicine Worth  

it?. Health Affairs, 20(5), 11-27. 

 

D‟Aveni, R.A. (1994). Hypercompetition: Managing the Dynamics of Strategic 

Manoeuvring. New York: Free Press. 

 

Dabholkar, Pratibha A. and Walls Simon (1999). Service Evaluation and Switching Behavior 

for Experiential Services: An Empirical Test of Gender Differences within a Broader 

Conceptual Framework. Journal of Consumer Satisfaction, Dissatisfaction, and 

Complaining Behavior, 12, 123-137. 

 

Dabholkar, Pratibha A., Johnston Wesley, and Cathey Amy (1994). The Dynamics of Long  

Term Business-to-Business Exchange Relationships. Journal of the Academy of 

Marketing Science, 22(2), 130-145. 

 

Danneels, E. (2002). The Dynamics of Product Innovation and Firm Competences. Strategic  

Management Journal, 23(12), 1095-1121. 



 

 192 

 

Dawes, Philip, Dowling G. and Patterson Paul (1993). Determinants of Pre-Purchase 

Information Search Effort for Management Consulting Services. Journal of Business-to-

Business Marketing, 1(1), 31-61.  

 

Day, George S., Schoemaker Paul J. H. and Gunther Robert E. (2000) Wharton on Managing 

Emerging Technologies. Wiley Inc. 

 

Dierickx, I. and Cool, K. (1989). Asset Stock Accumulation and Sustainability of 

Competitive Advantage. Management Science, 35(12), 1504-1511. 

 

Dosi, G., Nelson, R. and Winter, S. (2000). “Introduction,” The Nature and Dynamics of  

Organizational Capabilities, edited by Dosi, G, Nelson, R & Winter, S. New York: Oxford 

University Press. 

 

Doty, Harold and Glick William (1998). Common Methods Bias: Does Common Methods 

Variance Really Bias Results?. Organizational Research Methods, 1(4), 374-406. 

 

Doz, Y.L. (1996). The Evolution of Co-operation in Strategic Alliances: Initial Conditions 

or Learning Processes. Strategic Management Journal, 17(Special Issue), 55-83. 

 

Durvasula, S., Lysonski, S. and Mehta, S. (1999). Testing the SERVQUAL Scale in the B2B 

Sector: The Case of Ocean Freight Shipping Service. Journal of Services Marketing, 

13(2), 132-151. 

 

Durvasula, S., Lysonski, S. and Mehta, S. (2000). Business-to-Business Marketing Service 

Recovery and Customer Satisfaction Issues with Ocean Shipping Lines. European 

Journal of Services Marketing, 34(3/4), 433-452. 

 

Enkel, Ellen, Perez-Freije and Gassmann Oliver (2005). Minimizing Market Risks Through  

Customer Integration in New Product Development: Learning from Bad Practice. 

Creativity and Innovation Management, 14(4), 425-437. 

 

Eisenhardt, M. Kathleen and Martin A. Jeefrey (2000). Dynamic Capabilities: What Are 

They?. Strategic Management Journal, 21(10), 1105-1121. 

 

Eisenhardt, M. Kathleen (1989). Building theories from case study research. Academy of 

Management Review, 14(4), 532-550. 

 

Feinberg, Fred M., Kahn E. Barbara, and McAlister Leigh (1992). Market Share Response 

When Consumers Seek Variety. Journal of Marketing Research, 29(2), 227-237.   

 

Field, Andy (2005). Discovering Statistics Using SPSS. Sage, 2nd edition. 



 

 193 

 

Fiol, C. Marlene (1991). Managing Culture as a Competitive Resource: An Identity-Based 

View of Sustainable Competitive Advantage. Journal of Management, 17(1), 191-212. 

 

Flint, D.J., Woodruff R.B. and Gardial S.F. (2002). Exploring the Phenomenon of 

Customers‟ Desired Value Change in Business-to-Business Context. Journal of 

Marketing, 66(4), 102-117.   

 

Fornell, Claes, Michael D. Johnson, , Eugene W. Anderson, Jaesung Cha, Everitt  Bryant 

Barbara (1996). The American Customer Satisfaction Index: Nature, purpose, and 

findings. Journal of Marketing, 60(4), 7-12. 

 

Fornell, Claes and Wernerfelt Birger (1987). Defensive Marketing Strategy by Consumer  

Complaint Management: A Theoretical Analysis. Journal of Marketing Research, 24(4), 

337-346. 

 

Franke, Nikolaus, Von Hippel Eric, and Schreier Martin (2006). Finding Commercially  

Attractive User Innovations: A Test of Lead-User Theory. Journal of Product Innovation 

Management, 23(4), 301-315. 

 

Frost and Sullivan (1975) “Advanced Medical Reports”. 

 

Fudenberg, Drew and Tirole Jean (2000). Customer Poaching and Brand Switching. The 

Rand Journal of Economics, 31(4), 634-657. 

 

 Fujimoto, T. (2000). Evolution in Manufacturing Systems and Ex Post Dynamic 

Capabilities: A case of Toyota's Final Assembly Operations. The Nature and Dynamics of 

Organizational Capabilities, edited by G. Dosi, Nelson, R., & Winter S. New York: 

Oxford University Press. 

 

Fuente, Jaime R. and Guillen Maria J. (2005). Identifying the Influence of Product Design 

and Usage Situation on Consumer Choice. International Journal of Market Research, 

47(6), 667-685. 

 

Ganesh, Jaishankar, Arnold J. Mark, and Reynolds E. Kristy (2000). Understanding the  

Customer Base of Service Providers: An Examination of the Differences between 

Switchers and Stayers. Journal of Marketing, 64(3), 65-87. 

 

Gao, Tao, Sirgy Joseph, Bird Monroe (2005). Reducing Buyer Decision-Making Uncertainty 

in Organizational Purchasing: Can Supplier Trust, Commitment, and Dependence Help?. 

Journal of Business Research, 58(4), 397-405. 

 

Gassmann, Oliver (2006). Opening up the Innovation Process toward an Agenda. R&D  



 

 194 

Management, 36(3), 223-228. 

 

Gehrig, Thomas and Stenbacka Rune (2004). Differentiation-Induced Switching Costs and  

Poaching. Journal of Economics and Management Strategies, 13(4), 635-655. 

 

Glazer, Rashi (1991). Marketing in an Information-Intensive Environment: Strategic  

Implications of Knowledge as an Asset. Journal of Marketing, 55(4), 1-19. 

 

Glazer, Rashi and Weiss M. Allen (1993). Marketing in Turbulent Environments: Decisions  

Processes and the Time-Value of Information. Journal of Marketing Research, 30(4), 509-

521. 

 

Grant, R. M. (1991). The Resource-Based Theory of Competitive Advantage: Implications 

for Strategy Formulation. California Management Review, 33(3), 114-135. 

 

Greatorex, M., Mitchell, V-W. and Cunliffe, R. (1992). A Risk Analysis of Industrial Buyers: 

The Case of Mid-Range Computers. Journal of Marketing Management, 8(4), 315-333. 

 

Griffin, Abbie and Hauser R. John (1993). The Voice of the Customer. Marketing Science, 

12(1), 1-27.  

 

Gronhaug, K. and Gilly, M. (1991). A Transaction Cost Approach to Consumer 

Dissatisfaction and Complaint Actions. Journal of Economic Psychology, 12(1), 165-183. 

 

Gupta, Saurabh and Krishnan V. (1998). Product Family-Based Assembly Sequence Design  

Methodology. IIE Transactions, 30(10), 933-945. 

 

Gwinner, K.P., Gremler, D.D. and Bitner, M.J. (1998). Relational Benefits in Services  

Industries: The Customer‟s Perspective. Journal of the Academy of Marketing Science, 

26(2), 101-114. 

 

Haider, Ali and Birley Sue (1999). Integrating Deductive and Inductive Approaches in a 

Study of New Ventures and Customer Perceived Risk. Qualitative Market Research, 2(2), 

103-110. 

 

Hall, Richard (1989). The Management of Intellectual Assets: A New Corporate Perspective. 

Journal of General Management, 15(1), 53-68.  

 

Hall, Richard (1992). The Strategic Analysis of Intangible Resources. Strategic Management 

Journal, 13(2), 135-144. 

 



 

 195 

Hardesty, D. M., and Bearden, W.O. (2004). The Use of Expert Judges in Scale 

Development: Implications for Improving Face Validity of Measures of Unobservable 

Constructs. Journal of Business Research, 57(2), 98-107. 

 

Helfat, Constance (2000). Guest Editor‟s Introduction to the Special Issue: The Evolution of 

Firm Capabilities. Strategic Management Journal, 21(10-11), 955-959. 

 

Heide, Jan B.and Weiss Allen M. (1995). Vendor Consideration and Switching Behavior for 

Buyers in High-Technology Markets. Journal of Marketing, 59(6), 30-43. 

 

Heide, Jan B. and John George (1990). Alliances in Industrial Purchasing: The Determinants 

of Joint Action in Buyer-Supplier Relationship. Journal of Marketing Research, 27(1), 24-

36. 

 

Heide, Jan B. and John George (1992). Do Norms Matter in Marketing Relationships?. 

Journal of Marketing, 56(2), 32-44. 

 

Henard, H. David and Szymanski M. David (2001). Why Some New Products Are More   

Successful Than Others. Journal of Marketing Research, 38(3), 362-375.   

 

Henwood, K. L. and Pidgeon, N. F. (1993). Qualitative Research and Psychological 

Theorizing, Social Research: Philosophy, Politics & Practice. Sage Publications, London. 

 

Homburg, Christian and Rudolph Bettina (2001). Customer Satisfaction in Industrial 

Markets: Dimensional and Multiple Role Issues. Journal of Business Research, 52(1), 15-

33. 

 

Hogan, E. John and Armstrong Gary (2001). Toward a Resource Based Theory of Business  

Exchange Relationships: The Role of Relational Asset Value. Journal of Business to 

Business Marketing, 8(4), 3-28. 

 

Hosmer, David, and Lemeshow Stanley (2000) Applied Logistic Regression, 2nd Edition, 

Wiley.  

 

Hsieh, L.F. and Chen S.K. (2005). Incorporating Voice of the Consumer: Does it Really 

Work?. Industrial Management and Data Systems, 105(6), 769-785. 

 

Iezzoni, L.I., Grad O. and Moskowitz M.A. (1985). Magnetic Resonance Imaging: Overview  

of the Technology and Medical Applications. International Journal of Technology  

Assessment in Health Care, 1(3), 481-498. 

 

IMV (2001) “MarketStat #10: MRI Productivity,” www.imvinfo.com 

 



 

 196 

IMV (2007) “MRI Market Report,” www.imvinfo.com 

 

ISMRM (2007) International Society for Magnetic Resonance in Medicine.   

http://www.ismrm.org 

 

Itami, Hiroyuki, and Thomas W. Roehl (1987) Mobilizing Invisible Assets. Cambridge, 

Massachusetts: Harvard University Press. 

 

Jackson, R.W. and Cooper, P.D. (1988). Unique Aspects of Marketing Industrial Services. 

Industrial Marketing Management, 17(2), 111-118. 

 

Jarratt, Denise (2004). Conceptualizing a Relationship Management Capability. Marketing  

Theory, 4(4), 287-309. 

 

Jeffrey, Jaclyn and Franco John (1996). Identifying a Company's Most Profitable Customers:  

The First Step in Intelligent Customer Retention. Information Strategy, 12(4), 15-21. 

 

John, George, Weiss Allen and Dutta Shantanu (1999). Marketing in Technology Intensive  

Markets: Toward a Conceptual Framework. Journal of Marketing, 63(SI), 78-91. 

 

Johnson, Thomas, Phillips Wendy, Caldwell Nigel and Lewis Michael (2006). Centrality of  

Customer and Supplier Interaction in Innovation. Journal of Business Research, 59(6), 

671-678.  

 

Jones, A. Michael, Mothersbaugh L. David and Beatty E. Sharon (2000). Switching Barriers  

and Repurchase Intentions in Services. Journal of Retailing, 76(2), 259-274.  

 

Jones, A. Michael, Mothersbaugh L. David and Beatty E. Sharon (2002). Why Customers 

Stay: Measuring the Underlying Dimensions of Services Switching Costs and Managing 

their Differential Strategic Outcomes. Journal of Business Research, 55(6), 441-450.   

 

Jovanovic, Boyan and Nyarko, Yaw (1996). Learning by Doing and the Choice of 

Technology. Econometrica, 64(6), 1299-1310. 

 

Kahn, E. Barbara (1998). Dynamic relationships with customers: High-variety strategies. 

Academy of Marketing Science, Journal. 26(1), 45-54. 

 

Kahn, Barbara and Isen A. Alice (1993). The Influence of Positive Affect on Variety Seeking 

Among Safe, Enjoyable Products. Journal of Consumer Research, 20(2), 257-270.   

 

Kay, John (1993). The structure of strategy. Business Strategy Review, 4(2), 17-37.  

 

Keaveney, S.M. and Parthasarathy M. (2001). Customer Switching Behavior in On-line  



 

 197 

Services: An Exploratory Study of the Role of Selected Attitudinal, Behavioral, and 

Demographic Factors. Academy of Marketing Science, 29(4), 374-390. 

 

Keaveney, S.M. (1995). Consumer Switching Behavior in Service Industries: An Exploratory 

Study. Journal of Marketing, 59(2), 71-82. 

 

Kekre, S. and Srinivasan K. (1990). Broader Product Line: A Necessity to Achieve Success.  

Management Science, 36(10), 1216-1231. 

 

Ketchen, D.J. Thomas, J.B. and Snow C.C. (1993). Organizational Configuration and 

Performance: A Comparison of Theoretical Approaches. Academy of Management 

Journal, 36(6), 1278-1313.     

 

Kim, M., Kliger, D. and Vale, B. (2003). Estimating Switching Costs: The Case of Banking. 

Journal of Financial Intermediation, 12(1), 25-56. 

 

Kim, J.O., and Mueller, C.W. (1978). Introduction to factor analysis. Beverly Hills: Sage  

Publictions. 

 

Klemperer, Paul (1987). Markets with Consumers Switching Costs. The Quarterly Journal of 

Economics, 102(2), 375-394.  

 

Klemperer, Paul (1995). Competition when Consumers have Switching Costs: An Overview  

with Applications to Industrial Organization, Macroeconomics, and International Trade. 

Review of Economic Studies, 62(4), 515-539.  

 

Kogut, B. and U. Zander (1992). Knowledge of the Firm, Combinative Capabilities, and the 

Replication of Technology. Organization Science, 10(1), 383-397. 

 

Kranton, Rachel (1996). The Formation of Cooperative Relationship. Journal of Law,  

Economics and Organization, 12(1), 214-233. 

 

Krishnan, V. and Saurabh Gupta (2001). Appropriateness and Impact of Platform-Based 

Product Development. Management Science, 47(1), 52-68. 

 

Krishnan, V. and Bhattacharya Shantanu (2002). Technology Selection and Commitment to     

New Product Development: The Role of Uncertainty and Design Flexibility. Management 

Science, 48(3), 313-327. 

 

Kumar, Nirmalya, Stern Louis and Anderson, J.C. (1993). Conducting Inter-organizational 

Research Using Key informants. Academy of Management Journal, 36(6),1633-1651.     

 

Kutner, Neter J., Nachtsheim M. and Wasserman, W. (1996). Applied linear regression  



 

 198 

models. 3
rd

 Edition. London: Irwin. 

 

Lai, Hsin-Hsi, Lin Yang-Cheng, Yeh Chung-Hsing and Wei Chien-Hung (2006). User-

oriented Design for the Optimal Combination on Product Design. International Journal of 

Production Economics, 100(2), 253-267. 

 

Lambert, D.M. and Harrington, T.C. (1990). Measuring Nonresponse Bias in Customer 

Service Mail Surveys. Journal of Business Logistics, 11(2), 5-25. 

 

Lam, Shun Yin, Shankar Venkatesh, Erramilli Krishna and Murthy Bvsan (2004). Customer  

Value, Satisfaction, Loyalty, and Switching Cost: An Illustration from a Business-to-

Business Service Context. Academy of Marketing Science, 32(3), 293-311. 

 

Larrson, R. and Finkelstein S. (1999). Integrating Strategic, Organizational, and Human 

Resource Perspectives on Mergers and Acquisitions: A Case Survey of Synergy 

Realization. Organization Science, 10(1), 1-26.     

 

Lee, M. and Cunningham, L.F. (2001). A Cost-benefit Approach to Understanding Service  

Loyalty. Journal of Services Marketing, 15(2), 113-130. 

 

Lemon, N. Katherine, White Barnett Tiffany and Winer S. Russell (2002). Dynamic 

Customer Relationship Management: Incorporating Future Considerations into the Service 

Retention Decision. Journal of Marketing, 66(1), 1-14. 

 

Lettl, Christopher, Herstatt Cornelius and Gemuenden Hans Georg (2006).  Users‟ 

Contributions to Radical Innovation: Evidence from Four Cases in the Field of Medical 

Equipment Technology. R&D Management, 36(3), 251-272. 

 

Levesque, T.J. and McDougall, G.H. (1996). Customer Dissatisfaction: The Relationship  

between Types of Problems and Customer Response. Canadian Journal of Administrative 

Sciences, 13(3), 264-276. 

 

Li, T. and Calantone R.J. (1998). The impact of market knowledge competence on new 

product advantage: Conceptualization and empirical examination. Journal of Marketing, 

62(4), 13-29. 

 

Lilien, G.L., Morrison, P.D., Searls, K., Sonnack, M. and Von Hippel, E. (2002). 

Performance Assessment of the Lead User Idea-Generation Process for New Product 

Development. Management Science, 48(8), 1042-1059. 

 

Liu, H. Annie, Leach, P. Mark and Bernhardt L. Kenneth (2005). Examining Customer Value  

Perceptions of Organizational Buyers When Sourcing from Multiple Vendors. Journal of 

Business Research, 58(5) 559-568. 



 

 199 

 

Low, Brian and Johnston J. Wesley (2006). Relationship Equity and Switching Behavior in 

the Adoption of New Telecommunication Services. Industrial Marketing Management, 

35(6), 676-689. 

 

MacDuffie, J.P., Sethuraman, K. and Fisher, M.L. (1996). Product Variety and 

Manufacturing Performance: Evidence from the International Automotive Assembly Plant 

Study. Management Science, 42(3), 350-369. 

 

Madhu, Viswanathan (2005). Measurement Error and Research Design. Sage Publications. 

 

MagNET (2007). The Magnetic Resonance National Evaluation Team,  

http://www.magnet-mri.org. 

 

Mahoney, Joseph T. and Pandian J. Rajendran (1992). The Resource-Based View Within the 

Conversation of Strategic Management. Strategic Management Journal, 13(5), 363-381. 

 

March, James (1991). Exploration and Exploitation in Organizational Learning. Organization 

Science, 2(1), 71-87.   

 

Marti-Bonmati, L. and Kormano M. (1997). MR Equipment Acquisition Strategies: Low- 

field or High-field Scanners. European Radiology, 7(5), 263-268.    

 

Martin, Xavier and Will Mitchell (1998). The Influence of Local Search and Performance  

Heuristics on New Design Introduction in a New Product Market. Research Policy, 26(7-

8), 753-771. 

 

Mazursky, David, Priscilla LaBarbera and Al Aiello (1987). When Consumers Switch 

Brands. Psychology and Marketing, 4(1), 17-30.  

 

McAlister, Leigh (1982). A Dynamic Attribute Satiation Model of Variety-Seeking 

Behavior. Journal of Consumer Research, 9(2), 141-150.  

 

McAlister, Leigh and Pessemier A. Edgar (1982). Variety Seeking Behavior: An  

Interdisciplinary Review. Journal of Consumer Research, 9(3), 311-322 

 

McCabe, Donald (1987). Buying Group Structure: Constriction at the Top. Journal of  

Marketing, 51(4), 89-98.   

 

McDougall, H.G. Gordon and Terrence Levesque (2000). Customer Satisfaction with 

Services: Putting Perceived Value into the Equation. Journal of Services Marketing, 

14(5): 392-410. 

 



 

 200 

Menard, S. (1995) Applied Logistic Regression Analysis. Sage University Paper series on 

Quantitative Applications in the Social Sciences, Thousand Oaks, CA: Sage. 

 

Meyer, M.H. and A.P. Lehnerd (1997). The Power of Product Platform. The Free Press, New 

York. 

 

Meyer, M.H. and DeTore, A (2001). Creating a Platform-based Approach for Developing 

New Services. The Journal of Product Innovation Management, 18(3), 188-204.   

 

Mittal, Vikas and Kamakura A. Wagner (2001). Satisfaction, Repurchase Intent, and 

Repurchase Behavior: Investigation the Moderating Effect of Customer Characteristics. 

Journal of Marketing Research, 38(1), 131-142.     

 

Money, R. Bruce (2004). Word-of-Mouth Promotion and Switching Behavior in Japanese 

and American Business-to-Business Service Clients. Journal of Business Research, 57(3), 

297-305.  

 

Monroe, Kent and Dodds William (1988). A Research Program for Establishing the Validity 

of the Price-Quality Relationship. Journal of the Academy of Marketing Science, 16(1), 

151-168. 

 

Morgan, R.M. (2000). The Evolution of Relationship Marketing Strategy within the 

Organization, in J. Sheth and A. Parvatiyar (eds) Handbook of Relationship Marketing, 

pp. 481–504. Thousand Oaks, CA: Sage. 

 

Moriarty, Rowland T. and Kosnik Thomas J. (1989). High-Tech Marketing: Concepts,  

Continuity, and Change. Sloan Management Review, 30(4), 7-17.    

 

Morrison, D. Pamela, Roberts H. John and Midgley F. David (2004). The Nature of Lead 

Users and Measurement of Leading Edge Status. Research Policy, 33(2), 351-362. 

 

Muffatto, M. and Roveda, M. (2000). Developing Product Platforms: Analysis of the   

Development Process. Technovation, 20(11), 617-630.  

 

Murry, John P. and Jan B. Heide (1998). Managing Promotion Program Participation within  

Manufacturing-Retailer Relationships. Journal of Marketing, 62(1), 58-69. 

 

Murray, Keith B. (1991). A Test of Services Marketing Theory: Consumer Information  

Acquisition Activities. Journal of Marketing, 55(1), 10-25. 

 

Murray, Keith B. and Schlacter L. John (1990). The Impact of Services versus Goods on  

Consumers‟ Assessment of Perceived Risk and Variability. Journal of Academy of 

Marketing Sciences, 18(1), 51-65. 



 

 201 

 

Nelson, R.R. (1991). Why Do Firms Differ, and How Does it Matter?. Strategic Management 

Journal, 12(Special Issue), 61-74. 

 

Neuman, W. L. (1997). Social Research Methods, Qualitative and Quantitative Approaches. 

Allyn & Bacon, Needham Heights, MA. 

 

Newhouse, Joseph P. (1992). Medical Care Costs: How Much Welfare Loss?. Journal of  

Economic Perspectives, 6(3), 3-12.  

 

Nicholas, Keith. (1992). Better, Cheaper, Faster Products-by Design. Journal of Engineering 

Design. 3(3), 217-228. 

 

Nielson, Charles (1996). An Empirical Examination of Switching Cost Investments in 

Business-to-Business Marketing Relationships. Journal of Business and Industrial 

Marketing, 11(6), 38-60. 

 

Nonaka, I. (1991). The Knowledge-Creating Company. Harvard Business Review, 69 (6), 

96-104. 

 

Norusis, M.J. (1997). SPSS Professional Statistics. Chicago: SPSS Inc. 

 

Och, J.G., Clarke G.D., Sobol W.T., Rosen C.W., and Mun S.K. (1992). Acceptance Testing 

of Magnetic Resonance Imaging Systems: Report of AAPM Nuclear Magnetic Resonance 

Task Group No. 6. Medical Physics, 19(1), 217-229. 

 

Oh, Eun-Hwan, Imanaka Yuichi, and Evans Edward (2005). Determinants of the Diffusion of  

Computed Tomography and Magnetic Resonance Imaging. International Journal of 

Technology Assessment in Health Care, 21(1), 73-80. 

 

Oliver, L. Richard (1999). Whence Consumer Loyalty?. Journal of Marketing, 63(SI), 33-44. 

 

Olson, Erik L. and Bakke Geir (2001). Implementing the Lead User Method in a High  

Technology Firm: A Longitudinal Study of Intentions versus Actions. Journal of Product 

Innovation Management, 18(6), 388-395. 

 

Online-Patent (2005). United States Patent and Trademark Office. http://www.uspto.gov 

 

Ovans, Andrea (1997). Marketing-Make a Bundle Bundling. Harvard Business School, 

75(6), 18-20. 

 

Pae, Jae H. and Hyun Jung Suk (2006). Technology Advancement Strategy on Patronage  



 

 202 

Decisions: The Role of Switching Costs in High-Technology Markets. The International 

Journal of Management Sciences, 34(1), 19-27. 

 

Pampel, F.C. (2000). Logistic regression: A primer. Thousand Oaks, Sage Publications. 

 

Panther, T. and Farquhar, J.D. (2004). Consumer Responses to Dissatisfaction with Financial  

Service Providers: An Exploration of Why Some Stay While Others Switch. Journal of  

Financial Services Marketing, 8(4), 343-353. 

 

Parkinson, S. T. (1985). Factors Influencing Buyer-Seller Relationship in the Market for 

High Technology Products. Journal of Business Research, 13(1), 49-60. 

 

Passariello, R (1997). Cost Containment and Diffusion of MRI: Oil and Water?. European  

Radiology. 7(5), 259-262.  

  

Patterson, Paul G. and Dawes L. Philip (1999). The Determinants of Choice Set Structure in  

High-Technology Business Markets. Industrial Marketing Management, 28(4), 395-411. 

 

Patterson, Paul G. Johnson W. Lester and Spreng A. Richard (1997). Modeling the 

Determinants of Customer Satisfaction for Business-to-Business Professional Services.   

Academy of Marketing Science, 25(1), 4-17. 

 

Penrose, E.T. (1959). The Theory of the Growth of the Firm. Wiley, New York. 

 

Pfeffer, Jeffrey, Salancik Gerald and Leblebici Huseyin (1976). The Effect of Uncertainty on 

the Use of Social Influence in Organizational Decision Making. Administrative Science 

Quarterly, 21(2), 227-245  

 

Pharmaceutical Research and Manufacturers of America, 2000 data.  

 

Piercy, Nigel F. (1996). The Effects of Customer Satisfaction Measurement: The Internal 

Market versus the External Market. Marketing Intelligence & Planning, 14(4), 9-15.  

 

Ping, Robert A. (1993). The Effects of Satisfaction and Structural Constraints on Retailer  

Exiting, Voice, Loyalty, Opportunism, and Neglect. Journal of Retailing, 69(3), 320-352. 

 

Ping, Robert A. (1997). Voice in Business-to-Business Relationships: Cost of Exit and  

Demographic Antecedents. Journal of Retailing, 73(2), 261-281. 

 

Prahalad, C.K. and Hamel G. (1990). The Core Competence of the Corporation. Harvard  

Business Review, 68(3), 79-91.  

 



 

 203 

Press, James, and Wilson Sandra (1978). Choosing between Logistic Regression and 

Discriminant Analysis. Journal of the American Statistical Association, 73, 699-705 

 

Price, Linda and Arnould Eric (1999). Commercial Friendships: Service Provider-Client  

Relationships in Context. Journal of Marketing, 63(4), 38-56.  

 

Priem, R.L. and Butler, J.E. (2001a).  Is the Resource Based „View‟ a Useful Perspective for  

Strategic Management Research?. Academy of Management Review, 26(1), 22-40. 

 

Priem, R.L. and Butler, J.E. (2001b). Tautology in the Resource-Based View and the  

Implications of Externally Determined Resource Value: Further Comments. Academy of 

Management Review, 26(1), 57-66. 

 

Pullman, E. Madeleine, Moore L. William and Wardell G. Don (2002). A Comparison of 

Quality Function Deployment and Conjoint Analysis in New Product Design. The Journal 

of Product Innovation Management, 19(5), 354-364. 

 

Raff, Daniel M. G. (2000). Superstores and the Evolution of Firm Capabilities in American 

Bookselling. Strategic Management Journal, 21(10-11), 1043-1059. 

 

Raju, P.S. (1984). Exploratory Brand Switching: An Empirical Examination of its  

Determinants. Journal of Economic Psychology, 5(3), 201-221. 

 

Ramdas, Kamalini and Sawhney M. (2001). A Cross-Functional Approach to Designing  

Multiple Line Extensions for Assembled Products. Management Sciences, 47(1), 22-36. 

 

Ramdas, Kamalini (2003). Managing Product Variety: An Integrative Review and Research  

Directions. Production and Operations Management, 12(1), 79-101. 

 

Ranganathan, C., Seo DongBack and Babad Yair (2006). Switching Behavior of Mobile 

Users: Do User‟s Relational Investments and Demographics Matter?. European Journal 

of Information Systems, 15(3), 269-276. 

 

Reger, R. K. and Huff, A.S. (1993). Strategic Groups: A Cognitive Perspective. Strategic 

Management Journal, 14,103-124.    

 

Reichheld, Frederick (1996). Loyalty Effect: The Hidden Force Behind Growth, Profits and  

Lasting Value. Cambridge, MA, Harvard Business School Press.  

 

Roberts, Johns H. and James M. Lattin, (1991). Development and Testing of a Model of  

Consideration Set Composition. Journal of Marketing Research, 28(4), 429-440.  

 



 

 204 

Roehm, H.A. and Roehm M.L. (2005). Variety-Seeking and Time of Day: Why Leader 

Brands Hope Young Adults Shop in the Afternoon, but Follower Brands Hope for 

Morning. Marketing Letters, 15(4), 213-221. 

 

Rosenthal, Stephan (1984). Progress toward the Factory of the Future. Journal of Operations  

Management, 4(3), 203-228. 

 

Roztocki, N. and Morgan, S.D. (2002). The Use of Web-based Surveys for Academic 

Research in the Field of Engineering. Paper presented at the American Society of 

Engineering management (ASEM) National Conference. 

 

Rusbult, C.E. (1980). Satisfaction and Commitment in Friendships. Representative Research 

in Social Psychology, 11, 96-105. 

 

Rust, Ronald T. and Zahorik J. Anthony (1993). Customer Satisfaction, Customer Retention 

and Market Share. Journal of Retailing, 69(2), 193-215.   

 

Ruyter, de K., Bloemer, J.M. and Wetzels, M.G. (1998). On the Relationship between 

Perceived Service Quality, Service Loyalty and Switching Costs. International Journal of 

Service Industry Management, 9(5), 436-453. 

 

Rycroft, W. Robert and Kash E. Don (2002). Path Dependence in the Innovation of Complex  

Technologies. Technology Analysis & Strategic Management, 14(1), 21-35. 

 

Sawhney, M. and Zabin, J. (2002). Managing and Measuring Relationship Equity in the 

  Network Economy. Journal of the Academy of Marketing Science, 30(4), 313-333. 

 

Sawhney, M.S. (1998). Leveraged High-Varity Strategies: from Portfolio Thinking to 

Platform Thinking. Journal of the Academy of Management Science, 26(1), 54-61.  

 

Schmalensee, Richard (1977). A Model of Advertising and Product Quality. The Journal of  

Political Economy, 86(3), 485-503.  

 

Seiders, Kathleen, Voss B. Glenn, Grewal Dhruv and Godfrey L. Andrea (2005). Do 

Satisfied Customers Buy More? Examining Moderating Influences in a Retailing Context. 

Journal of Marketing, 69(4), 26-43.  

 

Seidler, J. (1974). On Using Informants: A Technique for Collecting Quantitative Data and 

Controlling for Measurement Error in Organizational Analysis. American Sociological 

Review. 39(6), 816-831. 

 



 

 205 

Sen, S. Morwitz VG (1996). Is it Better to Have a Loved and Lost than Never to Have Loved 

at all? The Effect of Changes in Product Features over Time. Marketing Letters. 7(3), 225-

235. 

 

Sengupta, S., Krapfel, R. and Pusateri, M. (1997). Switching Costs in Key Account  

Relationships. The Journal of Personal Selling & Sales Management, 17(4), 9-16. 

 

Sharma, Neeru and Patterson Paul (1999). The Impact of Communication Effectiveness and  

Service Quality on Relationship Commitment in Consumer, Professional Services. 

Journal of Services Marketing, 13(2), 151-170.  

 

Sharma, Neeru and Patterson Paul (2000). Switching Costs, Alternative Attractiveness and 

Experience as Moderators of Relationship Commitment in Professional, Consumer  

Services. International Journal of Service Industry Management, 11(5), 470-490. 

 

Sharpe, S.A. (1997). The Effect of Consumer Switching Costs on Prices: A Theory and Its  

Application to the Bank Deposit Market. Review of Industrial Organization, 12(1), 79-94. 

 

Shaw, B. (1985). The Role of the Interaction between the User and the Manufacturer in 

Medical Equipment Innovation. R&D Management, 15(4), 283-292. 

 

Sheth, Jagdish N. (1973). A Model of Industrial Buyer Behavior. Journal of Marketing, 

37(4), 50-56.  

 

Shy, Oz (2002). A Quick-and-easy Method of Estimating Switching Costs. The International 

Journal of Industrial Organization, 20(1), 71-87. 

 

Simonson, Itamar and Winer S. Russell (1992). The Influence of Purchase Quantity and 

Display Format on Consumer Preference for Variety. Journal of Consumer Research, 

19(1), 133-138. 

 

Smith, A., Bolton, R. and Wagner, J. (1999). A Model of Customer Satisfaction with Service  

Encounters Involving Failure and Recovery. Journal of Marketing Research, 36(3), 356-

372. 

 

Srinivasan, V., Lovejoy William S. and Beach David (1997). Integrated Product Design for 

Marketability and Manufacturing. Journal of Marketing Research, 34(2), 154-163. 

 

Stanton, J.M. (1998). An Empirical Assessment of Data Collection Using the Internet.  

Personnel Psychology, 51(3), 709-725. 

 

Stock James H. and Watson Mark M. (2006). Introduction to Econometrics. The Addison-

Wesley Series on Economics. 



 

 206 

  

Strebel, Judi, O`Donnell Kathleen and Myers G. John (2004). Exploring the Connection 

between Frustration and Consumer Choice Behavior in a Dynamic Decision Environment. 

Psychology and Marketing, 21(12), 1059-1076.  

 

Streiner, D.L. (2003). Starting at the Beginning: An Introduction to Coefficient Alpha and 

Internal Consistency. Journal of Personality Assessment, 80(1), 99-103.  

 

Stump, L. Rodney, Athaide A. Gerard and Joshi W. Ashwin (2002). Managing Seller-Buyer 

New Product Development Relationships for Customized Products. The Journal of 

Product Innovation Management, 19(6), 439-454. 

 

Stump, Rodney and Joshi Ashwin (1998). To be or not to be (Locked in): An Investigation of 

Buyers‟ Commitments of Dedicated Investments to Support New Transactions. Journal of 

Business-to-Business Marketing, 5(3), 33-64.  

 

Su, Chao-Ton, Yung-Hsin Chenb and D.Y. Shab (2006). Linking Innovative Product  

Development with Customer Knowledge: A Data-Mining Approach. Technovation, 26(7), 

784-795. 

 

Sun, B.H., Neslin S.A. and Srinivasan K. (2003). Measuring the Impact of Promotions on 

Brand Switching When Consumers Are Forward Looking. Journal of Marketing 

Research, 40(4), 389-405.  

 

Sweeney, J.C., Soutar G.N. and Johnson L.W. (1997). Retail Service Quality and Perceived 

Value: A Comparison of Two Methods. Journal of Retail Consumer Service, 4(1), 39-48. 

 

Technology on wheels (1987). Evaluating the Options. Health Technology, 6, 231-238. 

 

Teece, David, Pisano Gary, and Shuen Amy (1997). Dynamic Capabilities and Strategic 

Management. Strategic Management Journal, 18(7), 509-533. 

 

Teece, David, Pisano Gary, and Shuen Amy (2000). Dynamic Capabilities and Strategic  

Management. In: Dosi, G, Nelson, R & Winter, S (eds) The Nature and Dynamics of 

Organizational Capabilities. Oxford University Press, NY, p 334-362. 

 

Teece, David (1986). Profiting from Technological Innovation: Implications for Integration,  

Collaboration, Licensing, and Public Policy. Research Policy, 15(6), 285-305 

 

Teplensky, D. Jill, Kimberly John R, Hillman Alan L. and Schwartz Sanford (1993). Scope,  

Timing and Strategic Adjustment in Emerging Markets: Manufacturer Strategies and the 

Case of MRI. Strategic Management Journal, 14(7), 505-527.   

 



 

 207 

Tholke, J.M., Hultink E.K. and Robben H.S.J. (2001). Launching New Product Features: A 

Multiple Case Examination. Journal of Product Innovation Management, 18(1), 3-14. 

 

Thomke, S. and Von Hippel E. (2002). Customers as Innovators: A New Way to Create 

Value. Harvard Business Review, 80(4), 74-81. 

 

Thomke, H. Stefan (1997). The Role of Flexibility in the Development of New Product: An  

Empirical Study. Research Policy, 26(1), 105-119. 

 

Thompson, Bebora Viana, Hamilton Rebecca W. and Rust Roland T. (2005). Feature 

Fatigue: When Product Capabilities Become Too Much of a Good Thing. Journal of 

Marketing Research, 42(4), 431-442. 

 

Tomer, J.F. (1987). Organizational Capital: The Path to Higher Productivity and Well-being. 

New York: Praeger. 

 

TriMark, (2007). Medical Imaging Markets. www.trimarkpublication.com.  

 

Tripsas, Mary and Gavetti Giovanni (2000) “Capabilities, Cognition, and Inertia: Evidence 

from Digital Imaging. Strategic Management Journal, 21 (10-11), 1147-1161. 

 

Turnball, Ledyard and Wilson David (1989). Developing and Protecting Profitable Customer  

Relationships. Industrial Marketing Management, 18(3), 233-238.  

 

Tushman, Michael L. and Anderson Philip (1986). Technological Discontinuities and  

Organizational Environments. Administrative Science Quarterly, 31(3), 439-465 

 

Urban, G.L. and Von Hippel, E. (1988). Lead User Analyses for the Development of New  

Industrial Products. Management Science, 34(5), 569-582. 

 

Van Trijp, Hans C.M., Hoyer D. Wayne and Inman Jeffrey (1996). Why Switch? Product  

Category-Level Explanations for True Variety-Seeking Behavior. Journal of Marketing 

Research, 33(3), 281-292. 

 

Von Hippel, Eric (1978). Successful Industrial Products from Customer Ideas. Journal of  

Marketing, 42(1), 39-49. 

 

Von Hippel, Eric (1986). Lead Users: A Source of Novel Product Concepts. Management  

Science, 32(7), 791-805. 

 

Von Hippel, Eric (1989). New Product Ideas from Lead Users. Research Technology  

Management, 32(3), 24-27. 

 



 

 208 

Von Hippel, Eric (1995). The Source of Innovation. New York, NY: Oxford University 

Press, ch. 2 and 3, pp. 11-42. 

 

Wagner, J., Klein, N., and Keith, J. (2003). Buyer–Seller Relationships and Selling 

Effectiveness: The Moderating Influence of Buyer Expertise and Product Competitive 

Position. Journal of Business Research, 56(4), 295-302. 

 

Wang, Catherine and Ahmed Pervaiz (2007). Dynamic Capabilities: A Review and Research  

Agenda. International Journal of Management Reviews, 9(1), 31-51.   

 

Wathne, Kenneth H., Biong Harald and Heide B. Jan (2001). Choice of Supplier Embedded  

Markets Relationship and Marketing Program Effects. Journal of Marketing, 65(2), 54-66.  

 

Weiss, M. Allen and Heide B. Jan (1993). The Nature of Organizational Search in High  

Technology Markets. Journal of Marketing Research, 30(2), 220-233.   

 

Wernerfelt, Birger (1984). A Resource-Based View of the Firm. Strategic Management 

Journal, 5(2), 171-180. 

 

Wernerfelt, Birger (1989). From Critical Resources to Corporate Strategy. Journal of 

General Management, 14(3), 4-12.  

 

Wernerfelt, B. (1995). The Resource-Based View of the Firm: Ten Years After. Strategic 

Management Journal, 16(3), 171-174. 

 

Wilde, De J., Price D., Curran J., Williams J. and Kitney R. (2002). Standardization of 

Performance Evaluation in MRI: 13 Years‟ Experience of Intersystem Comparison. 

Concepts in Magnetic Resonance (Magnetic Resonance Engineering), 15(1), 111-116. 

 

Williamson, O.E. (1999). Strategy Research: Governance and Competence Perspectives.  

Strategic Management Journal, 20(12), 1087-1108. 

 

Wilson, L. Alla, Ramamurthy K., Nystorm C. Paul (1999). A Multi-Attribute Measure For  

Innovation Adoption: The Context of Imaging Technology. IEEE Transaction on 

Engineering Management, 46(3), 311-321. 

 

Wind, J. and Mahajan V. (1997). Issues and Opportunities in New Product Development: An  

Introduction to the Special Issue. Journal of Marketing Research, 34(1), 1-12. 

 

Winter, S. (1988). Knowledge and Competence as Strategic Assets. In D. Teece (Ed) The  

Competitive Challenge. Cambridge, MA: Ballinger. 159-184. 

 



 

 209 

Worren, Nicolay, Moore Karl and Cardona Pablo (2002). Modularity, Strategic Flexibility, 

and Firm Performance. Strategic Management Journal, 23(12), 1123-1140. 

 

Wu, F.C. and Chyu C.C. (2004). Optimization of Robust Design for Multiple Quality          

Characteristics., International Journal of Production Research, 42(2), 337-354.   

 

Wayne, Leslie (2007). Again, Boeing Is Scrutinized on a Contract. The New York Times  

“Business Section” March 3.  

 

Yanamandram, Venkata and White Lesley (2006). Switching Barriers in Business-to-

Business Services: a Qualitative Study. International Journal of Service Industry 

Management, 17(2), 158-192. 

 

Yang, Chyan and Jiang Sean (2006). Strategies for Technology Platforms. Research  

Technology Management, 49(3), 48-57. 

 

Yin, Robert (1994). Case Study Research, Design and Methods. Second ed. Vol. 5: Sage 

Publications. 

 

Zins, A.H. (2001). Relative Attitudes and Commitment in Customer Loyalty Models: Some 

Experiences in the Commercial Airline Industry. International Journal of Service Industry 

Management, 12(3), 269-294. 

 

Zha, F. Xuan and Sriram D. Ram (2006). Platform-based Product Design and Development: 

A Knowledge-intensive Support Approach. Knowledge-Based Systems, 19(7), 524-543. 

 

Zollo, M and Winter, S (2002). Deliberate Learning and the Evolution of Dynamic  

Capabilities. Organization Science, 13(3), 339-351. 

 

 

 

 

 

 

 

 

 

 

 

 


	Mythesis_S1.pdf
	Mythesis_S2

