Wireless ATM Network Access and Control

by

Tung Chong Wong

A thesis
presented to the University of Waterloo
in fulfilment of the
thesis requirement for the degree of
Doctor of Philosophy
in
Electrical Engineering

Waterloo, Ontario, Canada, 1999

©Tung Chong Wong 1999
The author has granted a non-exclusive licence allowing the National Library of Canada to reproduce, loan, distribute or sell copies of this thesis in microform, paper or electronic formats.

The author retains ownership of the copyright in this thesis. Neither the thesis nor substantial extracts from it may be printed or otherwise reproduced without the author's permission.
The University of Waterloo requires the signatures of all persons using or photocopying this thesis. Please sign below, and give address and date.
Abstract

Wireless Asynchronous Transfer Mode (ATM) networks are attractive because they can provide a wide variety of new wireless broadband services providing true portability and support for personal, integrated broadband services currently envisioned for wired ATM systems only. A wireless ATM access network has to provide a reasonable user-transparent Quality of Service (QoS) for different service classes as well as seamless integration across an interconnection of wireless and wired ATM networks. A Medium Access Control (MAC) protocol has been designed, which allows seamless integration of the wireless access segments to the wired ATM network and takes into consideration the characteristics of the various classes of services to provide good QoS. This protocol is based on the Time Division Multiple Access with Dynamic Reservation (TDMA/DR) protocol. The performance of the MAC protocol is studied: a) by computer simulation for voice, Markov Modulated Poisson Process (MMPP) or Motion Picture Experts Group (MPEG) video and data traffic; b) by mathematical analysis for delay-sensitive voice and MMPP video traffic.

This research work is also concerned with the Connection Admission Control (CAC) and the Usage Parameter Control (UPC) issues in a cellular wireless ATM access network. The proposed two CAC approaches are based on equivalent capacity for heterogeneous traffic. The performance of one of these approaches is studied by mathematical analysis and the other approach by computer simulation. The UPCs used to police the heterogeneous traffic are leaky buckets with the token generation rates set at the equivalent capacities of the heterogeneous traffic. The performance of the UPC is studied by computer simulation for heterogeneous traffic and mathematical analysis for voice and MMPP video traffic.
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Chapter 1

Introduction

1.1 Introduction

Wireless Asynchronous Transfer Mode (ATM) networks are attractive because they can provide a wide variety of new wireless broadband services providing true portability and support for personal, integrated broadband services currently envisioned for wired ATM systems only. A wireless ATM access network has to provide a reasonable user-transparent Quality of Service (QoS) for different service classes as well as seamless integration across an interconnection of wireless and wired ATM networks. In the present development of wired ATM networks and wireless personal communication networks, there are already some papers that address some of the issues in wireless ATM-based networks [1-12].

This thesis describes our work on the design of a cellular wireless ATM access network, the configuration of which is shown in Fig. 1.1. The network comprises a number of wireless access segments, each supporting a base station and a number of multimedia portable terminals. A base station acts as the central communication hub and wireless bandwidth controller in its wireless segment, and is connected to the wired ATM network via a multiplexer/demultiplexer. The multiplexer is required because of the bit rate mismatch between the wireless segments and the wired ATM network; specifically, each wireless segment has been designed to support an aggregate bit rate of only 20 Mb/s. An enhanced Medium Access Control (MAC) protocol, designed to allow seamless integration of the wireless access segments to the wired ATM network and to take into
consideration the characteristics of the various classes of services to provide satisfactory QoS, is proposed. This protocol is based on the Time Division Multiple Access with Dynamic Reservation (TDMA/DR) protocol described in [1-4].

Fig. 1.1. Network Configuration of cellular wireless ATM access segments connected to a ATM switch through a propriety ATM multiplexer/demultiplexer
The uplink MAC protocol used in this network, which allows voice, video and data transmissions, is described. This protocol is designed to allow seamless integration from the wireless domain to the wired ATM network taking into account the various QoS for voice, video and data traffic. An algorithm for allocation and defragmentization of voice information slots which used the MAC protocol to improve bandwidth efficiency by taking advantage of the silence period of voice traffic is also described in [11].

The research described in this thesis is concerned with issues above the physical layer in the protocol stack. However, we recognize that the physical layer, particularly with respect to error performance, imposes limits on the Quality of Service (QoS) provisioning. Therefore, upper layer buffer dimensioning only needs to ensure all cell loss rate are slightly better or matching that provided by the physical layer processors.

This work is also concerned with Connection Admission Control (CAC) and Usage Parameter Control (UPC) issues in a cellular wireless ATM access network.

1.2 Literature Review

There are a number of papers in the literature that address some of the issues in wireless ATM-based networks. Wilson et al. [1] compare dynamic TDMA and spread-spectrum packet Code Division Multiple Access (CDMA) as multiple access strategies in an integrated voice/data Personal Communication Networks (PCN) environment. Voice and data users only are considered in the simulation. Simulation results show that while CDMA typically provide a 2:1 or greater capacity advantage over TDMA, the gains are generally associated with higher data delay for long messages generated by file transfer and multimedia application. Furthermore, practically achievable CDMA efficiencies may
be somewhat lower than these results because of thermal noise effects, imperfect power control, etc.

Raychaudhuri and Wilson in [2] present a discussion of issues related to the support of multimedia traffic in next-generation PCN. An example of demand assigned TDMA protocol is considered in detail, with a particular focus on a traffic mix consisting of Constant Bit Rate (CBR) voice and Variable Bit Rate (VBR) data with real-time constraints. Simulation models are used for performance evaluation. Time-of-expire (TOE) based queue service disciplines are introduced as a mechanism for improving the cell loss rate experienced by time-critical data, and simulation results investigating the effect of TOE processing are presented.

Raychaudhuri and Wilson in [3] present a discussion of system design issues related to the development of next-generation multimedia PCN. It is proposed that the baseline definition of emerging PCN systems be broadened to provide multimedia transport capabilities qualitatively similar to those offered by BISDN/ATM. A number of system-level design and technology selection issues are discussed. An outline of a dynamic TDMA based multimedia PCN system architecture is presented. Simulation based performance evaluation results are given for a mixed voice/data traffic scenario.

In [4], Raychaudhuri presents an ATM based transport architecture for next-generation multiservices PCN. An ATM based wireless network concept capable of supporting a mixture of Broadband Integrated Services Digital Networks (BISDN) services including CBR, VBR and packet data transport, is explored from an architecture viewpoint. Design issues related to the physical, MAC and data link layers of the ATM-
based radio link are discussed, and preliminary technical approaches are identified in each case.

McTiffin et al. [5] present an integrated system concept for a Direct Sequence Spread Spectrum CDMA radio access suitable for third-generation mobile radio. The system has been conceived to take account of such diverse services as low bit rate voice and quasi-broadband services of up to 256 kbps. Broadband services imply the use of ATM transmission technique, and particular attention is paid to the mutual impact of CDMA and ATM. An efficient Automatic Repeat Request technique is described which gives a suitable low overall error rate and a soft capacity limit.

In [6], Raghvendra discusses issues for mobile multimedia using ATM and microcellular technologies. Wywras et al. [7] discuss alternative access strategies for multi-media wireless systems. FDMA, TDMA, CDMA and random packet access schemes are considered. A number of possible strategies are presented and the major performance issues are discussed. In [8], Leslie et al. discuss some issues in local wireless ATM networks. Eng et al. [9] describe the theory, design and prototyping of a wireless ATM LAN/PBX capable of supporting mobile users with multi-Mb/s access rates and multi-Gb/s aggregate capacities. Karol et al. propose and study a demand-assignment channel access protocol for wireless packet (ATM) network in [10]. Based on the assumption of homogeneous traffic, their simulation results show that even with the ‘worst possible’ traffic characteristics, the delay-throughput performance of their protocol is close to the best possible with any access protocol.

Next, we consider the comparison of TDMA/DR with DS-CDMA. Channel congestion in TDMA/DR leads to higher probability of voice blocking, while increasing
traffic load in DS-CDMA will have the effect of degrading packet loss rate [1]. For TDMA/DR, the key user-level performance measures are voice call blocking probability, voice call delay and data delay. On the other hand, for DS-CDMA, there is no explicit voice call blocking, and degraded channel performance for high traffic loads will manifest itself in the form of increased voice packet loss rate [1].

In [1], results show that CDMA-based PCN does have a higher capacity than that of TDMA/DR, but practically achievable CDMA efficiencies may be somewhat lower than that indicated by these results because of thermal noise effects, imperfect power control, etc. [1]. Furthermore, CDMA requires accurate power control to avoid the “near-far” problem, adding to remote cost/complexity [3]. However, CDMA has the advantage of potentially supporting overlay operation when new frequencies are not available [3]. In addition, CDMA enjoys the advantage in not requiring time slots (bandwidth allocation) to be reserved in response to the demand from users or terminals as in the case of TDMA/DR. As long as the total interference does not exceed a design threshold, service quality is maintained in CDMA [34]. Furthermore, CDMA has no access delay as compared to a one TDMA frame delay in TDMA/DR.

For multimedia applications, DS-CDMA has the disadvantage of relatively low peak transmission bit-rate when compared with TDMA/DR [2-3]. DS-CDMA does not support high transmission bit-rates, making it less suitable for multimedia applications requiring relatively high transfer rate [3]. This problem may be ameliorated via multiple code transmissions per user or multirate CDMA operation at the cost of complexity [3]. For example, DS-CDMA may support low bit-rate VBR video (video conferencing), but not high bit rate VBR video (video-on-demand). On the other hand, TDMA/DR support
high burst transmission bit-rate and can actually be configured to operate with adaptively selected higher efficiency modulation modes to certain classes of applications [3], for example, high VBR video application.

In [55], a leaky bucket with a data buffer is studied under the assumption of Poisson arrivals. The tradeoff between the smoothness of the departure process and the waiting times is studied. Results consider both finite and infinite data buffer sizes. A leaky bucket with finite data buffer is analysed assuming a Markovian Arrival Process in [56]. In [57], Elwalid et al. analyse a generalized leaky bucket with a fluid model. Butto et al. consider the effectiveness of the leaky bucket by an exact analysis for an on-off traffic and also by a fluid flow model [58]. In [59], Bala et al. consider a leaky bucket with a spacer. This leaky bucket is analysed with a Poisson arrival process. Wu et al. present and study a discrete-time analysis of a leaky bucket with the arrivals being a Poisson process or Markov Modulated Poisson Process (MMPP) [60]. In [61], Sohraby et al. analyse a leaky bucket with data buffer under the assumption of a discrete-time Markovian Arrival Process. As a special case, the detail analysis of the binary Markov source throttled by the leaky bucket is presented.

A virtual connection tree concept has been proposed to avoid the need to involve the network call processor for every cell handoff attempt in cellular ATM networks [47]. The model for connection admission control to the virtual connection tree is for a homogeneous system.

The application of equivalent capacity to connection admission control in high speed network is proposed and discussed in [27,48].
1.3 Motivation

The objective of this research is to develop a better understanding of the performance expected from a wireless ATM access system by concurrently designing and modeling a wireless ATM access system. This work is concerned with the convergence of new technologies to realize a global communication system that will provide true portability and support for personal, integrated broadband services currently envisioned for wired ATM systems only. The proposed work will study issues related to the provision of user-transparent QoS across a wireless ATM access technology interworked with a wired backbone ATM network.

The proposed work is to design and study new access protocols for wireless ATM network to allow seamless integration between the wireless domain and the wired ATM networks for various types of traffic with different quality of service. As standards for ATM networking become more established and deployment of ATM networks become more widespread, the interconnection of wireless (radio) networks to wired ATM networks will be a natural development in the near future. With a good understanding and insights for the various issues concerning wireless ATM networks, the knowledge of these wireless ATM networks is of commercial value as a wide variety of new wireless broadband services can then be provided with such networks. Thus, only wireless ATM networks are needed to transmit heterogeneous traffic instead of having separate wireless networks each for transmitting voice, video or data only.

We expect future applications in the wireless ATM network to have high bit-rate traffic like high bit-rate VBR video. From Section 1.2, we know TDMA with dynamic
reservation (TDMA/DR) is able to support such a high bit-rate. Therefore, we are pursuing our research along the direction using the TDMA/DR protocol.

1.4 Overview of Thesis

This thesis describes and studies a cellular wireless ATM access network. In this introductory chapter, a review of the research literature relevant to the design issues of wireless ATM networks is presented. We consider the salient features of CDMA and TDMA/DR MAC protocols and choose the TDMA/DR protocol as the MAC protocol in our work.

In Chapter 2, we first present the research objectives of this thesis. The proposed integration of our wireless ATM access network to a wired ATM network is described. We also describe and discuss our transmission frame and our MAC protocol. The enhanced MAC protocol is designed to take into consideration the traffic characteristics of different service classes to provide bandwidth efficiency, good QoS for real-time traffic, and reasonable QoS for non-time-critical traffic. In the second part of this chapter, we propose to study a usage parameter control based on the leaky bucket in a cellular wireless ATM access network. We also propose a connection admission control to a virtual connection tree based on equivalent capacity for heterogeneous traffic in the latter part of this chapter.

In Chapter 3, a MAC simulation model for the cellular wireless ATM access network is developed and described in terms of some basic process models. In Section 3.3, some simulation results are presented. In the latter part of Chapter 3, approximate analyses of delay-sensitive traffic for voice and MMPP video under light load are presented. The mean packet queueing delay and the distribution for voice and MMPP
video traffic are derived. In Section 3.5, some numerical results which show that the approximate analytical results are quite close to the simulation results are presented.

In the first part of Chapter 4, simulation models for usage parameter control based on the leaky bucket are described. Some simulation results are presented Section 4.3. In the latter part of Chapter 4, an approximate analysis of the leaky bucket for voice traffic and a loose lower bound for the cell loss probability of the leaky bucket for MMPP video traffic are presented. In Section 4.5, numerical results and simulation results are presented.

In Chapter 5, simulation results are presented for the performance of MAC and UPC for MPEG video traffic.

In the first part of Chapter 6, a performance analysis for connection admission control to the virtual connection tree based on equivalent capacity for heterogeneous traffic in the cellular wireless ATM access network is developed. In the latter part of Chapter 6, numerical and simulation results are presented.

Finally, the research work in this thesis is concluded in Chapter 7.
Chapter 2

Wireless ATM Network Design

2.1 Introduction

In this chapter, the research objectives of this thesis are first presented. The integration of our wireless ATM access network to the wired ATM network, together with the transmission format and Medium Access Control (MAC) protocol, is then described. It is assumed that the radio transmission employs a Time-Division Multiple Access (TDMA) scheme for multiple access. The uplink MAC protocol is reservation-based, with delay-sensitive traffic being given a higher access priority. The resultant protocol is referred to as TDMA with dynamic reservation (TDMA/DR). In the latter part of this chapter, we propose to study a Usage Parameter Control (UPC) based on the leaky bucket in a cellular wireless ATM access network. The output processes of the heterogeneous traffic from the uplink MAC protocol are fed to the leaky buckets at the base station for each of the connections. Each leaky bucket will police its traffic through its token generation rate which is set at the connection’s equivalent capacity. This equivalent capacity is determined during its CAC setup. We also propose a Connection Admission Control (CAC) to a Virtual Connection Tree (VCT) based on equivalent capacity for heterogeneous traffic in the second part of this chapter. The equivalent capacities for the heterogeneous traffic are assumed to be between the mean rate and the peak rate for each of the heterogeneous traffic transmitted by the uplink MAC protocol. Section 2.6 describes our CAC model to the VCT with overload probability in a base station as a performance measure. The size of a VCT, i.e., the number of base stations
contained in a VCT, is a key parameter that impacts the amount of standby capacity required and the frequency of handoff to adjacent VCTs. The standby capacity requirement and frequency of handoff to adjacent VCTs will be assessed with respect to the number of base stations in a VCT in Chapter 6.

The major design objectives of this research are to investigate and study a new enhanced MAC protocol, CAC and UPC which allow seamless integration of a cellular wireless ATM network to wireline ATM networks such that new broadband services can be provided.

The major goals are:

- To develop a better understanding of the performance expected from a wireless ATM access system by designing and modelling a cellular wireless ATM access network.
- To consider the implications of the access performance on how QoS can be delivered across a hybrid wireless/wireline ATM network.
- To propose a new enhanced wireless MAC protocol which can provide the required QoS for heterogeneous traffic.
- To propose UPCs which can provide the required QoS for heterogeneous traffic across a hybrid wireless/wireline ATM network.
- To propose new CACs to the Virtual Connection Tree (VCT) for heterogeneous traffic.
- To study the performance of these MAC protocol, UPCs and CACs by computer simulations and by mathematical analyses.
2.2 Integration of Wireless ATM Access Network to Wireline ATM network

For the design of a cellular wireless ATM access network, the following points have to be considered:

- Flexible allocation of bandwidth for heterogeneous traffic as is in the case of a wireline ATM network and not simply catering for one type of service class.
- Should satisfy the QoS of different service classes.
- Should have centralized control to allocate bandwidth to satisfy the different QoS.
- Should have minimal protocol conversion processing from the wireless domain to the wireline domain and vice versa.
- Should have seamless integration from the wireless domain to the wireline domain and vice versa.
- Must have in sequence delivery of ATM packets.

The general concept of integrating the cellular wireless ATM network to the wired ATM network with a minimal of protocol conversion is shown in Fig. 2.1 (similar to [1-4]). In this setup, minimal protocol conversion processing is required at the base station which simply strips off the wireless protocol header and trailer from, and inserts the wired ATM header to a packet moving from the wireless segment to the wired network, and performs the reverse for a packet moving in the reverse direction. The uplink MAC protocol handles the allocation of the information slots (wireless bandwidth) to the portable terminals in the wireless segment according to requests for these terminals. The base station also performs CAC and UPC functions.
Fig. 2.1. General concept of integrating the cellular wireless ATM network to the wired ATM network

2.3 Transmission Frames

Information interchange between the base station and portable terminals in a wireless segment is via 2 frequency bands, a downlink for transmissions from the base station to the terminals, and an uplink in the reverse direction. The multiple access problem is confined to the uplink, where the TDMA frame format is as shown in Fig. 2.2.
Fig. 2.2. Uplink TDMA/DR frame format

The frame comprises request slots and information slots, and is synchronised to the voice packetisation time such that each active voice user will have exactly 1 packet for transmission in each frame. Request slots are classified as available or used in that available request slots are employed for initial access in slotted ALOHA (contention) mode for all traffic types from the portable terminals while used request slots are reserved for use by real-time VBR traffic types (like real-time VBR packet video, time-critical data or any real-time traffic that needs a request slot every TDMA frame) after having successfully gained access previously (via an available request slot). Note that the purpose of providing the used request slots is to exempt the real-time VBR traffic from
having to contend for access to the uplink on a frame-by-frame basis. The information slots are used to transport the actual data of the various traffic types according to their transmission requirements, and these are allocated to the portable terminals by the bandwidth allocator of the base station on a frame-by-frame basis. More details on the uplink MAC protocol can be found in Section 2.4.

2.3.1 Uplink Slots

The uplink request slot format is shown in Fig. 2.3, while the uplink information slot format is shown in Fig. 2.4.

Fig. 2.3. Uplink request slot format

Fig. 2.4. Uplink information slot format

2.3.1.1 Guard Time

The role of the guard time is to separate the request slot (or information slot) of a mobile user from the next request slot (or information slot) from another mobile user such that the packets received at the base station do not interfere with each other. From [24], the guard time, \( \tau_g \), can be calculated as follows:

\[
\tau_g = \tau_p + \Delta \tau_p + \Delta \tau_g + \tau_d,
\]  

(2.1)
where \( \tau_p \) is the propagation delay related to distance, \( \Delta \tau_p \) is the delay spread at the receiver, \( \Delta \tau_g \) is the error tolerance in guard time due to the instability of the clock and it is usually negligible, and \( \tau_d \) is the die-out time of the tail of the pulsed signal which depends on the amplitude and phase response of the filters.

\[
\tau_p = \frac{D}{C} ,
\]

where \( D \) is the maximum propagation distance in the cell and \( C \) is the speed of propagation in radio domain. The mean delay spread, \( \Delta \tau_p \), for various types of environment is shown in Table 2.1 [24].

**Table 2.1.** Mean delay spread for various type of environment

<table>
<thead>
<tr>
<th>S/No.</th>
<th>Type of Environment</th>
<th>Delay Spread, ( \Delta \tau_p )</th>
<th>Delay Spread, ( \Delta \tau_p ) for 20 Mbps</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>In-building</td>
<td>&lt;0.1 ( \mu )s</td>
<td>&lt;2 bits</td>
</tr>
<tr>
<td>2</td>
<td>Open area</td>
<td>&lt;0.2 ( \mu )s</td>
<td>&lt;4 bits</td>
</tr>
<tr>
<td>3</td>
<td>Suburban area</td>
<td>0.5 ( \mu )s</td>
<td>10 bits</td>
</tr>
<tr>
<td>4</td>
<td>Urban area</td>
<td>3 ( \mu )s</td>
<td>60 bits</td>
</tr>
</tbody>
</table>

From [24], the bit rate, \( R_b \), is given by

\[
R_b \leq \frac{1}{\tau_b} ,
\]

where \( \tau_b \) is the time between bits and it is given by

\[
\tau_b = \Delta \tau_p + \tau_d + \Delta \tau_g = \Delta \tau_p + \tau_d .
\]

If we consider a bit rate, \( R_b \), of 20 Mbps, then from (2.3), \( \tau_b \leq 50 \text{ ns} \), that is, \((\Delta \tau_p + \tau_d) \leq 50 \text{ ns} \equiv 1 \text{ bit} \). \( \Rightarrow \Delta \tau_p < 50 \text{ ns} \) and \( \tau_d < 50 \text{ ns} \). If we consider the maximum propagation distance, \( D = 100 \text{ m} \), then

\[
\tau_p = \frac{100}{3 \times 10^6} = 0.33 \mu \text{s} \equiv 6.67 \text{ bits} .
\]

So the guard time, \( \tau_g = 6.67 + 1 = 8 \text{ bits} = 1 \text{ byte} \).

**2.3.1.2 Service Type Field**
The service type field is used to indicate the service type, for example, control/supervisory, voice, CBR traffic, CBR traffic with burst switching, real-time VBR/time-critical data traffic, non-time-critical data traffic, etc. This field simplifies processing of protocol conversion and bandwidth allocation at the base station by freeing the base station from the need to keep track of all information. For real-time VBR services, this field is also used to indicate the end of transmission. This is done by encoding the field to four 1's in the used request slot that has been assigned to the real-time VBR service. Note that this is possible because the service type of such a real-time VBR service is known to the base station through its assigned used request slot.

2.3.1.3 QoS parameter Field

The QoS parameter field contains the information that allows the bandwidth allocator at the base station to decide who should have access priority to the information slots in the next TDMA frame. The information in this field may includes a packet's time of expiration, a packet's age (time spent in its local queue at the portable terminal), the length of a message queue, the number of slots required in the next TDMA frame by a real-time VBR service, and the status of the local queue at a portable terminal (i.e., whether it exceeds a given threshold). This information can be used for scheduling.

2.3.1.4 Cyclic Redundant Check Field

The 2-byte Cyclic Redundant Check (CRC) is used for bit error detection. In the present design, error correction can be carried out either by means of go-back-n automatic repeat request (ARQ) or Forward Error Correction (FEC) coding. The use of FEC however, incurs additional bandwidth wastage since part of the information payload will be used to transmit the redundant bits needed to correct errors. Nevertheless, the long
delays normally associated with go-back-n ARQ may make it necessary for some traffic
types to sacrifice bandwidth efficiency and utilise FEC for error correction.

2.3.1.5 Packet Sequence Number Field

The Packet Sequence Number is used to detect lost packets. In this case, recovery,
if necessary, will also utilise the go-back-n ARQ. In addition, this field is used by a voice
user to indicate the end of its talkspurt to the base station. In this case, the field is encoded
with a bit pattern of all 1's. Note that this end-of-talkspurt indication allows the base
station to immediately reallocate the information slot used by this user to another user in
the next frame.

2.3.1.6 Handoff Indicator Field

This 2-bit field is reserved for further development.

2.3.1.7 ATM Fields

The ATM fields have the similar functions to those in the wired ATM Cell field.
The wireless ATM VCI is determined at call setup and it is mapped to the wired ATM
VPI/VCI. It is assumed that the mapping is done during the connection setup by the
control plane with the translation table updated at the base station interface. Note that
there are no Generic Flow Control (GFC) and Header Error Control (HEC) fields in the
wireless ATM packet. The GFC field is only significant at the User Network Interface
(UNI) where it is used to control access from a number of terminals [5]. This function is
already provided in the wireless segment by the bandwidth allocator in the base station.
The HEC field is also not necessary since the error detection and correction provided
within the wireless segment will generally be more powerful. In addition, the cell
delineation function of the HEC field in the wired ATM network is also taken care of in
the wireless segment by the TDMA frame structure. Another reason why HEC should not be included is that the error probability in the wireless domain is much higher than that in the wired domain, causing header corruption leading to misrouted or lost packets. Thus, it is better to have the HEC computed in the base station for protocol conversion for *outbound inter-domain* traffic.

2.3.1.8 Uplink TDMA Frame Size

Assuming that the payload in the wireless ATM packet is 48 bytes \( (n=1) \), then the total uplink information slot size is 23.2 \( \mu \)s, which is long enough to transmit one packet of 58 bytes \( (2x1+2+2+2+48+2) \) or 464 bits. The total uplink request slot size is 12 or 14 bytes \( (2x1+2+2+4+2 \text{ or } 2x1+2+2+6+2) \), that is, 96 or 112 bits which are equivalent 4.8 \( \mu \)s and 5.6 \( \mu \)s, respectively. Note that one information slot is equivalent to 4.833 or 4.1428 request slots. Assuming that voice traffic of 32 Kbps and it is packetized using AAL type 1 with 47 bytes of payload, one voice packet needs 11.75 ms to be packetized. Thus, the TDMA frame size, \( T_{TDMA} \) is also 11.75 ms \( (\frac{47 \times 8}{32 \times 10^3}) \). Table 2.2 shows the TDMA frame size and the number of information slots for various voice bit rate. The lower the bit rate for voice makes the situation worse. Thus, echo cancellation is required.

**Table 2.2. TDMA frame size for various voice bit rate**

<table>
<thead>
<tr>
<th>S/No.</th>
<th>Voice Bit Rate (Kbps)</th>
<th>TDMA frame (ms)</th>
<th>Equivalent no. of information slots in each TDMA frame</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>64</td>
<td>5.875</td>
<td>253</td>
</tr>
<tr>
<td>2</td>
<td>32</td>
<td>11.75</td>
<td>506</td>
</tr>
<tr>
<td>3</td>
<td>16</td>
<td>23.5</td>
<td>1012</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>47.0</td>
<td>2025</td>
</tr>
</tbody>
</table>

Let \( T_R \) and \( T_I \) be the slot size of one request slot and one information slot, respectively. Let \( N_R \) be the number of request slots in a TDMA frame. Then, the number
of information slots in a TDMA frame, \( N_i = \left\lfloor \frac{(T_{TDMA} - N_R T_R)}{T_i} \right\rfloor \), where \( \lfloor x \rfloor \) is the smallest integer greater than or equal to \( x \). The overhead ratio is simply \( \frac{N_R T_R}{T_{TDMA}} \).

**Table 2.3.** Overhead ratio due to the number of request slots in a TDMA frame of size 11.75 ms with request slot size of (a) 4.8 \( \mu \)s and (b) 5.6 \( \mu \)s

<table>
<thead>
<tr>
<th>S/No.</th>
<th>No. of request slots</th>
<th>No. of information slots</th>
<th>Overhead ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>496</td>
<td>2.043</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>485</td>
<td>4.085</td>
</tr>
<tr>
<td>3</td>
<td>150</td>
<td>475</td>
<td>6.128</td>
</tr>
<tr>
<td>4</td>
<td>200</td>
<td>465</td>
<td>8.170</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th>S/No.</th>
<th>No. of request slots</th>
<th>No. of information slots</th>
<th>Overhead ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>494</td>
<td>2.383</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>482</td>
<td>4.766</td>
</tr>
<tr>
<td>3</td>
<td>150</td>
<td>470</td>
<td>7.149</td>
</tr>
<tr>
<td>4</td>
<td>200</td>
<td>458</td>
<td>9.532</td>
</tr>
</tbody>
</table>

(b)

Table 2.3 shows the tradeoff between the number of request slots and the number of information slots, and the overhead ratio due the number of request slots in a TDMA frame of size 11.75 ms.

### 2.3.2 Downlink Slots

The downlink request slot format is shown in Fig. 2.5, while the downlink information slot format is shown in Fig. 2.6.

![Fig. 2.5. Downlink control slot format](image)

![Fig. 2.6. Downlink information slot format](image)
2.3.2.1 Destination Address

This field identifies the portable terminal for which a downlink packet is destined.

A broadcast address is defined with a bit pattern of all 1’s.

2.3.2.2 Service Type Field

The service type field is used to indicate the service type. As with the case of the uplink, inclusion of this field simplifies protocol processing at the portable terminals. The control/ supervisory packets in the downlink perform the following functions:

- broadcast the highest numbered available request slot in the next frame,
- broadcast the numbers of all collided requests and information slots in the last frame,
- inform portable terminals of their success or failure in gaining access to either request or information slots
- inform active voice users of changes in their allocation of information slots (this is due to a packing algorithm [11] which groups all voice information slots together and which is invoked whenever a talkspurt ends)
- carry out other signalling functions.

2.3.2.3 Start of Information Slot Position in the Uplink Field

Depending on the type of control packets, this field is used to indicate to a traffic type the starting position of its allocated information slot(s) in the next uplink frame, collided request slots in the last frame, collided information slots in the last frame, or the highest numbered available request slot in the next frame.

2.3.2.4 End of Information Slot Position in the Uplink Field

Similarly, this field is used to indicate to a traffic type the ending position of its allocated information slot(s) in the next uplink frame, collided request slots in the last
frame, collided information slots in the last frame, or the highest numbered available request slot. The information in this frame field may be the same as that in the start of information slot position. For examples, voice packets, data or video packets requiring only one information slot, highest position of the available request slot, etc.

2.3.3 Slot Timing for Uplink and Downlink

Fig. 2.7 shows the slot timing for the uplink and the downlink. The Frame SYNC is used to provide synchronization information at the beginning of each frame to the mobile users in the cell of each base station.

![Slot timing diagram]

**Fig. 2.7.** Slot timing for the uplink and the downlink

2.4 Medium Access Control Protocol

The TDMA/DR MAC protocol designed here (and in [12]) is similar to that described in [1-4] except for the following enhancements:

- The MAC protocol allocates uplink information slots to CBR voice users dynamically on a burst switching basis. Thus, silent voice users are not allocated uplink information slots, and must contend for access at the start of each talkspurt. This allows statistical
multiplexing of active voice users. Thus, the bandwidth is more efficiently allocated and more voice users can be accommodated.

- The request slots are classified into available and used request slots, and the available request slots are used for all traffic types to contend for access to the uplink initially using the slotted Aloha protocol. The used request slots are dynamically allocated to real-time VBR traffic that have successfully gained access to the uplink through the use of an available request slot previously. The used request slots relieve the real-time VBR traffic of the need to contend for request slots at every frame. The rationale is that such traffic types, e.g., VBR video, will have data to transmit over many TDMA frames. This gives better performance with less delay for real-time VBR traffic. An exception here is an active voice user. Since each active voice user will have only 1 packet to transmit per TDMA frame, used request slots are not assigned to voice traffic.

- Receiver capture is exploited to provide voice users higher priority access to request slots by allowing them to transmit their request packets at a higher power level than non time-critical data users. The reason for this is that voice traffic is real-time, while non time-critical data traffic can be delayed. (Note that because request packets of real-time VBR traffic are generally transmitted through used request slots, and if such traffic are represented by VBR video of which there will not be many owing to the relatively low aggregate bit rate of a wireless segment, contention for the available request slots will typically be between the numerous voice and non time-critical data users.)
A packing algorithm which packs up gaps in information slots caused by the ending of voice talkspurts and the algorithm drops voice packets in a 'round robin' manner during temporary video overload is developed [11]. This helps to spread voice clippings during this period to as many voice users as possible and bandwidth is used more efficiently by taking advantage of the silent periods of voice traffic.

How the MAC protocol handles 4 representative traffic types is now considered in greater detail.

**Class 0 - CBR traffic:** A class 0 user contends for initial access using the slotted ALOHA protocol in an *available* request slot. If it is unsuccessful, it tries again in the next frame. If it is successful, it is assigned a fixed number of information slots for the whole duration of its connection. The last packet of the connection will inform the base station that it is the last packet through the packet sequence number in the information slot using a pattern of ten 1's (see Section 2.3).

**Class 1 - Real-time VBR and time-critical data traffic:** A class 1 user also contends for initial access using the slotted ALOHA protocol in an *available* request slot. If it is unsuccessful, it tries again in the next frame. However, if it is successful, it will be assigned a *used* request slot in all subsequent frames for the whole duration of its connection. The class 1 user transmits its request for the number of information slots it needs in the next frame in its assigned *used* request slot in the current frame. At the end of the transmission, the portable terminal will inform the base station that the packet in the next TDMA frame is the last packet in the transmission through the 'service type' field (by setting to four 1's, see Section 2.3.1) in the *used* request slot. The ‘service type’ in the request slot for real-time VBR traffic is only significant for its first successful request slot.
as the base station will know that the subsequent packets are for real-time VBR traffic due to the location of the assigned used request slots.

**Class 2 - CBR voice with burst switching:** A class 2 user contends for access in an available request slot using the slotted Aloha protocol at the start of each talkspurt. If it is unsuccessful, it tries again in the next frame. Because of real-time constraints of voice traffic, class 2 packets that are not transmitted after a given delay (two request slot contentions) are discarded, giving rise to speech clipping. However, if the class 2 user is successful, it is assigned a single information slot in each frame (and hence, need not contend for a request slot anymore) for the whole duration of the talkspurt. The assigned information slot may vary from frame to frame as other class 2 users end their talkspurts and are not assigned any more information slots (this is due to a packing algorithm which we describe in [11]). The last packet in the talkspurt will inform the base station that it is the last packet through the packet sequence number in the information slot using a pattern of ten 1’s (see Section 2.3).

**Class 3 - Non time-critical data:** A class 3 user contends for access using the slotted Aloha protocol in an available request slot for each message in its buffer. If the request is unsuccessful, the user backs off for a random number of frames before trying again. Otherwise, the user is assigned a number of information slots in which to transmit the message. Note that the number of information slots assigned may be insufficient to transmit the entire message of the user. In this case, the user will need to contend for access anew after a random number of frames later to transmit the remaining portion of its message.
2.4.1 Bandwidth Allocation

To ensure reasonably good QoS is provided to every class of service, it is imperative that an efficient bandwidth allocation scheme is implemented at the base station. Nevertheless, because of the possibility of temporary overloads, it is necessary to have some form of priority structure among the different classes of services that will be supported. In this respect, we assume that service class \( j \) will always have priority over class \( k \), when \( j < k \), and \( j, k = \{0, 1, 2, 3\} \). Within the individual classes, other priority schemes can be used to decide which user is given bandwidth and which is not during temporary overloads. Some examples of these priority schemes include random select, earliest due time, etc.

2.5 Usage Parameter Control

The aim of a policing function is to detect a nonconforming source as quickly as possible and to minimize the potentially negative effect of the excess traffic generated by such sources to the conforming ones. UPC in wireless/wireline ATM networks have not been proposed nor studied in the literature until recently. In [86], the effects of user mobility on the Generic Cell Rate Algorithm (GCRA) as the UPC is studied. No uplink MAC protocol is specified in [86]. A transit time is assumed in the wireless domain.

Our model of the UPC in a wireless/wireline ATM access network is shown in Fig. 2.8.
Fig. 2.8 Model of an arrival process to a portable terminal passing through the base station scheduler and a leaky bucket at the base station.

A leaky bucket as the UPC is used at the base station to perform rate based control. There is a new problem here where the traffic characteristics are changed after passing through the wireless domain before entering the leaky bucket in the base station. The arrival process at the portable terminal buffer can be voice, video, data or multimedia traffic. Considering a particular connection, the arriving packets to the portable terminal buffer are transmitted to the base station buffer by the base station scheduler (uplink MAC). Packets at the portable terminal buffer can be lost due to ‘late packet’ for voice traffic. Packets can also be lost due to insufficient information slots in the uplink MAC protocol for voice traffic. Departed packets from the base station scheduler or uplink MAC protocol then become the arriving cells to the leaky bucket at the base station. The base station buffer is finite and cells arriving at a time when the buffer is full are discarded.

The main idea of the leaky bucket is that a cell, before entering the ATM multiplexer or network, must obtain a token from the token buffer. An arriving cell will
get one token and leave the leaky bucket if there is at least one token in the token buffer. Tokens arrive to the token buffer at a constant rate. The token generation rate is set at the equivalent capacity of a connection during CAC to the Virtual Connection Tree (VCT). With a finite token buffer, tokens arriving at a time when the token buffer is full are discarded. The size of the token buffer determines the number of cells that can be transmitted consecutively, controlling the burst length. The maximum number of cells that can leave the leaky bucket can be greater than the token buffer size since, while cells arrive and obtain tokens from the token buffer, new tokens arrive at a constant rate to the token buffer.

2.6 Connection Admission Control

The capacity of wireless ATM networks is related to cell size of a base station. Smaller cells tend to provide higher capacity. However, small sized cells, e.g., micro and pico cells, tend to incur more frequent handoffs due to user mobility. The network call processor for connection handoffs becomes the bottleneck. In [47], Acampora and Naghshineh propose the virtual connection tree (VCT) as a means to circumvent the need to involve the network call processor for every cell handoff attempt in cellular ATM networks. Fig. 2.9 shows a virtual connection tree that supports mobile cellular connections.
Fig. 2.9. A virtual connection tree

A VCT is a region containing B interconnected base stations. Sufficient resources are provided so that movements of mobile users from one base station to another within the VCT do not incur handoff. Specifically, at the time that a mobile connection is admitted to a VCT, a collection of virtual circuit numbers (VCNs) are assigned to the call. These VCNs enable the mobile to hand off between base stations in a geographical region covered by the VCT without involving the network call processor. The network call processor is only involved for handoffs between base stations belonging to different regions. In [47], the performance of the VCT has been evaluated by exploiting the statistical nature of the mobile environments such that overload is possible but unlikely. A homogeneous CAC (connection admission control) model for the VCT is considered in [47]. With wireless ATM perceived for supporting multimedia services, it is necessary to consider heterogeneous traffic models. In this thesis, we propose two CAC approaches for connection admission to the VCT based on equivalent capacity for heterogeneous traffic. The concept of equivalent capacity has been used for CAC for individual connections.
between source and destination pairs [27,48,73-78]. The same metric of equivalent capacity can be used for resource allocation in the CAC problem under consideration.

Fig. 2.10 shows the CAC model to a VCT. When a mobile requests for a new connection, the network call processor will compute the equivalent capacity of the new request. If the sum of the equivalent capacities of the existing connections in the VCT and the equivalent capacity of the new requesting mobile to the VCT exceeds the maximum equivalent capacity of the VCT, then the new request is rejected. Otherwise, the new request is accepted. The network call processor will set up one connection for each base station in the VCT for the newly accepted mobile and the VCNs will also be assigned to the mobile. The VCNs will enable the mobile to roam in the base stations in a geographical region covered by the VCT without involving the network call processor. The call processor will also update the sum of equivalent capacities for all existing connections including the equivalent capacity of the new connection.
Fig. 2.10. CAC model for a virtual connection tree
Chapter 3

Medium Access Control

3.1 Introduction

Medium Access Control (MAC) protocols using TDMA/DR have been proposed and studied by computer simulation in [1-4]. In Section 2.4, we have proposed an enhanced TDMA/DR MAC protocol. In this Chapter, we will study and analyse the performance of this protocol by computer simulation and approximate analysis.

The first part of this chapter studies the performance of a cellular wireless ATM network using computer simulation. The uplink MAC protocol, used in this network which allows transmissions for heterogeneous traffic, is described in Chapter 2. In this simulation study, front end voice clipping and voice clippings within a voice talkspurt are considered. Some simulation results for the uplink MAC protocol are discussed. In the simulation model, only voice losses are considered but not video and data losses. All video and data packets are buffered. The simulation model is described in Section 3.2 while the simulation results are shown Section 3.3.

In the latter part of this chapter, an approximate analysis of delay-sensitive traffic of voice and MMPP video traffic is provided for the MAC protocol described in Chapter 2. The mean delays and the distributions of the voice and MMPP video traffic are obtained under light load in Section 3.4. To the best of our knowledge, there is no delay analysis of delay-sensitive traffic of voice and video in a cellular wireless ATM access network with heterogeneous traffic reported in the literature. Here, we present an approximate analysis.
of the delay-sensitive traffic of voice and MMPP video under light loads as we believe most networks will operate in. The numerical results are shown in Section 3.5.

3.2 Simulation Model

3.2.1 Simulation Model Processes

Fig. 3.1 shows the simulation model for the proposed cellular wireless ATM uplink MAC protocol. There are four major components in the simulation model: (1) arrival processes of voice, video and data traffic, (2) request contentions in the request slot subframe, (3) allocation of bandwidth in the information slot subframe, and (4) voice, video and data uplink transmission in the information slot subframe. The arrival processes for voice, video and data are described in Section 3.2.2, while the request contention processes are described in Section 3.2.3. Information slots allocation and information slot transmissions are described in Sections 3.2.4 and 3.2.5, respectively.

As discussed in Chapter 2, video, voice and data traffic represent the class 1, class 2 and class 3 traffic, respectively. From the media access control point of view, video service is given the highest access priority. Each video source is assigned a used request slot for the duration of its connection. A voice source must contend for an available request slot on a per talkspurt basis, i.e., once the front-end packet of a voice source acquires access rights, that information slot becomes owned by the voice source for the duration of the talkspurt unless another information slot is allocated to the voice user during the talkspurt. On the other hand, data must contend for an available request slot on a per message basis.

Flow diagrams for the algorithms followed by each portable terminal for video, voice and data traffic are shown in Appendix A. Appendix A also contains the flow diagrams for the algorithm followed by the base station for information slots allocation.
Fig. 3.1. Simulation model for the cellular wireless ATM uplink MAC protocol

3.2.2 Arrival Processes

Each of the heterogeneous traffic requires a different QoS. Table 3.1 shows the QoS requirements for voice, video and data traffic [33,34]. For data, ARQ can always be
used for retransmission if there is an error. However, for video traffic such stringent requirement of $10^{-12}$ BER cannot be met by the BER of $10^{-4}$ to $10^{-5}$ BER in the physical layer. So we will assume that a robust video traffic with a less stringent BER requirement of say $10^{-4}$ will be available for the wireless domain.

<table>
<thead>
<tr>
<th>Traffic Type</th>
<th>Data Rate</th>
<th>Bit Error Rate</th>
<th>Cell Loss Ratio</th>
<th>Maximum Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voice</td>
<td>32/16/8 kbps</td>
<td>$10^{-3}$</td>
<td>$5 \times 10^{-3}$</td>
<td>30-200 msec</td>
</tr>
<tr>
<td></td>
<td>64 kbps</td>
<td>$10^{-4}$</td>
<td>$10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>Video</td>
<td>Mbps</td>
<td>$10^{-10}$</td>
<td>$10^{-12}$</td>
<td>100 msec</td>
</tr>
<tr>
<td>Data</td>
<td>kbps-Mbps</td>
<td>-</td>
<td>-</td>
<td>minutes</td>
</tr>
</tbody>
</table>

Traffic models for voice, video and data can be found in [25-28]. Models for voice and data are quite established, while models for video are still not well established.

3.2.2.1 Voice Arrival Process

A voice process is modeled as an On-Off process [29-30]. Fig. 3.2 shows the voice arrival process for a voice user. The “On” state (talkspurt period) is exponentially distributed with a mean value of $\bar{t}_1$, while the “Off” state (silence period) is exponentially distributed with a mean value of $\bar{t}_2$. During the talkspurt period, voice packets are generated after a packetization time of $T_{TDMA} = 11.75$ ms, where $T_{TDMA}$ is the uplink TDMA frame time. From [29], the mean talkspurt period, $\bar{t}_1 = 0.352$ seconds, while the mean silence period, $\bar{t}_2 = 0.650$ seconds. Whereas from [30], the mean talkspurt period, $\bar{t}_1 = 1.0$ seconds, while the mean silence period, $\bar{t}_2 = 1.35$ seconds. Thus, the mean period between consecutive start of talkspurts is 1.002 seconds and 2.35 seconds for [29] and [30], respectively. Since we are considering the worst case performance for this wireless network, the former will result in higher probability for outstanding voice request collisions in the request slot subframe.
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Fig. 3.2. On-Off source model for voice arrival process.

Fig. 3.3 shows the packetized voice process for the case where the start of the next talkspurt period falls within the last packetization period for the last voice packet in the previous talkspurt. Thus, in this case, voice packets are packetized as though there is no silence period between the two talkspurt periods. Otherwise, considering many consecutive small silence and talkspurt periods being generated within a packetization time and a voice packet is generated at each start of talkspurt, many voice packets can be produced in a packetization time. In other words, such silence periods are disregarded (filled in).

Fig. 3.3. Packetized voice process for the case where the start of the next talkspurt period falls within the last packetization period for the last voice packet in the previous talkspurt
Assuming that the number of voice users, $M_{\text{voice}} = 100$ and no voice loss, and the mean number of information slots used by voice users, $\overline{N}_{\text{voice}}$, is given by

$$\overline{N}_{\text{voice}} = \frac{0.352}{0.352 + 0.650} \times 100 = 35.1.$$  \hspace{1cm} (3.1)

### 3.2.2.2 Video Arrival Process

![Diagram of video arrival process](image)

**Fig. 3.4.** 8-state MMPP for video arrival process

The video arrival process is modeled as a 8-state Markov-Modulated Poisson Processes (MMPP) [31-32]. The number of phases, $M = 8$, while the slot time, $d_{\text{video}} = 16.96 \, \mu s$. The $M \times M$ phase transition probability matrix in a slot time, $H = [h_{ij}]$, $(1 \leq i, j \leq M)$, is given by

$$H = \begin{bmatrix}
9.998 \times 10^{-1} & 9.848 \times 10^{-5} & 5.820 \times 10^{-9} & 2.675 \times 10^{-12} & 1.054 \times 10^{-17} & 3.738 \times 10^{-22} & 1.227 \times 10^{-26} & 1.929 \times 10^{-31} \\
1.688 \times 10^{-4} & 9.997 \times 10^{-1} & 1.182 \times 10^{-4} & 8.148 \times 10^{-9} & 4.230 \times 10^{-13} & 1.897 \times 10^{-17} & 7.475 \times 10^{-22} & 1.371 \times 10^{-26} \\
1.694 \times 10^{-4} & 2.007 \times 10^{-4} & 9.997 \times 10^{-1} & 1.379 \times 10^{-4} & 1.086 \times 10^{-8} & 6.420 \times 10^{-13} & 3.162 \times 10^{-17} & 6.959 \times 10^{-22} \\
1.039 \times 10^{-12} & 1.847 \times 10^{-8} & 1.840 \times 10^{-4} & 9.997 \times 10^{-1} & 1.576 \times 10^{-4} & 1.397 \times 10^{-8} & 9.172 \times 10^{-13} & 2.523 \times 10^{-17} \\
4.346 \times 10^{-17} & 1.030 \times 10^{-12} & 1.539 \times 10^{-4} & 1.673 \times 10^{-4} & 9.997 \times 10^{-1} & 1.772 \times 10^{-4} & 1.746 \times 10^{-8} & 6.403 \times 10^{-13} \\
1.309 \times 10^{-31} & 3.877 \times 10^{-17} & 7.724 \times 10^{-12} & 1.259 \times 10^{-8} & 1.505 \times 10^{-4} & 9.997 \times 10^{-1} & 1.969 \times 10^{-4} & 1.083 \times 10^{-8} \\
2.920 \times 10^{-28} & 1.038 \times 10^{-12} & 2.585 \times 10^{-17} & 5.618 \times 10^{-12} & 1.007 \times 10^{-4} & 1.338 \times 10^{-4} & 9.997 \times 10^{-1} & 1.100 \times 10^{-4} \\
4.885 \times 10^{-31} & 2.026 \times 10^{-26} & 6.059 \times 10^{-22} & 1.645 \times 10^{-17} & 3.932 \times 10^{-13} & 7.835 \times 10^{-9} & 1.71 \times 10^{-4} & 9.999 \times 10^{-1}
\end{bmatrix}$$.  \hspace{1cm} (3.2)

Equation (3.2) is obtained from [31,32] which describe the MMPP characterization of the video model in [89]. In the simulation model, $h_{ij}$ is calculated as $(1- \sum_{j=1}^{M} h_{ij})$ to make the sum of probability equal to 1.0. The video cell generation rate while in phase $i$ is denoted by $\lambda_i$, $(1 \leq i \leq M)$. The arrival rate matrix is given by
\[
\lambda = \begin{bmatrix}
8.531 \times 10^{-2} \\
1.175 \times 10^{-1} \\
1.410 \times 10^{-1} \\
1.645 \times 10^{-1} \\
1.880 \times 10^{-1} \\
2.115 \times 10^{-1} \\
2.350 \times 10^{-1} \\
2.700 \times 10^{-1}
\end{bmatrix}
\]  

(3.3)

The interarrival time between consecutive arrivals in phase \( i \) is assumed to be exponentially distributed with an arrival rate of \( \lambda_i, \ i=1,2,...,M \). The number of slots in phase \( i \), \( N_{\text{phase}} = (1-p)^{k-1}p \), where \( p = 1 - h_{\text{ii}} \). Thus, the length of each phase is geometrically distributed. Assuming that the number of video users, \( M_{\text{video}}=3 \), the mean number of information slots used by video users, \( \overline{N}_{\text{video}} \), is given by

\[
\overline{N}_{\text{video}} = \frac{4.643 \times 10^6}{48 \times 8} \times 11.75 \times 10^{-3} \times 3 = 426.2 \text{ for AAL type 5.} \quad (3.4)
\]

Assuming that the number of video users, \( M_{\text{video}}=2 \), the mean number of information slots used by video users, \( \overline{N}_{\text{video}} \), is given by

\[
\overline{N}_{\text{video}} = \frac{4.643 \times 10^6}{48 \times 8} \times 11.75 \times 10^{-3} \times 3 = 284.1 \text{ for AAL type 5.} \quad (3.5)
\]

### 3.2.2.3 Data Arrival Process

The data arrival process is modeled as a Poisson process with a mean arrival rate of \( 1/\bar{t}_3 \). At each arrival, a data message is generated with a geometric number of packets. Thus, the interarrival time between consecutive message arrivals is exponentially distributed with a rate of \( \lambda_{\text{data},i} \) for data user \( i \). The mean interarrival time between consecutive message arrivals, \( \bar{t}_3 = 1.0 \text{ s.} \)
Fig. 3.5. Poisson process for data message arrival with a geometric number of packets for data arrival process

Assuming a mean of 5.12 kbits per message, the mean number of packets in a message is calculated as \( \left\lceil \frac{5.12 \times 10^3}{48 \times 8} \right\rceil \) considering using AAL type 5. The number of data packets in each message is assumed to be geometrically distributed with the mean of 14 packets in each message. Thus, the number of packets, \( k \), in a message has a geometric distribution as follows:

\[
\Pr[k \text{ packets in a message}] = (1-p)^{k-1}p, \text{ where } p = \frac{1}{E[k]}, k\in[0,\ldots,1336]. \tag{3.6}
\]

For AAL type 5, maximum payload of Common Part Convergence Sublayer-Protocol Data Unit (CPCS-PDU) = 65535 octets, the CPCS-PDU trailer = 8 octets, we need another 25 octets in PAD to provide 48 octet alignment of CPCS-PDU trailer. So, 65535+25+8 = 65568 octets. Thus 65568/48 = 1366 ATM cell payload. Assuming that the number of data users, \( M_{\text{data}} = 100 \), the mean number of information slots used by data users, \( \bar{N}_{\text{data}} \), is given by

\[
\bar{N}_{\text{data}} = 14 \times 1.75 \times 10^{-3} \times 100 = 16.45. \tag{3.7}
\]

3.2.3 Request Slot Contention Processes

In the request slot subframe, there are seven types of contention requests in current available request slots: (1) new “start of talkspurt” voice requests, (2) unsuccessful “start of talkspurt” voice requests in the previous request slot subframe, (3) successful “start of talkspurt” voice requests but unsuccessful information slot allocation, (4) new head of line
(HOL) data message requests, (5) unsuccessful HOL data message requests in their previous requests in the request slot subframe, (6) long data messages which were not completely transmitted in the previous transmission frame due to insufficient information slots for data, and (7) voice control request packet for releasing information slot for the last voice packet in a talkspurt which is discarded due to insufficient voice information slot.

Unsuccessful voice requests will retry in the next TDMA frame, while unsuccessful data message requests will retry after a random number of TDMA frames. This number is equally distributed from 0 to max. In the simulation model, max is set to 11.

3.2.4 Information Slot Allocation Process

In the information slot allocation, video traffic has a higher access priority than that for voice traffic, while voice traffic has a higher access priority than that for data traffic. Video traffic has more stringent real-time requirements than that for voice traffic. For data traffic, some delay can be tolerated but not packet loss.

A random select scheme is used for selecting the active data users’ packets to be transmitted in the information slots when there is sufficient information slots for data users and when there is insufficient information slots. For the case when there is insufficient information slots for data users, those data users that are not selected and the data user which can only transmit part of its message will retry after a random number of TDMA frames. Other possible schemes are: (1) select message with least (most) number of packets, (2) select message whose packet queue length in the portable terminal is the longest, etc.

In the uplink MAC protocol for a cellular wireless ATM network with heterogeneous traffic described in Chapter 2, each voice user is allocated an information
slot only during its talkspurt period (burst switching). In order to ease the implementation at the portable terminals such that the allocation of information slots to other traffic (data and video) can be made in a contiguous block, the allocation of voice information slots must also be made in a block with contiguous voice information slots (variable length voice block). Due to ‘end of talkspurt’ voice packets, gap or gaps will appear in the variable length voice block when such information slots become available in the next TDMA frame. These gaps in the variable length voice block need to be ‘defragmented’ with minimum changes in the positions of the voice information slots so that the base station will only have to inform those voice users with changes in location for their voice information slots. For voice users, an algorithm has been proposed in [11] for allocation and defragmentization of voice information slots when there is sufficient information slots and when there is insufficient information slots. This algorithm takes into account of (1) ‘end of talkspurt’ packets or gaps in the variable length voice block, (2) minimum changes in the positions of the voice information slots, (3) sufficient and insufficient information slots, as well as (4) new successful voice requests.

For video users, a random select scheme is used for selecting which video users’ packets to be transmitted first when there is sufficient information slots and when there is insufficient information slots. No video packet loss is considered.

The minimum time starting from the end of the request slot subframe for processing the requests to the time that the first downlink control packet is transmitted is assumed to be 400 information slots. This assumption will enable the last downlink control packet to be broadcasted before the end of the current TDMA frame.

3.3 Simulation Results
In this simulation results, we consider only voice losses but no video and data losses. The simulation parameters are as follows:

- TDMA frame, $T_{TDMA} = 11.75$ ms (voice of 32 kbps with AAL type 1 (47 bytes payload)),

- Request slot time, $T_R = 4.8$ µs,

- Information slot time, $T_I = 23.2$ µs,

- Control slot time in the downlink, $T_C = 3.7$ µs,

- Number of voice users, $M_{voice} = 100$,

- Number of data users, $M_{data} = 100$,

- Number of video users, $M_{video} = 2$ or $3$,

- Video generation slot length, $d_{video} = 16.96$ µs,

The other simulation parameters for the data, voice and video arrival processes are as described in the previous section.

Before looking at the simulation results, let us define some of the performance measures.

- **Mean queueing delay** (voice, video or data) is defined as the time interval between the time of arrival of a packet to the time of departure of the packet from the queue (voice, video or data) to the uplink channel. In the case where voice loss is considered, the mean voice queueing delay does not include those voice packets that are discarded at the portable terminals.

- **Voice (video) packet delay variation or jitter** is defined as the difference between the queueing delays of two consecutive voice (video) packets which are transmitted from the portable terminals. The latter queueing delay is used to subtract from the previous queueing delay.
• *Voice losses* is defined as the ratio of the voice packets which are discarded due to (1) unsuccessful requests in the request slot subframe (front end voice clippings) and (2) insufficient information slots in the information slot subframe (voice clippings within a talkspurt) to the total number of voice packets that are discarded and transmitted.

• *Channel utilization* is defined as the percentage usage of the information slot subframe by voice, video and data users.

### 3.3.1 Voice Performance

Fig. 3.10 shows the probability of more than zero outstanding voice request collisions. Note that the knee of this probability for 2 video users is about 60 request slots. Beyond this point, any further increase in the number of request slots will not have a significant decrease in this probability.

![Fig. 3.10 Probability of more than zero outstanding voice request collisions](image)

Voice traffic is handled on a loss basis in the sense that voice packets that are not transmitted after a given queueing delay (2 request slot contentions) are dropped. This results in front-end clipping of talkspurts. In addition, because video traffic has a higher access priority to information slots than voice traffic, during temporary video overloads, some voice talkspurts can be deprived of information slots. This results in mid-talkspurt clippings. Fig. 3.11 shows that for the simulated configuration, mid-talkspurt clippings are negligible compared to front-end clippings. With at least 15 request slots, the total
percentage of voice clippings falls to less than 0.4%. Note that for telephony speech quality, loss of voice information not exceeding 0.5% is generally acceptable. Again, the knee of the curve in Fig. 3.11 is at about 60 request slots.

![Figure 3.11. Percentage voice clippings](image)

For those voice packets that have not been dropped, the distributions of queueing delay and queueing delay variations, for 60 request slots, are shown in Figs. 3.12 and 3.13, respectively. Observe that all the voice packets are transmitted within 2 TDMA frames (which is to be expected). In fact, 99.5% of the voice packets experience queueing delays not exceeding 24.2 ms (i.e., $10457I$). The distribution of queueing delay variation shows a high probability (0.95) for a talkspurt to transmit through the same information slot in every frame. Again, this is to be expected from the MAC protocol. The non-zero delay variations are clearly caused by the MAC protocol’s packing algorithm which packs up gaps in information slots caused by the ending of talkspurts, and its ‘round-robin’ manner of dropping voice packets during temporary video overloads.

![Figure 3.12. Distribution of voice packet access delay with 60 request slots](image)
Fig. 3.13. Distribution of voice packet access delay variation with 60 request slots

3.3.2 MMPP Video Performance

Video traffic is accorded the highest priority, and since in the simulation study no video traffic is ever dropped, we consider only its delay performance. From simulation results for the video model used, 3 video users are not supportable as the resulting voice packet loss is unacceptably high. Therefore, we consider only 2 video users. Fig. 3.14 shows that the mean queueing delay of video remains at a relatively constant value of 21 ms for various numbers of request slots. Figs. 3.15 and 3.16 show the distributions of video packet queueing delay and delay variation assuming each frame has 60 request slots (this number of request slots yields an acceptable probability of request collisions from simulation). Observe that most video packets are transmitted within 2.5 TDMA frames (i.e., 29.3 ms), where $T_i = 23.2 \mu s$. In [33] it is stated that compressed video can tolerate a maximum delay of 100 ms while preserving good interactivity. As for queueing delay variation, for most video packets this does not exceed a value equal to the length of 1 information slot. This is attributable to the high priority of video traffic and that blocks of contiguous information slots within a frame are normally allocated to the 2 video users. The simulation results indicate that queueing delay variation is bounded between -2.32 ms and 16.24 ms, with 99.08% of the packets having delay variations between -2.32 ms and 2.32 ms with 2 video users. Note that the negative values of queueing delay variation are
caused by the video packet interarrival time being longer than the information slot duration.

![Graph showing the relationship between number of request slots and mean video queueing delay.]

**Fig. 3.14. Mean MMPP video packet access delay**

![Graph showing the distribution of MMPP video packet access delay with 60 request slots.]

**Fig. 3.15. Distribution of MMPP video packet access delay with 60 request slots**

![Graph showing the distribution of MMPP video packet access delay variation with 60 request slots.]

**Fig. 3.16. Distribution of MMPP video packet access delay variation with 60 request slots**

### 3.3.3 Data Performance and Overall Channel Utilization

Finally, Figs. 3.17 and 3.18 show the mean queueing delay experienced by data traffic and the overall percentage utilisation of the information slots, respectively. The mean data packet queueing delay in this case does not exceed 50 ms which is well within acceptable limits. The corresponding information slot utilization level is below 60%. This, and the results presented for voice and data performance, suggests that more voice and
data users can be supported by the wireless segment under consideration. Alternatively, if a lower rate video codec is used, the number of video users that can be supported may be increased.

**Fig. 3.17.** Mean data packet access delay

**Fig. 3.18.** Total information slot utilization

### 3.4 Performance Analyses

#### 3.4.1 Voice Traffic

Assuming only classes 1, 2 and 3 services in the wireless segment under consideration, there are at least 6 types of requests that may contend for the available request slots in a frame. These are (a) voice (class 2) requests due to (i) a new voice talkspurt, (ii) an existing voice talkspurt that has not successfully gained access to a request slot, and (iii) an existing voice talkspurt that has not successfully gained access to an information slot, and (b) data (class 3) request due to (iv) a new data message, (v) an existing data message that has not successfully gained access to a request slot, and (vi) a long data message that has not been completely transmitted. To aid in the design of the
uplink frame composition (i.e., the numbers of request and information slots) we can carry out an approximate analysis to relate the number of *available* request slots in a frame to the probability of collision between contending requests. In the following, we adopt the analysis from [80] assuming light load conditions and that voice has higher power level than that of data requests, i.e., *priority for voice requests over data requests*. However, we consider a finite population for voice requests instead of an infinite population [80]. With voice traffic having higher priority (as is the case in our MAC protocol), the probability of collision between contending voice requests can be obtained simply by assuming no data traffic is present.

Since a *used* request slot is assigned to a class 1 (video) user for the whole duration of its connection, we can consider collisions in request slots to be caused only by voice and data arrivals if we assume that the connection duration of a video user is much longer than those of voice and data users. Further, the number of *available* request slots is $N_A = N_R - M_{video}$, where $N_R$ is the total number of request slots and $M_{video}$ is the number of video users. Consider the arrival processes for voice, video and data traffics to be as described in Section 3.2. Then, the probability that $m$ requests arrive to the *available* request slots in the $i$th TDMA frame, $\Pr[A_i = m]$, consists of two types of arrivals. These arrivals are those coming from the voice users who are in the silent states at the beginning of the frame and those coming from the voice users who become silent during the frame, denoted by $A_{i1}$ and $A_{i2}$, respectively. Let $M_{vo}$ be the number of voice users who are in the silent states at the beginning of the frame and $M_{vd}$ be the number of voice users who become silent during the frame interval. On the assumption that the arrival processes are independent, the probability of the former arrival type is given by
\[ \Pr[A_{i1} = m_1] = \binom{M_d}{m_1} p_1^{m_1} (1 - p_1)^{M_d - m_1} \] (3.8)

where \( p_1 = 1 - e^{-\lambda T_{TDMA}} \), \( T_{TDMA} \) is the TDMA frame length, \( \lambda = 1/(\bar{t}_1 + \bar{t}_2) \) is the request arrival rate of one voice user, \( M_v \) is the number of voice users, \( \bar{t}_1 \) is the mean talkspurt period and \( \bar{t}_2 \) is the mean silence period.

Next, given that there is one “arrival” for the case of an end of talkspurt in an TDMA frame, the pdf of this “arrival” is uniformly distributed between zero and \( T_{TDMA} \). Therefore, the pdf of the duration of the residual lifetime, in which a new voice request can arrive, is also uniformly distributed. The pdf of the second type of voice request arrival, is given by

\[ \Pr[A_{i2} = m_2] = \binom{M_d}{m_2} p_2^{m_2} (1 - p_2)^{M_d - m_2}, \] (3.9)

where \( p_2 = \int_0^{T_{TDMA}} (1 - \exp[-t_r / \bar{t}_2]) (1 / T_{TDMA}) dt_r = 1 - \bar{t}_2 [1 - \exp(-T_{TDMA} / \bar{t}_2)] / T_{TDMA} \). The pdf of the number of voice users who become dormant during the frame interval, is given by

\[ \Pr[M_d = d] = \binom{M_d}{d} p_3^d (1 - p_3)^{M_d - d}. \] (3.10)

Let \( C_i \) be the number of outstanding collisions in the \( i \)th TDMA frame. The sequence \( \{C_i; \ i=0,1,2,...\} \) constitutes a first order homogeneous Markov Chain whose transition probabilities are obtained as follows:
\[ P_A = \Pr\{C_{i,j} = k|C_i = j\}, \quad i, j = 0, 1, 2, \ldots, M, \quad (m+j-d-k) \geq 0, \]
\[ = \sum_{d=0}^{i} \Pr[M_{vd} = d|C_i = j] \sum_{m=0}^{M_d-i-j-d} \Pr[A = m|M_{vd} = M - j, M_{ud} = d] B(m+j-d-k, m+j-d; N_A) \]
\[ = \sum_{d=0}^{i} \Pr[M_{vd} = d|C_i = j] \sum_{m=0}^{M_d-i-j-d} \Pr[A_{i1} = m|M_{vd} = M_v - j] \Pr[A_{i2} = m - m_1|M_{vd} = d] \times B(m+j-d-k, m+j-d; N_A), \]
\[ (3.11) \]
\[ = \sum_{d=0}^{i} \binom{j}{d} p_1^d (1-p_1)^{j-d} \sum_{m=0}^{M_d-i-j-d} B(m+j-d-k, m+j-d; N_A) \sum_{m_1 = \max(0, m-d)}^{\min(M_v - j - m_1)} \binom{M_v - j}{m_1} p_1^{m_1} (1-p_1)^{M_v - j - m_1} \]
\[ \times \left( \frac{d}{m-m_1} \right) p_2^{m-m_1} (1-p_2)^{d-m+m_1} \]

where \( B(u, v; N_A) = \Pr[u \text{ successful requests} \mid v \text{ requests were transmitted in } N_A \text{ slots}] \) and it can be computed recursively as follows. Define \( \eta(u, v) = \text{number of combinations that } u \text{ requests are successful given that } v \text{ requests have been transmitted randomly in } N_A \text{ slots.} \)

Then
\[ B(u, v; N_A) = \frac{\eta(u, v)}{N_A^u} \]
\[ (3.12) \]

and
\[ \eta(u, v) = \binom{N_A}{u} \binom{v}{u} u! (N_A - u)^{u} - \sum_{i=1}^{r(v)} \binom{u+i}{i} \eta(u+i, v), \]
\[ (3.13) \]

where \( r(v) = \text{maximum number of successful reservations given that } v \text{ requests have been transmitted in } N_A \text{ slots,} \)
\[ r(v) = \begin{cases} v, & v \leq N_A \\ N_A - 1, & v > N_A \end{cases} \]
\[ (3.14) \]

At steady state, we have
\[ \pi = \pi \psi \]
\[ (3.15) \]

where \( \pi = [\pi_0, \pi_1, \pi_2, \ldots, \pi_M, 1], \pi_k = \lim_{i \to \infty} \Pr[C_i = k] \) and \( \psi = [P_A]. \) The expected number of request collisions, \( E[C_i] \), is given by
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\[ E[C] = \sum_{k=0}^{M} k \pi_k \]  

(3.16)

Since \( \pi_1 = 0 \), \( \Pr[2 \text{ or more outstanding request collisions}] = 1 - \pi_0 \).

Let us consider the delay in terms of the number of TDMA frame(s) incurred by the voice requests due to contention for the request slot subframe, \( F \). Voice packets delayed for more than two TDMA frames are discarded. Consider a tagged voice request. Let \( K_{d,i} \) be the number of voice requests transmitting in slots that are different from that of the tagged voice request in the \( i \)th TDMA frame, and \( K_{s,i} \) be the number of voice requests transmitting in the same slot as the tagged voice request in the \( i \)th TDMA frame.

Consider the case where \( F=0 \), we have

\[ \Pr[F = 0] = \sum_{c_{i-1}=0}^{M} \Pr[C_{i-1} = c_{i-1}] \sum_{a_i=1}^{M} P[A_i = a_i] / (1 - \Pr[A_i = 0]) \Pr[K_{d,i} = a_i + c_{i-1} - 1]. \]  

(3.17)

For the case where \( F=1 \), we have

\[ \Pr[F = 1] = \sum_{c_{i-1}=0}^{M} \Pr[C_{i-1} = c_{i-1}] \sum_{a_i=2}^{M} P[A_i = a_i] \frac{[1 - \Pr[A_i = 0] - \Pr[A_i = 1], for c_{i-1} = 0}}{1 - \Pr[A_i = 0], for c_{i-1} \geq 2} \times \sum_{s_{i-1}=1}^{a_i-1} \Pr[K_{s,i} = s_{i-1}] \sum_{c_{i-1}=1}^{M} \Pr[C_i = c_{i-1}] \sum_{a_i=1}^{M} \Pr[A_i = a_i] \Pr[K_{d,i+1} = a_i + c_i - 1]. \]  

(3.18)

Note that equation (3.18) has many nested summations. These summations can only be computed for a small number of voice users. For a large number of voice users, the amount of computations is simply too large to be computed. Therefore, in order to reduce equation (3.18) to a computable and tractable form, we assume a Poisson distribution for the number of voice request arrivals. With this assumption, we have
\[
Pr[F = 0] = \frac{e^{-\lambda T_{TDMA}}}{1 - e^{-\lambda T_{TDMA}}} \left( \frac{N_A}{N_A - 1} \right)^{\frac{N_A - 1}{N_A}} - 1 \sum_{C_{i-1} \neq 0}^{M_A} \Pr[C_{i-1} = c_{i-1}] \left( \frac{N_A - 1}{N_A} \right)^{C_{i-1}},
\]
\[ (3.19) \]

and

\[
Pr[F = 1] = \frac{e^{-\lambda T_{TDMA}}}{1 - e^{-\lambda T_{TDMA}} - \lambda T_{TDMA} e^{-\lambda T_{TDMA}}} \left( \frac{N_A}{N_A - 1} \right)^{\frac{N_A - 1}{N_A}} \Pr[C_i = 0]
\times \sum_{a_i = 2}^{M_i} \left( \frac{\lambda T_{TDMA}}{a_i} \right)^{a_i - 1} \sum_{s_i} \left( \frac{1}{N_A} \right)^{s_i} \sum_{c_{i+s_i+1}}^{a_i} \Pr[C_i = c_i | C_{i-1} = 0] \left( \frac{N_A - 1}{N_A} \right)^{c_i},
\]
\[ (3.20) \]

where \( \lambda = M_v / (t_1 + t_2) \). The derivations for equations (3.19) and (3.20) are shown in the Appendix B.

To calculate the mean voice delay, let us first define some variables. Let \( \bar{D}_1 \) denote the time interval from the time the tagged voice packet arrives in a TDMA frame to the “beginning” of the next TDMA frame, \( \bar{D}_2 \) denote the single TDMA frame that the voice packet has to wait if \( F = 0 \) as it can only be transmitted in the next TDMA frame, or two TDMA frame time if \( F = 1 \), \( \bar{D}_3 \) denote the request slot subframe that the tagged voice packet has to wait, \( \bar{D}_4 \) denote the time interval that the tagged voice packet has to wait before it can be transmitted in the information slot assigned to it by the base station scheduler in the previous frame, and \( \bar{T}_{voice} \) denote the voice packet queueing delay. The voice packet queueing delay, \( \bar{T}_{voice} \), is given by

\[
\bar{T}_{voice} = \bar{D}_1 + \bar{D}_2 + \bar{D}_3 + \bar{D}_4
\]
\[ (3.21) \]

Let us assume that \( \bar{D}_1 \) is uniformly distributed between the “beginning” of two consecutive TDMA frames, i.e., between zero and \( T_{TDMA} \). Its pdf is given by
\[ f_{\tilde{D}_1}(t) = \begin{cases} \frac{1}{T_{TDMA}}, & \text{if } 0 \leq t < T_{TDMA} \\ 0, & \text{otherwise} \end{cases} \]  

(3.22)

That is, the mean of \( \tilde{D}_1 \) is

\[
E[\tilde{D}_1] = \frac{1}{2} T_{TDMA}. \tag{3.23}
\]

The pdf of \( \tilde{D}_2 \) is given by

\[
f_{\tilde{D}_2}(t) = \begin{cases} \frac{\Pr[F = 0]}{\Pr[F = 0] + \Pr[F = 1]}, & \text{if } 0 \leq t < T_{TDMA} \text{ and } F = 0 \\ \frac{\Pr[F = 1]}{\Pr[F = 0] + \Pr[F = 1]}, & \text{if } 0 \leq t < T_{TDMA} \text{ and } F = 1 \\ 0, & \text{otherwise} \end{cases} \tag{3.24}
\]

while the pdf of \( \tilde{D}_3 \) is given by

\[
f_{\tilde{D}_3}(t) = \begin{cases} 1, & \text{if } t = N_k T_R \\ 0, & \text{otherwise} \end{cases} \tag{3.25}
\]

where \( N_k \) is the number of request slots in the request slot subframe and \( T_R \) is the time duration of one request slot. That is, the means of \( \tilde{D}_2 \) and \( \tilde{D}_3 \) are respectively, given by

\[
E[\tilde{D}_2] = \frac{\Pr[F = 0] + 2 \Pr[F = 1]}{\Pr[F = 0] + \Pr[F = 1]} T_{TDMA}, \tag{3.26}
\]

and

\[
E[\tilde{D}_3] = N_k T_R. \tag{3.27}
\]

Let \( \tilde{N} \) be the number of voice users in the active (on) state or the number of voice packets for transmission in a TDMA frame. Assuming that the number of voice users is less than or equal to the number of information slots under light load \( (M_v \leq N_i) \), the pdf of \( N \) is given by

\[
\Pr[\tilde{N} = n] = \binom{M_v}{n} P_{on}^n (1 - P_{on})^{M_v - n}, \tag{3.28}
\]
where $P_{av} = \frac{\bar{t}_1}{\bar{t}_1 + \bar{t}_2}$. To calculate the pdf of $\bar{D}_i$, let us assume that voice packets are transmitted at the "beginning" of their information slots and each of the $n$ active voice packets have equal probability of transmitting in each of the $n$ consecutive information slots starting from the information slot subframe. Therefore, its pdf is given by

$$f_{\bar{D}_i}(t = (i-1)T_i) = \sum_{n=1}^{\mu_i} \frac{1}{n} \Pr[\bar{N} = n] \delta[t - (i-1)T_i], \quad i = 1, 2, \ldots, M_r,$$

(3.29)

where $\delta(\cdot)$ is an impulse function. Thus, the mean of $\bar{D}_i$ is

$$E[\bar{D}_i] = \sum_{n=1}^{\mu_i} \sum_{j=0}^{\infty} \frac{1}{n} \Pr[\bar{N} = n] \sum_{j=0}^{\infty} j$$

$$= T_i \sum_{n=1}^{\mu_i} \frac{1}{n} \Pr[\bar{N} = n] \sum_{j=0}^{\infty} j$$

$$= T_i \sum_{n=1}^{\mu_i} (n-1) \Pr[\bar{N} = n]$$

$$= \frac{T_i}{2} \left[M_r P_{av} - 1 + (1 - P_{av})^{n_r} \right]$$

(3.30)

Therefore, the mean voice delay is given by

$$E[\bar{T}_{voice}] = E[\bar{D}_1] + E[\bar{D}_2] + E[\bar{D}_3] + E[\bar{D}_4]$$

(3.31)

Next, let us consider the distribution of the voice packets. First let us define

$$f_0 = \frac{\Pr[F = 0]}{\Pr[F = 0] + \Pr[F = 1]}$$

(3.32)

and

$$f_1 = \frac{\Pr[F = 1]}{\Pr[F = 0] + \Pr[F = 1]}.$$

(3.33)

From equations (3.21) and (3.25), the voice packet delay is given by

$$\bar{T}_{voice} = \bar{T} + \bar{D}_1 + \bar{D}_2 + \bar{D}_4,$$

(3.34)

and its pdf is given by

$$f_{\bar{T}_{voice}}(t) = f_0 \int f_{\bar{D}_1}(t - \bar{T} - T_{DMA} - D_1) f_{\bar{D}_4}(D_4) dD_4$$

$$+ f_1 \int f_{\bar{D}_1}(t - \bar{T} - 2T_{DMA} - D_4) f_{\bar{D}_4}(D_4) dD_4,$$

(3.35)
where \( \bar{T} = N_s T_R \). Considering each discrete point of \( f_{\bar{N}}(D_s) \) and multiplying \( f_{\bar{N}}(t - \bar{T} - D_s - D_i) \) for all possible range of values, we have 5 main intervals.

For \((\bar{T} + T_{TDMA} + (i-1)T_i) \leq t < (\bar{T} + T_{TDMA} + iT_i)\), for \(i = 1, 2, \ldots, M_s\),

\[
f_{\bar{N}}(t) = f_{\bar{N}} \frac{T_{TDMA}}{T_{TDMA}} \left[ \sum_{j=1}^{M_s} \sum_{n=1}^{N} \frac{1}{n} \Pr[\bar{N} = n] \right].
\]

For \((\bar{T} + T_{TDMA} + (M_s - 1)T_i) \leq t < (\bar{T} + 2T_{TDMA})\),

\[
f_{\bar{N}}(t) = f_{\bar{N}} \frac{T_{TDMA}}{T_{TDMA}} \left[ 1 - (1 - P_{on})^{M_s} \right].
\]

For \((\bar{T} + 2T_{TDMA} + (i-1)T_i) \leq t < (\bar{T} + 2T_{TDMA} + iT_i)\), for \(i = 1, 2, \ldots, M_s\),

\[
f_{\bar{N}}(t) = f_{\bar{N}} \frac{T_{TDMA}}{T_{TDMA}} \left[ \sum_{j=1}^{M_s} \sum_{n=1}^{N} \frac{1}{n} \Pr[\bar{N} = n] \right] + f_{\bar{N}} \frac{T_{TDMA}}{T_{TDMA}} \left[ \sum_{j=1}^{M_s} \sum_{n=1}^{N} \frac{1}{n} \Pr[\bar{N} = n] \right].
\]

For \((\bar{T} + 2T_{TDMA} + (M_s - 1)T_i) \leq t < (\bar{T} + 3T_{TDMA})\),

\[
f_{\bar{N}}(t) = f_{\bar{N}} \frac{T_{TDMA}}{T_{TDMA}} \left[ 1 - (1 - P_{on})^{M_s} \right].
\]

For \((\bar{T} + 3T_{TDMA} + (i-1)T_i) \leq t < (\bar{T} + 3T_{TDMA} + iT_i)\), for \(i = 1, 2, \ldots, M_s\),

\[
f_{\bar{N}}(t) = f_{\bar{N}} \frac{T_{TDMA}}{T_{TDMA}} \left[ \sum_{j=1}^{M_s} \sum_{n=1}^{N} \frac{1}{n} \Pr[\bar{N} = n] \right].
\]

### 3.4.2 MMPP Video Traffic

We assume that there is no overload in the information slot subframe. The video arrival process is modelled as an \( M \)-state MMPP. Let \( h_i \) be the probability of being in phase \( i \) in steady state. Then, we have

\[
[h_1, h_2, \ldots, h_M] = [h_1, h_2, \ldots, h_M] H.
\]
In each phase, the video arrival process is Poisson distributed with a mean video arrival rate, $\lambda_i$, in a video slot, $d_{video}$. For a Poisson arrival process with a mean rate $\lambda$, the probability of $\tilde{G}$ arrivals in any interval of length $t$ is given by

$$\Pr[\tilde{G} = g] = \frac{(\lambda t)^g e^{-\lambda t}}{g!}. \quad (3.42)$$

Let $\tilde{D}$ be the number of video packets arriving during an interval of length $t$. For 1 video user, $\tilde{D}$ is the weighted sum of the Poisson arrival processes in each of the $M$ phases. Its pdf is given by

$$\Pr[\tilde{D} = d] = \sum_{i=1}^{\tilde{d}} \frac{\lambda_y}{d_{\text{video}}} \left( \frac{\lambda_y}{t} \right)^d e^{-\frac{\lambda_y}{d_{\text{video}}}} h_y. \quad (3.43)$$

For 2 video users, $\tilde{D}$ is the weighted sum of the Poisson arrival processes in each of the $M$ phases for user 1 and user 2. From the property of Poisson processes, the sum of 2 Poisson processes with mean arrival rate $\lambda_i$ and $\lambda_j$ is also a Poisson process with a mean rate $(\lambda_i + \lambda_j)$. Then, for 2 video users, the pdf of $\tilde{D}$ is given by

$$\Pr[\tilde{D} = d] = \sum_{\tilde{d}_1=1}^{\tilde{d}} \sum_{\tilde{d}_2=1}^{\tilde{d}} \frac{\lambda_{y_1} + \lambda_{y_2}}{d_{\text{video}}} \left( \frac{\lambda_{y_1} + \lambda_{y_2}}{t} \right)^d e^{-\frac{\lambda_{y_1} + \lambda_{y_2}}{d_{\text{video}}}} h_{y_1} h_{y_2}. \quad (3.44)$$

For $M_{\text{video}}$ video users, $\tilde{D}$ is the weighted sum of the Poisson arrival processes in each of the $M$ phases for user 1 to user $M_{\text{video}}$. From the property of Poisson processes, the sum of $M_{\text{video}}$ Poisson processes with mean rates $\lambda_{x_1}, \lambda_{x_2}, \ldots, \lambda_{x_{M_{\text{video}}}}$ is also a Poisson process with a mean arrival rate, $\sum_{i=1}^{M_{\text{video}}} \lambda_{x_i}$. Generalizing for $M_{\text{video}}$ video users, the pdf of $\tilde{D}$ is given by
\[
\Pr(\tilde{D} = d) = \sum_{M_{\text{video}}}^{M} \sum_{i=1}^{M_{\text{video}}} \ldots \sum_{i=1}^{M_{\text{video}}} \left[ \sum_{j=1}^{M_{\text{video}}} \lambda_j \right]^{\frac{M_{\text{video}}}{d_{\text{video}}} - t} e^{-\frac{M_{\text{video}}}{d_{\text{video}}} - t} / d_{\text{video}} \prod_{j \in M_{\text{video}}} h_j .
\] (3.45)

Let \( \tilde{B} \) be the number of video packets arriving during a TDMA frame and \( T_{\text{TDMA}} \) be the time interval for a TDMA frame. For \( M_{\text{video}} \) video users, the pdf of \( \tilde{B} \) is given by

\[
\Pr(\tilde{B} = b) = \sum_{M_{\text{video}}}^{M} \sum_{i=1}^{M_{\text{video}}} \ldots \sum_{i=1}^{M_{\text{video}}} \left[ \sum_{j=1}^{M_{\text{video}}} \lambda_j \right]^{\frac{M_{\text{video}}}{d_{\text{video}}} - T_{\text{TDMA}}} e^{-\frac{M_{\text{video}}}{d_{\text{video}}} - T_{\text{TDMA}}} / b \prod_{j \in M_{\text{video}}} h_j .
\] (3.46)

To calculate the mean video delay, let us first define some variables. Let \( \bar{D} \) denote the time interval from the time that a tagged video packet arrives (jth arrival) in a TDMA frame to the beginning of the next TDMA frame in the ith frame, \( \bar{D}_i \) denote the one TDMA frame that the tagged video packet has to wait in the \((i+1)\)th frame, \( \bar{D} \) denote the request slot subframe that the tagged video packet has to wait in the \((i+2)\)th frame, \( \bar{D} \) denote the delay due to voice packet being transmitted before the video packets and the time interval the tagged video packet has to wait for other video packets to be transmitted first in the \((i+2)\)th frame, \( \bar{D}_6 \) denote the delay due to voice packets being transmitted before the video packets in the \((i+2)\)th frame, \( \bar{D}_6 \) denote the time interval that the tagged video packet has to wait for other video packets to be transmitted first in the \((i+2)\)th frame and \( \bar{t}_{\text{video}} \) denote the video packet queueing delay. The video packet queueing delay, \( \bar{t}_{\text{video}} \), is given by

\[
\bar{t}_{\text{video}} = \bar{D}_5 + \bar{D}_6 + \bar{D}_7 + \bar{D}_8 .
\] (3.47)

Let us assume that \( \bar{D}_5 \) is triangularly distributed between the beginning of two consecutive TDMA frames, i.e., between zero and \( T_{\text{TDMA}} \). Its pdf is given by
\[ f_{\tilde{D}_b}(t) = \begin{cases} \frac{4t}{T_{\text{TDMA}}^2}, & 0 < t < \frac{T_{\text{TDMA}}}{2} \\ \frac{4(T_{\text{TDMA}} - t)}{T_{\text{TDMA}}^2}, & \frac{T_{\text{TDMA}}}{2} < t < T_{\text{TDMA}} \\ 0, & \text{otherwise} \end{cases} \] (3.48)

while its cdf is given by

\[ F_{\tilde{D}_b}(t) = \begin{cases} 1 - \frac{2t^2}{T_{\text{TDMA}}^2}, & 0 < t < \frac{T_{\text{TDMA}}}{2} \\ 2(T_{\text{TDMA}} - t^2)/T_{\text{TDMA}}^2, & \frac{T_{\text{TDMA}}}{2} < t < T_{\text{TDMA}} \\ 1, & T_{\text{TDMA}} < t \leq \infty \end{cases} \] (3.49)

The mean of \( \tilde{D}_b \) is

\[ E[\tilde{D}_b] = \frac{1}{2} T_{\text{TDMA}}. \] (3.50)

The pdf of \( \tilde{D}_r \) is given by

\[ f_{\tilde{D}_r}(t) = \begin{cases} 1, & \text{if } t = T_{\text{TDMA}} \\ 0, & \text{otherwise} \end{cases} \] (3.51)

while the pdf of \( \tilde{D}_r \) is given by

\[ f_{\tilde{D}_r}(t) = \begin{cases} 1, & \text{if } t = N_R T_R \\ 0, & \text{otherwise} \end{cases} \] (3.52)

where \( N_R \) is the number of request slots in the request slot subframe and \( T_R \) is the time duration of one request slot. That is, the means of \( \tilde{D}_b \) and \( \tilde{D}_r \) are respectively, given by

\[ E[\tilde{D}_b] = T_{\text{TDMA}}, \] (3.53)

and

\[ E[\tilde{D}_r] = N_R T_R. \] (3.54)

Let \( \tilde{N} \) denote the number of voice users in the active (on) state or the number of voice packets for transmission in a TDMA frame. Assuming that the number of voice users is less than or equal to the number of information slots under light load \((M \leq N_e)\), where \( M \),
is the number of voice users and $N_t$ is the number of information slots in the information slots subframe, the pdf of $\tilde{N}$ is given by
\[
\Pr[\tilde{N} = n] = \left( \frac{M_v}{n} \right)^n \left( 1 - P_{on} \right)^{M_v - n},
\]
where $P_{on} = \frac{\bar{t}_1}{\bar{t}_1 + \bar{t}_2}$, $\bar{t}_1$ is the mean talkspurt (on) period and $\bar{t}_2$ is the mean silence period.

The pdf of $\tilde{D}_k$ is given by
\[
f_{\tilde{D}_k}(t) = \begin{cases} 
\Pr[\tilde{N} = n], & \text{if } t = nT_i, \\
0, & \text{otherwise}, 
\end{cases}
\]
where $T_i$ is the size of an information slot in the information slot subframe. The video packets are transmitted at the end of the voice information slots block. Each of the $k$ video packets is assumed to have equal probability of transmitting in each of the $k$ consecutive information slots. Assuming that the tail distribution of $\tilde{B}$ is small under light load, the pdf of $\tilde{D}_{10}$ is given by
\[
f_{\tilde{D}_{10}}(t = (j-1)T_i) = \sum_{k=0}^{N_t-M_v} \frac{1}{k} \Pr[\tilde{B} = k]\delta[t-(j-1)T_i],
\]
where $\delta(\cdot)$ is an impulse function. The pdf of $\tilde{D}_k$ is given by
\[
f_{\tilde{D}_k}(t = (n+j-1)T_i) = \Pr[\tilde{N} = n] \sum_{k=0}^{N_t-M_v} \frac{1}{k} \Pr[\tilde{B} = k]\delta[t-(n+j-1)T_i],
\]
and its mean is given by
\[
E[\tilde{D}_k] = \sum_{n=0}^{M_v} \Pr[\tilde{N} = n] \sum_{k=0}^{N_t-M_v} \frac{1}{k} \Pr[\tilde{B} = k](n+j-1)T_i,
\]
\[
= \frac{T_i}{2} \sum_{n=0}^{M_v} \Pr[\tilde{N} = n] \sum_{k=0}^{N_t-M_v} (2n+k-1) \Pr[\tilde{B} = k]
\]
where $\sum_{j=1}^{k} (n+j-1) = \frac{k}{2}(2n+k-1)$. Therefore, the mean video delay is given by
\[ \mathbb{E}[\bar{T}_{\text{video}}] = \mathbb{E}[\bar{D}_s] + \mathbb{E}[\bar{D}_6] + \mathbb{E}[\bar{D}_7] + \mathbb{E}[\bar{D}_9], \]
\[ = \bar{T}^* + \mathbb{E}[\bar{D}_4], \quad (3.60) \]

where \( \bar{T}^* = \frac{3}{2} T_{\text{TDMA}} + N_r T_r. \)

Next, let us consider the distribution of the video packets. The video packet delay is given by

\[ \bar{T}_{\text{video}} = \bar{D}_s + \bar{D}_6 + \bar{D}_7 + \bar{D}_9 + \bar{D}_{10}, \]
\[ = \bar{T}^* + \bar{D}_4 + \bar{D}_{10}, \quad (3.61) \]

where \( \bar{T}^* = T_{\text{TDMA}} + N_r T_r. \) Its pdf is given by

\[ f_{\bar{D}_4}(t) = \sum_{n=0}^{M_4} \Pr[\bar{N} = n] \int_0^t f_{\bar{D}_3}(t - \bar{T} - nT_r - D_{10}) f_{\bar{D}_9}(D_{10}) dD_{10}. \quad (3.62) \]

For ease of computation, we discretize the pdf of \( \bar{D}_3 \) and its pdf is given by

\[ f_{\bar{D}_3}(t = wT_r) = F_{\bar{D}_3}(t = (w+1)T_r) - F_{\bar{D}_3}(t = wT_r), \quad (3.63) \]

where \( 0 \leq w \leq N_{\text{TDMA}}, 0 \leq t \leq N_{\text{TDMA}} T_r, N_{\text{TDMA}} = \left\lfloor \frac{T_{\text{TDMA}}}{T_r} \right\rfloor \) and \( \lfloor x \rfloor \) is the greatest integer smaller or equal to \( x \). Considering each discrete point of \( f_{\bar{D}_3}(D_{10}) \) and multiplying each discrete point of \( f_{\bar{D}_3}(t - \bar{T} - nT_r - D_{10}) \) with probability \( \Pr[\bar{N} = n] \) for all possible range of values, we have

\[ f_{\bar{T}_{\text{video}}}(t) = \sum_{n=0}^{M_4} \Pr[\bar{N} = n] \sum_{w=0}^{N_{\text{TDMA}}} f_{\bar{D}_3}(t = wT_r) \]
\[ \times \sum_{j=1}^{N_{\text{TDMA}}} \sum_{k=0}^{M_4} \frac{1}{k!} \Pr[\bar{B} = k] \cdot \mathbf{1}(\bar{T} + (n + j - 1 + w)T_r) \leq t < (\bar{T} + (n + j + w)T_r). \quad (3.64) \]

### 3.5 Numerical Results

#### 3.5.1 Voice Performance

Here, we consider the same parameters as in Section 3.3 and the number of video users is 2 (about 60% total channel utilization). Figs. 3.19 and 3.20 show the mean voice queueing delay and the distribution of the voice queueing delay, respectively. The
analytical results are very close to the simulation results. This shows that the assumptions made in Section 3.4.1 are reasonable. Voice can tolerate a maximum delay of 200 ms while preserving good real-time interactivity [33].

![Graph showing mean voice packet queuing delay](image)

**Fig. 3.19.** Mean voice packet queueing delay

![Graph showing distribution of voice packet queueing delay](image)

**Fig. 3.20.** Distribution of voice packet queueing delay

### 3.5.2 MMPP Video Performance

Figs. 3.21 and 3.22 show the mean video queueing delay and the distribution of the video queueing delay, respectively. The analytical results are quite close to the simulation results, without making use of the assumptions in Section 3.4.2. This shows that the assumptions are reasonable. Fig. 3.21 shows that the mean queueing delay of video
remains at about 21 ms for various numbers of request slots. Fig. 3.22 shows the
distribution of queueing delay assuming each frame has 60 request slots (this number of
request slots yields an acceptable probability of request collisions from simulation).
Observe that most video packets are transmitted within 2.5 TDMA frames (i.e., 29.3 ms),
where $T_r = 23.2 \mu s$. In [33] it is stated that compressed video can tolerate a maximum delay
of 100 ms while preserving good real-time interactivity.

![Fig. 3.21. Mean MMPP video packet queueing delay](image1)

![Fig. 3.22. Distribution of MMPP video packet queueing delay](image2)
3.6 Summary

The performance of our enhanced MAC protocol is evaluated in this chapter. The enhancements of our MAC protocol over the MAC protocol proposed in [1-4] is described in Section 2.4. In [1-4], an information slot is allocated to a voice user for the whole connection regardless of whether the voice traffic is in a talkspurt state or is in a silence state. That is, an information slot is allocated regardless of whether there is a packet to send or not. In our MAC protocol, an information slot is allocated only during the talkspurt state. This is similar in spirit to that of Packet Reservation Multiple Access (PRMA) in [13]. However, PRMA is first designed for voice users and if data users are added, they will be allocated information slots that are not used by the voice users. The information slots allocated to each data user can be excessive if the data slots are dispersed among the voice slots. In our MAC protocol, the voice users are grouped together using a voice packing algorithm in [11]. This allows the allocation of information slots to other users (like video and data) by simply specifying the starting and ending slot positions for these users. In other words, burst-switching is used for voice service.

Numerical results show that acceptable QoS for voice, MMPP video and data can be achieved in a wireless segment that supports up to 100 voice, 100 data and 2 MMPP video users. Mathematical analyses for the delay performance of voice and MMPP video traffic are presented. These analyses give insights to the components that constitute the mean delays and delay distributions. Numerical results show that the analytical results closely approximate the simulation results, indicating that the assumptions used in the analytical models are reasonable.

The analysis for computing the probability of collisions between contending voice requests consider finite population instead of infinite population [80]. For the actual
computation, the number of states with our analysis is just the number of voice users plus one instead of a large but finite number in the infinite population case. The distribution of the number of video packets arriving in a time interval for a MMPP video user (equation (3.43)) and the distribution of the number of video packet arriving in a time interval for the superposition of a number of MMPP video users (equation (3.45)) are presented in the analysis for MMPP video traffic. These results are also used in Chapter 4 to derive the output process from the uplink MAC protocol for a MMPP video traffic. This process is then fed to the input buffer of a leaky bucket in the base station.

Instead of using MMPP video traffic, we can also use Motion Picture Experts Group (MPEG) video traffic source sequence to study the performance of the uplink MAC protocol. Such a study is presented in Chapter 5 and it compares its simulation results with the results obtained in this Chapter.
Chapter 4

Usage Parameter Control

4.1 Introduction

The leaky bucket has been studied extensively in the literature [55-61] with different arrival processes. The arrival processes can be Poisson process, Markovian process, exponential On/Off process, MMPP, etc. (see Section 1.2). However, UPC in wireless/wireline ATM network have not been proposed nor studied in the literature until recently [86]. There are two stages: (1) uplink MAC protocol and (2) UPC at the base station. In [86], the effects of user mobility on the GCRA as the UPC is studied. However, no uplink MAC protocol is specified. A transit time in the wireless domain is assumed. The GCRA has been studied in [87-88]. In our study of the leaky bucket as the UPC, the arrival process to the leaky bucket at the base station is the output process from the uplink MAC protocol. The output process may or may not “match” the arrival processes of these leaky buckets studied in the literature such that analytical results can be obtained.

The first part of this chapter studies the performance of UPC by computer simulation, using leaky bucket at the base station to police heterogeneous traffic described in Chapter 3 according to their equivalent capacities discussed in Chapter 6. The simulation models are described in Section 4.2 while the simulation results are presented in Section 4.3.

In the latter part of this chapter, an approximate analysis of voice loss is provided and a loose lower bound is obtained for MMPP video loss in Section 4.4. The On/Off
video process to the leaky bucket at the base station is characterized. It is found that the On period and the Off period are not independent. Numerical results are shown in Section 4.5.

4.2 Simulation Models

Figs. 4.1, 4.2 and 4.3 show the simulation model for usage parameter control using a leaky bucket at the base station for a voice traffic, an MMPP video traffic and a data traffic, respectively. The first portion of Figs. 4.1, 4.2 and 4.3, before entering the leaky bucket, is due to the MAC protocol described in Chapter 3.

4.2.1 Voice Traffic

The front end voice loss and the voice loss within the talkspurt are results of the MAC protocol. At the leaky bucket, the voice loss due to the leaky bucket depends on the input voice buffer, \( B_{\text{voice}} \), and the voice token buffer, \( B_{\text{voice,token}} \). The sum of these two buffers is denoted by \( B_v \).

![Diagram of voice traffic simulation](image)

**Fig. 4.1.** Simulation model of a voice traffic arriving to a portable terminal passing through the base station scheduler and a leaky bucket at the base station

4.2.2 MMPP Video Traffic
There is no video loss at the MAC protocol. At the leaky bucket, the video loss due to the leaky bucket depends on the input video buffer, $B_{video}$, and the video token buffer, $B_{video, token}$. The sum of these two buffers is denoted by $B_{vi}$.

**Fig. 4.2.** Simulation model of a MMPP video traffic arriving to a portable terminal passing through the base station scheduler and a leaky bucket at the base station

### 4.2.3 Data Traffic

**Fig. 4.3.** Simulation model of a data traffic arriving to a portable terminal passing through the base station scheduler and a leaky bucket at the base station
There is no data loss at the MAC protocol. At the leaky bucket, the data loss due to the leaky bucket depends on the input data buffer, $B_{\text{data}}$, and the data token buffer, $B_{\text{data,token}}$. The sum of these two buffers is denoted by $B_d$.

### 4.3 Simulation Results

The results obtained here are from a simulation model of the MAC protocol and leaky buckets for voice, MMPP video and data traffic based on the SMPL simulation kernel described in [79]. Each simulation point has been obtained by running the simulation for a duration of 500000 TDMA frames with three simulation runs. The parameters are the same as those in Chapters 3 with the number of request slots set at 60. The leaky buckets has the following parameters: the voice token generation rate is $1000 T_r$ (20 kbps equivalent capacity in Chapter 6); the video token generation rate is $\frac{10}{3} T_r$ (6 Mbps equivalent capacity in Chapter 6); the data token generation rate is $2000 T_r$ (10 kbps equivalent capacity in Chapter 6). The number of video users is 2.

#### 4.3.1 Voice Performance

Fig. 4.4 shows the voice packet/cell losses with respect to the number of voice buffer at the input buffer of a leaky bucket with the sum of the size of the voice buffer and the voice token buffer fixed at 100. The voice packet/cell losses consist of front end voice loss due to unsuccessful attempt in the request slot subframe, voice loss due to insufficient information slots for the voice user and the voice loss due to the finite voice buffer of the leaky bucket. The voice losses depend on the sum of the size of the voice buffer and the voice token buffer buffer and not on their individual sizes.
Fig. 4.5 shows the mean voice transmission delay (from portable terminal to the base station), the mean voice queueing delay at the voice buffer of the leaky bucket and the mean total voice delay (which is the sum of the previous two delays) with respect to the number of voice buffer at the input buffer of the voice leaky bucket, with the sum of the size of the voice buffer and the voice token buffer fixed at 100. Since the voice losses remain constant (Fig. 4.4), the mean total voice delay is lowest when the size of the voice buffer is one. This voice delay is less than the 200 ms requirement for acceptable conversation. However, the total voice loss is greater than 1%. Therefore, we need to consider the trade-off between total voice loss and the total buffer size of the voice buffer and the voice token buffer. Note that the input voice buffer needs real memory spaces, while the voice token buffer can be implemented by a counter.

![Graph showing voice losses with respect to input voice buffer](image)

**Fig. 4.4.** Voice losses with respect to input voice buffer

Fig. 4.6 shows the voice packet/cell losses with respect to the total buffer size of the voice buffer and the voice token buffer, $B_v$. The number of voice buffer at the input
buffer of a leaky bucket is fixed at 1. For acceptable total voice loss of 0.5 % or better, the total buffer size must be greater than or equal to 130.

![Graph showing voice delay vs. buffer size](image1)

**Fig. 4.5.** Mean voice delays with respect to input voice buffer

![Graph showing voice loss vs. buffer size](image2)

**Fig. 4.6.** Voice losses with respect to total buffer size

Fig. 4.7 shows the mean voice transmission delay, the mean voice queueing delay at the voice buffer of the leaky bucket and the mean total voice delay with respect to the total buffer size of the voice buffer and the voice token buffer, $B_v$. The number of voice
buffer at the input buffer of a leaky bucket is again fixed at 1. From Fig. 4.7, with the
time buffer size set to 1, the mean leaky bucket queueing delay is very small and the mean
total voice delay is almost equal to the mean voice transmission delay. The mean voice
transmission delay remains relatively constant as the total buffer size increases.

![Graph showing mean voice delays with respect to total buffer size](image)

**Fig. 4.7.** Mean voice delays with respect to total buffer size

### 4.3.2 MMPP Video Performance

Fig. 4.8 shows the MMPP video cell losses with respect to the number of video
buffer at the input buffer of a leaky bucket with the sum of the size of the video buffer and
the video token buffer fixed at 2000. The MMPP video loss depends on the sum of the
video buffer and the video token buffer and not on their individual sizes.

Fig. 4.9 shows the mean MMPP video transmission delay (from portable terminal
to the base station), the mean MMPP video queueing delay at the video buffer of the leaky
bucket and the mean total MMPP video delay (which is the sum of the previous two
delays) with respect to the number of video buffer at the input buffer of the video leaky
bucket, with the sum of the video buffer and the video token buffer fixed at 2000. Since
the MMPP video loss remains constant (Fig. 4.8), the mean total MMPP video delay is lowest when the size of the video buffer is one. This video delay is less than the 100 ms requirement for acceptable video transmission. However, the total MMPP video loss is greater than 2%. Therefore, we need to consider the trade-off between video loss and the total buffer size of the video buffer and the video token buffer. Note that the input video buffer requires real memory spaces, while the video buffer can be implemented by a counter.

Fig. 4.8. MMPP video loss with respect to the input video buffer

Fig. 4.10 shows the MMPP video cell loss with respect to the total buffer size of the video buffer and the video token buffer, \( B_v \). The number of video buffer at the input buffer of a leaky bucket is fixed at 1. For acceptable video loss of \( 10^{-4} \), the total buffer size must be approximately 14000.
Fig. 4.9. Mean MMPP video delays with respect to the input video buffer

Fig. 4.10. MMPP video loss with respect to total buffer size

Fig. 4.11 shows the mean MMPP video transmission delay, the mean MMPP video queueing delay at the video buffer of the leaky bucket and the mean total MMPP video delay with respect to the total buffer size of the video buffer and the video token buffer, $B_v$. The number of video buffer at the input buffer of a leaky bucket is again fixed at 1. From Fig. 4.11, with the video buffer size set to 1, the mean MMPP video leaky bucket
queueing delay is very small and the mean total MMPP video delay is almost equal to the mean MMPP video transmission delay. The mean MMPP video transmission delay remains relatively constant as the total buffer size increases.

![Graph showing video delay vs. total buffer size]

**Fig. 4.11.** Mean MMPP video delays with respect to total buffer size

### 4.3.3 Data Performance

Fig. 4.12 shows the data cell losses with respect to the number of data buffer at the input buffer of a leaky bucket with the sum of the size of the data buffer and the data token buffer fixed at 100. The data loss depends on the sum of the size of the data buffer and the data token buffer and not on their individual sizes.

Fig. 4.13 shows the mean data transmission delay (from portable terminal to the base station), the mean data queueing delay at the data buffer of the leaky bucket and the mean total data delay (which is the sum of the previous two delays) with respect to the number of data buffer at the input buffer of the data leaky bucket with the sum of the size of the data buffer and the data token buffer fixed at 100. Since the data loss remains constant (Fig. 4.12), the mean total data delay is lowest when the size of the data buffer is
one. This data delay is acceptable as data traffic is not time-critical. However, the total data loss is greater than 2%. Therefore, we need to consider the trade-off between data loss and the total buffer size of the data buffer and the data token buffer.

![Data Loss Graph](image)

**Fig. 4.12.** Data loss with respect to the input data buffer

![Mean Data Delay Graph](image)

**Fig. 4.13.** Mean data delays with respect to the input data buffer

Fig. 4.14 shows the data cell loss with respect to the total buffer size of the data buffer and the data token buffer, $B_y$. The number of data buffer at the input buffer of a
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leaky bucket is fixed at 1. For a data loss of $10^{-4}$, the total buffer size must be approximately 280 (extrapolating the curve in Fig. 4.14). Assuming a physical transmission layer with BER of $10^{-4}$, Forward Error Correction (FEC) or Automatic Repeat ReQuest (ARQ) must be used for retransmission if there is an error for data traffic. Data traffic needs a low BER of about $10^{-10}$, while its delay is not time-critical.

![Graph showing data loss with respect to total buffer size](image)

**Fig. 4.14.** Data loss with respect to total buffer size

Fig. 4.15 shows the mean data transmission delay, the mean data queueing delay at the data buffer of the leaky bucket and the mean total data delay with respect to the total buffer size of the data buffer and the data token buffer, $B_d$. The number of data buffer at the input buffer of a leaky bucket is again fixed at 1. From Fig. 4.15, with the data buffer size set to 1, the mean data leaky bucket queueing delay is very small and the mean total data delay is almost equal to the mean data transmission delay. The mean data transmission delay remains relatively constant as the total buffer size increases.
4.4 Performance Analyses

4.4.1 Voice Traffic

Assuming the voice arrival process in Section 3.2.2.1 and light load condition, the voice loss due to front-end clippings of talkspurt and the mid-talkspurt voice loss due to insufficient information slots are almost zero. With these assumptions, the output voice process from the uplink MAC protocol is approximately equal to the input voice process to the uplink MAC protocol at the portable terminal. This input voice process is an On-Off process with an exponentially distributed “On” period and an exponentially distributed “Off” period. The output voice process from the uplink MAC protocol is the input voice process to the leaky bucket at the base station. Therefore, the input voice process to the leaky bucket can be approximated as the input voice process at the portable terminal. From [58], the probability of cell loss, $P_{CL}$, for such a leaky bucket model with exponentially distributed On/Off process, is given by

$$P_{CL} = \frac{b-a}{b} \frac{\lambda_1 - \lambda_2}{\lambda_1 e^{(\lambda_1 - \lambda_2)w} - \lambda_2},$$

(4.1)
where \( a \) is the token generation rate in cells per second, \( b \) is the peak burst rate in cells per second, \( M \) is the buffer size of the input buffer and the token buffer, \( \lambda_i = 1/(b-a)h \), \( \lambda_2 = 1/ak \), \( h \) is the mean “On” period in seconds and \( k \) is the mean “Off” period in seconds. For the voice traffic, \( a = 1/1000T_i \), \( b = 1/T_{TDMA} \), \( M = B_v \), \( h = \bar{t}_i \) and \( k = \bar{t}_2 \), where \( T_i \) is the size of an information slot, \( T_{TDMA} \) is the size of a TDMA frame, \( \bar{t}_i \) is the mean talkspurt period and \( \bar{t}_2 \) is the mean silence period.

### 4.4.2 MMPP Video Traffic

The output video process from the uplink MAC protocol is an On/Off process. This process is also the input video process to the leaky bucket the base station. Assuming that there is no overload condition in the information slots, the number of tagged MMPP video packets that are transmitted in the \( i \)th frame for \( i \) MMPP video user, denoted by \( \bar{R}_i \), is equal to the number of tagged MMPP video packets user that arrive in the \((i-2)\)th frame for the tagged video. From equation (3.43), the pdf of \( \bar{R}_i \) is given by

\[
\Pr(\bar{R}_i = r_i) = \sum_{r=0}^{\infty} \left( \frac{ \lambda_v }{ d_{video} T_{TDMA} } \right)^n e^{-\frac{\lambda_v}{d_{video} T_{TDMA}}} \frac{ \left( \frac{\lambda_v}{d_{video} T_{TDMA}} \right)^r }{ r! } h_v. \tag{4.2}
\]

Let \( \bar{W} \) denote the “On” period for the tagged video user. Its pdf is given by

\[
\Pr(\bar{W} = wT_i) = \Pr(\bar{R}_i T_i = r_i T_i), \ w = 1, 2, \ldots, N_i, \tag{4.3}
\]

where \( N_i \) is the number of information slots in a TDMA frame.

Next, let us find the pdf of the “Off” period for the tagged video user. Let \( \bar{N}_i \) denote the number of voice users in the active (On) state or the number of voice packets for transmission in the \( i \)th TDMA frame. From equation (3.55), the pdf of \( \bar{N}_i \) is given by
\[
Pr[\tilde{N}_i = n_i] = \binom{M_v}{n_i} P_{\text{ns}}^{n_i} (1 - P_{\text{ns}})^{M_v - n_i}. \tag{4.4}
\]

Let \( \tilde{Y}_i \) denote the transmission order for the tagged video user among the \( M_{\text{video}} \) video users in the \( i \)th TDMA frame. Its pdf is given by
\[
Pr[\tilde{Y}_i = y_i] = \frac{1}{M_{\text{video}}}. \tag{4.5}
\]

Let \( \tilde{Q} \) denote the number of video packets for transmission in the \((i-1)\)th TDMA frame with \( y_{i-1} \) number of video users including the tagged video user as the last user to transmit in this group of video users. Using the results of equation (3.46) and conditioning on \( \tilde{Y}_{i-1} \), we have
\[
Pr[\tilde{Q} = q | \tilde{Y}_i = y_i] = \frac{\sum_{j_1 = 1}^{y_i} \sum_{j_2 = 1}^{y_i} \cdots \sum_{j_{i-1} = 1}^{y_i} \sum_{j_{i+1} = 1}^{y_i} h_{j_1} h_{j_2} h_{j_{i-1}} h_{j_{i+1}}}{q!} \prod_{i=1}^{\tilde{Y}_{i-1}} h_{j_i} \cdot \tag{4.6}
\]

The number of information slots between the end of the video packet transmission of the tagged video user in the \((i-1)\)th TDMA frame to the end of the last information slot in the same frame, \( \tilde{U} \), is given by
\[
\tilde{U} = N_i - \tilde{N}_{i-1} - \tilde{Q}. \tag{4.7}
\]

Let \( \tilde{R} \) denote the number of video packets for transmission in the \( i \)th TDMA frame with \( (y_i - 1) \) number of video users excluding the tagged video user who transmits after this group of video users. Using the results of equation (3.46) and conditioning on \( \tilde{Y}_i \), we have
\[
Pr[\bar{R} = r|\bar{Y}_i = y_i] = \sum_{j_1=1}^{M} \sum_{j_2=1}^{M} \ldots \sum_{j_{N-1}=1}^{M} \frac{\left(\sum_{j_1=1}^{r} \lambda_{j_1} \right) \left(\sum_{i=1}^{N} \frac{1}{d_{\text{video}}} T_{\text{TDMA}} \right) }{r!} e^{-\sum_{i=1}^{N} \frac{1}{d_{\text{video}}} T_{\text{TDMA}}} \prod_{i=1}^{y_i-1} h_{j_i},
\]

(4.8)

The “Off” period of \( i \) MMPP video user, denoted by \( \bar{V} \), is the period between the last video packet that is transmitted by the tagged video user in the \((i-1)\)th TDMA frame and the first video packet that is transmitted by the tagged video user in the \( i \)th TDMA frame. It is given by

\[
\bar{V} = \bar{T}'' + N_{r} T_{R} + (\bar{U} + \bar{N}_{i} + \bar{R}) T_{i},
\]

(4.9)

where \( \bar{T}'' = \left(\frac{T_{\text{TDMA}} - N_{r} T_{R}}{T_{i}} - \left[\frac{T_{\text{TDMA}} - N_{r} T_{R}}{T_{i}}\right]\right) T_{i}, \) \( N_{r} \) is the number of request slots in a TDMA frame, \( T_{R} \) is the size of a request slot and \( \lfloor x \rfloor \) is the greatest integer smaller or equal to \( x \).

Putting equation (4.7) into equation (4.9), we have

\[
\bar{V} = \bar{T}'' + N_{r} T_{R} + (N_{i} - \bar{N}_{i-1} - \bar{\bar{Q}} + \bar{N}_{i} + \bar{R}) T_{i}.
\]

(4.10)

Its pdf is given by

\[
Pr[\bar{V} = \bar{T}'' + N_{r} T_{R} + \nu T_{i}] = \begin{cases} 
\sum_{n_{i-1}=0}^{M} \Pr[\bar{N}_{i-1} = n_{i-1}] \sum_{q=0}^{M_{\text{max}}} \sum_{\nu_{i-1}=1}^{N_{i-1}} \Pr[\bar{\bar{Q}} = q|\bar{Y}_{i-1} = y_{i-1}] \Pr[\bar{Y}_{i-1} = y_{i-1}] & , \\
x \sum_{n_{i-1}=0}^{M} \Pr[\bar{N}_{i} = n_{i}] \sum_{\bar{r}=0}^{M_{\text{max}}} \Pr[\bar{R} = \bar{r}|\bar{Y}_{i} = y_{i}] \Pr[\bar{Y}_{i} = y_{i}], & \text{if } \nu = (N_{i} - n_{i-1} - \bar{q} + n_{i} + \bar{r}) \\
, & \text{otherwise}
\end{cases}
\]

(4.11)

where \( \nu = 0,1,2,\ldots,2N_{r}-2 \). Note that the “On” period and the “Off” period are not independent of each other. Thus, the analysis of the cell loss probability a leaky bucket with such a dependent On/Off process is difficult. Therefore, here, we try to get a lower bound, which may be very loose, for the cell loss probability of the leaky bucket.
Let $\alpha$ and $\beta$ denote the mean "On" period and the mean "Off" period of the output video process from the uplink MAC protocol, respectively. From equations (4.3) and (4.11), $\alpha$ and $\beta$ are given by

$$\alpha = T_i \sum_{w=1}^{N_i} w \Pr[\bar{W} = wT_i], \quad (4.12)$$

and

$$\beta = T_i \sum_{v=1}^{2N_i-2} v \Pr[\bar{V} = R_i + T_i^w + \bar{v}T_i] + N_i T_i + N_i T_i^w. \quad (4.13)$$

To obtain a loose lower bound for the range of the total buffer size in Section 4.5.2, we use the analytical results in [58] to calculate the cell loss probability as in equation (4.1).

For the MMPP video user, $h = \alpha$ and $k = \beta$, $a = 1/(10/3T_i)$, $b = 1/T_i$ and $M = B_{vit}$.

4.5 Numerical Results

4.5.1 Voice Performance

Fig. 4.16 shows the voice loss with respect to the total buffer size, $B_{vit}$. The approximate analytical result is close to the simulation result. From Fig. 4.16, for a voice loss of 0.5%, the total buffer size is about 130.
Fig. 4.16. Voice losses with respect to the total buffer size

4.5.2 MMPP Video Performance

Figs. 4.17 and 4.18 show the "On" period and "Of" period distributions to the leaky bucket. The analytical results are close to the simulation results.

Fig. 4.17. "On" period distribution to the leaky bucket
Fig. 4.18. "Off" period distribution to the leaky bucket

Table 4.1 shows the MMPP video loss in the leaky bucket from simulation results and from the loose lower bound. From the simulation results, for a video loss of $10^{-4}$, the total buffer size is about 14000.

**Table 4.1. MMPP video loss**

<table>
<thead>
<tr>
<th>Total Buffer Size, $B_{si}$</th>
<th>MMPP Video Loss (Simulation)</th>
<th>MMPP Video Loss (Lower Bound)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>$2.077 \times 10^{-2}$</td>
<td>$2.112 \times 10^{-5}$</td>
</tr>
<tr>
<td>4000</td>
<td>$9.893 \times 10^{-3}$</td>
<td>$1.777 \times 10^{-9}$</td>
</tr>
<tr>
<td>6000</td>
<td>$4.675 \times 10^{-3}$</td>
<td>$1.495 \times 10^{-13}$</td>
</tr>
<tr>
<td>8000</td>
<td>$1.587 \times 10^{-3}$</td>
<td>$1.258 \times 10^{-17}$</td>
</tr>
<tr>
<td>10000</td>
<td>$7.944 \times 10^{-4}$</td>
<td>$1.059 \times 10^{-21}$</td>
</tr>
<tr>
<td>12000</td>
<td>$2.587 \times 10^{-4}$</td>
<td>$8.907 \times 10^{-26}$</td>
</tr>
<tr>
<td>14000</td>
<td>$6.605 \times 10^{-5}$</td>
<td>$7.494 \times 10^{-30}$</td>
</tr>
</tbody>
</table>

4.6 Summary

Our model of the UPC (leaky bucket) is described in Section 2.5. The leaky bucket is placed at the base station which is part of the network. The reasons why the leaky bucket is not placed in the portable terminal are (1) that users may cheat in their contract
made during connection setup by modifying the software used for traffic policing such that they can sent more packets than that specified in the contract and (2) that the traffic characteristics are changed after passing through the uplink MAC protocol and may need to be policed again at the base station.

Considering the case where the total buffer size (input buffer size and token buffer size) is constant and the input buffer size is increased from 1 buffer size upwards, the traffic (voice, MMPP video or data) packet/cell loss remains constant while the leaky bucket queueing delay increases. Since the packet/cell loss is constant and leaking bucket queueing delay is increasing, we should keep the input buffer size at 1 for real-time traffic like voice and MMPP video so that their QoS for queueing delay at the leaky bucket are kept at a minimum. Note that the input buffers to the leaky buckets require memory spaces, while the token buffers can be implemented by counters.

With the QoS for queueing delay at the leaky bucket kept at a minimum, we should also consider the QoS for packet/cell loss. The traffic packet/cell loss decreases as the total buffer size increases. With the input buffer size kept at 1, this means that the token pool size is increased. To satisfy the QoS for packet/cell loss, we must increase the token pool size until the required packet/cell loss for the various traffic (voice, video or data) is met. For real-time voice traffic, the total packet/cell loss requirement is 0.5 percent which can be met with the total buffer size of about 130. For real-time MMPP video traffic, the cell loss requirement is assumed to be $10^{-4}$ which can be met with the total buffer size of about 14000. With these constraints, we can then determine the corresponding token pool sizes that can satisfy these requirements. For non-time critical
data traffic, the BER is about $10^{-10}$. This cannot be met by a physical transmission layer with BER of $10^{-4}$. FEC or ARQ must be used for retransmission if there is an error for data traffic.

The token generation rates for the traffic sources considered in this chapter are set according to their equivalent capacities in Chapter 6.

In this chapter, an approximate analysis of voice loss is provided and loose lower bound for the range consider in Section 4.5.2 is obtained for MMPP video loss. The On/Off video process to the leaky bucket at the base station is characterized. The pdfs of the On and Off periods are obtained using the analytical results in Section 3.4.2 (equations (3.43) and (3.45)). These results give the pdfs for the number of video packets arriving in a time duration for a MMPP video user and for a superposition of a number of MMPP video users.

The simulation models in this chapter is also used to evaluate the performance of MPEG video traffic in the next chapter.
Chapter 5

MPEG Video Traffic

5.1 Introduction

In Chapter 3 and Chapter 4, we have studied the performance of the uplink MAC protocol and the UPC with voice, MMPP video and data traffic. An MMPP video model allows its delay performance analysis for the uplink MAC protocol and also for characterizing the output process from this protocol. On the other hand, we can also study the performance of the uplink MAC protocol and the UPC with Motion Picture Experts Group (MPEG) source sequence using computer simulation.

The first part of this chapter describes the simulation model for MPEG video traffic. The uplink MAC protocols and the UPC are also described. In this simulation study, front end voice clippings and voice clippings within a voice talkspurt are considered. In the latter part of this chapter, some simulation results for the uplink MAC protocols and the UPC are discussed. In the simulation model for MAC protocols, only voice losses are considered but not video and data losses. All video and data packets are buffered at the portable terminals. But all traffic cell losses are considered at the leaky bucket.

5.2 Simulation Model

The simulation models are the same as those in Section 3.2 and Section 4.2 except that the MMPP video arrival process is replaced by MPEG video arrival process, two uplink MAC protocols are considered and the “equivalent” number of MPEG video users is calculated in Section 5.2.3.
5.2.1 MPEG Arrival Process

The MPEG source sequence used here is obtained from the internet via anonymous ftp from ftp.bellcore.com in directory pub/vbr/video.trace. There is a file in the directory called MPEG.data which contains 174136 integers giving the frame size in bits for the movie “Star Wars”. This data set represents the output bandwidth of a variable bit rate (VBR) video coder which conforms to the MPEG-1 standard. The frame rate is 24 frames per second. Each integer in the data file corresponds to the number of bits generated in each frame. This video data is packetized such that video packets are generated consecutively from the start of each frame with AAL type 5. Each video packet size corresponds to an information slot in the information slot subframe. Each video source has a mean rate of 374 kbps. Each of the starting frame in the other video sources are offset from that of the first video source by a multiple of 200 video frames.

5.2.2 MAC Protocols

5.2.2.1 Protocol 1

Protocol 1 is the same uplink MAC protocol, as described in Chapter 2, in which video traffic have priority over voice traffic in the information slot subframe.

5.2.2.2 Protocol 2

Protocol 2 is basically the same as Protocol 1 except that voice traffic have priority over video traffic in the information slot subframe.

5.2.3 “Equivalent” number of MPEG video sources

The MMPP video arrival process is modelled as an 8-state MMPP. The number of phases is $M = 8$, while the slot time, $d_{video} = 16.96$ $\mu$s. The $M \times M$ phase transition probability matrix in a slot time, $H = [h_{ij}]$, $(1 \leq i,j \leq M)$, is given by equation (3.2). In the
simulation model, $h_{ii}$ is calculated as $(1- \sum_{j=1 \neq i}^{M} h_{ij})$ to ensure that the probabilities sum to unity. The steady state probability distribution that the video traffic is in state $i$, is denoted by $h_i$. The steady state probability matrix, $\mathbf{h} = [h_1, h_2, \ldots, h_M]^T$, can be calculated iteratively by equation (3.41). The MMPP video cell generation rate per video slot while in phase $i$ is denoted by $\lambda_{i,\text{slot}}$, $(1 \leq i \leq M)$. The arrival rate matrix is given by equation (3.3). The MMPP video cell generation rate per second while in phase $i$ is denoted by $\lambda_{i,\text{sec}}$, $(1 \leq i \leq M)$ and is given by

$$\lambda_{i,\text{sec}} = \lambda_{i,\text{slot}} / d_{\text{video}}.$$  \hspace{1cm} (6.1)

The mean number of MMPP cells generated per second, $\bar{\lambda}$, is given by

$$\bar{\lambda} = \sum_{i=1}^{M} h_i \lambda_{i,\text{sec}}.$$  \hspace{1cm} (6.2)

Assuming AAL type 5, the mean MMPP code rate, $R_{\text{MMPP}}$, is given by

$$R_{\text{MMPP}} = 48 \times 8 \times \bar{\lambda}.$$  \hspace{1cm} (6.3)

The mean MPEG code rate, $R_{\text{MPEG}}$, is 374 kbps. Therefore, mean "equivalent" number of MPEG video users, $M_{\text{video, MPEG}}$, is given by

$$M_{\text{video, MPEG}} = \frac{M_{\text{video, MMPP}} R_{\text{MMPP}}}{R_{\text{MPEG}}} = 19,$$  \hspace{1cm} (6.4)

where $M_{\text{video, MMPP}}$ is the number of MMPP video users which is equal to 2.

5.3 MAC Performance

5.3.1 Simulation Results

Each simulation point has been obtained by running the simulation for a duration of 100000 TDMA frames with five simulation runs. The parameters are the same as those
in Chapter 3. However, the 2 MMPP video sources in Chapter 3 are replaced by 19 MPEG video sources except otherwise stated.

5.3.1.1 Protocol 1

Fig. 5.1 shows the mean queueing delay of video for various numbers of request slots with Protocol 1. The MPEG video traffic has a higher mean video packet queueing delay than that of the MMPP video traffic under "equivalent" load. The MPEG video traffic has a mean video packet queueing delay of about 28 ms, while the MMPP video traffic has a delay of about 21 ms.

![Graph showing mean video packet queueing delay with Protocol 1]

**Fig. 5.1.** Mean video packet queueing delay with Protocol 1

Fig. 5.2 shows the distribution of video packet queueing delay assuming each frame has 60 request slots. All MMPP video packets are transmitted within 30.16 ms, while all MPEG video packets are transmitted within 79.81 ms. In [33], it is stated that compressed video can tolerate a maximum delay of 100 ms while preserving good real-time interactivity.
**Fig. 5.2.** Distribution of video packet queueing delay with 60 request slots with Protocol 1

Fig. 5.3 shows the front-end, mid-talkspurt and total voice clippings. Voice traffic is handled on a loss basis in the sense that voice packets that are not transmitted after a given queueing delay (2 request slot contentions) are dropped. This results in front-end clipping of talkspurt. In addition, because video traffic has higher priority access to information slots than voice traffic (Protocol 1), during temporary video overloads, some voice talkspurt can be deprived of the information slots. This results in mid-talkspurt clippings. Fig. 5.3 shows that the total voice clipping (with 19 MPEG video users) is more than 30 % which is not acceptable. Note that for telephony speech quality, loss of voice information exceeding 0.5 % is generally unacceptable.
**Fig. 5.3.** Percentage voice clipping for 100 voice users, 19 MPEG video users and 100 data users with Protocol 1

Fig. 5.4 shows that the total voice clipping (with 2 MMPP video users) is less than 0.5% which is acceptable. The mid-talkspurt clipping for the voice sources with 2 MMPP sources is zero. This implies that there is sufficient information slots for both the video and voice users. Therefore, all the results for the case with 2 MMPP video users are the same for both Protocol 1 and Protocol 2.

**Fig. 5.4.** Percentage voice clipping for 100 voice users, 2 MMPP video users and 100 data users with Protocol 1
Fig. 5.5 shows the front-end, mid-talkspurt and total voice clipping with respect to the number of MPEG video sources. The number of request slots is set at 60. For the total voice clipping to be below 0.5%, the number of MPEG video sources must be 5 or less.

![Graph showing voice clipping percentage vs. number of MPEG video users](image)

**Fig. 5.5.** Voice clippings with respect to the number of MPEG video users (with 100 voice users and 100 data users) for Protocol 1

### 5.3.1.2 Protocol 2

Fig. 5.6 shows the mean queueing delay of video for various numbers of request slots with Protocol 2. The MPEG video traffic has a higher mean video packet queueing delay than that of the MMPP video traffic under "equivalent" load. The MPEG video traffic has a mean video packet queueing delay of about 28.5 ms, while the MMPP video traffic has a delay of about 21 ms. Note that the mean MPEG video packet queueing delay for Protocol 2 is only slightly higher than that for Protocol 1 (compare Fig. 5.1 with Fig. 5.6).
Fig. 5.6. Mean video packet queueing delay with Protocol 2

Fig. 5.7 shows the distribution of video packet queueing delay assuming each frame has 60 request slots. All MMPP video packets are transmitted within 30.16 ms, while all MPEG video packets are transmitted within 83.29 ms (still less than the 100 ms QoS requirement for good real-time interactivity).

Fig. 5.7. Distribution of video packet queueing delay with 60 request slots for Protocol 2

Fig. 5.8 shows the front-end, mid-talkspurt and total voice clippings. Voice traffic is handled on a loss basis in the sense that voice packets that are not transmitted after a given
queueing delay (2 request slot contentions) are dropped. This results in front-end clipping of talkspurt. However, because voice traffic has higher priority access to information slots than video traffic (Protocol 2), during temporary video overloads, no voice talkspurt can be deprived of the information slots. This eliminates the mid-talkspurt clipping. Fig. 5.8 shows that the total voice clippings (with 19 MPEG video users) is not exceeding than 0.2 % for 40 or more request slots, which is acceptable. Note that for telephony speech quality, loss of voice information not exceeding 0.5 % is generally acceptable.

The mean MPEG video packet queueing delays for both Protocol 1 and Protocol 2 (about 28 ms and 28.5 ms, respectively) is higher than the mean MMPP video packet queueing delay (about 21 ms) under “equivalent” load.

Protocol 2 has a slightly higher mean MPEG video packet queueing delay than that of Protocol 1. However, Protocol 2 has an acceptable voice clipping loss with MPEG sources as compared to an unacceptable voice clipping in Protocol 1 with 19 MPEG sources. In both cases, the MPEG video satisfies the real-time QoS requirement of transmitting their packets within 100 ms for good interactivity. Otherwise, the “late” video packets would be discarded at the destination.
Fig. 5.8. Percentage voice clipping with 100 voice users, 19 MPEG video users and 100 data users for Protocol 2

5.4 UPC Performance

5.4.1 Simulation Results

Each simulation point has been obtained by running the simulation for a duration of 100000 TDMA frames with three simulation runs. The parameters are the same as those in Section 4.3. However, the 2 MMPP video sources in Chapter 4 are replaced by 5 MPEG video sources and 19 MPEG video sources for Protocol 1 and Protocol 2, respectively.

The equivalent capacity of 1 MMPP video source is set at 6 Mbps. The bandwidth of 1 MMPP video source is approximately 10 times that of 1 MPEG source. So, the equivalent capacity of 1 MPEG source is set at 600 kbps (above its mean rate of 374 kbps). The token generation rate of the leaky bucket is also set at this rate, i.e., 600 kbps.

5.4.1.1 Protocol 1

From simulation results in Section 5.3.1.1, Protocol 1 causes high voice packet droppings. Therefore, we will not consider the performance of the usage parameter
control for 19 MPEG video sources under Protocol 1. Instead, we will consider the performance for 5 MPEG video sources which allows the voice packet dropping to be below 0.5%. Fig. 5.9 shows the MPEG video cell loss with respect to the total buffer size of the video buffer and the video token buffer, $B_v$. The number of video buffer at the input buffer of a leaky bucket is fixed at 1. For acceptable video loss of $10^{-4}$, the total buffer size must be approximately 190 (from Fig. 5.9).

![MPEG Video Loss Graph]

**Fig. 5.9.** MPEG video loss with respect to total buffer size (with 100 voice users, 5 MPEG video users and 100 data users) for Protocol 1

5.4.1.2 Protocol 2

Fig. 5.10 shows the MPEG video cell loss with respect to the total buffer size of the video buffer and the video token buffer, $B_v$. The number of video buffer at the input buffer of a leaky bucket is fixed at 1. For acceptable video loss of $10^{-4}$, the total buffer size must be approximately 8000 (extrapolating the curve in Fig. 5.10).
Fig. 5.10. MPEG video loss with respect to total buffer size (with 100 voice users, 19 MPEG video users and 100 data users) for Protocol 2

5.5 Summary

Models for video traffic are still not well established. Instead of using MMPP video model to obtain tractable analysis and some performance measures of the MAC and UPC in Chapter 3 and 4, we can also get such performance results by using MPEG video traces. The traces are also dependent on the type of video sources. For example, if the video source is capturing an action movie like "Starwars", then the video source is very bursty as the scene changes a lot and if the video source is capturing a video conferencing where the scene does not change too much, then the video source is less bursty.

Simulation results show that acceptable QoS for voice, MPEG video and data can be achieved in the wireless segment that support 100 voice, 100 data and 5 or 19 MPEG video users for Protocols 1 and 2, respectively. The reason for being able to support only 5 MPEG video users for Protocol 1 may be that the source is very bursty as the video traces are from "Starwars". For real-time MPEG video traffic with a cell loss of $10^{-4}$, the
total buffer size of the leaky bucket is about 190 for Protocol 1 with 5 MPEG video users and about 8000 for Protocol 2 with 19 MPEG video users.
Chapter 6

Connection Admission Control

6.1 Introduction

CAC to a VCT has been proposed and studied for a homogeneous traffic in [47]. However, for wireless ATM networks, the traffic is heterogeneous. Therefore, in this Chapter, the CAC to a VCT is extended to handle heterogeneous traffic based on equivalent capacity. New performance metrics are also modeled by mathematical analysis. Equivalent capacities for different traffic sources have been proposed in the literature [48,73-78]. In our study, we assume that the equivalent capacity for each connection is between its mean and peak capacity.

The VCT concept is employed to overcome the problem of frequent network call processor in a micro-cellular wireless ATM network. A number of virtual circuit numbers (VCNs) are given to the mobile user during connection setup. These VCNs enable the mobile users to move from one base station to another base station in the VCT without the involvement of the network call processor. Resources have to be allocated in each base station in the VCT for every connection of the mobile user.

In this chapter, we study the CAC model proposed in Chapter 2 for admission to the VCT. We propose two CAC approaches for admission to the VCT based on equivalent capacity for heterogeneous traffic. We study the performance of one of these approaches by mathematical analysis and the other approach by computer simulation. The quality of service performance are the overload probability in a base station and the %
overload period in a base station. The other new performance metrics are the reserved capacity, standby capacity, probability of migrating to adjacent or surrounding base stations and the mean frequency of handoffs to the adjacent or surrounding VCTs. In this study, we also consider both one-dimensional and two-dimensional mobility models.

6.2 Performance Analysis

For notational convenience, we list below the parameters used throughout this chapter:

- $B$ = the number of base stations supported by a given VCT.
- $C_o$ = the allocated capacity of the test base station.
- $C_s$ = the equivalent capacity of the entire VCT.
- $C_i$ = the equivalent capacity used in the test base station.
- $P_s$ = the probability that the equivalent capacity used in the test base station exceeds the allocated capacity.
- $P_u$ = the probability that the equivalent capacity used in the test base station is less than or equal to the allocated capacity.
- $C_{\alpha}$ = the equivalent capacity of the $i$th connection belonging to the $k$th class.
- $n_{\mu}$ = the number of class $k$ connections in the $j$th base station.
- $K$ = the total number of traffic classes supported.
- $M_i$ = the number of class $i$ traffic users that can be supported at a single base station.
- $C_s$ = the equivalent capacity that must be reserved at the root of the VCT.
- $C_s$ = the standby capacity.
Since mobile users can migrate from one base station to another within the VCT without incurring handoff, overload can occur if and only if the equivalent capacity of all the active mobiles in a test base station temporarily exceeds the base station capacity, i.e., if \( C_N > C_0 \). One way to prevent this is to limit the equivalent capacity, \( C_N \), in the entire VCT to a value less than or equal to \( C_0 \). However, this is wasteful of link capacity. Another way is to exploit statistical multiplexing gain and admit a larger equivalent capacity such that overload is possible but very unlikely (i.e., \( C_0 < C_N < BC_0 \), where \( B \) is the number of base stations in the VCT). When an overload occurs, the quality of service in the overloaded base station is temporarily degraded. One of the performance metrics that we are considering is the overload probability, \( P_o \), with respect to the maximum equivalent capacity in the VCT, \( C_N \). Let \( C_r \) be the equivalent capacity used in a test base station. Then, the underload probability is given by
\[
P_u = \Pr[C_r \leq C_0],
\] (6.1)
and the overload probability is given by
\[
P_o = \Pr[C_0 < C_r \leq C_N] = 1 - P_u.
\] (6.2)

The pertinent parameters that govern the behaviour of a VCT in terms of connection admission and probability of handoff, i.e., mobile user migrating outside of its home region, are \( B \), \( C_N \) and \( P_o \). A large value of \( B \) means a small probability of handoff, but requires a larger amount of standby capacity. \( B \) can be considered as a "reuse" factor which needs to be chosen to give the best tradeoff in terms of probability of handoff and standby capacity requirement. A performance metric for CAC is the maximum usable
equivalent capacity, \( C_N \), for a tolerable overload probability and a given number of base stations.

Considering \( K \)-classes of traffic, we have

\[
C_r = \sum_{k=1}^{K} \sum_{i=1}^{n_{ik}} C_{ik},
\]

(6.3)

where \( n_{ik} \) is the number of class \( k \) connections in the \( j \)th base station and \( C_{ik} \) is the equivalent capacity of the \( i \)th connection of the class \( k \) connections. The maximum equivalent capacity for the VCT is given by

\[
C_N = \sum_{j=1}^{K} \sum_{k=1}^{K} \sum_{i=1}^{n_{ik}} C_{ik}.
\]

(6.4)

Let \( M_i \) be the number of class \( i \) traffic users that can be supported on one base station for a wireless ATM access network. The maximum equivalent capacity in a VCT, \( C_N \), is varied such that the ratio among the \( K \)-classes of traffic is kept at a constant ratio of \( R_1 : R_2 : \ldots : R_K \). This equivalent capacity is then given by

\[
C_N = n(\sum_{k=1}^{K} M_k C_{ik}),
\]

(6.5)

where \( n = 2, 3, 4, \ldots \) and \( C_0 < C_N < BC_0 \). The connections in the VCT are assumed to be equally and independently distributed among the base stations in the VCT. The underload probability is then given by

\[
P_u = \sum_{k_1=0}^{K_1} P_{k_1} \sum_{k_2=0}^{K_2} P_{k_2} \ldots \sum_{k_K=0}^{K_K} P_{k_K},
\]

(6.6)

where

\[
P_{k_i} = \binom{nM_i}{k_i} \left( \frac{1}{B} \right)^{k_i} \left( 1 - \frac{1}{B} \right)^{nM_i - k_i},
\]
and

\[ K_j = \min \left[ \left\lfloor \frac{C_0 - \sum_{m=1}^{i-1} k_m C_{im}}{C_j} \right\rfloor, nM_j \right], \quad i,j = 1,2,\ldots,K. \]

The symbol \( \lfloor x \rfloor \) denotes the greatest integer smaller than or equal to \( x \). The overload probability is then given by equation (6.2). Let \( C_R \) be the equivalent capacity that must be reserved at the root of the virtual connection tree for all connections in the VCT. It is given by

\[ C_R = B \times \frac{53}{58} C_N. \quad (6.7) \]

The constant fraction in equation (6.7) is due to the data block (cell) size in the wired ATM network and the packet size in the wireless ATM network (see Section 2.3.1.8). The variable \( B \) in equation (6.7) is due to the sum of the resources that need to be reserved for all the base stations in the VCT which enable a mobile to move from one base station to another within the VCT without handoff. This is done using the VCNs assigned during the connection setup phase and the paths of these connections traverses through the root of the VCT. Let \( C \) be the link capacity of the root ATM switch. If \( C_R \leq C \), then the corresponding value of the number of base stations is the number of base stations that can be supported in the VCT. The largest value of \( B \) that can satisfy this condition is the upper limit that can achieve a certain overload probability. The standby capacity, \( C_S \), is related to \( C_R \) by

\[ C_S = \frac{B-1}{B} C_R = (B-1) \left( \frac{53}{58} C_N \right). \quad (6.8) \]
The term \( (B-1) \) in equation (6.8) is due to the other base stations in the VCT that each of the connections of the mobiles in the VCT can switch to by reserving standby capacity in the VCT. From equation (6.8), the larger the number of base stations in a VCT, \( B \) (diameter of the VCT), the larger the standby capacity, \( c_s \), required.

Next, let us consider the VCTs to have base stations overlaying each other in a linear manner (highways and streets) for a one-dimensional mobility model with 2 directions of movement. Let \( p \) be the probability that a mobile user hands off to adjacent VCTs. Assuming that the mobile user is equally distributed among the base stations in the VCT and the probability of migrating to the adjacent base stations to be equally distributed, the probability, \( p \), is given by

\[
p = 2 \left( \frac{1}{B} \right) + (B-2) \left( \frac{1}{B} \cdot 0 \right) = \frac{1}{B}, \tag{6.9}
\]

where the first term in (6.9) is due to the mobile user's handoffs to adjacent VCTs on both ends of the VCT where the mobile user is in, and the second term is due to the mobile user moving to adjacent base stations in the VCT.

Next, let us consider a two-dimensional mobility model with 6 directions of movement; that is, we are considering hexagonal cells. Let \( p \) be the probability that a mobile user hands off to surrounding VCTs. Assuming that the mobile user is equally distributed among the base stations in the VCT and the probability of migrating to the surrounding base stations to be equally distributed, the probability, \( p \), is given by

\[
p = \left( \frac{1}{B} \right) \left( \frac{1}{6} \right) \sum_{i=1}^{N} N_i \cdot i, \tag{6.10}
\]
where \( i \) is the number of ways that a mobile user can move out of the VCT and \( N_i \) is the number of cells in the VCT that allows the mobile user to do so with \( i \) ways.

Let the number of mobile users in a VCT be \( M \); it is given by

\[
M = n \sum_{k=1}^{K} M_k .
\]  

(6.11)

Let \( X \) be the number of mobile users at the ends of a VCT which handoff to the adjacent VCTs for the one-dimensional mobility model and it is the number of mobile users in the VCT which handoff to the surrounding VCTs for the two-dimensional mobility model.

Then it is binomially distributed with pdf given by

\[
p_x(x) = \binom{M}{x} p^x (1-p)^{M-x},
\]  

(6.12)

and mean value given by

\[
\overline{X} = Mp .
\]  

(6.13)

Assuming that the time spent by a mobile user in a cell, \( T_m \), is exponentially distributed with a mean rate of \( 1/\bar{T}_m \), the mean frequency of handoffs to adjacent/surrounding VCTs, \( \bar{F} \), for the one-dimensional mobility model or the two-dimensional mobility model is given by

\[
\bar{F} = \frac{\overline{X}}{\bar{T}_m} .
\]  

(6.14)

6.3 Numerical and Simulation Results

The numerical results presented in this section are obtained using the analysis of Section 6.2 and by simulation. We consider 3 classes of traffic for both the overload probability analyzed in Section 6.2 and the % overload period in this simulation study.
The % overload period is defined as the sum of overload periods in a base station over the warm-up time to the end of the simulation time. The results are obtained from a simulation model of the VCT based on the SMPL simulation kernel described in [79]. Each simulation point has been obtained by running the simulation for a duration of $10^6$ s with five simulation runs. We assume that, upon newly entering a given cell site, the time spent by a portable user in the cell is exponentially distributed with a mean value of 10 s.

Let $M_{\text{video}}$, $M_{\text{voice}}$ and $M_{\text{data}}$ be the number of video, voice and data users that can be supported in one base station for a wireless ATM access network. We use the scenario from [12], where $M_{\text{video}} = 2$, $M_{\text{voice}} = 100$ and $M_{\text{data}} = 100$. We consider a VCT with the following parameters: the number of base stations in the VCT is $B = 3$ to 10; the maximum capacity in a base station is $C_0 = 20$ Mbps; the equivalent capacity of a class 1 (video) connection in a base station is $C_{i_1} = 6$ Mbps; the equivalent capacity of a class 2 (voice) connection in a base station is $C_{i_2} = 20$ kbps; the equivalent capacity of a class 3 (data) connection in a base station is $C_{i_3} = 10$ kbps. The maximum equivalent capacity in a VCT, $C_Y$, is varied such that the ratio among the video, voice and data traffic is kept at a constant ratio of 12:2:1 ($M_{\text{video}}C_{i_1}:M_{\text{voice}}C_{i_2}:M_{\text{data}}C_{i_3}$). This equivalent capacity is then given by

$$C_Y = n(M_{\text{video}}C_{i_1} + M_{\text{voice}}C_{i_2} + M_{\text{data}}C_{i_3})$$

(6.15)

where $n = 2, 3, 4, \ldots$ and $C_0 < C_Y < BC_0$. 
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Fig. 6.1. Maximum equivalent capacity connection admissibility based upon guaranteed overload probability

Fig. 6.1 shows the overload probability as a function of the maximum equivalent capacity admitted to a VCT, $C_N$, with the number of base station, $B$, varying from 3 to 10. For an overload probability of 1 %, the maximum equivalent capacities that can be admitted to the VCT for $B = 4$ to 10 are shown in Table 6.1. Note that with $B = 3$, an overload probability of 1 % cannot be achieved. $B = 4$ is the lower limit that can achieve an overload probability of 1 %. From Table 6.1, for $C = 155$ Mbps, $B = 4$ ($C_r < C$), while for $C = 622$ Mbps, $B = 4$ to 9. Therefore, to implement the VCT concept to avoid the need to involve the network call processor for every cell handoff in a cellular ATM network, we have to allocate a large amount of standby capacity, $C_s$. Let us first consider the one-dimensional mobility model. From Table 6.1, as $B$ increases, the frequency of handoffs between VCTs decreases. However, this gain will require a larger standby capacity as $B$ increases. So, the selection of the value of $B$ is a tradeoff between the frequency of handoffs between VCTs and the corresponding standby capacity. Inspection
of Table 6.1 shows that the standby capacity is a more sensitive parameter than the mean frequency of handoff to adjacent regions.

**Table 6.1.** Number of base stations in a VCT that can be supported by a root ATM switch for an overload probability of 1%

<table>
<thead>
<tr>
<th>B</th>
<th>C_N (Mbps)</th>
<th>C_R (Mbps)</th>
<th>C_S (Mbps)</th>
<th>F (s^-1)</th>
<th>C=155 Mbps</th>
<th>C=622 Mbps</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>34</td>
<td>124.3</td>
<td>93.2</td>
<td>11.4</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>5</td>
<td>39</td>
<td>178.2</td>
<td>142.6</td>
<td>10.5</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>6</td>
<td>46</td>
<td>252.2</td>
<td>210.2</td>
<td>10.3</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>7</td>
<td>53</td>
<td>339.0</td>
<td>290.6</td>
<td>10.2</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>8</td>
<td>59</td>
<td>413.3</td>
<td>377.4</td>
<td>9.9</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>9</td>
<td>64</td>
<td>526.3</td>
<td>467.9</td>
<td>9.8</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>10</td>
<td>71</td>
<td>648.8</td>
<td>583.9</td>
<td>9.6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 6.2 shows the % overload period as a function of the maximum equivalent capacity admitted to a VCT, \( C_N \), with the number of base station, \( B \), varying from 3 to 10. For example, if the desired value of \( C_N \) is 60 Mbps at 1% overload period, the number of base stations has to be at least 8. As shown in Table 6.2, a proportionally large amount of standby capacity is required.

Table 6.2 shows the number of base stations in a VCT that can be supported by a root ATM switch for 1% of overload period. From Table 6.2, for \( C = 155 \) Mbps, \( B = 4 \), while for \( C = 622 \) Mbps, \( B = 4 \) to 9. The results obtained here is similar to that obtained by the overload probability approach.
Fig. 6.2. Maximum equivalent capacity connection admissibility based upon % overload period

Table 6.2. Number of base stations in a VCT that can be supported by a root ATM switch for 1 % of overload period

<table>
<thead>
<tr>
<th>B</th>
<th>$C_v$ (Mbps)</th>
<th>$C_r$ (Mbps)</th>
<th>$C_s$ (Mbps)</th>
<th>$\bar{F}$ (s$^{-1}$)</th>
<th>$C=155$ Mbps</th>
<th>$C=622$ Mbps</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>33</td>
<td>120.6</td>
<td>90.5</td>
<td>11.1</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>5</td>
<td>38</td>
<td>173.6</td>
<td>138.9</td>
<td>10.2</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>6</td>
<td>45</td>
<td>246.7</td>
<td>205.6</td>
<td>10.1</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>7</td>
<td>52</td>
<td>332.6</td>
<td>285.1</td>
<td>10.0</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>8</td>
<td>59</td>
<td>431.3</td>
<td>377.4</td>
<td>9.9</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>9</td>
<td>64</td>
<td>526.3</td>
<td>467.9</td>
<td>9.8</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>10</td>
<td>71</td>
<td>648.8</td>
<td>583.9</td>
<td>9.6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Next, let us consider the two-dimensional mobility model. For each value of $B$, there are many possible configurations for grouping the hexagonal cells in a VCT. In general, it has been observed that the value of $p$ is minimum when the cells are "tightly clustered", while the value of $p$ is maximum when the cells are connected in a linear manner. In this thesis, only configurations that allow the same configurations to be connected together efficiently (without cells being excluded) are considered.
Fig. 6.3 shows the configurations for the hexagonal cells in a VCT with the minimum values of \( p \) for each value of \( B \) from 1 to 10. Fig. 6.4 shows the configuration for the hexagonal cells arranged in a linear manner in a VCT resulting in the maximum value of \( p \). Let \( p_{min} \) be the minimum value of \( p \) and \( p_{max} \) be the maximum value of \( p \). From equation (4.10) and Fig. 6.4, it can be shown that \( p_{max} \) is given by

\[
p_{max} = \frac{2B+1}{3B}, \quad B \geq 2.
\]  \hspace{1cm} (4.15)

Using the overload probability approach, the maximum equivalent capacities that can be admitted to the VCT for \( B = 4 \) to 10 are shown in Table 6.3. From Table 6.3, as \( B \) increases, the minimum and maximum mean frequency of handoffs to surrounding increases (in general) except for some points. The reason for one of these exceptions at \( B=8 \) is that the configuration for grouping the cells in the VCT does not allows the same VCT configurations to be connected together efficiently. For example, with the configuration shown in Fig. 6.5, the minimum value of \( p \) is 0.4167 and the minimum value of the mean frequency of handoff to surrounding VCTs is only 33.1. Table 6.4 shows similar results based on the % overload period approach as compared with the overload probability approach.
Fig. 6.3. Configurations for hexagonal cell(s) in a VCT with the minimum values of $p$: (a) $B=1$, (b) $B=2$, (c) $B=3$, (d) $B=4$, (e) $B=5$, (f) $B=6$, (g) $B=7$, (h) $B=8$, (i) $B=9$ and (j) $B=10$
Table 6.3. Minimum and maximum mean frequency of handoffs to surrounding VCTs based on the overload probability

<table>
<thead>
<tr>
<th>$B$</th>
<th>$C_N$ (Mbps)</th>
<th>$P_{\text{min}}$</th>
<th>$P_{\text{max}}$</th>
<th>$\overline{F}_{\text{min}}$ (s$^{-1}$)</th>
<th>$\overline{F}_{\text{max}}$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>34</td>
<td>0.5833</td>
<td>0.7500</td>
<td>26.7</td>
<td>34.3</td>
</tr>
<tr>
<td>5</td>
<td>39</td>
<td>0.5333</td>
<td>0.7333</td>
<td>28.0</td>
<td>38.5</td>
</tr>
<tr>
<td>6</td>
<td>46</td>
<td>0.5000</td>
<td>0.7222</td>
<td>31.0</td>
<td>44.7</td>
</tr>
<tr>
<td>7</td>
<td>53</td>
<td>0.4286</td>
<td>0.7143</td>
<td>30.6</td>
<td>51.0</td>
</tr>
<tr>
<td>8</td>
<td>59</td>
<td>0.4583</td>
<td>0.7083</td>
<td>36.4</td>
<td>56.3</td>
</tr>
<tr>
<td>9</td>
<td>64</td>
<td>0.4074</td>
<td>0.7037</td>
<td>35.1</td>
<td>60.6</td>
</tr>
<tr>
<td>10</td>
<td>71</td>
<td>0.3667</td>
<td>0.7000</td>
<td>35.1</td>
<td>66.9</td>
</tr>
</tbody>
</table>

Table 6.4. Minimum and maximum mean frequency of handoffs to surrounding VCTs based on the % overload period

<table>
<thead>
<tr>
<th>$B$</th>
<th>$C_N$ (Mbps)</th>
<th>$P_{\text{min}}$</th>
<th>$P_{\text{max}}$</th>
<th>$\overline{F}_{\text{min}}$ (s$^{-1}$)</th>
<th>$\overline{F}_{\text{max}}$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>33</td>
<td>0.5833</td>
<td>0.7500</td>
<td>25.9</td>
<td>33.3</td>
</tr>
<tr>
<td>5</td>
<td>38</td>
<td>0.5333</td>
<td>0.7333</td>
<td>27.3</td>
<td>37.5</td>
</tr>
<tr>
<td>6</td>
<td>45</td>
<td>0.5000</td>
<td>0.7222</td>
<td>30.3</td>
<td>43.8</td>
</tr>
<tr>
<td>7</td>
<td>52</td>
<td>0.4286</td>
<td>0.7143</td>
<td>30.0</td>
<td>50.0</td>
</tr>
<tr>
<td>8</td>
<td>59</td>
<td>0.4583</td>
<td>0.7083</td>
<td>36.4</td>
<td>56.3</td>
</tr>
<tr>
<td>9</td>
<td>64</td>
<td>0.4074</td>
<td>0.7037</td>
<td>35.1</td>
<td>60.6</td>
</tr>
<tr>
<td>10</td>
<td>71</td>
<td>0.3667</td>
<td>0.7000</td>
<td>35.1</td>
<td>66.9</td>
</tr>
</tbody>
</table>
From Table 6.3 or 6.4, the probability of handoff to surrounding VCTs is relatively large. Therefore, it is necessary to consider mechanisms to handle inter-VCT handoffs.

In a cellular network, let us consider multiple VCTs (clusters). The clusters can be arranged in a pattern as in Fig. 6.3. With hexagonal cells, it is easier to use symmetrical clusters, e.g., 7-cell cluster. This would be similar to frequency reuse patterns. Each cluster or a group of clusters can be managed by a single Mobile Switching Centre (MSC). A MSC is involved in connection setup, connection teardown and connection handoff. In this way, inter-cluster handoffs within the same MSC are intra-switch handoffs while inter-cluster handoffs from different MSC are inter-switch handoffs. Investigation of handoff strategies is outside the scope of this thesis. There are techniques for intra-switch handoffs [81-83] and inter-switch handoffs [84-85] reported in the literature. In other words, there is a hierarchical handoff management. The first level is a single cluster where the handoff is managed as in the VCT using standby resources. The second level is inter-cluster handoffs, or intra-switch or inter-switch handoffs.

6.4 Summary

The VCT concept has been proposed to avoid the need to involve the network call processor for every cell handoff attempt in micro-cellular ATM network [47]. A homogeneous model is considered [2]. Our model extends the model in [47] to account for heterogeneous traffic using the concept of equivalent capacity. Our CAC model to a VCT is described in Section 2.6.

The VCT concept utilizes a lot of standby resources to overcome the problem of frequent invocation of the network call processor. If there is another way of overcoming this problem using less standby resources, this direction should be pursuit.
Numerical and simulation results indicate that, by using overload probability at a base station or the % overload period in a base station as a performance measure, the maximum equivalent capacity to a virtual connection tree can readily be determined. The tradeoff of using the proposed approaches is that the larger the value of the number of base stations in the virtual connection tree, \( B \) (the smaller the probability of handoffs to adjacent/surrounding virtual connection trees, in general), the larger the amount of standby capacity is required. Both one-dimensional and two-dimensional mobility models are considered in this chapter.

The equivalent capacities of the traffic sources considered in this chapter are used to set the token generation rates of the leaky buckets in Chapter 4.
Chapter 7

Conclusions

7.1 Overview

As stated in Chapter 2, the major objectives are to investigate MAC, UPC and CAC to the VCT in a cellular wireless ATM access network. A wireless ATM MAC protocol which allows seamless integration from the wireless domain to the wireline ATM network taking into consideration the various QoS and traffic characteristics of different service classes has been designed in Chapter 2.

Some MAC performance results obtained by simulation and an approximate analysis for delay-sensitive traffic like voice and MMPP video have been presented in Chapter 3. These results show that acceptable QoS for voice, MMPP video and data can be achieved in a wireless segment that supports 100 voice, 100 data and 2 MMPP video users of average rates.

In Chapter 4, the UPC based on a leaky bucket is studied by simulation for heterogeneous traffic and by analysis for voice and MMPP video traffic. For real-time voice traffic with the total packet/cell loss of 0.5 percent, the total buffer size of the leaky bucket is about 130. For real-time MMPP video traffic with a cell loss of $10^{-4}$, the total buffer size of the leaky bucket is about 14000. For non-time critical data traffic, the BER is about $10^{-10}$. This cannot be met by a physical transmission layer with BER of $10^{-4}$. FEC or ARQ must be used for retransmission if there is an error for data traffic.

In Chapter 5, the uplink MAC and UPC based on a leaky bucket are studied by simulation for data, voice and MPEG video traffic. The simulation results show that
acceptable QoS for voice, MPEG video and data can be achieved in a wireless segment that supports 100 voice, 100 data and 5 MPEG video users of average rates with Protocol 1 and supports 100 voice, 100 data and 19 MPEG video users of average rates with Protocol 2. For real-time MPEG video traffic with a cell loss of $10^{-4}$, the total buffer size of the leaky bucket is about 190 for Protocol 1 with 5 MPEG video users and about 8000 for Protocol 2 with 19 MPEG video users.

In Chapter 6, the problem of CAC of heterogeneous traffic within a VCT and two proposed CAC approaches based on equivalent capacity have been studied. The performance of these approaches is studied by simulation and analysis. Results indicate that, by using overload probability at a base station or % overload period as a performance measure, the maximum equivalent capacity to a VCT can readily be determined. The tradeoff of using these approaches is that the larger the value of the number of base stations in the VCT (the smaller the probability of migrating to adjacent/surrounding VCTs, in general), the larger the amount of standby capacity is required.

7.2 Contributions

The contributions of this research work are summarized below:

- We proposed an enhanced TDMA/DR MAC protocol over the TDMA/DR protocol [1-4]. Our protocol allows statistical multiplexing for voice users by using burst switching in which packets are transmitted only during the "on" period. Packets are not transmitted during the "off" period. Thus, more voice users can be accommodated. There is a packing algorithm in the base station that packs up the gaps in the information slots for voice users. Furthermore, bandwidth is more efficiently allocated. In our protocol, the request slots are divided into used and available request slots.
The *used* request slots relieve real-time VBR traffic (e.g., MMPP video or MPEG video) of the need to contend for request slot in every frame. Therefore, the queueing delay for transmitting the packets from this type of real-time traffic is reduced. In the *available* request slots, real-time traffic (e.g., voice) is given priority over non-real-time traffic (e.g. data). Thus, real-time traffic will not be delayed by non-real-time traffic.

- We have presented approximate analyses for the mean queueing delays and queueing delay distributions for real-time traffic like voice and MMPP video. These analyses give insights to the components that constitute the mean queueing delays and queueing delay distributions. The simulation results do not give these insights. Furthermore, only simulation results are given in [1-4, 10].

- We have also presented an analysis for calculating the probability of outstanding voice requests for a finite population instead of an infinite population in [80]. In actual computation for the state distribution of this probability, the number of voice users must be dimensioned to a large but finite number for the infinite population analysis. However, for the finite population analysis, the number of states is just the number of voice users plus one.

- We have found the distribution of the number of video packets arriving in a time interval for a MMPP video user (equation (3.43)) and the distribution of the number of video packets arriving in a time interval for the superposition of a number of MMPP video users (equation (3.45)). Without these distributions, the approximate queueing delay analysis for the MMPP video traffic and the approximate analysis for output process from the MAC protocol for a MMPP video user would not be possible.
• We have presented an approximate analysis for the output process from the MAC protocol for a MMPP video traffic. This analysis gives insights to the components that constitute the output process. The simulation results do not give these insights.

• We proposed and extended the VCT approach to CAC for homogeneous traffic in [47] to accommodate heterogeneous traffic based on equivalent capacity. A theoretical analysis is formulated to calculate new performance metrics like the reserved capacity, standby capacity, probability of migrating to adjacent or surrounding VCTs and the mean frequency of handoff to these base stations. Both one-dimensional and two-dimensional mobility models are considered in the analysis.
Appendices

Appendix A. Flow diagrams for uplink MAC protocol

Fig. A.1, Fig. A.2 and Fig. A.3 show the flow diagrams for the algorithm followed by each portable terminal for data, voice and video traffic, respectively. Fig. A.4 shows the flow diagram for the algorithm followed by the base station for information slot allocation.

Let \( N_{\text{voice}} \), \( N_{\text{video}} \) and \( N_{\text{data}} \) be respectively the number of voice, video and data information slots requested in a TDMA frame. We can identify the following four cases in which the allocation of information slots to voice, video and data traffic can be classified:

Case (1): \( (N_{\text{voice}} + N_{\text{video}} + N_{\text{data}}) \leq N_I \) - sufficient information slots for all users,

Case (2): \( (N_{\text{voice}} + N_{\text{video}} + N_{\text{data}}) > N_I \) and \( (N_{\text{voice}} + N_{\text{video}}) \leq N_I \) - sufficient information slots for voice and video users, insufficient information slots for data users,

Case (3): \( (N_{\text{voice}} + N_{\text{video}}) > N_I \) and \( N_{\text{video}} \leq N_I \) - sufficient information slots for video users, insufficient information slots for voice users, no information slots for data users, and

Case (4): \( N_{\text{video}} > N_I \) - insufficient information slots for video users, no information slots for voice and data users,

Once information slots have been assigned to the users by informing them through the downlink, users will transmit in their assigned information slot(s).
Fig. A.1. Flow diagram for the algorithm followed by each portable terminal for data traffic.
Fig. A.2. Flow diagram for the algorithm followed by each portable terminal for voice traffic
Fig. A.3. Flow diagram for the algorithm followed by each portable terminal for video traffic.
Fig. A.4a. Flow Diagram for the algorithm followed by the base station for information slot allocation (part 1)
Fig. A.4b. Flow Diagram for the algorithm followed by the base station for information slot allocation (part 2)
Fig. A.4c. Flow Diagram for the algorithm followed by the base station for information slot allocation (part 3)
Appendix B. Derivation of the probability of the number of frame delay, \( F \), for voice packets

\[
\Pr[F = 0] = \sum_{c_{i-1} = 0}^{M} \Pr[C_{i-1} = c_{i-1}] \sum_{a_i = 1}^{a_i} \Pr[A_i = a_i] / (1 - \Pr[A_i = 0]) \Pr[K_{D,i} = a_i + c_{i-1} - 1] \\
= \sum_{c_{i-1} = 1}^{M} \Pr[C_{i-1} = c_{i-1}] \sum_{a_i = 1}^{a_i} \left( \frac{\lambda T_{TDMA}}{a_i} \left( 1 - e^{-\lambda T_{TDMA}} \right) \right)^{a_i} \left( \frac{N_A}{N_A - 1} \right)^{(N_A - 1) - a_i} \left( \frac{N_A}{N_A} \right)^{a_i - c_{i-1}} \\
= \frac{e^{-\lambda T_{TDMA}}}{1 - e^{-\lambda T_{TDMA}}} \left( \frac{N_A}{N_A - 1} \right)^{\sum_{c_{i-1} = 0}^{N_A-1} \Pr[C_{i-1} = c_{i-1}] \left( \frac{N_A}{N_A} \right)^{c_{i-1}}} \tag{B.1}
\]

Next, let us consider the case where \( c_{i-1} = 0 \) for \( \Pr[F = 1] \), we have

\[
\Pr[F = 1] \big|_{c_{i-1} = 0} = \Pr[C_{i-1} = 0] \sum_{a_i = 1}^{\infty} \Pr[A_i = a_i] / (1 - \Pr[A_i = 0] - \Pr[A_i = 1]) \\
= \Pr[C_{i-1} = 0] \sum_{a_i = 1}^{\infty} \frac{(\lambda T_{TDMA})^{a_i} e^{-\lambda T_{TDMA}}}{a_i! (1 - e^{-\lambda T_{TDMA}} - \lambda T_{TDMA} e^{-\lambda T_{TDMA}})} \sum_{n_{i-1}=0}^{N_A-1} \left( \frac{N_A}{N_A} \right)^{(N_A - 1) - n_{i-1}} (\frac{1}{N_A})^{n_{i-1}} \\
= \Pr[C_{i-1} = 0] \sum_{a_i = 1}^{\infty} \frac{(\lambda T_{TDMA})^{a_i-1} e^{-\lambda T_{TDMA}} e^{-\lambda T_{TDMA}}}{a_i! (1 - e^{-\lambda T_{TDMA}} - \lambda T_{TDMA} e^{-\lambda T_{TDMA}})} \left( \frac{N_A}{N_A - 1} \right)^{a_i - n_{i-1} - 1} \\
= \Pr[C_i = 0] \left( e^{-\lambda T_{TDMA}} e^{\lambda T_{TDMA}} \left( \frac{N_A}{N_A} \right) \right) \left( \frac{N_A}{N_A - 1} \right)^{a_i} \\
= \Pr[C_i = 0] \left( e^{-\lambda T_{TDMA}} e^{\lambda T_{TDMA}} \left( \frac{N_A}{N_A} \right) \right) \left( \frac{N_A}{N_A - 1} \right)^{a_i} \\
= \Pr[C_i = 0] \left( e^{-\lambda T_{TDMA}} e^{\lambda T_{TDMA}} \left( \frac{N_A}{N_A} \right) \right) \left( \frac{N_A}{N_A - 1} \right)^{a_i} \\
\]
assuming the tail distribution of $A_i$ has a small probability. Similarly, considering the case where $c_{i-1} \geq 2$ for $F = 1$, we have

$$\Pr(F = 1 | c_{i-1} \geq 2) = \Pr(C_{i-1} = c_{i-1}) \sum_{c_{i, i} = 1} \Pr(A_i = a_{i, j}) / (1 - \Pr(A_i = 0))$$

$$\times \sum_{s_{i, j} = 1}^{X_{i, j} = c_{i, j}} \Pr(K_{i, j} = s_{i, j}) \sum_{c_{i, j} = 1}^{X_{i, j} = c_{i, j}} \Pr(C_i = c_i | C_{i-1} = c_{i-1}) \sum_{a_{i, j} = 0}^{c_{i, j} - 1} \Pr(A_{i, j} = a_{i, j}) \Pr(K_{i, j+1} = a_{i, j} + c_i - 1).$$

(B.3)

$$= e^{-\frac{\lambda T_{\text{ideal}} N_{a_i}}{N_a}} \left( \frac{N_{a_i}}{N_a - 1} \right) \Pr(C_i = c_i) \sum_{a_{i, j} = 1}^{\max(a_{i, j}, c_{i, j}, M_i)} \left( \frac{\lambda T_{\text{ideal}}}{a_{i, j}} \right)^{a_{i, j}} \sum_{s_{i, j} = 1}^{\min(a_{i, j}, c_{i, j} - 1, M_i)} \left( \frac{1}{N_a} \right)^{s_{i, j}} \sum_{c_{i, j} = 1}^{c_{i, j} - 1} \Pr(C_i = c_i | C_{i-1} = c_{i-1}) \left( \frac{N_{a_i} - 1}{N_a} \right)^{a_{i, j}}$$

Therefore, from equations (B.2) and (B.3), we have equation (3.20).
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