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Abstract

Experiments were conducted to investigate the macroscopic thermal behaviour

of 2 m diameter Jet A fires in crosswinds of 3 m/s to 13 m/s. Two scenarios

were considered: with and without a 2.7 m diameter, 10.8 m long, blocking ob-

ject situated 3.4 m downwind of the fire. These scenarios simulated transportation

accidents with the fire representing a burning pool of aviation fuel and the object

simulating an aircraft fuselage. To date, the limited number of experiments that

have been conducted to examine wind effects on fire behaviour have been performed

at small scale, which does not fully simulate the physics of large fires, or in out-

door facilities, with poorly controlled wind conditions. This thesis presents the

first systematic characterization of the thermal environment in a large, turbulent

fire under controlled wind conditions, with and without a large downwind blocking

object. In experiments without the object, flame geometry was measured using

temperature contour plots and video images, and the results compared to values

predicted using published correlations. Results were greatly affected by the method

used to measure flame geometry and by differences in boundary conditions between

experiments. Although the presence of the blocking object prevented direct mea-

surement of flame geometry due to interaction between the fire plume and object,

temperature and heat flux measurements were analyzed to describe overall effects of

the object on fire plume development. The fire impinged on the blocking object at

wind speeds below 7 m/s and interacted with the low-pressure wake region behind

the object.

Laboratory-scale experiments were also conducted to examine the responses of

different heat flux gauges to controlled heating conditions simulating those found

in wind-blown fires. Schmidt-Boelter, Gardon and Hemispherical Heat Flux gauges

and a Directional Flame Thermometer were exposed to a convective flow and to

radiation from a cone calorimeter heater. Measurements were influenced by differ-

ences between the calibration and measurement environments, differences in sensor

surface temperature, and unaccounted thermal losses from the sensor plate. Heat

flux results from the fires were consistent with those from the cone calorimeter, but

were additionally affected by differences in location relative to the hot central core

of the fire.
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ṁ′′ Mass burning rate of fuel per unit area of fuel

Pr Prandtl number, ν/α

Qconv Convective heat flux; see Equation 3.4

Qnatl Natural convective heat flux; see Equation 3.8

Qnet Net absorbed heat flux

Qrad Incident radiative heat flux

Qtot Incident total heat flux; see Equation 3.7

R Radial coordinate; see Equation 3.9

r Number of future temperatures; see Equation 3.1

Ral Rayleigh number, gβ (Ts − Ta) l3/ (να)

ReD Reynolds number, UDρa/µa

xxiv



Rel Reynolds number, Ulρa/µa

ReX Reynolds number, UXρa/µa

Si Elemental precision uncertainty

St Total precision uncertainty; see Equation 4.3

T Temperature

T∞ Temperature of convective flow; see Figure 3.1

Ta Temperature of ambient air

Tf Flame temperature

Tinit Temperature measured immediately prior to test

Tmax Maximum temperature measured by thermocouple mounted on inside

surface of blocking object

Ts Surface temperature of heat flux gauge

Tss Average temperature measured during period of steady burning

∆Tdiff Quantity to characterize test-to-test repeatability; see Equation 4.4

t Time; for fire tests, time after surface of fuel pool is first completely

covered by flame

∆texp Experimental time step; see Equation 3.1

U Speed of wind or convective flow

Uc,a Minimum wind speed required for flame tilt to occur; see Equation 2.3

Uc,b Minimum wind speed required for flame tilt to occur; see Equation 2.8

Ut Total uncertainty; see Equation 4.1

X Distance from outlet of heat gun to centre of heat flux gauge

x Coordinate specifying distance from fuel pan centre in direction of wind;

see Figure 4.6

xxv



y Coordinate specifying distance from fuel pan centre perpendicular to

direction of wind; see Figure 4.6

Z Axial coordinate; see Equation 3.9

z Coordinate specifying height above floor; see Figure 4.4

xxvi



Chapter 1

Introduction

Large hydrocarbon pool fires can result from transportation accidents. A historical

survey of over 6000 accidents involving hazardous materials revealed that 42% of

the accidents included a fire [1]. Among these fires, 59% involved a liquid fuel and

27% occurred during transportation of the hazardous material [1]. These types of

accidents have become more common in recent decades, with the majority occurring

since the early 1960s, due to increasing frequency of transportation of hazardous

materials [1,2]. A separate survey of over 1900 accidents involving transportation of

hazardous substances by road and rail found that 74% of the accidents were caused

by impact or collision of the vehicle and 28% of them led to fires [2]. As most

transportation accidents occur outdoors, an ambient wind is likely to be present

and will influence the fire scenario. A large blocking object, such as a rail car,

transport truck or aircraft fuselage, may be located next to the fire. Smaller cargo

packages containing unreleased hazardous materials may also be scattered in the

vicinity of the fire.

The interaction between fire, wind and objects is complex, but understanding

this interaction is vital to improved assessment of the hazards posed by the fire in

these scenarios [3–6]. To this end, researchers at the University of Waterloo (UW)

and at Sandia National Laboratories in Albuquerque, New Mexico, have collabo-

rated to investigate the behaviour of fires in simulated transportation accidents.

In 2001, Sandia researchers performed large-scale outdoor experiments involving

a cylindrical blocking object representing an aircraft fuselage on the leeward side

of a 20 m diameter aviation fuel fire [5, 7]. However, poorly controlled wind con-

ditions limited the quantity and quality of data, as well as the level of detail in

the information that could be obtained. In 2003, construction of a new Live Fire
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Research Facility at UW was completed; one of the novel features of this building

is a wind generation system large enough to permit study of fires up to 2 m di-

ameter in controlled wind conditions. As part of the collaboration between UW

and Sandia, a set of large-scale experiments was conducted in the UW facility to

examine a potential transportation accident scenario involving a 2 m diameter fire

in winds of up to 13 m/s, with a 2.7 m diameter blocking object downwind of the

fire. The object would simulate an aircraft fuselage and the fire would represent a

burning pool of aviation fuel of fixed size. (Growing fuel pools, such as those that

might be generated by fuel leaks, were not considered in this study.) The design of

these experiments was described in the author’s M.A.Sc. thesis [8] and the first set

of preliminary tests was conducted in August 2003. Since these were the very first

fire tests conducted in the new facility, iterations of the experimental design were

expected and additional tests were performed in 2003-2004. A subsequent iteration

ensued and the final set of tests was conducted in 2006. The setup and results of

these final tests are reported in the present thesis.

To help analyze and understand the results from the above experiments, a ref-

erence set of experiments was conducted to examine the behaviour of unobstructed

wind-blown fires. These involved the same 2 m diameter fire, but without the block-

ing object, in the test area. The experiments were performed in late 2006, after the

final set of fire/wind/object tests. The reference cases were deemed important for

proper interpretation of the experimental results involving the obstructed fire sce-

narios. Due to a large number of measurement parameters in the fire/wind/object

experiments, the distribution of the available data channels in these tests was such

that only coarse characterization of the thermal field in the fire plume could be

achieved [8]. However, in the tests without the blocking object, more detailed char-

acterization of the fire environment could be completed because more data channels

could be dedicated to measurement of temperature and heat flux in the fire plume.

Therefore, these latter tests provide additional detail to help elucidate the effects

of the blocking object on the wind-blown fire.

During preliminary analysis of the data from the fire experiments, difficulties

were encountered in analysing and interpreting the heat flux measurements. Since

radiation is usually considered to be the dominant mode of heat transfer in medium

to large fires [9–14], most types of heat flux gauge used in fires have been charac-

terized in radiative environments [15–18]. However, convection could also play a

significant role in wind-blown fires, so as part of the present study, a separate set of

experiments was conducted to investigate the thermal response of heat flux gauges
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to controlled, mixed radiative-convective conditions [19]. The results of these ex-

periments were then used to help interpret the heat flux data from the fire tests.

The present work discusses results from the three sets of experiments outlined

above. The overall objectives of the study are as follows:

• To begin development of a comprehensive dataset for validation and future

improvement of numerical fire models and hazard analysis tools

• To use the measured data to improve understanding of the physics of thermal

interactions between fires, wind and large objects and to gain further insight

into published correlations for predicting flame geometry

• To enhance understanding of heat flux measurement results in fires and other

high-temperature applications involving mixed modes of heat transfer

Specific objectives of the research are as follows:

• To characterize global characteristics of a wind-blown fire plume, particularly

flame geometry, with and without a large downwind blocking object present

• To characterize the temperature field in the fire plume, both in the combustion

zone and in the downwind flow of hot product gases, with and without the

blocking object

• To characterize the heat flux to the ground at various locations near the fire

• To characterize the heat flux to, and temperature distribution along, the

surface of the blocking object

• To assess the response of different types of heat flux gauge in mixed radiative-

convective environments, such as those that occur in large wind-blown fires

In Chapter 2, the literature on wind-blown pool fires is reviewed. This chapter

describes important physical parameters for thermal characterization of fires in

crosswind. Effects of large objects located in or beside fires are also discussed.1

Additionally, since assessment of heat flux gauges is one of the objectives listed

1Additional literature on fire topics not directly related to this thesis (e.g. fuel regression
rate measurements) have been reviewed in the author’s M.A.Sc. thesis [8] and in the theses of
Randsalu [20] and Best [21].
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above, heat flux measurement techniques are reviewed to provide background for

this portion of the research.

The remainder of the thesis describes the setup, data and results of the three

experiments forming the present study. To facilitate readability and understand-

ing of the results, the heat flux gauge experiments are presented first (Chapter 3),

followed by the experiments involving the unobstructed wind-blown fires (Chapter

4) and the experiments involving the wind-blown fires with the downwind blocking

object (Chapter 5). The analysis and discussion of data from each set of exper-

iments make use of results from the preceding chapters. Final conclusions and

recommendations from all three experiments are presented in Chapter 6.
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Chapter 2

Literature Review

This chapter reviews the current understanding of the thermal behaviour of medium-

and large-scale fires in the presence of wind and/or large objects. Only pool fires

of fixed size will be considered; growing pool fires and spreading of flames across

a fuel surface are outside the scope of the present work. The first section provides

relevant background information on the behaviour of fires in quiescent conditions.

It is followed by a discussion on how wind affects the overall characteristics of fires.

Then, effects of large objects in and near fires are described. Finally, a review of

heat flux measurement techniques applicable for fires is included.

2.1 Fires in Quiescent Wind Conditions

One of the motivations for research into fire behaviour is to improve the ability

to predict hazards from a fire in a given accident scenario [22–25]. In order to

analyze a given scenario, one must first determine (either by modelling or by direct

observation) how large the fire is and how intensely it is burning, requiring knowl-

edge of such characteristics as flame geometry, flame temperature and heat release

rate. Once the size and intensity of the fire are established, heat transfer models

can be used to predict hazard levels to the fire surroundings [9–11]. Collection of

quality experimental data is critical to verifying the accuracy of such predictions

and model validation is indeed an important part of fire model development [26].

Therefore, experimental simulation of realistic, yet controlled, accidental fire sce-

narios is necessary for improvement of existing fire models and development of new

models.
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To date, most of the experimental research into fire behaviour has been con-

ducted on fires in quiescent atmospheres, with smaller fires typically studied in

controlled laboratory environments [27–33] and larger fires studied outdoors under

calm or very low (<2 m/s) wind conditions [32, 34–38]. General areas of research

have included fire plume structure [27, 29, 31, 37, 38] and heat transfer from the

fire [28, 30–37]. Some of the literature relevant to the present work is discussed

below.

The general structure of a natural fire is shown in Figure 2.1. The turbulent

plume of combustion gases in a fire can be divided into three regions: the persistent

flame zone, the intermittent flame zone and the buoyant plume [22, 39]. As indi-

cated by the terminology, luminous flame is continually present in the persistent

flame zone at the base of the fire and intermittently present higher up in the inter-

mittent flame zone. Above these two zones is the buoyant plume, which contains

hot combustion products and unburnt fuel. The velocity along the centreline of the

fire generally increases with increasing height in the persistent flame zone due to

buoyant acceleration, reaches a near-constant maximum value in the intermittent

flame zone and decreases with further increases in height due to mixing and en-

trainment of cooler surrounding air in the buoyant plume [27, 39]. Meanwhile, the

centreline temperature increases to a maximum in the persistent flame zone before

decreasing with increasing height through the intermittent flame zone and buoy-

ant plume [27, 39]. Together, all three zones make up the fire plume. For hazard

calculations, the mean height of the fire is often defined as the location along the

plume centreline and in the intermittent region where flame is present 50% of the

time (i.e. 50% intermittency) [40].

In a pool fire, fuel vapour is continuously supplied from the liquid pool to the

combustion region. The production of vapour is maintained by heat transfer from

the combustion region back to the fuel surface [22, 33, 41]. The rates of burning

and total heat release thus depend on the rate at which fuel vapour is supplied,

which in turn depends on the rate of heat feedback to the liquid pool. The amount

of air available for combustion also affects the heat release from a fire. Over the

continuous flame zone, most of the air entrained into a fire is thought to support

combustion in the outer regions, and very little air is transported to the interior

of the fire, particularly near the base [27, 38]. Consequently, a non-combusting

vapour zone, which is rich in fuel vapours but starved of oxygen, forms inside the

continuous flame zone above the fuel surface. The structure and composition of
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Figure 2.1: Sketch of the fire plume
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this region strongly influences the transfer of heat back to the fuel pool [12,42–45]

and subsequent fire plume development.

Taking a different view, fires can be categorized into different burning regimes

according to their size [46,47]. Laminar, transitional and turbulent burning regimes

have been identified based on pool diameter and liquid fuel regression rate1, as

denoted in Figure 2.2 [46, 48, 49]. This graph shows that as the pan diameter in-

creases, the regression rate first decreases rapidly, passes through a minimum, then

increases to an almost constant value at large pool diameters. The laminar regime

applies to fires less than 0.1 m in diameter, for which regression rate decreases as

a function of pan diameter. This trend is consistent with the notion that most of

the heat feedback to the fuel occurs by conduction through the pan walls and by

convection from the heated walls to the liquid fuel [48, 50]. At the other extreme,

the turbulent regime applies to fires greater than 1 m in diameter, for which the

regression rate is relatively unaffected by increasing diameter. In such large fires,

conduction and convection from the pan walls are expected to play a much smaller

role in the heat feedback to the fuel and radiation is the dominant mechanism of

heat transfer [46,47].

In contrast to the trends indicated in Figure 2.2, several studies have reported an

increase in regression rate with increasing diameter among intermediate and large

fires [11, 32, 51, 52]. In Figure 2.3, the data shown in Figure 2.2 for pool diameters

greater than 0.1 m are plotted together with regression rate values published in

the literature for similar fuels and fire sizes [31, 32, 36, 52–58]. The regression rate

appears to increase with increasing pool diameter above 1 m, in conflict with Figure

2.2. Significant scatter is also evident, even among data corresponding to a single

fuel type (e.g. gasoline). These observations reflect potential differences in ambient

conditions, test configurations and regression rate measurement methods among

different studies and indicate that additional parameters beyond pool diameter

and fuel type are important in determining fuel regression rate in fires [20, 30, 35,

41,47,51,57].

To analyze hazards in a particular fire scenario, heat flux from the fire to the

surroundings must be estimated. Along these lines, Babrauskas [47] divided the

radiation-dominated turbulent regime into optically thin and optically thick cate-

gories (Table 2.1). Although his classification of burning regimes is slightly different

1The regression rate is a measure of the burning rate of the liquid fuel in a pool fire. The units
are typically mm/min, representing the velocity at which the fuel surface recedes.
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Table 2.1: Modes of Pool Fire Burning According to Babrauskas [47]

Pool Diameter Burning Mode
< 0.05 m convective, laminar

0.05 m to 0.2 m convective, turbulent
0.2 m to 1.0 m radiative, turbulent, optically thin

> 1.0 m radiative, turbulent, optically thick

than that shown in Figure 2.2, it maintains the trend of smaller diameter fires be-

ing laminar and convection-dominated, and larger diameter fires being turbulent

and radiation-dominated. The importance of radiation in large hydrocarbon fires

has been discussed by many researchers [9, 12–14, 37, 42, 56, 59]. The solid flame

radiation model is used in standard practice to predict heat flux from the fire to a

target in the near-field surroundings outside the flame volume [9–11, 60–64]. This

model approximates the luminous portion of the fire as a cylinder or cone that

emits radiation uniformly from its entire surface. The heat flux incident on the

target is calculated using Equation 2.1, where F accounts for the angle of view

between the radiating fire and the target and τ accounts for effects of atmospheric

transmissivity when the target is at very large distances from the fire.

Qrad = τFεσT 4
f (2.1)

The accuracy of the above heat flux approximation is affected by many param-

eters. First, use of a solid flame model is limited to large, optically thick fires.

Due to the assumption that the luminous flame volume radiates uniformly from its

surface, the fire must be large enough for the flame to be radiation-dominated and

optically thick (Table 2.1). Second, calculations of view factors between upright

cylinders and surfaces of differential areas are readily available [65–67], but knowl-

edge of the fire geometry (e.g. flame height) is required and a cylindrical flame

representation may not always be suitable. In cases where wind is significant, view

factor estimations have been developed for tilted cylinders and tilted cones to rep-

resent wind-blown fires [67–71], but the suitability of those shapes to represent the

fire geometry is again an important concern. Third, computation of the overall

flame emissivity can be complex due to the different natures of the pockets of hot

gases and soot comprising the luminous flame [9, 10, 61]. De Ris [13] discussed

the applicability of treating luminous flames as a homogeneous gray mixture; this
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assumption is considered appropriate for sooty fires of intermediate scale. Large

fires (D > 3 m) are often treated as blackbodies and a value of unity is assigned to

the flame emissivity [9, 61, 62]. At these diameters, substantial amounts of smoke

typically surround much of the visible flame, and regions of highly luminous flame

tend to break through the smoke layer intermittently and increase the overall ra-

diation from the otherwise obscured fire [9, 72]. Ways to account for this smoke

obscuration and its transient effects are discussed by Smith [72] and Considine [10].

Lastly, determination of a representative flame temperature can be difficult [73,74]

because of changes in temperature with location in the fire, but it is critical be-

cause the radiation heat flux is dependent on the fourth power of Tf and is therefore

highly sensitive to this value of temperature. Since the product εσT 4
f represents

the flame emissive power, some variations of the solid flame model estimate the

emissive power using the heat of combustion and mass burning rate of the fuel (i.e.

ṁ′′∆Hc) instead of the flame emissivity and flame temperature [14, 75, 76]. How-

ever, determination of the heat of combustion and mass burning rate is no simpler

than determination of flame emissivity and flame temperature. Like regression rate,

the mass burning rate is affected by pool diameter, fuel type, ambient conditions

and test configuration [20, 35, 48, 51], making it difficult to predict for a given fire.

Also, not all of the heat released by the combustion process is radiated to the sur-

roundings, so the heat of combustion must be multiplied by an estimated radiative

fraction in order to obtain an effective emissive power at the flame surface [14,76].

Estimation of the radiative fraction is difficult, with a wide range of values (be-

tween 0.03 and 0.50) reported depending on fuel type, fire size and measurement

method [32, 34, 52, 76–79]. Furthermore, as in the case of flame emissivity, effects

of smoke obscuration may need to be included in the determination of effective

emissive power [14,76].

Flame geometry, temperature and emissivity are important parameters when

determining heat flux from a fire. In some cases, fuel regression rate or burning

rate, which is affected by fire size, is also required. These parameters can change

greatly when crosswinds are present, affecting hazard levels in the vicinity of the

fire. Characteristics of wind-blown fires are discussed in the next section.
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2.2 Fires in Crosswind

Research into wind-blown pool fires has largely focussed on flame geometry, which

is necessary for calculating radiative heat transfer from the fire [55,61,80–82]. The

main parameters characterizing the geometry of a wind-blown fire are the tilt,

length and drag of the flame [9, 10, 82], but the definitions of these parameters are

not consistent in the literature. Flame tilt is typically defined as the angle measured

from the vertical to a line drawn from the centre of the burner surface to the tip

of the visible flame envelope, as illustrated in Figure 2.4a [81, 83]. Flame length is

defined as the length of the latter line.2 However, in many instances, particularly

when the top of the burner is flush with the ground plane, trailing of the flame

beyond the downwind edge of the burner can be observed [80, 82]. This is most

pronounced in the central downwind portion of the fire, with little change in either

the width or upwind edge of the flame. This extension of the flame base is termed

flame drag and is characterized by D′ in Figure 2.4b. The area of the flame base

becomes larger than the area of the burner and the centre of the flame base is

shifted downwind of the burner centre. The angle determined using a line drawn

from the burner centre to the flame tip is thus an overestimate of the true flame

tilt. Consequently, in situations with significant flame drag, flame tilt and flame

length are usually based on a line drawn from the centre of the elongated flame

base (i.e. half the distance of the pool diameter and length of flame drag) to the

tip of the visible flame envelope, as shown in Figure 2.4b [80,82].

Although flame tilt is typically described using a single angle, it is rarely uniform

throughout the fire. The tilt angle may decrease along the length of the flame due

to buoyant effects caused by the changing density of flame gases as they rise from

the pool surface [84–86]. It may also differ between the windward and leeward

sides of the flame, due to increased horizontal momentum on the former side and

the dominance of buoyancy on the latter side [87]. However, the ease of using a

single tilt angle has permitted development of semi-empirical correlations between

tilt angle and wind speed. These correlations are presented in this section, along

with correlations for flame length and flame drag.

2Note that this definition of flame length is different from the 50% intermittency criterion
commonly used to characterize the height of the flame in quiescent conditions [40].
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Figure 2.4: Geometrical parameters of a fire in crosswind, (a) without flame drag,
(b) with flame drag

2.2.1 Tilt Angle Correlations

Various researchers have proposed different correlations to characterize the tilt angle

of wind-blown fires. Welker and Sliepcevich [80] based their correlation on data

from experiments involving 0.1 m to 0.6 m diameter pool fires and wind speeds

of 0.2 m/s to 2.1 m/s. The fuel pan, which was filled with acetone, benzene, n-

hexane, cyclohexane or methanol, was placed with its top rim flush with the floor

of a wind tunnel and the fuel was maintained at a constant level near the top of

the pan. The tilt angle of the fires was measured from photographs, based on a line

drawn from the flame tip to the centre of the flame base. The experimental data

were used to estimate a drag coefficient for the flame in each case (giving a total of

85 data points), which was then inserted into a momentum balance to obtain the

semi-empirical correlation shown in Equation 2.2.

tan θ

cos θ
= 3.3Re0.07

D Fr0.8

(
ρg
ρa

)−0.6

(2.2)

The momentum balance included assumptions of a steady cylindrical flame with

constant volume across all angles of tilt, a constant density ratio of flame gases to

ambient air (which was incorporated into the constant coefficient), negligible mo-

mentum contribution from the fuel vapours (indicating that the fire was buoyancy

driven), and no net momentum influx with air entrainment (which was assumed to
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occur uniformly around the fire). Although the assumption of no net momentum

contribution by the entrained air may have been appropriate at the low wind con-

ditions considered by Welker and Sliepcevich [80], the same assumption may not

be valid at higher wind speeds.

Thomas [81,88] proposed a different correlation based on a series of experiments

involving wooden cribs. The cribs had a width much greater than the length and

height in order to represent two-dimensional fires. Wooden sticks of different thick-

ness (6 mm to 25 mm) were used to build cribs of dimensions varying from 0.13 m

length by 0.91 m width by 0.10 m height to 0.61 m length by 0.91 m width by

0.15 m height. The moisture content of the wood was kept at 12% ± 3% of the

dry weight. Each crib was mounted in the test section of a wind-producing facility

such that its base was level with a constructed ground plane, allowing the flame to

burn along the top and leeward sides of the crib. The tilt of the flame under winds

ranging from 1.5 m/s to 5.6 m/s was measured directly from photographs, using a

line drawn from the flame tip to the centre of the top surface of the wooden crib.

A total of 33 tilt angles were obtained, with each one averaged over approximately

ten photographs.

To develop a correlation for flame tilt, a dimensional analysis was used to pro-

pose two non-dimensionalized parameters to describe the length of the flame and

the height of the flame tip above the crib surface. Similar to Welker and Sliepce-

vich [80], Thomas [81] considered a momentum balance for the fire, in which the

initial momentum of the fuel vapours was assumed to be negligible and the den-

sity ratio of flame gases to ambient air was assumed to be constant. However,

Thomas [81] also assumed that the momentum flux of the entrained air was pro-

portional to the momentum flux of the flame gases and that the mass rate of air

entrainment was proportional to the fuel mass burning rate. Based on these as-

sumptions, he obtained functional forms for the flame length and flame height,

which were dependent on the the mass burning rate per unit area of fuel, air den-

sity and length of the fuel source in the direction of the wind. A regression analysis

on the experimental data then led to semi-empirical correlations based on these

functional forms. Further manipulation of these correlations allowed their depen-

dence on the length of the fuel source to be removed, resulting in correlations for a

“line source” of fuel. The ratio of the line source correlation for flame length to the

corresponding correlation for flame height gave the cosine of the tilt angle, resulting

in Equation 2.3. In this equation, Uc,a is the characteristic minimum wind speed
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required for flame tilt to occur; if U < Uc,a, then cos θ is set to 1 and there is no

flame tilt.3

cos θ = 0.7

(
U

Uc,a

)−0.49

where U ≥ Uc,a and Uc,a =

(
gṁ′

ρa

)1/3

(2.3)

Moorhouse [82] adapted Equations 2.2 and 2.3 for large rectangular liquid nat-

ural gas (LNG) fires in winds ranging from 1.8 m/s to 14.4 m/s. Various sizes of

fuel pool were tested, with dimensions ranging from 6.1 m by 6.1 m to 15.2 m by

12.2 m and the length-to-width ratio ranging from 1 to 2.5. The outdoor fuel pit

was recessed into the ground so that the top of the pit was level with the ground

plane. Since LNG fires are characterized by very little soot, the flame geometry

could be determined directly from cine film images of the fire. For each image, both

a cone and cylinder were used to represent the flame geometry, allowing comparison

between the two idealizations. First, the location of a virtual flame tip was selected

so that the total area of the cone or cylinder when viewed from the side was equal

to the corresponding area of the flame as measured from the photographic image.

The tilt angle was then measured from the vertical to a line drawn from the centre

of the elongated flame base to the virtual flame tip. The use of a virtual flame tip

was intended to correct for the tendency of a cylindrical representation to overesti-

mate the area of flame near the top of the luminous flame zone. Twenty to thirty

images were taken at each wind speed and the tilt angles averaged over these im-

ages, giving a total of 29 data points. Applying the forms of Equations 2.2 and 2.3

to the experimental data resulted in the two sets of correlations shown below, one

for each of the conical and cylindrical representations of the flame geometry. With

only one fuel (LNG) tested, the density ratio in Equation 2.2 was incorporated into

the constant coefficients in Equations 2.4 and 2.6.

Conical flame representation:

tan θ

cos θ
= 3.0Re0.011

D Fr0.422 (2.4)

cos θ = 0.87

(
U

Uc,a

)−0.272

(2.5)

3Also, ṁ′ is often taken as ṁ′′D for pool fires [82,89].
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Cylindrical flame representation:

tan θ

cos θ
= 1.9Re0.050

D Fr0.399 (2.6)

cos θ = 0.86

(
U

Uc,a

)−0.250

(2.7)

Similar to Moorhouse [82], the form of Equation 2.3 was applied to large outdoor

LNG fires of 1.8 m to 24.4 m diameter by Atallah and Raj [61]. The fuel pool was

contained within a dike of 0.46 m height sitting on top of a level ground. The wind

speed in the tests ranged from 1.3 m/s to 7.9 m/s. Flame geometry measurements

were made from images that were averaged over five movie frames capturing the

fire. A total of 53 tilt angles were measured, based on a line drawn from the tip of

the averaged flame image to the centre of the dike. Equations 2.2 and 2.3 were used

to predict the tilt angle of the LNG fires, and although the predicted values from

both equations compared reasonably well to the measurements [90, 91], Equation

2.3 was considered to be a better correlation by Atallah and Raj [61] because the

experimental data showed less scatter when plotted using the parameters of that

equation. Equation 2.3 was thus adapted to fit the LNG data, resulting in Equation

2.8 below. The main change implemented by Atallah and Raj [61] to improve the fit

of the correlation to the data was the use of fuel vapour density instead of ambient

air density to determine Uc,b.

cos θ =

(
U

Uc,b

)−0.5

where U > Uc,b and Uc,b =

(
gṁ′′D

ρg

)1/3

(2.8)

Researchers from the Universitat Politècnica de Catalunya [55,92] examined the

suitability of Equations 2.3, 2.6, 2.7 and 2.8 for predicting measured tilt angles in

outdoor fires of 1.5 m to 6 m diameter. A fixed quantity of either gasoline or diesel

oil was floated on top of a water layer in a fuel pan situated with its base along

the ground plane [93]. Tilt angles were determined using video images of the fires.

Neglecting smoke-obscured regions of the flame, the flame tip was assumed to be

located at the highest point of the visible flame zone in each image. Tilt angles were

measured based on a line drawn from the flame tip to the centre of the fuel pool.

Time-averaged values were determined over periods of steady wind speed, which

ranged from 0 m/s to 2.3 m/s over a total of 22 experiments. Equations 2.7 and

2.8 (using Uc,a in both cases) were found to correlate well with the experimental
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data, better than Equation 2.3. Equation 2.6 was found to correlate poorly with

the data; according to the authors, this was because this equation was based on tilt

angles measured at wind speeds higher than 2.3 m/s [55]. However, this does not

seem consistent given that Equations 2.6 and 2.7 were developed using the same

data. In any case, the form of Equation 2.7 was used to develop a new correlation

for the reported data, resulting in Equation 2.9 [92]. In this new correlation, the

coefficient of 0.92 and exponent of -0.26 were chosen specifically to fit the data from

the diesel fires [92].

cos θ = 0.92

(
U

Uc,a

)−0.26

(2.9)

De Faveri et al. [83] developed a different form of correlation for flame tilt in

0.04 m to 0.11 m diameter fires in 0.19 m/s to 0.89 m/s winds. Two types of fuel,

diesel and an oil-diesel mixture, were placed in a bowl, the top of which was flush

with the floor of a wind tunnel. The tilt angle was measured visually, based on

a line drawn from the tip of the visible flame to the centre of the fuel pool. A

total of 12 data points were obtained and all fires were observed to be conical in

shape, with no significant flame drag. A correlation for tilt angle was developed

based on the momentum balance analysis of Pipkin and Sliepcevich [94], which was

similar to the momentum balance analysis used to derive Equation 2.2 [80]. Unlike

Equation 2.2, the density ratio of flame gases to ambient air was not assumed to

be constant and was instead represented by a corresponding temperature ratio via

the assumption of ideal gas behaviour [83]. Upon making additional simplifications

involving estimation of a drag coefficient for the flame at large Reynolds number

and large pool diameter, Equations 2.10 and 2.11 below were obtained for tilt angle

in conical and cylindrical flames. Due to the extrapolation of the drag coefficient

to large pool diameters, these equations were not developed directly from the ex-

perimental data described above. Further, the validity of the drag extrapolation

was questionable because the simplification used to estimate the drag coefficient

was based on very limited observations [94].

tan θ

(cos θ)1.38 =
8.62Fr

1− Ta/Tf
(conical flame) (2.10)

tan θ

(cos θ)0.515 =
5.75Fr

1− Ta/Tf
(cylindrical flame) (2.11)
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As seen above, three different forms of correlation (represented by Equations 2.2,

2.3 and 2.10) have been proposed for predicting the tilt angle in wind-blown fires.

All forms were developed using momentum balances for the fire, but different as-

sumptions were incorporated in each one. For instance, the net momentum influx

due to air entrainment was assumed to be negligible in Equations 2.2 and 2.10, but

not in Equation 2.3. Further, the density ratio of the flame gases to ambient air

was assumed to be constant in Equations 2.2 and 2.3, but was represented by the

temperature ratio of the flame gases to ambient air in Equation 2.10. The summary

shown in Table 2.2 shows that the forms of Equations 2.2 and 2.3 have been applied

through several studies to rectangular and circular fires for a wide variety of burner

sizes, fuels and wind speeds. However, the form of Equation 2.10 has so far been

used in only one study.

Additional differences between the studies reviewed above are outlined in Table

2.3. First, although all tilt angles were measured from recorded images of the fire,

variations existed among the methods used to define flame tilt. In cases where

flame drag was observed (as for Equations 2.2 and 2.4−2.7), the tilt angle was

measured using a line passing through the centre of the flame base and the flame

tip. This typically corresponded to situations in which the rim of the fuel pan was

level with the ground plane. In cases where no flame drag was observed, the base

of the flame was contained to the area of the fuel surface, so the centre of the fuel

surface was used in determining the tilt angle. Second, various methods were used

to define the location of the flame tip. In most cases, the flame tip was selected

based on visual observation as the point on the main luminous body furthest from

the fuel surface (Figure 2.4). This could be easily done in fires with low levels of

smoke production, such as the small fires associated with Equations 2.2 and 2.3,

and the LNG fires associated with Equation 2.8. However, the large gasoline and

diesel fires associated with Equation 2.9 produced significant amounts of smoke,

which may have caused scatter in the estimates of the flame tip location [92]. Thus

the effectiveness of this visual procedure becomes limited in large, sooty fires. In an

attempt to improve the accuracy of the tilt angle estimates in the LNG experiments

corresponding to Equations 2.4−2.7, a virtual flame tip based on idealized conical

and cylindrical representations of the instantaneous flame shape was used. Finally,

slight differences existed in the methods used to evaluate the average values of tilt

angle. In all experiments except that corresponding to Equation 2.8, instantaneous

values of tilt angle were determined from individual video images before averaging
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the results, while in the development of Equation 2.8, tilt angles were measured

directly from time-averaged images of the fire.

The above discussion illustrates difficulties in comparing tilt angle data from

different studies. Although all estimates of tilt angle were made using visual images

of the fire, the various methods used to analyze and measure tilt angle may partly

account for the lack of agreement on the most appropriate form of correlation to

use for collapsing the data. Differences in the physical parameters affecting flame

tilt, such as wind speed, burner size and fuel type, also need to be considered, along

with the physical assumptions inherent in each correlation. Additional insight into

how these parameters and assumptions affect predictions of flame geometry may

be gained by looking at the correlations for flame length and flame drag. These are

discussed in the next two sections.

2.2.2 Flame Length Correlations

Flame lengths were determined in the same manner as tilt angle, using a line drawn

from the centre of either the fuel pool or flame base to the tip of the visible flame

(Figure 2.4). The flame length correlations shown in Equations 2.12 and 2.13 were

developed by Thomas [81] for the wooden crib fires associated with Equation 2.3.

Equation 2.12 was developed directly from the crib fire data, while Equation 2.13

resulted from adaptation of Equation 2.12 to apply to a line source of fuel.

L

D
= 70

(
ṁ′′

ρa
√
gD

)0.86

Fr−0.11 (2.12)

L

D
= 55

(
ṁ′′

ρa
√
gD

)2/3(
U

Uc,a

)−0.21

where U ≥ Uc,a (2.13)

Equation 2.12 was based on the momentum balance analysis used to develop Equa-

tion 2.3. Through this analysis, the flame length was determined to be a function

of the mass burning rate per unit area of fuel, the air density and the length of

the fuel source, expressed in the form ṁ′′/ρa
√
gD. The wind speed was included

through the use of a Froude number, with the assumption that the flames were fully

turbulent so that the flame length could be considered independent of viscosity and

hence Reynolds number. Thomas [81] reported that although the experimental

data indicated a slight increase in flame length with increasing Reynolds number
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(L/D ∝ Re0.08
D [81]), this dependence was not considered to be significant and thus

the Reynolds number was not included in the correlations. A regression analysis

on the experimental flame length data using the non-dimensionalized mass burning

rate and the Froude number resulted in Equation 2.12. Equation 2.13 was subse-

quently obtained through manipulation of Equation 2.12 to apply to a line source

of fuel. As suggested by the inclusion of the characteristic minimum wind speed

Uc,a in Equation 2.13, flame length was expected to remain approximately constant

for wind speeds below Uc,a. For U ≥ Uc,a, flame length decreased with increasing

wind speed (as indicated by the negative exponent), likely due to improved entrain-

ment of air into the fire, which would result in better fuel-air mixing in the core

of the fire and thus a shorter flame length. By similar reasoning, the flame length

predicted by Equation 2.12 for a rectangular source of fuel was expected to be less

than that predicted by Equation 2.13 for a line source of fuel, due to higher levels

of air entrainment expected in the former case [81]. It may be noted that the ratio

U/Uc,a used in Equation 2.13 represents similar physics to the Froude number used

in Equation 2.12 because the Froude number relates the inertial forces of the wind

to buoyancy forces in the fire [22, 27], while U/Uc,a characterizes the wind speed

required to counteract the upward, buoyancy-induced acceleration of the fire and

thereby produce flame tilt.

Moorhouse [82] proposed the flame length correlations shown in Equations 2.14

and 2.15, which use the same form as Equation 2.13 above. These were developed

specifically to fit data taken in the LNG experiments corresponding to Equations

2.4−2.7. The correlations indicate an increase in flame length with increasing mass

burning rate and decreasing wind speed, in agreement with Equation 2.13.

L

D
= 4.7

(
ṁ′′

ρa
√
gD

)0.121(
U

Uc,a

)−0.114

(conical flame) (2.14)

L

D
= 6.2

(
ṁ′′

ρa
√
gD

)0.254(
U

Uc,a

)−0.044

(cylindrical flame) (2.15)

Researchers from the Universitat Politècnica de Catalunya [55, 92] examined

flame length correlations in relation to the fires associated with Equation 2.9. Since

the flame length data described in Muñoz et al. [55] appear to have been either

remeasured or reanalyzed in Ferrero et al. [92], only the correlation presented in

the latter publication will be included here. Equation 2.16 follows the same form as
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Equation 2.13 and corresponds to the average flame length as determined from video

images using a 50% intermittency criterion [40]. Values predicted using Equation

2.15 were also found to be reasonably close to the experimentally determined flame

lengths [92].

L

D
= 4.201

(
ṁ′′

ρa
√
gD

)0.181(
U

Uc,a

)−0.082

(2.16)

The form of Equation 2.13 was also used by Atallah and Raj [61] to corre-

late flame length data from their LNG fires, described previously with Equation

2.8. Unlike the studies discussed above, flame length was found to increase with

increasing wind speed and decrease with increasing fuel mass burning rate, as indi-

cated by Equation 2.17. At the same time, changes in wind speed were not found

to significantly affect mass burning rate for a given pool size in these tests. This

discrepancy indicates that additional parameters may influence flame length.

L

D
=

(
ṁ′′

ρa
√
gD

)−0.19(
U

Uc,b

)0.06

(2.17)

In the small diesel fire experiments associated with Equations 2.10−2.11, de

Faveri et al. [83] investigated the influence on flame length of the Froude number,

Reynolds number and mass burning rate, thereby adapting the form of Equation

2.12 accordingly. They found that the flame length data could be grouped according

to whether the Froude number was greater or less than 0.1, so separate correlations

were derived for each group, as shown below in Equations 2.18 and 2.19.

L

D
= 43.4

(
ṁ′′

ρa
√
gD

)1.22

Fr−0.4Re0.0243
D 0 < Fr < 0.1 (2.18)

L

D
= 11.6

(
ṁ′′

ρa
√
gD

)2.65

Fr−0.125Re0.890
D Fr ≥ 0.1 (2.19)

In both groups, flame length decreased with increasing Froude number and in-

creased with increasing Reynolds number, consistent with the results of Thomas [81]

as discussed earlier. The Reynolds number had a greater effect on flame length than

the Froude number when Fr ≥ 0.1, whereas the opposite was true when Fr < 0.1.

Thus, an increase in wind speed would cause an increase in flame length when

Fr ≥ 0.1 and a decrease in flame length when Fr < 0.1. However, the effect of the
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mass burning rate dominated over those of the Froude and Reynolds numbers, as

indicated by the fact that the exponent of the mass burning rate term was one or-

der of magnitude greater than those of the other parameters. As a result, a change

in mass burning rate could override the combined contribution of the Froude and

Reynolds numbers.

The flame length correlations reviewed above are listed in Table 2.4, together

with the corresponding experimental parameters from Table 2.2. Two forms of

equations are evident – one based on the Froude and Reynolds numbers and the

other based on the velocity ratio U/Uc,a or U/Uc,b. Both types of correlations include

the same parameter representing a non-dimensionalized mass burning rate. As men-

tioned earlier, the velocity ratio and Froude number represent similar physics, but

it does not appear that either of these terms, in combination with the mass burn-

ing rate term, provides a universal correlation for the flame length data. As with

tilt angle, the discrepancy between correlations from different studies may be partly

due to differences in the methods used by various researchers to define and measure

flame length, and partly due to differences in the assumptions made in developing

the correlations. In addition, since mass burning rate is important in determining

flame length, difficulties in estimating mass burning rate may be another source

of discrepancy between the correlations. Much scatter has been found to exist

among measured burning rate data in fires, due to differences in such parameters

as pool diameter, wind speed, fuel type, test configuration, measurement method

and ambient conditions [51].4 This indicates a need for better understanding of the

effect on flame geometry and mass burning rate of the different physical parameters

governing fire plume behaviour.

2.2.3 Flame Drag Correlations

As part of the overall characterization of the wind-blown flame geometry, a few

attempts have been made to correlate flame drag with wind speed. Flame drag

4As with the data for fires above 1 m diameter in quiescent conditions, conflicting trends have
been reported for regression rate as a function of wind speed. Some studies have found regression
rate to increase with increasing wind speed [35, 36, 43, 48, 87, 95], likely due to an increase in
air entrainment and mixing in the fire, resulting in more complete combustion and greater heat
feedback to the fuel surface [48,51,87]. On the other hand, other studies have reported a decrease
in regression rate with increasing wind speed [96–98]. This was thought to be caused by a decrease
in geometric view factor from the flame to the fuel surface as the fire tilted further over, resulting
in lower radiative feedback to the fuel surface [51, 98]. The current lack of understanding of
the physics governing trends in regression rate hinders our ability to fully establish the effect of
regression rate on flame geometry.
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was usually determined directly from photographs or video images, as indicated

in Figure 2.4b. The correlation in Equation 2.205 was proposed by Welker and

Sliepcevich [80] for the fires associated with Equation 2.2, but no derivation of this

correlation was provided.

D′

D
= 2.1Fr0.21

(
ρg
ρa

)0.48

(2.20)

The authors expected flame drag to occur when the density of the fuel vapours

was greater than that of the surrounding air, causing the vapours to remain near

the ground until they were heated sufficiently to rise due to buoyancy. Since these

vapours would be burning near the outer edges, where there was sufficient air, the

flame would appear to be trailing along the ground downwind of the fuel pan until

the vapours started to rise, resulting in flame drag [80]. Although this may be true

at the relatively low wind speeds considered by Welker and Sliepcevich [80] (Table

2.2, first row), flame drag at much higher wind speeds would likely be caused by

the horizontal momentum of the wind overcoming the buoyancy forces in the fire

and pushing the flame close to the ground.

Correlations similar to the one shown above were proposed by Moorhouse [82]

specifically for the LNG fires related to Equations 2.4−2.7. Since the fuel pool in

these experiments was rectangular rather than circular and the wind direction was

not always aligned with one side of the pool, the flame drag was nondimensionalized

by the maximum dimension of the pool in the direction of the wind instead of the

pool diameter. With only one fuel tested, the density ratio in Equation 2.20 was

incorporated into the constant coefficients in Equations 2.21 and 2.22. Moorhouse

[82] also suggested that flame drag would correlate with the term 1/cosθ, since the

angle of flame tilt would be expected to be related to the amount of flame drag.

However, although the LNG data indicated that such a correlation existed, the

flame drag ratios were somewhat less than the values given directly by 1/cosθ. No

further steps were taken to identify an appropriate correlation between flame tilt

and flame drag.

D′

D
= 1.6Fr0.061 (conical flame) (2.21)

D′

D
= 1.5Fr0.069 (cylindrical flame) (2.22)

5The error in the sign of the exponent of the Froude number has been corrected.
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Mudan [9] combined Equations 2.20 and 2.22 (without providing justification)

to propose a generalized correlation for hydrocarbon fires, shown in Equation 2.23.6

Lautkaski [99] subsequently argued that there should be an additional coefficient to

account for the vapour density of LNG and allow Equation 2.23 to match Equation

2.22 for that particular fuel. The revised correlation is shown in Equation 2.24.

D′

D
= Fr0.069

(
ρg
ρa

)0.48

(2.23)

D′

D
= 1.2Fr0.069

(
ρg
ρa

)0.48

(2.24)

Although this form of correlation suggests that flame drag would increase with

increasing fuel vapour density, Lautkaski [99] did not find evidence of this trend

when comparing flame drag measurements from fires with different fuel vapour den-

sities (1.6 ≤ ρg/ρa ≤ 2.7). Unlike Welker and Sliepcevich [80], who thought that

flame drag was caused by the fuel vapours being denser than the surrounding air,

Lautkaski [99] thought that the extent of flame drag would be determined by a

balance between the wind-driven plume flow and the flow of air being entrained

into the leeward side of the fire, in a direction opposite to the wind. Since this air

entrainment is induced by the upward momentum of the buoyant flame gases, the

density of the fuel vapours would not be a controlling parameter in determining

flame drag. Lautkaski [99] therefore suggested that the density ratio ρg/ρa be omit-

ted from the correlations and recommended Equation 2.22 as the most appropriate

correlation for predicting flame drag in large hydrocarbon pool fires.

The above studies clearly show the current lack of understanding of the physical

processes affecting flame drag. The lack of agreement among correlations published

not only for flame drag, but also for tilt angle and flame length, indicates that the

correlations do not model all of the relevant physics in wind-blown fires. It may be

noted that all of the studies reviewed above involve making measurements of flame

geometry using visual images of the fire. Differences between measurement methods

used by different researchers, along with difficulties in making such measurements,

particularly in large, sooty fires, can cause significant scatter in the data. In light

of this, the present study involves characterizing the flame shape using the temper-

ature field in the fire plume, supported by measurements from video images of the

6The error in the density fraction, which was inadvertently inverted by Mudan [9] when he
misquoted Equation 2.20, has been corrected.
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fire. This will lead to more detailed measurements of flame geometry than have

been previously presented. These, in turn, will lead to enhanced understanding of

the physics affecting wind-blown fires.

As shown in the above sections, crosswinds greatly affect the overall character-

istics of a fire. Large thermally massive objects located in or near fires can also

influence the shape, flow and thermal field within a fire. This situation can occur

in large industrial or transportation accidents, in which containers of hazardous

materials become engulfed in fires. Due to their importance in hazard analysis,

interactions between large objects and fires are considered in the next section.

2.3 Fires with Large Objects

Motivations for understanding the coupled response of large objects and fires in-

clude the improvement of methods for evaluating container design and performance

and the development of better fire protection and mitigation systems [4, 6, 24, 100,

101]. Over the past two decades, several experiments involving thermally massive

objects engulfed in fires have been conducted. One of these used a 1.4 m diameter

by 6.4 m long steel pipe centred inside a 9.1 m by 18.3 m JP-4 fire [102,103]. The

bottom of the pipe was located 0.9 m above the initial fuel surface. Four smaller

cylinders were also placed inside the fire near the large pipe. These objects were

0.1 m to 0.2 m in diameter and 0.2 m long. All cylinders were oriented with their

longitudinal axis parallel to the fuel surface. During the tests, slight winds of up

to 2 m/s were measured. Time variations in the local heat flux to the objects

reflected changes in the wind speed and direction [102]. The bottom of the large

pipe experienced a maximum local net heat flux, while the top of the pipe expe-

rienced a minimum local net heat flux [103]. In addition, the windward side of

the pipe experienced a lower net heat flux than the leeward side. The variation

in heat flux around the circumference of the pipe was thought to result from a

lower flame thickness, and therefore lower radiative exposure, along the upper and

windward sides of the object. For surface temperatures between 127◦C and 177◦C,

the heat flux to the 1.4 m diameter pipe was 66% to 80% of that to the smaller

objects, depending on height above the pool surface [103]. However, no difference

was observed at higher surface temperatures (greater than approximately 527◦C),

suggesting that when the objects were at a temperature much lower than that of

the fire, the larger object had greater influence on the surrounding flames.
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A similar experiment was performed using a 1.5 m diameter by 6.4 m long

cylinder placed inside a 9 m by 18 m JP-4 fire [104]. The cylinder was offset from

the centre of the fuel pool by approximately 4.5 m (one-quarter the length of the

pool) and situated at an unspecified elevation with its axis parallel to the fuel

surface. Two 0.1 m diameter by 0.2 m long cylinders were installed in the same

orientation at an elevation of 2 m above the bottom of the pool and a distance of

approximately 2 m from the centre of the pool. An average wind speed of 2.8 m/s

was measured during the test. As in the above study, higher levels of heat flux

were measured along the bottom and leeward sides of the large cylinder than along

the top and windward sides, due to differences in flame thickness and radiative

exposure. In contrast, the smaller cylinders were uniformly engulfed in the fire and

received higher, more spatially uniform levels of heat flux along their surface than

the large cylinder.

More recently, an experiment was conducted with a 1.2 m diameter by 4.6 m

long steel pipe centred in a 7.2 m diameter JP-8 fire [105, 106]. The cylinder was

supported 1 m above the fuel surface, with its axis parallel to the fuel surface. A

wind varying from 0 m/s to 2 m/s was observed during the test. As in the studies

above, the change in wind speed was shown to greatly affect the measurements. At

the beginning of the test, when the wind speed was greatest, the emissive power

of the fire was measured to be highest on the leeward side of the object. This

suggested that a recirculation zone, with enhanced mixing of fuel and air, formed

behind the object [105]. Also, the bottom and leeward sides of the object received

higher levels of heat flux and were thus hotter. Radiation to the object was thought

to be affected by the presence of a cool, soot-laden boundary layer next to the

object surface, particularly early in the test [106]. Near the end of the test, when

the wind died down and the pipe was more uniformly engulfed in the fire, the

heat flux to the leeward side decreased while that to the windward side increased

slightly [105]. At this time, the optical thickness of the flame covering the leeward

side of the object would have decreased, allowing this side of the object to radiate

to the cooler surroundings outside the fire [106]. In addition, the flame emissive

power decreased near the bottom of the cylinder, suggesting the presence of an

oxygen-starved, fuel-rich, vapour zone below the pipe during this period [105]. The

presence of such a region was previously observed in some large fires in quiescent

and low wind conditions and it was surmised that surfaces located inside this zone

received less heat flux from the fire [38,43].
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Heat flux to an engulfed object in the early developing stages (first 60 s after

ignition) of a fire has also been investigated [101]. In this experiment, a 1.2 m

diameter by 3 m long cylinder was located in a 1 m by 4 m hexane fire in quiescent

conditions. Similar to the tests described previously, the bottom of the object

received greatest exposure to the flames and underwent the most intense heating.

The authors quantified the effect of the object on the fire by introducing a factor for

“efficiency of hindered combustion.” This factor describes the ratio of heat released

by a fire when an object is engulfed in the flame to the maximum theoretical heat

release calculated by assuming that combustion is complete and no obstacle is

present in the fire. For the 4 m2 pool of hexane, this efficiency was approximately

47% when the object was present, whereas the normal combustion efficiency was

estimated to be 88% when the object was removed [101]. The above result indicated

that the presence of the engulfed object significantly lowered the heat release rate

of the fire.

Vertical plates have also been used to model objects in or adjacent to fires

[87, 104, 107–109]. Little change in the overall thermal behaviour of a fire and an

engulfed object has been reported to result from the change in object geometry.

However, one case worth mentioning involves a 2.1 m by 4.6 m plate situated at

the edge of a 20 m diameter JP-4 fire in quiescent conditions [87]. Since the plate

was located outside the fire, the main flame volume did not appear to be affected

by the presence of the object. However, a small secondary flame zone developed

and became attached to the fire-facing side of the plate, as a result of restriction of

air entrainment by the plate. This secondary zone contained two vertical counter-

rotating vortices that impinged on the plate surface and had a diameter equal to

half the width of the plate. The formation of this zone demonstrated that the

presence of a large object close to a fire can induce turbulent effects and alter the

thermal hazard posed by the fire to its surroundings.

Pool fires with engulfed objects are a subject of interest for those studying boil-

ing liquid expanding vapour explosions (BLEVEs) of pressurized vessels [110–113].

In such cases, critical parameters include the time to failure and the mode of fail-

ure of the engulfed container, which are affected by container design. Experimental

studies have been conducted to examine the thermal response of pressurized vessels

in fire environments, but test conditions have typically involved propane burners

rather than open pool fires [111,112]. Pool fires are considered to be more suscep-

tible to ambient wind conditions, affecting the repeatability of tests, while burners

can be positioned to provide more controlled, uniform engulfment of the container
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by the fire [112]. The thermal response of the engulfed container is influenced by

the operation of pressure relief valves in the vessel as well as by differences in heat-

ing of the liquid and vapour inside the vessel [64,111–114]. Although details of the

pressurized vessel response are outside the scope of the present work, it should be

mentioned that in one study involving a container engulfed in an open pool fire,

slight winds were found to cause higher temperatures in the downwind region of

the fire and on the downwind side of the container [113].

In all of the experiments mentioned above, minimal information on the effects of

wind on fire plume development was actually obtained. When fires were too large to

be held indoors, either fences were erected to block any ambient wind [105,109,113],

or attempts were made to conditionally sample the data to distinguish time periods

of very low wind (when the fire was not tilted significantly) from those of higher

wind (when flames were absent from certain regions above the pool due to tilting

of the fire) [102–104, 107]. To date, only two experiments have been conducted to

investigate the interaction between fire, wind and a large cylindrical object [5,7,115].

Both experimental configurations were similar to the scenario being considered in

the present study. The experiment of Suo-Anttila and Gritzo [5, 7] involved a

3.7 m diameter, 18.3 m long steel culvert sized to represent an aircraft fuselage.

As depicted in Figure 2.5, it was placed at the leeward edge of a 18.9 m diameter

outdoor pit that was filled with JP-8. The object was raised approximately 0.6 m

above the initial level of the fuel surface and oriented with its longitudinal axis

perpendicular to the direction of the prevailing wind. Average wind speeds of up

to 10 m/s were measured during periods of quasi-steady fire behaviour.

The observed behaviour of the fire changed greatly with variations in wind

speed [5, 7]. In low winds (less than 3 m/s), the fire remained mainly on the

windward side of the object. A low-temperature, oxygen-starved vapour region

was detected immediately above the fuel surface, consistent with previous large

fire experiments [38, 43]. As the wind speed increased (3 to 8 m/s), the fire plume

enveloped the central section of the cylinder and high temperatures were measured

on both the windward and leeward sides of the object. A low-temperature, oxygen-

starved zone was detected between the fuel surface and the central windward side

of the culvert, indicating a reduction in air entrainment to this region of the fire

due to thick flame cover and the presence of the object. In some instances, the

oxygen-starved region extended underneath the culvert [7].
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Figure 2.5: Experimental configuration for Suo-Anttila and Gritzo [7], (a) top view,
(b) side view

33



At high wind speeds (8 to 10 m/s), the flame was observed to travel underneath

the cylinder and attach to the downwind side of the object [7]. High temperatures

and heat flux were recorded on the lower windward side of the object, indicating

impingement of flame on this portion of the culvert. Heat flux to the fuel surface

was greatest in the region underneath the cylinder, indicating high levels of mixing

and combustion in the flow passing through this region and reradiation from the

object to the fuel surface [7]. However, small oxygen-starved areas above the fuel

surface were detected upwind of this region, at a slight distance away from the

windward surface of the object. These results suggest that although the wind may

have enhanced air entrainment and mixing in the fire, regions of the fire near the

object and close to the fuel surface remained starved of oxygen. A slightly lower

average fuel burning rate was measured due to redirection of the flame zone away

from the pool surface [7]. Downwind of the object, large columnar vortices were

observed in the fire plume behind the culvert [7]. These vortices were thought

to enhance the entrainment of air and mixing in the wake of the object, result-

ing in increased combustion efficiency in this region. Consequently, the highest

temperatures (over 1327◦C) and heat flux (over 300 kW/m2) were recorded on

the leeward side of the object [7]. The heat flux magnitudes were approximately

double those measured at the fuel surface and were larger than those previously

measured along the surface of objects engulfed in fires in low wind conditions (up

to 160 kW/m2 [87,102,103,105,109]). These results suggest that although the pres-

ence of an object may reduce the combustion efficiency in a fire (as indicated by the

“efficiency of hindered combustion” [101]), the additional presence of a crosswind

may counter this reduction due to enhanced mixing and induced turbulent effects.

A similar experiment was conducted by Blanchat et al. [115] to characterize the

thermal environment in an outdoor fire established over a 7.9 m diameter pit filled

with JP-8. Steel cylinders representing weapons of various sizes were placed on the

leeward side of the fuel pool, as illustrated in Figure 2.6. The largest cylinder was

1.2 m diameter by 4.6 m long and was located at the leeward edge of the fuel pool,

0.9 m above the ground plane. A medium-sized cylinder of 0.3 m diameter and

2 m length was placed further downwind, 8.5 m from the centre of the fuel pool

and 0.3 m above the ground plane. The smallest cylinders were 0.3 m in diameter

and 0.4 m long and were placed 1.4 m and 2.4 m downwind of the fuel pool centre,

approximately 0.15 m above the ground plane. Two tests were conducted with the

large blocking object in place and two additional tests were conducted without it.

The two small cylinders and the medium-sized cylinder were present during all four
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Figure 2.6: Experimental configuration for Blanchat et al. [115], (a) top view,
(b) side view
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tests. Average wind speeds ranging from 0.7 m/s to 6.1 m/s were measured during

periods of quasi-steady fire behaviour.

Wind speed was observed to have a significant impact on the fire behaviour [115].

The effect of the blocking object was difficult to distinguish from the effect of

wind because wind conditions were not exactly the same between tests with and

without the large object. At the lowest wind speed (0.7 m/s), the fire plume was

approximately vertical, indicating minimal influence of wind in this case. The

interior of the fire contained an oxygen-starved region (similar to Suo-Anttila and

Gritzo [7]), as evidenced by reduced levels of heat feedback to the fuel surface near

the centre of the fuel pool [115]. The two small cylinders located downwind of the

pool centre consequently received higher levels of heat flux along their top surface

than along their bottom surface. Measurements of incident heat flux along the

large blocking object reached up to 80 kW/m2, with the highest levels occurring

along the side facing the fire [115]. Heat flux to the medium-sized cylinder was

dominated by radiation from the fire and remained low due to the large distance

between the fire plume and the object.

At higher wind speeds, the plume tilted away from the vertical towards the

large and medium-sized cylinders. Columnar vortices directed along the length of

the plume were observed, and reduced levels of heat flux to the fuel surface were

measured in the region between these vortices as a result of cooler ambient air being

entrained into the plume [115]. No distinct oxygen-starved region was detected in

the fire, so the heat flux incident on the two small cylinders was more uniform than

during the tests in which the oxygen-starved region was present. The heat flux

to the large blocking object was highest along the leeward surface, reaching up to

210 kW/m2, due to increased fuel-air mixing in the wake region behind the blocking

object [115]. Further downwind, the fire plume impinged intermittently on the

medium-sized cylinder, resulting in measured heat flux levels of up to 250 kW/m2

along the object surface [115].

Data from the above two experiments have been used for validation of compu-

tational fire physics models [115] and of simpler computational fire risk assessment

models [116, 117]. In these validation simulations, the specific layout of the ex-

periment was modelled accurately and output data were generated to allow direct

comparison with the experimental results. Although the simulation results typi-

cally compared well with the experimental measurements, no further simulations

using these models and different fire/object configurations have been reported, thus
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limiting the ability to understand the overall physics of the interaction between

wind-blown fires and large blocking objects. To this end, only one publication has

been found describing a numerical analysis of fires in crosswinds of different speeds,

with a large blocking object placed at various positions downwind of the fire [118].7

This thesis outlined the development of a two-dimensional model for simulating

turbulent buoyant flow around a circular cylinder located near the ground. The

model was based on a semi-implicit, upwind finite-difference scheme and used a hy-

brid mesh that combined cylindrical coordinates near the cylinder with Cartesian

coordinates far away from the cylinder. The overall computational domain spanned

a length of 73.2 m by a height of 48.8 m. The fire was situated on the ground and

was 6.1 m long. It was modelled using a constant heat source of 76 MW and a

constant smoke source with a production rate of 0.13 kg/s. Uniform crosswinds

with speeds of 3.0 m/s, 6.1 m/s and 9.1 m/s were imposed on the fire. A 4.9 m

diameter cylinder was positioned with its windward edge aligned with the leeward

edge of the fire (similar to the blocking object shown in Figure 2.6), at elevations

of 2.4 m, 4.9 m and 7.3 m above the ground. These elevations were selected so

that the ratio of the cylinder height to cylinder diameter would be 0.5, 1.0 and 1.5,

respectively.

Time-varying velocity fields and smoke concentration fields were determined in

each of the nine simulation runs [118]. For a cylinder height-to-diameter ratio of

0.5 and a wind speed of 3.0 m/s, the fire plume was vertical and did not impinge on

the cylinder, indicating that buoyancy of the hot plume gases dominated the flow.

When the wind speed was increased to 6.1 m/s, the plume tilted over and came

into contact with the cylinder, oscillating between flowing along the windward and

top surfaces of the blocking object and wrapping completely around it [118]. In this

case, both momentum of the crosswind flow and buoyancy of the hot plume gases

were important. At the highest wind speed of 9.1 m/s, the plume flowed horizontally

along the ground underneath the cylinder, indicating that the flow in this region

was dominated by inertial effects, before lifting off the ground approximately 30 m

downwind of the cylinder [118].

Similar flow patterns were observed when the cylinder was situated at a height-

to-diameter ratio of 1.0 [118]. In the 3.0 m/s wind condition, the plume impinged

7Although several radiation models of wind-tilted fires with objects have been developed, these
models are typically analytical and are restricted to either the case of full engulfment of an object
inside the fire [119,120] or the case of an object sufficiently far from the fire that the plume does
not impinge on it [64, 75]. The case in which the object obstructs the fire plume flow without
necessarily being fully engulfed has not yet been addressed in detail.
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slightly on the windward side of the cylinder, but remained mostly vertical. At

a higher wind speed of 6.1 m/s, the plume fully engulfed the cylinder, oscillating

between flowing mainly over the top of the blocking object and flowing mainly

underneath it. At the highest wind speed of 9.1 m/s, the plume flowed along

the ground underneath the cylinder and remained horizontal for almost the entire

length of the computational domain. Simulation results for the case involving a

cylinder height-to-diameter ratio of 1.5 were very similar to those discussed for the

ratio of 1.0 [118]. Unfortunately, none of the simulation results were compared to

experimental data. Such a comparison would be limited by the fact that the model

was two-dimensional and did not include any combustion chemistry or radiation

effects [118].

The studies described in this section all indicate that the behaviour of a fire

can be greatly affected by the presence of an object, whether it is fully engulfed in

the flame or located adjacent to the fuel pool. This is particularly apparent when

the size of the object is comparable to that of the fire. The presence of the object

restricts air entrainment into the fire and can reduce the level of combustion and

heat release from the fire, as well as alter the geometry of the fire. Meanwhile,

the presence of even very slight winds can affect the interaction between the fire

and object by changing the global direction and geometry of the fire, changing the

flame thickness around the object, producing recirculation zones behind the object,

increasing air entrainment into the fire and enhancing fuel-air mixing in the fire. All

of these effects influence the heat transfer from the fire to the object, making hazard

analysis much more complex than would be suggested by the radiation theories

highlighted in Section 2.1. Clearly, the fire environment in both the quiescent

and windy conditions is dependent on the position, geometry and orientation of

the object. Although the main aspects of the interaction between fires and large

objects have been identified, much more detailed experimentation is needed to fully

characterize the behaviour of a fire with an engulfed, thermally massive object.

When assessing the thermal hazards from a fire to a nearby object, heat flux

is a critical parameter that must be evaluated. Difficulties in predicting heat flux

levels from fires were previously discussed in Section 2.1; thus, heat flux is often

measured in experimental fire scenarios. A number of different heat flux measure-

ment techniques have been developed for high-temperature, transient applications

such as fires. These are discussed in the next section.
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2.4 Heat Flux Measurement

Heat flux is a measure expressing the rate of heat transfer to or from a surface

per unit area [121]. It can be expressed as an incident flux or a net absorbed

flux, the latter containing only the non-reflected component of the incident flux

and thus dependent on the absorptivity of the surface. Total heat flux includes

contributions by radiation, convection and conduction. The ability to measure

total heat flux from a fire is important when convective and/or conductive effects

are significant in addition to radiation (Table 2.1).

Unlike temperature, heat flux cannot be measured directly [122, 123]. Heat

flux measurements are usually based on temperature measurements. Heat flux

gauges can be divided into various categories based on operating principle, but

because different authors make different distinctions between sensors [122–126], it

appears that no one set of categories can be used to satisfactorily separate the

many types of gauges. Consequently, in this section, heat flux sensors are discussed

chronologically: a description of circular foil gauges and thermopiles, which have

been used traditionally in fire studies, are given first, followed by a description of

the more recently adopted thin-skin sensors and methods based on one-dimensional

transient conduction analyses.

Circular foil gauges, commonly called Gardon gauges, consist of a thin circular

disk connected at its circumference to a heat sink [17,127]. The disk is often made

from constantan and the heat sink is a copper cylinder that is typically water-cooled.

Heat flux measurements are based on determining the temperature difference be-

tween the centre and edge of the disk using a differential thermocouple comprised

of the copper cylinder, the constantan foil, and a copper wire attached to the centre

of the foil. Under appropriate conditions, the voltage output of the thermocouple

is linearly related to the incident heat flux. However, caution must be taken when

interpreting data from these gauges, as they respond differently to different modes

of heat flux [124,128–132]. The calibration curve for voltage output versus incident

heat flux is, to a good approximation, linear for radiative heat transfer, but it is

non-linear for convective heat transfer due to variations in temperature across the

circular foil of the gauge [128,130,131]. Although most Gardon gauges are presently

calibrated using radiation sources, they are often applied in environments with both

radiative and convective heat transfer. Corrections may be applied to data from

these gauges when they are used in mixed environments [128, 129]. The error re-

sulting from the discrepancy between the calibration and application environments
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can be reduced by using smaller diameter gauges, but this comes at the expense of

decreased gauge sensitivity8 [129,132]. Other errors associated with Gardon gauges

include heat loss through the wire at the centre of the foil, asymmetric heating

caused by shear flows across the face of the gauge, and changes in absorptivity of

the sensor surface coating across the radiation spectrum in fires [122,124,133–135].

In previous fire experiments, Gardon gauges were used to measure heat flux to the

fuel surface and to locations outside the fire [7, 37, 42, 115]. Measurements of both

total and radiative heat flux were made, depending on whether or not the sensor

surface was covered by a window to minimize convective effects.

In contrast to Gardon gauges, thermopile gauges contain a thermal resistance

layer with one side exposed to the incident heat flux [123, 125]. Thermocouples

connected in series are used to measure the decrease in temperature across the

depth of the resistance layer. Based on Fourier’s Law and an assumption of steady,

one-dimensional conduction through the resistance layer, the incident heat flux is

proportional to the measured temperature difference over a specific range of temper-

atures. The use of a thermopile instead of a single differential thermocouple permits

increased sensitivity because the signal from an individual thermocouple pair be-

comes multiplied by the number of thermocouple pairs present in the thermopile.

One popular implementation of the thermopile gauge, called the Schmidt-Boelter

gauge, consists of a thermal resistance layer around which a wire formed from one

of the thermocouple materials is wound [136]. One half of this wire is electroplated

with the other thermocouple material so that a set of thermocouple junctions is

formed at the top and bottom of the resistance layer where the electroplated coat-

ing ends. The entire assembly is typically placed on top of a heat sink. Although

this method of fabrication produces a sensor that is not a true thermopile [136],

Schmidt-Boelter gauges generate voltages that are directly proportional to the in-

cident heat flux over a broad range of temperatures. Errors associated with this

type of gauge arise from the fact that one-dimensional heat transfer is not entirely

maintained [125]. Like Gardon gauges, thermopiles are thought to have different

sensitivities for radiative versus convective heat transfer [137]. Furthermore, for

the high temperatures typical of fires, the linearity of the calibration curve may not

hold, depending on the type of thermocouples used [124]. Thermopiles have been

conventionally employed in fire studies to measure radiative heat flux to locations

outside the fire [34,37,59,77,100].

8Gauge sensitivity is the voltage output per unit of heat flux (often in mV/(W/cm2)). The
sensitivity decreases when the temperature differential measured by the sensor is reduced [128,132].
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Other heat flux measurement techniques involve determining the change in en-

ergy of a thermally isolated sensor that is exposed to the heat flux being mea-

sured [122,123,125]. This calculation requires knowledge of the thermal capacitance

of the sensor and the rate of change of the mean temperature of the sensor. The

sensor can be made from a thin metal plate that has a thermocouple attached to the

back surface (termed a “thin-skin sensor”) [122, 123, 125]. The back surface of the

plate is usually insulated to minimize convective losses. The measured temperature

is assumed to be the same as the temperature of the exposed front surface and any

lateral conduction along the surfaces is ignored.9 Due to the small thickness of the

plate, conduction along the thermocouple wires creates uncertainty in the measure-

ment [134]. Other errors include disturbance of the surface thermal field due to the

presence of the thermocouple, contact resistance between the thermocouple and

the sensor plate, and displacement of the effective thermocouple junction location

from the sensor plate surface [141]. Furthermore, since the sensor is not cooled, the

measured net absorbed heat flux decreases as the gauge temperature approaches

that of the surrounding medium and must be adjusted to represent an incident heat

flux before being compared to data from water-cooled gauges [142].

In cases where significant thermal losses from thin-skin sensors may occur (e.g.

as an inherent part of the sensor installation), heat flux can be estimated by means

of a one-dimensional transient conduction analysis of the measured temperature-

time histories [143]. This method may be applied to temperatures measured inside

or on the surface of objects of any thermal mass [122]. When sensors with greater

thermal mass are used, slower transient responses are associated with this measure-

ment method than with Gardon or thermopile gauges. For temperatures measured

inside the object, one-dimensional inverse heat conduction codes are often employed

to calculate the heat flux absorbed at the surface [144, 145]. The measured tem-

peratures are used in conjunction with a finite-element based conduction solution

to determine the surface heat flux. One-dimensional transient conduction analy-

ses have been used in previous studies to determine hazards to objects engulfed in

9This type of sensor is often used to measure flame temperature and is known as a Directional
Flame Thermometer (DFT) or Plate Thermometer (PT) [4, 73, 138–140]. When placed inside
a fire, the thin metal plate rapidly achieves thermal equilibrium with the surrounding flames.
Assuming that convection effects are negligible, the thermocouple measures the temperature of a
blackbody that emits a radiative flux equivalent to the flux incident on the front surface of the plate
[138, 140]. Thus, these temperature measurements can be compared to those from freestanding
thermocouples in the flame gases. If required, correction for convection effects along the sensor
plate can be made using an assumed value for the convection coefficient of the surrounding flame
gases.
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fires [87,100,103–105,107,115] and to assess the response of skin simulants in flash

fires [146,147].

For all of the heat flux gauges described above, perturbation of the thermal

and flow fields in the vicinity of the sensor is a source of error that must be con-

sidered, particularly if the sensor is embedded in a surface [148–150]. Changes

in surface temperature and surface absorptivity/emissivity, as well as generation

of turbulence and increased mixing, can all affect the accuracy of the heat flux

measurements [122, 123, 125, 129, 148–150]. Gauges that are water-cooled tend to

become affected by condensation and soot deposition on the sensor surface [142]. As

mentioned previously, large errors in measured heat flux values can arise from dif-

ferences between the calibration and measurement environments [148, 149]. These

differences include not only the mode of heat flux applied to the sensor but also the

conditions of installation, such as the type of substrate surrounding the sensor and

the temperature of the cooling water [149, 151]. If large changes in temperature

are expected during an experiment, the dependence on temperature of the mate-

rial properties (e.g. conductivity and specific heat) of the sensor can also affect the

gauge sensitivity [122].

For the wind-blown fire scenarios considered in the present study, discrepancy

between the calibration environment and the measurement fire environment is a

potential major source of error that can greatly affect the heat flux data. Large

fires are typically considered to be radiation-dominated (Table 2.1) and most types

of heat flux gauge have been calibrated in radiative environments [15]. However,

convection can play a significant role in wind-blown fires, yet heat flux gauges have

not been characterized extensively in mixed radiative-convective conditions. As

a result, improved understanding of the thermal response of heat flux gauges in

mixed radiative-convective environments is required.

2.5 Summary

As indicated in this chapter, the ability to accurately predict the behaviour of a fire

in real-life accident scenarios remains limited. Experimentally, it has been difficult

to simulate such scenarios, since tests with small-scale fires do not fully simulate

the physics of large-scale fires, and few research facilities can accommodate large-

scale fire tests. Of the large-scale fire testing facilities that are currently available,

most are located outdoors, where wind conditions are poorly controlled. This has
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severely restricted the quantity and quality of data, as well as the level of detail

in the information that has been acquired. Some research has been conducted to

characterize the geometry of wind-blown fires, but the results have not been con-

sistent due not only to differences in physical parameters such as wind speed, fire

size and fuel type, but also to differences in methods of defining and measuring the

geometrical parameters. The visual methods that have been used to characterize

flame geometry have had limited effectiveness in large, sooty fires. More detailed

measurements and analysis are therefore needed in order to develop a set of general

correlations that can accurately predict the geometry of any wind-blown fire. The

addition of fully or partially engulfed objects in the wind-blown fire scenario has

been shown to complicate characterization of the fire environment by further alter-

ing the global geometry of the fire, patterns of air entrainment and fuel-air mixing

in the fire, and levels of heat release from the fire. Most of the research to date has

been focussed on either the interaction of wind and fires or the interaction of fires

and large objects. Only two experimental studies have so far been performed to

examine the behaviour of fires in medium to high winds with large objects located

in or near the fire. Both were conducted in outdoor facilities, with little control of

ambient conditions. The present study builds upon the above research through a

series of controlled, large-scale experiments to investigate the thermal environment

encountered in a transportation accident scenario with a pool fire in crosswind, with

and without a large blocking object situated downwind of the fuel pool. Through

characterization of the temperature field in the fire plume, the overall geometry of

the fire can be described in greater detail than by looking at video images alone,

as was done in previous studies of unobstructed, wind-blown fires. Measurements

of temperature and heat flux along the surface of the blocking object, as well as

of heat flux to the ground near the fire, contribute further information towards

understanding the interaction between fires, wind and large objects.

As mentioned above, heat flux is a parameter of particular interest to fire re-

searchers, as it is needed in the assessment of hazards in fire-related accident scenar-

ios. However, proper interpretation of heat flux measurement results in wind-blown

fires can be hindered by a lack of congruity between the calibration and measure-

ment environments. Convective effects can be significant in wind-blown fires, yet

most heat flux gauges have been tested mainly in radiative applications and are not

normally intended for use in mixed radiative-convective conditions. To improve in-

terpretation of the heat flux data to be obtained in the wind-blown fires of the

present study, a systematic comparison of the responses of four different heat flux
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gauges in various controlled radiative and mixed radiative-convective environments

was first conducted. This set of experiments forms the subject of the next chapter.
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Chapter 3

Heat Flux Measurement in Mixed

Radiative-Convective

Environments

This chapter describes experiments to examine the thermal response of four heat

flux gauges in radiative and mixed radiative-convective environments. The purpose

of these experiments was to enhance understanding of the gauge behaviour in dif-

ferent thermal conditions and consequently to improve interpretation of heat flux

measurement results from the fire tests. A modified version of this chapter was

recently published as Lam and Weckman [19]. The following sections present the

setup and boundary conditions of the heat flux experiments, as well as results from

each of the four heat flux gauges.

3.1 Experimental Setup and Methods

A controlled radiative environment was produced using a cone calorimeter man-

ufactured by Fire Testing Technology Limited of East Grinstead, UK [152]. The

unit contained a heating coil wound in the shape of a truncated cone. This conical

heater, which had a base diameter of 160 mm, imposed a constant radiative heat flux

on the surface of the heat flux gauge, which was placed at a distance of 75 ± 3 mm

below the base of the heater (Figure 3.1). Two heat flux levels were considered: a

lower level (nominally 15 kW/m2) corresponding to a temperature setting of 600◦C

on the cone calorimeter, and a higher level (nominally 30 kW/m2) corresponding
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Figure 3.1: Sketch of experimental setup

to a temperature setting of 760◦C. Convective and mixed radiative-convective en-

vironments were achieved by using a heat gun to propel a continuous stream of air

across the face of the heat flux gauge while the gauge was centred underneath the

conical heater (Figure 3.1). For convective conditions, the heater was turned off,

while for mixed radiative-convective conditions, the heater was maintained at one

of the two temperature settings listed above. The outlet of the heat gun was 28 mm

in diameter and was positioned at a distance of 187 ± 3 mm from the centre of the

gauge. To maintain similar flow conditions over all gauges, each one was mounted

so that the sensor surface was flush with a surrounding, 13 mm thick, cement board

that extended to the outlet of the heat gun. Different heat gun settings permitted

control of the temperature and speed of the “convective” airstream. Additional

description of the radiative and convective sources is provided later in Section 3.2.

Four total heat flux gauges were considered in this study: the Schmidt-Boelter

gauge, the Gardon gauge, the Directional Flame Thermometer (DFT) and the

Hemispherical Heat Flux Gauge (HFG). The former two gauges were water-cooled,

with the sensing element producing a voltage output that was linearly related to

the incident heat flux through a manufacturer-provided calibration constant. In

contrast, the latter two gauges were not water-cooled and required use of an inverse

conduction analysis to obtain estimates of the total incident flux.

The Schmidt-Boelter gauge (Figure 3.2) was a windowless, water-cooled sensor

(Model GTW-10-32-485A) manufactured by Medtherm Corporation of Huntsville,
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Figure 3.2: Photograph of Schmidt-Boelter gauge

Figure 3.3: Photograph of Gardon gauge

AL. It was provided by the manufacturer of the cone calorimeter to calibrate the

conical heater.1 The gauge was 13 mm in diameter and 19 mm tall, with a sensing

area of 9.5 mm diameter. A sensing surface absorptivity of 0.94 and a full-scale

output of 100 kW/m2 were specified by the gauge manufacturer. As mentioned

in Section 2.4, the gauge produced a voltage corresponding to the difference in

temperature across a thin thermal resistance layer situated at the sensing surface

[136]. A calibration constant (based on irradiation over a hemisphere, 2π steradians

[153]) was supplied to permit reduction of gauge voltage measurements to incident

heat flux values. The calibration accuracy was stated as ±3%, at a 95% confidence

level. The temperature of the cooling water was maintained within ±7◦C of the

calibration water temperature of 27.4◦C. Under ambient conditions, an increase

of 15◦C in cooling water temperature was determined to decrease the heat flux

readings by 0.17 kW/m2, one to two orders of magnitude smaller than the expected

measured heat flux values.

The Gardon gauge (Figure 3.3) was a windowless, water-cooled sensor (Model

ThermogageTM 1000-1) manufactured by Vatell Corporation of Christiansburg, VA.

It was 25 mm in diameter and 25 mm tall. The sensing foil of the gauge was 4.7 mm

1Since this gauge was used to calibrate the cone calorimeter, it served as a reference gauge to
which other types of heat flux sensors could be compared. Accordingly, it was not used in any fire
experiments; however, other Schmidt-Boelter and thermopile gauges were available for testing in
the fire experiments of Chapter 5 and will be described later in Section 5.1.3.
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Figure 3.4: Photograph and cross-sectional sketch of DFT

in diameter and 0.013 mm thick [154]. The manufacturer-specified sensing surface

emissivity was 0.94 and the full-scale output was 150 kW/m2. Since no calibration

water temperature was provided, the cooling water temperature was maintained

above the dew point to prevent condensation on the sensor surface [124,131]. The

gauge produced a voltage corresponding to the difference in temperature between

the centre and edge of the sensing foil [127] (Section 2.4). Like the Schmidt-Boelter

gauge, a calibration constant, based on irradiation over 2π steradians and with a

stated accuracy of ±3%, was supplied with the gauge to permit reduction of the

voltage measurements to incident heat flux values.

The last two gauges were thin-skin sensors (Section 2.4). The DFT (Figure

3.4) [139], which was manufactured by Ktech Corporation of Albuquerque, NM,

consisted of two 120 mm by 120 mm by 3.2 mm thick Inconel sensor plates separated

by a 12 mm thick layer of 7% dense, FeCrAlM metal felt insulation. Single, Inconel-

sheathed, chromel-alumel (Type K) thermocouples with outer diameters of 1.6 mm

were attached to the centre of the unexposed face of each sensor plate. The exposed

faces of the plates were coated with Pyromark Series 2500 flat black paint (with

an emissivity of 0.85 [155]) to achieve diffuse, gray surfaces.2 With only one plate

facing the heater of the cone calorimeter, the other sensor plate was insulated with

two layers of 25 mm thick ceramic fibre insulation (which were compressed to a

combined thickness of approximately 41 mm due to the weight of the gauge) in

order to minimize any convective and conductive effects along the back surface of

the DFT. As will be discussed later (Section 3.2), the DFT sensor plate was larger

than the width of the airflow passing over it during the convective tests.

The HFG (Figure 3.5) [155] was manufactured by Sandia National Laboratories

of Albuquerque, NM. It contained a 102 mm by 102 mm by 0.25 mm thick stainless

2A construction similar to the DFT was used to measure heat flux to larger cylindrical calorime-
ters in the fire experiments of Chapter 5. These calorimeters are described in Section 5.1.3.
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Figure 3.5: Photograph and cross-sectional sketch of HFG

steel sensor plate with a 50 mm diameter exposed sensing area in the centre. The

area of the plate around the exposed sensing area was sandwiched between two

layers of 3.2 mm thick Lytherm R© insulation; that combination was then sandwiched

between two 3.2 mm thick stainless steel plates, each with a 50 mm diameter hole

in the centre. The sensing surface was therefore recessed below the top surface of

the gauge housing by 6.4 mm. Like the DFT, the exposed area of the sensor plate

was coated with Pyromark black paint to achieve a diffuse, gray surface. A 1.6 mm

diameter, Inconel-sheathed, chromel-alumel (Type K) thermocouple was attached

to the centre of the unexposed side of the sensor plate. The entire insulation and

steel plate assembly was placed against one end of a 102 mm diameter by 102 mm

long by 5.7 mm thick steel cylinder that formed the body of the gauge. The volume

inside the cylinder was filled with ceramic fibre insulation to minimize heat losses

from the rear face of the sensor plate. Previous preliminary tests indicated that

HFG heat flux measurements were significantly affected by convective losses from

the steel housing [156]; thus in the present tests, the HFG was wrapped with a

layer of 25 mm thick ceramic fibre insulation to minimize such convective effects.

All gauges were connected to a Keithley Model 2700 data acquisition system

with a Model 7708 switching module. Data were recorded to a computer using

Keithley’s ExceLINX software at a rate of approximately 2 Hz.

Temperature data from the DFT were reduced to heat flux using the one-

dimensional inverse heat conduction program IHCP1D of Beck Engineering Consul-

tants Company in Okemos, MI [144]. This program could capture time variations

in heat flux as it does not require quasi-steady conditions to be attained by the

gauge. A two-layer, planar wall was used to model the sensor plate and the metal

felt insulation. Table 3.1 shows the temperature-dependent thermal properties used
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Table 3.1: Temperature-Dependent Thermal Properties Used in IHCP1D for DFT

Inconel sensor plate:
Temperature (◦C) -17 200 427 870
Thermal conductivity (W/m/◦C) 14.0 17.5 20.8 28.8
Temperature (◦C) 25 204 650
Volumetric heat capacity (J/m3/◦C) 3740000 4080000 4880000

Metal felt insulation:
Temperature (◦C) 20 300 650 910
Thermal conductivity (W/m/◦C) 0.07 0.20 0.31 1.2
Temperature (◦C) 25 330 730
Volumetric heat capacity (J/m3/◦C) 305560 383570 585110

for each layer [157]. The measured data from the thermocouple that was attached

to the modelled sensor plate were input to the program, while the data from the

remaining thermocouple were used to prescribe a temperature time history at the

other side of the insulation as a “known” boundary condition. Calculation nodes

were distributed across each layer of the wall, in the direction normal to the wall.

The total number of nodes used was 101, the maximum allowed by the program.

Trial runs using half this number produced heat flux values that were less than

1% different from those calculated using the maximum possible number of nodes.

Since computational time was not significantly affected by the number of nodes, the

maximum number was used, with 23 nodes in the sensor plate and 78 nodes in the

insulation. This distribution was chosen so that the spacing of nodes throughout

the wall would be relatively uniform.

Also included in the IHCP1D program input was the number of future temper-

atures (r) to be used. Future temperatures (or temperatures measured at times

greater than the calculation time) were required by the algorithm for estimation

of heat flux [144, 158]. Equation 3.1 was provided in the IHCP1D manual [144] to

assist in the choice of an appropriate value for r.

r = 1 + 0.18
(
d2/α∆texp

)
(3.1)

The minimum recommended value of r was 2 and higher values (typically 3 or 4)

were advised for situations involving large random variations or noise in the tem-

perature input data [144]. Increasing the number of future temperatures would
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improve stability in the inverse calculations, but decrease the accuracy of the solu-

tion by damping the results [103, 144, 159, 160]. Although Equation 3.1 suggested

that two future temperatures be used for the DFT, a value of three was selected

for r in order to reduce effects of random variations in the thermocouple data.3 It

should be noted that when similar one-dimensional inverse conduction models were

previously applied to evaluate heat flux to objects in large fires, between three and

five future temperatures were typically used [87,103,105,160].

Temperature data from the HFG were analyzed using the data reduction routine

described in Blanchat et al. [155]. This program, which was developed by Sandia

National Laboratories specifically for their HFG and implemented using Microsoft

Visual Basic, was based on heat conduction equations derived from first principles.

It modelled the gauge response to an applied heat flux as the one-dimensional

response of a heated composite wall composed of the sensor plate and the insulation.

The model accounted for reradiation from the sensor surface, storage of sensible

heat in the sensor plate, and conduction of heat through the layer of insulation. If

required, convection losses could be included by defining an appropriate convection

term in the code.4 The program input consisted of the data from the thermocouple

attached to the sensor plate. Temperature-dependent thermal properties for the

sensor plate were based on standard values available for AISI 304 [121, 155], while

thermal properties for the insulation were estimated using Equations 3.2 and 3.3

[155, 162]. Further details of the thermal model are contained in Blanchat et al.

[155].

k (T ) = −6.05 · 10−3 + 6.98 · 10−5 · T + 1.04 · 10−7 · T 2 (3.2)

ρcp (T ) = 128
(
6.73 · 102 + 4.52 · 10−1 · T − 1.09 · 10−4 · T 2

)
(3.3)

3Large temporal variations were expected to be encountered when measuring temperature in
fires [73, 103, 107, 161], so three future temperatures were considered appropriate for data taken
in the fire experiments of the next two chapters. Since the cone calorimeter tests were intended
to compare the behaviour of the heat flux gauges used in the fires, the same IHCP1D program
input values were used to analyze the data in both the cone calorimeter experiments and the fire
experiments.

4In this case, no convection term was needed to produce an output of incident total heat flux
(Section 3.3.3).
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Table 3.2: Convective Flow Conditions

Convective Representative Representative
Condition Speed (m/s) Temperature (◦C)

1 4.6 ± 0.1 80 ± 4
2 6.2 ± 0.1 102 ± 4
3 8.3 ± 0.2 139 ± 6

3.2 Boundary Conditions

The uniformity of the radiative heat flux field across the horizontal measurement

plane was examined using the Schmidt-Boelter gauge. The measured heat flux

varied in an approximately parabolic manner as a function of radial distance from

the vertical central axis of the cone heater, with a peak value measured underneath

the centre of the heater and decreasing values measured as the gauge was moved

outwards from the central axis. The measured heat flux remained within 15% and

18% of the peak (centreline) value over a distance of 45 mm from the central axis

for the lower and higher heat flux settings, respectively. This decreasing trend in

measured local heat flux with increasing distance from the axis was compared to

the corresponding change in view factor from a disk representing the heat source

to a differential element representing the heat flux gauge (configuration B22 in

Howell [65]). As the differential element was offset from the central axis of the disk,

the view factor decreased parabolically, in agreement with the observed trend in

the measurements.

Three convective conditions, summarized in Table 3.2, were considered. To

define these conditions, several measurements of velocity and temperature were

made at different positions in the flow field using a 4 mm diameter pitot tube

and 1.6 mm diameter, Inconel-sheathed thermocouple, both aligned with the mean

flow direction and pointing upwind. The representative values reported in Table

3.2 were measured at heights between 5 mm and 15 mm above the centre of the

gauge surface. Measurements along a line perpendicular to the mean flow axis and

the central axis of the cone heater showed that the velocity remained within 12%

of the listed values across a ±8 mm distance and within 64% across a ±23 mm

distance from the central axis. The temperature remained within 16% of the listed

values across a ±8 mm distance and within 56% across a ±23 mm distance. The

total width of the jet flow (based on the velocity measurements) was approximately

65 mm at the leading edge of the HFG and DFT and approximately 100 mm at
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the trailing edge. These widths were larger than the sensing areas of the Schmidt-

Boelter gauge, Gardon gauge and HFG, but smaller than the 120 mm wide sensor

plate of the DFT.

Based on the Schmidt-Boelter measurements presented in the next section, the

convective portion of the total heat flux in the mixed radiative-convective con-

ditions was 26%, 35% and 47% (for the first, second and third convective flows,

respectively) when the cone calorimeter was set to 600◦C (nominally 15 kW/m2),

and 17%, 22% and 32% when the cone was set to 760◦C (nominally 30 kW/m2).

The decrease in convective fraction for the higher setting on the cone calorimeter

was expected due to the increased radiative load with increased cone temperature.

3.3 Results

As explained above, measurements of incident total heat flux from each of the

four heat flux gauges were taken under two radiative conditions, three convective

conditions and six mixed radiative-convective conditions. This section presents

results first from the Schmidt-Boelter and Gardon gauges, then from the DFT and

finally from the HFG.

3.3.1 Schmidt-Boelter and Gardon Gauges

Figure 3.6 contains a typical time trace of incident total heat flux from the Schmidt-

Boelter and Gardon gauges for the radiation-dominated reference test with the cone

calorimeter at 600◦C and no airflow. (For reference, additional plots showing typical

time traces of heat flux measured in the convective and mixed radiative-convective

conditions are provided in Appendix A.) The plot indicates that both gauges were

at steady state during the measurement period, as expected since the data were

collected after the cone heater had reached steady state. Time-averaged values

of the heat flux measured by each gauge in the convective, radiative and mixed

radiative-convective conditions are shown in Tables 3.3 and 3.4. Due to their small

size, both sensors recorded local values of radiation underneath the centre of the

heater. Measurements in the top row, made with only the radiative source, serve

as a basis through which to compare the responses of all the gauges to a radiation-

dominated environment. Measurements in the leftmost column, made with only

the convective heat source, were taken in an attempt to isolate the response of
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Figure 3.6: Time trace of incident total heat flux from Schmidt-Boelter and Gardon
gauges in test condition with cone calorimeter at 600◦C and no airflow
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Table 3.3: Schmidt-Boelter Gauge Incident Total Heat Flux Measurements
(kW/m2)

No imposed radiation Cone at 600◦C Cone at 760◦C
No forced convection 0.0 ± 0.0 14.7 ± 0.2 29.7 ± 0.3
Convective flow #1 3.4 ± 0.1 19.7 ± 0.2 35.7 ± 0.2
Convective flow #2 6.4 ± 0.2 22.4 ± 0.2 38.2 ± 0.3
Convective flow #3 11.7 ± 0.3 27.7 ± 0.3 43.4 ± 0.3

Table 3.4: Gardon Gauge Incident Total Heat Flux Measurements (kW/m2)

No imposed radiation Cone at 600◦C Cone at 760◦C
No forced convection 0.0 ± 0.0 15.9 ± 0.1 31.9 ± 0.2
Convective flow #1 3.0 ± 0.1 18.0 ± 0.1 32.9 ± 0.1
Convective flow #2 5.4 ± 0.1 19.6 ± 0.1 33.9 ± 0.1
Convective flow #3 9.6 ± 0.2 23.0 ± 0.2 36.5 ± 0.2

each gauge to the various convective flow conditions.5 The value of 0.0 kW/m2

with no imposed radiation or convection indicates that bias errors in the gauges

were minimal and that negligible heat transfer occurred between the water-cooled

gauges and the ambient surroundings.

The Schmidt-Boelter data measured under the convective conditions (Table 3.3,

leftmost column) were compared to predicted values of centreline heat flux deter-

mined theoretically via Equation 3.4, in which h was estimated using an empirical

correlation for the Nusselt number [121]. Considering that the gauge was mounted

flush to a flat plate and exposed to a turbulent flow, h was initially calculated

using Equation 3.5 (with thermal properties pertaining to air) to estimate a local

convection coefficient for turbulent flow over a flat surface.

Qconv = h (T∞ − Ts) (3.4)

h = (k/X)
(
0.0296Re0.8X Pr1/3

)
(3.5)

5For the purposes of this discussion, these two situations will be referred to as “no forced
convection” and “no imposed radiation”, respectively. It is recognized that there may still be
effects of natural convection and ambient radiation from the surroundings.
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Using a gauge surface temperature of 32◦C, which was the average temperature of

the cooling water during the tests, and dividing by the gauge absorptivity to permit

comparison with the measurements, the resulting predictions for heat flux under

the three convective flow conditions were 1.1 kW/m2, 2.0 kW/m2 and 3.7 kW/m2,

all of which were approximately 68% lower than the measured values. Considering

that the gauge surface temperature was likely higher than the temperature of the

cooling water, the discrepancy between the measured and these theoretical values

would be even larger.

Reasons for the discrepancy include the applicability of a flat plate boundary

layer Nusselt number correlation to the rough surface of the board surrounding the

gauge, as well as the assumption of turbulent boundary layer flow. With regard

to the latter assumption, use of the corresponding laminar flat plate correlation

did not result in higher values of predicted heat flux, since the dependence on the

Reynolds number was weaker (exponent of 0.5 instead of 0.8 [121]). Perhaps more

importantly, the temperature difference between the cooler water-cooled gauge and

the hotter surrounding cement board introduced a surface temperature disconti-

nuity, which would disturb the boundary layer and affect convection heat trans-

fer [130,148,150]. When h was calculated as an average coefficient over the surface

of the gauge, using the correlation in Equation 3.6 for laminar flow over a flat sur-

face, predicted heat flux values of 3.8 kW/m2, 6.4 kW/m2 and 11.2 kW/m2 were

much closer (within 12%) to the measured values in Table 3.3.

h = (k/l)
(
0.664Re0.5l Pr1/3

)
(3.6)

The convection coefficients estimated using Equation 3.6 were over three times

those calculated using Equation 3.5. This indicates the importance of the choice of

correlation used to calculate the convection coefficient above a gauge surface, when

convective heat transfer effects are significant. The influence of this parameter on

heat flux measurements has been previously discussed by others [16]. It should

also be noted that, due to the increased convection caused by “tripping” of the

boundary layer at the leading edge of the gauge, the heat flux measured by a water-

cooled gauge would not likely be representative of the heat flux to an undisturbed

surrounding material, which is allowed to heat up (i.e. if no sensor were present)

[148,150].
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Comparison of the Schmidt-Boelter data in Table 3.3 with the Gardon data

in Table 3.4 shows that in the radiative environments, the Gardon measurements

were higher by 7-8%. This discrepancy may have been partly due to differences

in the calibration method used by the individual manufacturers (note that the

manufacturer-specified calibration uncertainty for each gauge was ±3%) and partly

due to the different sensitivities of the two gauges. This latter factor is particularly

important because the measured values were at the low end of the measurement

range for both gauges. (Heat flux levels closer to the full range could not be

considered in this study because the temperature setting of 760◦C was the highest

setting at which the cone heater was able to operate safely for continuous periods.)

In the convective and the mixed radiative-convective environments, the Gardon

measurements were lower than the Schmidt-Boelter measurements by 8-18%. This

difference increased as the radiative portion of the total heat flux decreased and the

convective portion increased. Under a uniform radiative heat flux, the surface tem-

perature of the Gardon gauge varied radially, with the peak temperature located

at the centre of the gauge and the magnitude of the variation dependent on the

level of heat flux incident on the gauge [128, 131, 132]. Asymmetric heating of the

Gardon sensing surface by a convective flow would have resulted in non-uniformities

in the sensing surface temperature along the flow direction (shifting the peak tem-

perature away from the centre of the gauge) and thus different sensitivities to the

convective and radiative portions of the total heat transfer [124, 128–132]. In this

case, application of a radiation-based calibration constant to data taken in mixed

environments, as was done for the values in Table 3.4, would introduce error into

the results. This error could be reduced by use of a correction factor [128, 129],

but the correction factor depends on an estimation of the convection coefficient,

for which there is also significant uncertainty, particularly in mixed heat transfer

environments (as discussed previously). The ratio of the Schmidt-Boelter data to

Gardon data in the mixed conditions was between 1.1 and 1.2, in good agreement

with the range of typical correction factors shown in Kuo and Kulkarni [129]. This

ratio was larger than the manufacturer-specified, radiation-based calibration un-

certainty of ±3% for the gauge. Therefore, manufacturer-listed uncertainty limits

must be modified for measurements made using a Gardon gauge in environments

where convection effects are significant.

To investigate whether the response of the gauges to mixed radiative-convective

conditions could be better understood through superposition of their individual

responses to radiative and convective conditions, the mixed radiative-convective
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measurements were compared to the sum of the radiative and convective measure-

ments. For instance, in Table 3.3, the value of 19.7 kW/m2 measured under the

first convective flow condition and with the cone calorimeter at 600◦C was com-

pared to the sum of the value measured with no forced convection and the cone at

600◦C, and the value measured under the first convective flow condition with no

imposed radiation (14.7 + 3.4 = 18.1 kW/m2). For the Schmidt-Boelter gauge, the

summed results were all lower than the measurements by up to 8%, with the differ-

ence increasing as the convective flow velocity decreased. This indicates that in the

mixed radiative-convective measurement situation, the air in the “convective” flow

heated up as it passed underneath the radiative cone heater, particularly at the

lower flow velocities, resulting in higher overall heat transfer to the water-cooled

gauge. In contrast, for the Gardon gauge, the summed results were all higher than

the measurements by up to 13%, with the difference increasing as the flow velocity

increased. This is consistent with the above discussion of the Gardon gauge results

and would suggest that the error caused by the nonlinear response of the Gardon

gauge became more prominent as convection heat transfer became more dominant.

In general, measurements made separately under characteristic radiative and con-

vective conditions should not be summed because in real situations, the two modes

of heat transfer are interrelated through their effects on the surface temperature

of the gauge. In this case, the comparison serves to further explain some of the

differences in the observed gauge responses.

3.3.2 Directional Flame Thermometer (DFT)

Temperature data collected from the DFT were used in the IHCP1D inverse heat

conduction program to produce estimates of the gauge surface temperature and of

the net heat flux passing through the heated surface of the gauge. Measurements

from the DFT were taken over a duration of 20 minutes at each test condition.

Figure 3.7 contains a typical time trace of temperatures from the two thermocouples

in the DFT, as well as the corresponding time trace of calculated net heat flux

and total incident heat flux, for the radiation-dominated reference test with the

cone calorimeter at 600◦C and no airflow. (Additional plots showing typical time

traces of heat flux and temperature measured in the convective and mixed radiative-

convective conditions are included in Appendix A.) Due to the thermal inertia of the

gauge, longer times were required for the DFT to reach quasi-steady equilibrium

with an environment than typically expected with smaller, water-cooled gauges.
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Figure 3.7: Time trace of DFT temperatures and incident total heat flux for test
condition with cone calorimeter at 600◦C and no airflow

The values of incident total heat flux shown in Figure 3.7 were calculated by adding

reradiation from the DFT surface to the net heat flux output by the IHCP1D

program, as in Equation 3.7, and dividing the sum by the surface absorptivity

(which was assumed to be equivalent to the surface emissivity).

Qtot = Qrad +
h (T∞ − Ts)

αs
=
Qnet + εsσT

4
s

αs
(3.7)

The initial sharp increase in heat flux seen in Figure 3.7 corresponded to the

step change increase in radiation incident on the gauge when the shutter doors

at the base of the heater were opened and several pieces of insulating fibreboard

covering the gauge were simultaneously removed. A decrease in total heat flux of

approximately 3.5 kW/m2 was then observed during the first 400 seconds of the

test. This corresponded to the inside of the heater becoming cooler via exposure

to the ambient surroundings after the shutter doors were opened [163]. The calcu-

lated total heat flux then gradually decreased by an additional 1 kW/m2 over the

remainder of the test. Greater decreases in net heat flux (approximately 8 kW/m2

in total) were observed during the test, reflecting the fact that as the temperature

of the DFT increased, less heat could be absorbed by the gauge. For the present
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Table 3.5: DFT Incident Total Heat Flux Measurements (kW/m2)

No imposed radiation Cone at 600◦C Cone at 760◦C
No forced convection – 12.0 ± 0.2 25.5 ± 0.4
Convective flow #1 1.0 ± 0.1 6.9 ± 0.1 16.2 ± 0.2
Convective flow #2 1.2 ± 0.1 6.4 ± 0.1 14.4 ± 0.1
Convective flow #3 2.0 ± 0.1 6.6 ± 0.1 13.8 ± 0.1

Table 3.6: DFT Temperatures Measured at Top Sensor Plate (◦C)

No imposed radiation Cone at 600◦C Cone at 760◦C
No forced convection – 336 ± 3 499 ± 4
Convective flow #1 61 ± 2 277 ± 2 421 ± 3
Convective flow #2 87 ± 3 268 ± 2 399 ± 3
Convective flow #3 119 ± 2 271 ± 2 390 ± 3

study, a test duration of 20 minutes was selected in an attempt to make measure-

ments when quasi-steady conditions had been established. The values of incident

total heat flux shown in Table 3.5 and the temperature measurements from the

top sensor plate shown in Table 3.6 were averaged over data taken during the last

several minutes of each test.

The DFT had a much larger surface area than either the Schmidt-Boelter or

the Gardon gauge. Therefore, the data in Table 3.5 should be compared to spatial

averages of local heat flux values measured over the surface area of the DFT. As

mentioned in Section 3.2, the local incident flux decreased parabolically by 15-18%

over a distance of 45 mm from the central axis of the cone heater unit. The average

heat flux over the surface of the DFT could thus be estimated by fitting a second-

order polynomial to the local heat flux measurements taken with the Schmidt-

Boelter gauge and integrating over the area of the DFT. The spatially averaged heat

flux over an area of 120 mm diameter was determined to be approximately 87% of

the peak measurement. Applying this factor to the values shown in the first row of

Table 3.3, the estimated spatial averages of heat flux based on the Schmidt-Boelter

measurements made in the radiation-dominated conditions were 12.8 kW/m2 and

25.8 kW/m2 for the lower and higher radiative levels, respectively. Comparison of

these values to the corresponding DFT data in Table 3.5 showed that the DFT

values were 1-6% lower. Since the Gardon data in the radiative environments were

7-8% higher than the Schmidt-Boelter measurements, an even greater difference

existed between the DFT and Gardon gauge values. Correction of the Gardon
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values in the first row of Table 3.4 yielded spatial averages of 13.8 kW/m2 and

27.8 kW/m2 for the lower and higher radiative levels, respectively, 9-15% higher

than the measurements from the DFT.

In the above comparison, natural convection, which would have occurred from

the heated surface of the DFT when no forced convection was applied, was not

included in the analysis as a potential heat loss term. To account for this, the DFT

data from the tests in the radiative environments were re-evaluated to include the

additional loss term shown in Equation 3.8. This equation (with thermal properties

pertaining to air) is based on an empirical Nusselt number correlation applicable

to an upward-facing, heated horizontal plate [164].

Qnatl = (k/l)
(

0.54Ra
1/4
l

)
(Ts − Ta) (3.8)

Adding the estimated natural convective heat flux to the measured data (initially

using an assumed ambient room temperature of 22◦C and the sensor surface temper-

ature calculated by IHCP1D) led to corrected heat flux values of 15.2 ± 0.3 kW/m2

and 30.7 ± 0.4 kW/m2 for the lower and higher radiative levels, respectively.

These results were 19% higher than the Schmidt-Boelter average measurements

of 12.8 kW/m2 and 25.8 kW/m2, and 10% higher than the Gardon average mea-

surements of 13.8 kW/m2 and 27.8 kW/m2. The overestimation was likely due

to the assumed ambient temperature of 22◦C, which was lower than the actual

temperature of the air underneath the cone heater. Positioning a thermocouple un-

derneath the cone heater but shielded from direct radiation from the heater yielded

estimates for the “ambient” air temperature of 110◦C and 155◦C at the lower and

higher radiative flux levels, respectively. The values of heat flux from the DFT, cor-

rected for effects of natural convection, then became 14.0 ± 0.3 kW/m2 and 28.8 ±
0.4 kW/m2, which were greater than the Schmidt-Boelter averages by 9-12% and

greater than the Gardon averages by 1-4%. Given estimations in the correction

terms, the approximate method of measuring the ambient air temperature and the

7-8% difference between heat flux measured using the Schmidt-Boelter and Gar-

don gauges in radiation-dominated environments, heat flux values measured using

the DFT were, after appropriate correction, comparable to measurements from the

other two gauges.

In the mixed radiative-convective environments, it was much more difficult to

determine heat flux levels from the DFT and to compare results between different
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Table 3.7: DFT Incident Radiative Heat Flux Measurements (kW/m2)

Cone at 600◦C Cone at 760◦C
Convective flow #1 12.4 ± 0.1 25.6 ± 0.2
Convective flow #2 11.8 ± 0.1 23.9 ± 0.1
Convective flow #3 11.5 ± 0.1 23.1 ± 0.1

gauge types. The DFT data were initially significantly lower (by 55-76%) than

the Schmidt-Boelter data. However, it can be seen that for the case of the DFT,

the convective term in Equation 3.7 should actually be treated as a heat loss in

the mixed conditions, since the temperature of the heated surface of the DFT

(Table 3.6) was greater than the temperature of the air flowing above it (Table

3.2). By moving the convective term to the right-hand side of Equation 3.7 as a

heat loss term, values of incident radiative flux in the mixed environment could

be calculated. These are shown in Table 3.7 using values of h based on Equation

3.6. Since the choice of correlation for calculating the convective coefficient, h,

was previously shown to be important, several different correlations were tried and

although the values for h varied significantly, the overall trends in the calculated

incident radiative flux for the DFT were not affected.

The incident radiative heat flux values in a given column in Table 3.7 should

be constant regardless of the convective flow because the radiative heat source did

not change from test to test. However, Table 3.7 shows that as the convective flow

increased, the estimated incident radiative values decreased by up to 10%. While

there is no simple theoretical model to justify this, the decrease in value was most

likely due to the effects of lateral conduction along the Inconel sensor plate [18].

As mentioned in Section 3.2, the jet flow was approximately 65 mm wide at the

leading edge of the DFT and approximately 100 mm wide at the trailing edge.

Since the DFT was 120 mm wide, a significant temperature gradient would exist

across the surface of the gauge in a direction perpendicular to the flow. With the

flow temperature lower than that of the DFT surface (Tables 3.2 and 3.6), the

temperature difference between the surface and the flow passing over it would be

greatest near the edges and least in the centre of the gauge (assuming that the

DFT surface temperature was relatively uniform and that the temperature of the

jet decreased from the centre to the edge as a result of air entrainment). As a result

of this, coupled to the fact that an additional portion at the edge of the DFT was

exposed to the ambient room environment, more convective cooling of the surface
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would have occurred near the edges of the DFT than in the centre, resulting in

conduction of heat from the centre toward the edges. Any lateral conduction loss

would cause the estimated incident radiative flux to be lower, since conduction losses

were not accounted for in Equation 3.7. With the flow temperature gradient being

steepest in the hottest (third) convective flow condition, the difference in cooling

rate between the edge and centre of the DFT, and thus the lateral conduction loss,

would be greatest. This is supported by the results in Table 3.7, which show the

estimated incident radiative flux decreasing as the convective portion of the total

heat transfer increased.

For the convection-dominated conditions (Table 3.5, leftmost column), the DFT

data suggest heat flux levels that were 70-83% lower than those indicated by the

Schmidt-Boelter data. This may be explained, however, since the DFT heated up

during operation, so the relative temperature difference between the gauge surface

and the heated “convective” flow decreased over time, resulting in lower effective

heat transfer levels. Lateral conduction losses may also have influenced the readings,

as in the tests under mixed conditions. Because the convective flow was hotter than

the DFT surface, the temperature difference between the surface and the flow at a

given downstream distance was greatest toward the centre and lower near the edge.

Furthermore, longitudinal conduction along the sensor plate in the direction of the

flow would have occurred due to the development of the jet, and thus change in local

flow temperature, from the leading to trailing edge of the gauge. The increase in

measured heat flux with increasing flow temperature suggests that in convection-

dominated conditions, the temperature difference between the DFT surface and

the flow (and thus convective heating of the sensor plate) remained greater than

the temperature difference between the centre and edges of the DFT surface, thus

limiting the effect of lateral conduction along the plate.

3.3.3 Hemispherical Heat Flux Gauge (HFG)

The data reduction routine [155] used to process the HFG temperature data out-

puts the incident total heat flux as described in Equation 3.7. Following the same

procedure as that used for the DFT, each test with the HFG was continued for

20 minutes in order to allow quasi-steady conditions to become established. Fig-

ure 3.8 contains a typical time trace of the sensor plate temperature and incident

total heat flux from the HFG for the radiation-dominated reference test with the

cone calorimeter at 600◦C and no airflow. (Additional plots showing typical time

63



0 200 400 600 800 1000 1200
Time (s)

0

100

200

300

400

Te
m

pe
ra

tu
re

 (d
eg

. C
)

0

4

8

12

16

20

In
ci

de
nt

 T
ot

al
 H

ea
t F

lu
x 

(k
W

/m
2 )

 

Heat flux

Sensor plate 
temperature 

Figure 3.8: Time trace of HFG temperature and incident total heat flux for test
condition with cone calorimeter at 600◦C and no airflow

traces of heat flux and temperature measured in the convective and mixed radiative-

convective conditions are included in Appendix A.) The initial increase in heat flux

corresponded to the step change increase in radiation to the gauge when the shutter

doors at the base of the heater were opened and several pieces of insulating fibre-

board covering the gauge were simultaneously removed. A decrease in heat flux of

approximately 1.5 kW/m2 was then observed during the first 100 s of the test, cor-

responding to the inside of the heater becoming cooler via exposure to the ambient

surroundings through the open shutter doors [163]. A gradual increase in heat flux

of approximately 0.6 kW/m2 was subsequently observed during the remainder of

the test. The time-averaged incident total heat flux values summarized in Table

3.8 are average values obtained over a quasi-steady period of several minutes near

the end of each test. The corresponding temperatures measured at the sensor plate

are reported in Table 3.9.

Heat flux estimates from the HFG under radiative conditions were 35-48% lower

than the corresponding Schmidt-Boelter measurements. This difference was too

large to be reasonably attributed to natural convection effects or to the size of the

sensing area (which was smaller than that of the DFT). Looking instead to possible

causes due to the design of the sensor (Figure 3.5), it should be noted that the
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Table 3.8: HFG Incident Total Heat Flux Measurements (kW/m2)

No imposed radiation Cone at 600◦C Cone at 760◦C
No forced convection – 7.6 ± 0.1 19.3 ± 0.1
Convective flow #1 0.8 ± 0.1 4.2 ± 0.1 10.9 ± 0.1
Convective flow #2 1.1 ± 0.1 4.1 ± 0.1 9.7 ± 0.1
Convective flow #3 1.6 ± 0.1 4.6 ± 0.1 9.4 ± 0.1

Table 3.9: HFG Sensor Plate Temperatures (◦C)

No imposed radiation Cone at 600◦C Cone at 760◦C
No forced convection – 322 ± 2 484 ± 4
Convective flow #1 69 ± 2 252 ± 2 392 ± 3
Convective flow #2 94 ± 2 246 ± 2 370 ± 3
Convective flow #3 134 ± 2 259 ± 2 366 ± 3

0.25 mm thick sensor plate was sandwiched between two layers of 3.2 mm thick

insulation and the entire combination was sandwiched between two 3.2 mm thick

stainless steel plates [155]. One of these plates was placed against the end of a

102 mm diameter by 102 mm long by 5.7 mm thick steel cylinder. Although the

sensor plate and the inside of the cylinder were insulated, the cylinder and steel

plates represented a significant thermal mass relative to the thin sensor plate. If

the insulation between the sensor plate and the gauge housing did not provide an

effective thermal barrier, losses via conduction to the gauge housing could be sig-

nificant and the one-dimensional assumption inherent in the data reduction routine

would be inappropriate.

To test the validity of the one-dimensional assumption used in determining the

heat flux values, a simple, two-dimensional model was programmed in Matlab to

simulate the heat transfer along a longitudinal cross-section of the gauge. The

model was based on the two-dimensional, cylindrical coordinate form of the heat

diffusion equation with temperature-dependent properties and no internal heat gen-

eration [121]:

1

R

∂

∂R

(
kR

∂T

∂R

)
+

∂

∂Z

(
k
∂T

∂Z

)
= ρcp

∂T

∂t
(3.9)

This equation was cast in an implicit, finite difference form using central differ-

ence approximations in space and backward difference approximations in time. As
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illustrated in Figure 3.9, eight nodes were specified in the radial direction, while

ten nodes were specified in the axial direction (eight for the insulation inside the

cylinder and two for the sensor plate). The temperature time trace measured at

the centre of the sensor plate and that measured by an intrinsic thermocouple at-

tached to the top edge of the gauge were used to specify a Dirichlet boundary

condition along the face adjoining the sensor plate and the insulation. The tem-

peratures along this boundary were assumed to decrease linearly from the centre to

the edge. The heat transfer from the sensor plate into the insulation was assumed

to be ideal (i.e. no air gap or contact resistance). The boundary conditions for the

edge, bottom and central axis of the cylinder were all assumed to be adiabatic.

All thermal properties were evaluated at the nodal temperature calculated at the

preceding time step. The system of equations for each time step was solved us-

ing the Gaussian elimination matrix inversion function available in Matlab. The

solution contained all nodal temperatures, plus the temperatures along the heated

surface of the sensor plate. The amount of heat passing through the surface of the

sensor plate could be subsequently estimated using Fourier’s law together with the

surface and neighbouring nodal temperatures. Reradiation based on the surface

temperatures was added and the sum divided by the surface emissivity to obtain

an estimate of the incident radiation.

 

inactiveactive

sensor plate 
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insulation

Tcentre Tedge 

Figure 3.9: Sketch of two-dimensional model of HFG
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Two test cases were run using the temperature data measured with the cone

calorimeter set at 600◦C and no convective flow applied. In the first test case,

the temperature measured at the centre of the sensor plate (Table 3.9) was used to

prescribe a uniform temperature boundary condition along the entire face adjoining

the sensor plate and the insulation. This yielded a one-dimensional situation that

assumed no conduction loss from the sensor plate other than to the insulation and

served as a reference case to verify that the results from the model were reasonable.

The results of this test case were expected to be similar to the measured value

given in Table 3.8 for the 600◦C temperature setting and no convective flow. The

total radiation incident on the exposed, or active, area of the sensor plate (0 < r ≤
25 mm) was estimated by the model to be 16 W, while that incident on the rest of

the sensor plate (25 mm < r ≤ 50 mm), which would be covered by the 3.2 mm thick

insulation layer, was estimated to be 47 W. These values would correspond to an

incident radiative flux of approximately 8 kW/m2, which, given the simplifications

and assumptions, is reasonably close to the measured value of 7.6 kW/m2 listed in

Table 3.8. The agreement is consistent with the fact that the values in Table 3.8

were obtained using a one-dimensional assumption.

A second test case was then run to estimate the amount of heat lost due to

conduction from the sensor plate to the housing of the gauge. The heat loss was

modelled by specifying a boundary condition in which the temperature decreased

from the centre of the sensor plate to the edge along the face adjoining the sensor

plate and the insulation. The amount of radiation incident on the exposed (active)

area of the sensor plate was predicted to be 15 W, while that incident on the

remaining (inactive) area of the sensor plate was predicted to be 22 W.

Comparison of values from the first and second test cases indicates a loss of

approximately 26 W of incident radiation, almost entirely from the non-sensing

area of the sensor plate. If this 26 W were added to the 15 W incident on the active

sensor region, giving an upper bound for the incident heat flux if no heat loss

occurred, the resulting estimated incident flux would be 20 kW/m2. This number

is somewhat larger than the 15 kW/m2 measured by the Schmidt-Boelter gauge,

due to the many approximations made in the model, including the assumption

that the temperature measured at the edge of the top steel plate of the gauge was

equivalent to the temperature at the edge of the sensor plate itself. Given the larger

thermal mass of the top plate, the measured temperatures were likely lower than

the actual temperatures at the edge of the sensor plate, resulting in an overestimate

of the heat losses from the sensor plate. Nevertheless, the increase in incident heat
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flux between the two test cases suggests that the loss of heat from the sensor plate

to the housing of the gauge could account for the extremely low values of heat flux

measured by the HFG in the radiation-dominated conditions. Conversely, it should

be noted that the HFG is intended for use in fire environments where it should

be immersed entirely in hot plume gases and allowed to achieve equilibrium with

its local environment [7, 87,105]. This will minimize heat losses from, and thermal

gradients within, the gauge.

The HFG data in Table 3.8 for the mixed radiative-convective conditions were

70-84% lower than the corresponding Schmidt-Boelter measurements, while the

data for the convection-dominated conditions were 76-86% lower. Similar to the

case for the DFT, some of this difference was caused by the HFG surface being

hotter than that of the Schmidt-Boelter gauge. In addition, the HFG readings

were affected by a combination of the following: lateral conduction along the gauge

surface due to the diameter of the flow outlet being smaller than that of the sensing

area; loss of heat from the sensor plate to the steel housing of the gauge; perturba-

tion of the flow field by the sensor surface being recessed below the top surface of

the gauge housing; and, for the mixed conditions only, cooling of the HFG surface

by the convective flow, which would result in further loss of energy from the sensor

plate. In the mixed conditions at the higher radiative level, the trend of decreasing

measured heat flux with increasing convective flow temperature indicates that the

conductive losses were dominant over the decrease in convective cooling. On the

other hand, for the convection-dominated environments, the trend of increasing

heat flux with increasing flow temperature indicates that the convective heating of

the gauge was dominant over the conductive losses. The lack of a consistent trend

in the measured heat flux data for the mixed conditions at the lower radiative level

suggests that the decrease in convective cooling was of similar order to any change

in conductive losses from the sensor plate as the convective conditions were varied.

3.4 Summary

In this chapter, the steady-state responses of four heat flux gauges (Schmidt-Boelter

gauge, Gardon gauge, DFT and HFG) were examined under various radiative

and convective conditions. In radiative environments, Gardon measurements were

up to 8% higher than Schmidt-Boelter measurements, likely due to differences in

gauge sensitivity and calibration method by the different manufacturers. In mixed
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radiative-convective environments, Gardon measurements were 8-18% below those

of the Schmidt-Boelter gauge, with the difference increasing as the convective por-

tion of the total heat transfer increased. This could be attributed to discrepancies

between the radiation-based calibration environment and measurement environ-

ments in which a convective flow caused asymmetric heating of the Gardon sensing

surface, altering the gauge sensitivity to the total heat transfer. Uncertainty in

measured heat flux values will therefore be higher than the manufacturer-listed

uncertainties for either gauge when applied in mixed radiative-convective environ-

ments, with the most significant change expected for the Gardon gauge. In general,

use of the Schmidt-Boelter and Gardon gauges in mixed radiative-convective envi-

ronments should be avoided, unless the sensors have been calibrated specifically for

those environments.

For the DFT, data measured in radiative environments were comparable to the

Schmidt-Boelter and Gardon values (within 15%), with the difference largely at-

tributed to natural convection losses from the DFT surface. The HFG heat flux

estimates were 35-48% lower than the Schmidt-Boelter measurements under radia-

tive conditions, influenced by large conduction losses from the sensor plate to the

gauge housing. All losses from the sensor plate should thus be either minimized

or modelled and accounted for in order to obtain valid results from the DFT and

HFG. In mixed radiative-convective environments, measured total heat flux values

from the DFT and HFG were significantly lower than those from the Schmidt-

Boelter and Gardon gauges, due to differences in the surface temperatures of the

gauges. This resulted in the convective flow cooling, rather than heating, the DFT

and HFG. The DFT and HFG are therefore more suitable than the water-cooled

Schmidt-Boelter and Gardon gauges for estimating heat flux to a surrounding sur-

face in mixed radiative-convective conditions, particularly if that surface is not

similarly cooled in the application of interest.

The results of this chapter help quantify uncertainty in using the four different

heat flux gauges under mixed modes of heat transfer. It may be noted that for

large, optically thick, hydrocarbon fires under low wind conditions, uncertainties

in steady-state measurements of incident radiative heat flux have been found to

be approximately 39% for a Schmidt-Boelter gauge, 27-40% for a DFT-type gauge

based on inverse conduction methods, and 24-42% for a thin-skin sensor like the

HFG [137]. For similar measurements under high wind conditions, the correspond-

ing uncertainties were estimated to be 23% for the Schmidt-Boelter gauge, 25-27%

for the inverse conduction-based gauge and 21-31% for the thin-skin sensor [137].
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The results of the present chapter indicate that Gardon gauges would have addi-

tional uncertainty on top of those mentioned above for the Schmidt-Boelter gauge

when used in wind-blown fires. Also, as mentioned earlier, measurements from the

DFT and HFG would likely have lower uncertainty than those seen in the present

chapter when the gauges are fully immersed in large fires and thus heated more

uniformly. In the next two chapters, measurements of heat flux and temperature

in wind-blown fires will be examined.
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Chapter 4

Fire in Wind With No Blocking

Object

The present chapter describes experiments to characterize the thermal environment

in a 2 m diameter, wind-blown fire with no downwind blocking object. As mentioned

in Chapter 1, the setup of these experiments was based on the experimental design

described in the author’s M.A.Sc. thesis [8], which included a blocking object, so

that results from the two test cases could be compared. This chapter details the

setup, methodology and results of a series of experiments conducted without the

blocking object.

4.1 Experimental Setup

All experiments were performed in the University of Waterloo Live Fire Research

Facility. The test enclosure and wind generation system in the facility are outlined

here. Also described are the burner and instrumentation layout. Since there was

no blocking object in these tests, the layout of the instrumentation differed from

that specified in the author’s M.A.Sc. thesis [8]. This section concludes with a

description of the test protocol and summary of the conducted tests.

4.1.1 Test Enclosure

The test enclosure of the University of Waterloo Live Fire Research Facility (Figures

4.1 and 4.2) was designed to allow repeatable experiments involving large fires in
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Figure 4.1: University of Waterloo Live Fire Research Facility

controlled and fully characterized crosswinds. The enclosure had a floor area of

19.5 m by 15.4 m and was surrounded by corrugated steel walls and a corrugated

steel, gable roof. The height of the enclosure was 7.6 m at the walls and 12.8 m

along the longitudinal midplane. A wind generation system, composed of six large

fans and a connecting plenum, was located at the west end of the test enclosure.

This system is described in the next section. The east end of the building contained

a 7.9 m by 7.9 m door, consisting of seven overlapping steel panels. A chain drive

system was used to lift the panels up and down, thereby opening and closing the

door. For the present tests, the door was kept fully open whenever the fans were

in operation.

A control room housing computer, audio-visual, and other data acquisition

equipment was located adjacent to the test enclosure, as illustrated in Figure 4.2.

A 1.2 m by 1.2 m by 1.4 m underground pit was also available at the centre of the

enclosure to allow placement of data acquisition hardware. This pit was connected

to the control room via an underground trench so that data acquisition cables in

the test area could be safely run underground to computer equipment located in

the control room.

At the southeast corner of the test enclosure was a 5.4 m by 6.3 m by 3.6 m

room containing a furniture calorimeter (Figure 4.2). This room was enclosed on

three sides and the side adjoining the main test area was open. For the present
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Figure 4.1: Floor Plan of the University of Waterloo Live Fire Research Facility

89

Figure 4.2: University of Waterloo Live Fire Research Facility, floor plan
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tests, the open side was blocked with a large piece of tarp in order to minimize the

effect of the presence of this room on the flow field inside the test enclosure.

Additionally, the facility contained a 8.8 m by 7.6 m by 7.4 m, two-storey, steel

structure (not shown in Figure 4.2) for experimental simulation of house fires in

controlled wind environments. This structure could be moved along a set of rails

into and out of the test enclosure through the large exit door. For the present

study, the structure was kept outside the test enclosure, at the maximum distance

of 3.7 m from the exit door. This distance was restricted by overall site dimensions

as well as the total length of the rails. Experimental characterization of the flow

inside the empty test enclosure indicated that the presence of this structure outside

the building formed a blockage to the free flow of the wind exiting through the large

door, causing static pressure inside the test enclosure to increase over a distance

of approximately 4.5 m upwind of the door [165]. As a result, the structure was

kept at the same position relative to the exit door for all experimental testing and

measurements inside the test enclosure were restricted to locations upwind of this

region of increased static pressure.

4.1.2 Wind Generation System

The wind generation system was composed of six vane axial fans (Model 78-26

Series 1000) manufactured by Howden Buffalo Inc. of Camden, SC. A detailed

description of this system is contained in Weisinger [165], with a brief summary of

the main features provided here. Each fan was 2.0 m in diameter and had a specified

maximum flow rate and rotational speed of 78.7 m3/s and 1185 rpm, respectively.

Variable frequency drives on the fan motors permitted operation at lower flow rates.

The fans were arranged in a bank of two rows with three fans each, one stacked on

top of the other (Figure 4.1). The flow from the fans passed through a plenum of

8.2 m by 5.9 m cross-sectional area and 8.3 m length. The plenum contained two

vertical screens located approximately 3.4 m and 3.6 m in front of the exit plane

of the fans. The screens were composed of 29 mm squares and were supported by

a steel grid and steel cross-bracing. An array of square ducts (seven across by five

tall, with the same total cross-sectional area as the plenum) was located at the

exit of the plenum. Each duct had a cross-sectional area of 1.2 m by 1.2 m and a

length of 1.8 m. The screens and ducts provided a basic level of conditioning to

the crosswind flow before it entered the test enclosure.
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Characterization studies of the flow field inside the test enclosure were performed

by Weisinger [165] and Best [21]. Details of the flow field are provided in these two

theses and are not reported here, except as needed to explain results from the fire

tests.

4.1.3 Burner

The burner used in the experiments, shown in Figure 4.3, was a fixed quantity,

stainless steel pan with a mean inside diameter of 1.97 m and depth of 0.18 m.1

This size of pan was expected to produce fires in the fully turbulent burning regime

(Figure 2.2), thus allowing realistic simulation of an accidental fire scenario. It

could also be reasonably accommodated within the working section of the test

enclosure. The pan was centred 5.94 m downwind of the exit plane of the fan

plenum, on the longitudinal midplane of the test enclosure. Fires were established

using Jet A, a kerosene-based aviation turbine fuel (Table 4.1). This fuel is very

similar to military-grade JP-8, which has been used in previous large-scale fire

experiments [7, 43,105]. Before each test, a known quantity of fuel (approximately

100 L, equivalent to a depth of approximately 33 mm) was poured into the pan on

top of a water substrate of 320 L (105 mm depth). The presence of the substrate

provided a quantifiable boundary condition and helped to reduce the thermal stress

on the fuel pan during testing [7, 36,37,52,109,115].

A raised floor surround was situated around the fuel pan to represent a ground

plane level with the top of the pan. As shown in Figures 4.3 to 4.5, the floor

surround spanned an area of 2.69 m by 2.69 m, with the fuel pan located in the

centre. It was composed of a single layer of insulating fire bricks that were raised on

concrete blocks such that the top surface of the bricks was flush with the rim of the

pan. In order to prevent buildup of fuel vapours within the floor surround [168], the

concrete blocks were oriented such that the flow from the fans could pass through

them and enter/exit the space underneath the fire bricks (Figure 4.3).2 Based on

preliminary testing, the upwind extent of the floor surround was lengthened via

four fibre-reinforced cement boards joined to form a 2.44 m by 4.88 m area. This

1For the purposes of this thesis, the pan diameter will hereafter be referred to by its nominal
value, 2 m.

2A preliminary test was performed in which the crosswind flow was prevented from entering the
space underneath the floor surround. This configuration resulted in burning of instrumentation
cables that ran through that space, so the blockage was removed in subsequent tests to minimize
the potential for further damage.
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Figure 4.3: Setup of fuel pan and raised floor surround

Table 4.1: Thermophysical Properties of Jet A Fuel [166,167]

Composition: Kerosene
Aromatics (max. % volume) 25
Sulphur, total (max. % weight) 0.30
Sulphur, mercaptan (max. % weight) 0.003

Boiling point 160◦C - 300◦C
Density (15◦C) 775 - 840 kg/m3

Vapour density (air=1) 5.7 (approx.)
Vapour pressure (37.8◦C) 1 kPa
Viscosity (-20◦C) 8 mm2/s (max.)
Specific gravity (15.6◦C) 0.81
Net heat of combustion 42.8 MJ/kg (min.)
Flammability limits in air (% volume) lower: 0.7, upper: 5
Flashpoint (Tagliabue Closed Cup) 38◦C (min.)
Autoignition 210◦C
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view
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Figure 4.5: Geometry of raised floor surround and surrounding brick layout, plan
view

extension was required to prevent the fire from becoming attached to the upwind

edge of the floor surround (as observed during preliminary tests performed without

the boards). The boards were supported on concrete blocks so that they were flush

with the top surface of the fire bricks. The concrete blocks were oriented in the

same manner as those of the floor surround in order to minimize disruption to the

flow along the floor underneath the fuel pan.

The edges of the floor surround were formed by a sharp, step-down transition

to a double layer of fire bricks protecting the test enclosure floor (Figure 4.4). This

double layer of bricks, with a total thickness of 0.11 m, covered an area of the

floor that was expected to receive significant exposure to the hot fire plume. As

77



illustrated in Figure 4.5, the double layer spanned a total length of 7.58 m, starting

at the upwind edge of the floor surround, and extended past each side of the floor

surround by a width of 0.93 m (giving a total width of 4.55 m). Beyond the double

layer of bricks was a thinner, single layer, which spanned a total length of 10.77 m

and extended past the double layer on each side by a width of 0.99 m (giving a

total width of 6.53 m).

4.1.4 Instrumentation

The coordinate system used for describing the location of the instrumentation was

defined with its origin located at the centre of the fuel pan. As depicted in Figures

4.4 and 4.5, the positive x direction was in the mean direction of the wind, the

positive y direction was in the cross-stream direction and the positive z direction

was vertically upward.

Temperatures in the downwind region of the fire were measured using 24-gauge

(0.51 mm diameter), chromel-alumel (Type K) thermocouples. The thermocouple

wires were insulated with Nextel ceramic fibre and covered with protective Inconel

braiding. The thermocouples were formed with exposed junctions and mounted

pointing upwind on vertical chains. As illustrated in Figure 4.6, these chains were

aligned along seven measurement planes situated downwind of the fuel pan and

normal to the x direction. The measurement planes were located at distances of

0.75, 1, 1.5, 2, 3, 4 and 4.6 pan diameters from the fuel pan centre. Since the

actual diameter of the pan was 1.97 m, these distances corresponded to 1.48 m,

1.97 m, 2.96 m, 3.94 m, 5.92 m, 7.89 m and 9.15 m, respectively; however, for

simplicity, the nominal distances of 1.5 m, 2 m, 3 m, 4 m, 6 m, 8 m and 9.2 m will

be used when discussing the results. The thermocouples were distributed along

each measurement plane to capture the cross-sectional extent of the fire plume.

The spacing of the thermocouples varied from 0.50 m to 1.00 m in the y direction

and from 0.11 m to 1.00 m in the z direction, with the coarser spacing applied to

thermocouples located further from the fuel pan. The thermocouple locations are

sketched in Figures 4.6 and 4.7, and their coordinates are listed in Appendix B.

The total number of thermocouples was 396, distributed over 53 rakes.

Heat flux to the ground was measured along a plane located at a distance of

x=2.64 m downwind of the fuel pan centre (Figure 4.6). Groups of heat flux sensors,

each consisting of a Gardon gauge, HFG and DFT (described in Chapter 3), were
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Figure 4.6: Sketch of experimental setup, plan view (nominal distances shown)
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Table 4.2: Y Locations of Heat Flux Gauges and Associated Thermocouples
(x=2.64 m; z=0 m for heat flux gauges, z=0.03 m for thermocouples)

Nominal location (m) -2 -1 0 1 2
Measured location of Gardon gauge (m) -2.11 -1.12 -0.11 0.90 1.91
Measured location of DFT (m) -2.01 -1.03 -0.03 0.99 2.00
Measured location of HFG (m) -1.88 -0.90 0.10 1.10 2.12
Measured location of thermocouple (m) -1.94 -0.96 0.04 1.05 2.06

positioned at the following nominal y locations: on the longitudinal midplane, ±1 m

from the midplane, and ±2 m from the midplane. Within each group, the gauges

were placed adjacent to each other so that the same x location was maintained while

the y location of the gauges varied by no more than ±0.12 m from the nominal

positions listed above. The y coordinate of each heat flux gauge (measured to the

centre of the gauge surface) is listed in Table 4.2. In addition, a thermocouple was

included with each group of gauges to measure the local gas temperature and was

positioned (pointing upwind) between the HFG and DFT at approximately 25 mm

above the surface of the sensors (z=0.03 m).

The DFTs and HFGs were installed in a manner similar to that employed in

Chapter 3. The DFT was placed on top of two layers of 25 mm thick ceramic fibre

insulation, while the cylindrical housing of the HFG was surrounded by one layer

of the same insulation. The gauges and insulation were recessed into the brick

floor by custom fitting the fire bricks around them so that the gauge surfaces were

approximately flush (within 1 cm) with the top surface of the bricks (Figure 4.8).

Figure 4.8: Setup of heat flux gauges in brick floor
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All wires leading to the thermocouples and heat flux gauges were run underneath

the layer of fire bricks protecting the test enclosure floor in order to minimize heat

exposure to the instrumentation cables. In addition, for thermocouples located

along the three measurement planes closest to the fuel pan (x=1.5 m, 2 m and 3 m),

the lengths of thermocouple wire running down the chains were insulated to prevent

failure due to extreme heat exposure, which had occurred during preliminary testing

with non-insulated thermocouple wire installation.

Additional instrumentation was included for measuring fuel regression rate and

plume velocities. Since these measurements are the focus of the thesis by Best

[21], they will not be discussed in the present work. Photographs of the overall

experimental layout are provided in Figures 4.9 and 4.10. The heat flux gauges and

thermocouple chains located downwind of the fuel pan, up to x=4 m, are shown in

Figure 4.9, while the overall setup of the thermocouple chains and their supporting

frames is shown in Figure 4.10. The longitudinal midplane y=0 m is approximately

aligned with the centre of the photograph in Figure 4.10.

Data acquisition was conducted using a Compact FieldPoint, PC-based, dis-

tributed system manufactured by National Instruments of Austin, TX. This sys-

tem consisted of a modular set of backplanes linked through Ethernet cables to a

computer running LabVIEW acquisition software. Due to the extensive number of

data channels, data were sampled at a rate of approximately 0.4 Hz, the maximum

attainable by the system. Five video cameras were also distributed around the test

enclosure to record macroscopic features of the fire. Footage included an overhead

view as well as several upwind, downwind and profile views of the fire plume.

Outdoor ambient temperature, relative humidity and wind velocity were moni-

tored using a Wireless Vantage Pro2 Precision Weather Station (Model 6152) man-

ufactured by Davis Instruments of Hayward, CA. The weather station was located

in an open area upwind (west) of the wind generation system, at a distance of ap-

proximately 65 m from the inlet of the fans. This location was selected to minimize

disruption to the measurements by the intake flow of the fans and by nearby build-

ings. The temperature and relative humidity sensor was situated 2.0 m above the

ground, while the wind anemometer was situated 2.4 m above the ground. Weather

data were logged at a rate of once per minute and subsequently downloaded to a

computer. These data were verified against hourly measurements taken by a sepa-

rate weather station (from Campbell Scientific of Logan, UT) located on the same

complex as the test facility, approximately 185 m north of the Vantage Pro2 sys-
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Figure 4.9: Photograph of experimental layout, side view

Figure 4.10: Photograph of experimental layout, view looking upwind
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tem. In this station, which was run by the Region of Waterloo, the temperature and

relative humidity probe (Model HMP45C) was situated nominally 2 m above the

ground, while the wind monitor (R.M. Young, Model 05103-10) was situated nom-

inally 10 m above the ground, providing additional data to serve as a consistency

check.

4.1.5 Test Protocol

Up to three tests (including preliminary runs) were conducted on a test day. Due to

facility operational procedures that required firefighters to be present during testing,

tests had to be run consecutively in order to maximize efficiency in scheduling. Prior

to each test, the level of water substrate in the fuel pan was verified and topped up

as necessary. Next, fuel was pumped into the pan and the fuel level recorded. Since

the time required for each fan to ramp up to its operating speed was on the order

of half a minute, four fans were turned on and allowed to reach their operating

speed before the fuel was ignited so that the duration of steady burning could be

maximized. These four fans were the top three fans and the bottom fan on the side

of the test enclosure furthest from where ignition would occur. Ignition of the fuel

was achieved by means of a propane torch. As soon as the fuel was ignited, the

remaining two fans were turned on and allowed to run.

After each test, the fans were run at full speed for at least 45 minutes to cool

down the test enclosure and instrumentation. Differences in initial air temperature

between consecutive tests were within 7◦C. The water substrate in the fuel pan was

topped up as necessary, but not fully replaced, between tests due to the lack of an

efficient drainage system from the pan as well as the limited time available between

consecutive tests.

4.1.6 Summary of Conducted Tests

Table 4.3 summarizes the tests conducted without the blocking object. The listed

wind speeds are representative average values based on measurements made by

Best [21] to characterize the flow field within the test enclosure at the specified fan

drive frequencies. Further details of the flow field are provided in his work.
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4.2 Determination of the Steady Burning Period

of the Fire

For each test, the steady burning period of the fire was determined based on temper-

atures measured in the downwind fire plume. A typical time trace of temperatures

measured along a thermocouple chain placed in the longitudinal midplane, one pan

diameter downwind of the fuel pan centre, is shown in Figure 4.11. The time t=0 s

was defined as the instant when the surface of the fuel pool was first observed to

be fully covered by flame.

High temperatures (above 700◦C) were measured near the floor, between z=

0.03 m and 0.39 m, indicating the location of the hot combustion zone of the fire.

Since the temperatures measured at z=0.03 m were typically lower than the cor-
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Figure 4.11: Typical time histories of plume temperatures, 7 m/s wind (x=2 m,
y=0 m)
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responding temperatures measured at z=0.14 m and 0.39 m, the thermocouples at

the two higher elevations were likely closer to the plume centre than the thermo-

couple at the lowest elevation. For elevations of 0.39 m and above, a temperature

stratification could be readily observed, with decreasing temperatures at increas-

ing elevations above the brick floor. This stratification indicated that the upper

thermocouples were situated in increasingly cooler outer regions of the fire plume.

The individual time traces were characterized by an initial sharp increase in tem-

perature as the fuel was ignited, followed in many cases by a more gradual increase

in temperature (lasting until t=150-200 s in Figure 4.11) before finally levelling

off to a steadier value. These trends indicate that the fire reached a steady state

of burning within a relatively short period of time after ignition, thus permitting

temporal averaging of measurements during the steady burning period.

A method for establishing the time extent of the steady burning period was

developed in order to maintain consistency among analysis of the data for all tests.

For each temperature time trace, a 95-point moving average was calculated in order

to damp out high-frequency fluctuations in the data. A period of quasi-steady

temperatures was then determined, based on the slope of the moving average over

time. The start and end of this period were taken to be the times when the slope

first dropped below 0.2◦C/s and -0.2◦C/s, respectively. These limits, as well as the

number of points used in the moving average, were varied initially, but finally were

selected so that the results would match visual estimates of the quasi-steady period

in the temperature time traces as well.

In order to avoid having separate start and end times for the individual time

traces in each test, a single start time and a single end time were selected for all

thermocouples. These were taken conservatively to be the latest value among the

individual start times and the earliest value among the individual end times. Some

filtering of the start and end times was required because not all temperature time

traces exhibited the ideal shape of a sharp increase, gradual levelling off and sub-

sequent decrease in temperature. For instance, in Figure 4.11, the thermocouples

located between elevations of 0.64 m and 1.39 m experienced a sudden spike in

temperature at the beginning of the test (-20 s < t < 30 s) due to flames passing

over the thermocouples as the fire tilted with the startup of the two bottom fans

(Section 4.1.5). This spike caused the slope of moving average over time to drop

below the lower limit of -0.2◦C/s at two different instances: once during the latter

half of the temperature spike and once near the end of the test as the fire burned

out. The former time was not related to the steady burning period, while the latter
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Table 4.4: Duration of Steady Burning Period for Fire-in-Crosswind Tests

Test Wind Total Test Start of Duration of
Number Speed Length Steady Burning Steady Burning

38 5 m/s 750 s 320 s 231 s
42 10 m/s 597 s 235 s 178 s
43 7 m/s 552 s 223 s 179 s
44 3 m/s 825 s 378 s 225 s

time did designate the end time for the steady burning period. As a final con-

sistency check, the chosen start and end times for each test were visually checked

against each individual temperature time trace to ensure that the selected times

encompassed a period of quasi-steady temperatures. For the test shown in Figure

4.11, the steady burning period was established as ranging from 223 s to 402 s. The

periods of steady burning for all tests are summarized in Table 4.4.

The sensitivity of the time-averaged temperature data to the selected steady

burning period was examined by varying the start and end times by ±30 s for

each test. The temperature averages were found to vary by up to 9%, with greater

percent variations occurring further from the fuel pan due to lower temperatures

being measured further downwind in the plume. For the region of the plume that

was within 6 m (or 3 pan diameters) downwind from the fuel pan centre, the

variation in time-averaged temperature was within 5% for a 30 s variation in the

start and end times of the chosen steady burning period. Thus, the selected steady

burning periods in Table 4.4 were considered reasonable.

In addition to the above sensitivity to the selected steady burning period, the

experimental results were affected by sources of uncertainty related to the instru-

mentation and data acquisition system. These sources of uncertainty are discussed

in the next section, after which the time-averaged measurement results are pre-

sented.

4.3 Experimental Uncertainties and Sources of

Error

Experimental uncertainty provides an estimate of the error in a measurement, i.e.

the difference between a measured value and the true value [169–171]. Since the

87



true value is rarely known, the measurement error is usually not known; therefore,

it is specified in terms of an uncertainty interval with a specific confidence level.

This uncertainty is composed of systematic and precision components. Systematic,

or bias, uncertainties are often (but not always) the same for all determinations of

a given quantity in an experiment, while precision, or random, uncertainties result

from variations in values between repeated measurements and may be characterized

using the standard deviation of these variations. The two types of uncertainty may

then be combined to give a value for total uncertainty. Different methods have

been proposed for combining systematic and precision uncertainties; most involve

a root-sum-square calculation and multiplication by a confidence level or coverage

factor [171].3 One such method is shown in Equation 4.1, which assumes a Student’s

t value of 2 for a coverage factor of 95% and at least 30 degrees of freedom [170,171].

Ut = ±2
[
(Bt/2)2 + (St)

2]1/2 where (4.1)

Bt =

[∑
i

(Bi)
2

]1/2

and (4.2)

St =

[∑
i

(Si)
2

]1/2

(4.3)

In Equations 4.2 and 4.3, the elemental systematic and elemental precision

uncertainties, Bi and Si, are used to calculate the total systematic and total pre-

cision uncertainties, Bt and St. The elemental uncertainties are assumed to be

uncorrelated and are either expressed in absolute terms using consistent units or

normalized in order to avoid adding terms with different units. Further information

on evaluating uncertainties is provided in Coleman and Steele [172,173].

As discussed in Section 4.1.4, the setup of the present experiments contained

mostly thermocouples and heat flux gauges. As a result, this section focusses on

uncertainties related to these types of instrumentation.

3In accordance with Nakos [170] and Dieck [171], the term “coverage” instead of “confidence” is
used when applied to uncertainties that are not statistically derived, e.g. most bias uncertainties.
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4.3.1 Thermocouple Measurements

Systematic uncertainties in thermocouple measurements include calibration uncer-

tainties related to the thermocouple wire, thermocouple extension wire and data

acquisition system [170]. The standard calibration uncertainty for a Type K ther-

mocouple is the larger of ±2.2◦C or ±0.75% of the measured temperature above

0◦C [174]. For a maximum temperature of 1174◦C measured during the tests, the

corresponding calibration uncertainty is ±8.8◦C. The thermocouples on the ther-

mocouple rakes and in the heat flux gauges were connected to extension-grade

thermocouple wire outside the high temperature region of the fire. This extension

wire had its own calibration uncertainty of ±2.2◦C [174] and was connected to the

data acquisition system. The input modules of the data acquisition system had

a manufacturer-specified uncertainty that included errors related to gain, offset,

nonlinearity, quantization, noise, linearization and measurement of cold-junction

temperature [175]. For a maximum measured temperature of 1174◦C, this un-

certainty was stated to be no more than ±2.2◦C. Although this value contained

contributions from both systematic and precision errors, it could be considered a

systematic uncertainty, since the only obvious source of precision error was noise.

All of the above uncertainties were assumed to provide a 99% (3σ) level of cover-

age [170]. The equivalent values for a 95% (2σ) level of coverage were ±1.5◦C or

±0.5% of the measured temperature above 0◦C (whichever is larger) for the ther-

mocouple wire, and ±1.5◦C for both the extension wire and the data acquisition

system.

Decalibration of thermocouples can occur with exposure of the thermocouple

wire to high temperatures or steep temperature gradients [174, 176]. To minimize

this error, thermocouples in the three measurement planes nearest the fuel pan

(x=1.5 m, 2 m and 3 m) were protected from the extreme heat of the fire by insu-

lating the length of wire running down the support chains. Furthermore, all temper-

ature time traces were checked for irregularities at the end of each test and ambient

temperature measurements from all thermocouples were analyzed for consistency

prior to beginning the next test. By comparing measurements between thermocou-

ples (particularly when all should be reading similar ambient temperatures), errant

values could be identified and the corresponding thermocouples replaced. Although

in-situ calibration of the thermocouples at the end of each test would have been

ideal, this was not considered feasible due to the large number of thermocouples

involved (396 channels) and the range of heights (up to 4.4 m) at which they were
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located. Instead, exposure to extremely high temperatures and steep temperature

gradients was minimized, and suspect thermocouples were identified and replaced

after each test. As a result, decalibration was expected to contribute a minimal

amount of uncertainty (assumed to be within 3%) to the measured results.

The temperature results were also affected by uncertainties in the locations of

the thermocouples and in the selection of the time-averaging period. As mentioned

in Section 4.2, an uncertainty in the averaged temperatures of approximately 5%

was associated with selection of the start and end times of the steady burning pe-

riod. With respect to sensor location, the thermocouples were carefully positioned

and aligned prior to testing, but some of them shifted in location during the tests

due to lengthening of the thermocouple support chains in the extreme heat of the

fire. Furthermore, oscillation of the chains under high wind speeds contributed

additional uncertainty to the thermocouple location on any given instantaneous

temperature. In general, these combined factors affected the thermocouple posi-

tions by 0.01 m to 0.05 m (depending on the location of the chain and whether or

not it was insulated). In a few regions, the thermocouples shifted by up to 0.14 m.

Based on the temperature contour plots shown in the next section, the uncertainty

in thermocouple location was estimated to affect the measured temperatures by

approximately 10%, mostly due to changes in the vertical direction, along which

the steepest temperature gradients occurred.

Additional systematic errors for thermocouple measurements include time lag,

radiation effects and conduction losses, which are harder to quantify than the cali-

bration and position uncertainties discussed above [124,170]. Of these, radiation is

probably the most important [161,177–181]. Since the temperature measured by a

thermocouple is determined by the sum of all energy contributions to, and energy

losses from, the thermocouple junction, a thermocouple will not measure the true

local gas temperature when the net radiation balance between the thermocouple

and its surroundings is not negligible. For example, a thermocouple located out-

side a fire would experience significant radiation from the hot flame zone but be

surrounded by cooler gases; thus the thermocouple (if not shielded or aspirated4)

would measure a temperature higher than the true local gas temperature. Pitts

et al. [180] found that a 0.25 mm exposed (bare-bead) thermocouple placed in

4To reduce radiation errors, thermocouples can be installed with radiation shields, but these are
not always used due to non-uniform heating of the shield and constantly changing flow direction in
fires [142]. Aspirated thermocouples may also reduce radiative effects, but increased perturbation
of the surrounding environment results from the larger probe sizes and the forced flow of gases
around the thermocouple junctions [180,182].
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the cool, lower layer of a compartment fire measured temperatures that were up

to 75% higher than the local gas temperature obtained using an aspirated ther-

mocouple, due to radiation contributions from the luminous flame, the hot upper

layer of gases and the heated walls of the compartment. Conversely, when the

bare-bead thermocouple was placed in the hot upper layer of the compartment fire,

the temperature readings were approximately 7% lower than those from the aspi-

rated thermocouple due to radiation losses from the bare-bead thermocouple to the

cooler lower gas layer. A number of researchers have modelled the energy balance

in bare-bead thermocouples and most have estimated the radiation error to be at

least 10% [161,177–179,183,184].

Several additional comments on radiation errors can be made. First, as the

optical thickness of the local gases surrounding a thermocouple increases, the ther-

mocouple measurement becomes less affected by radiation to/from the far (ambient)

surroundings [124, 161]. Thus, a thermocouple immersed in optically thick flames

would likely achieve approximate thermal equilibrium with the local surrounding

environment. In the present experiments, such a situation would occur for thermo-

couples situated well inside the fire (e.g. along the flame axis in the persistent flame

zone), but not for thermocouples situated near the edge of or outside the fire. Since

the estimates of radiation error discussed above refer to optically thin environments,

the error associated with thermocouples placed well inside optically thick flames

would be expected to be lower [161]. Second, radiation error increases with increas-

ing thermocouple emissivity (e.g. when covered with soot), increasing junction size,

and decreasing velocity of gases flowing past the thermocouple [124, 178, 180, 184].

This indicates that during the tests at the highest wind speed, radiation error would

be lowest and convective effects would be dominant in determining the temperature

of the thermocouple junction. Considering all the above effects, the uncertainty due

to radiation error in the present experiments was assumed to be 10% in the core of

the fire and 20% near the edge of the fire.

Time lag errors in thermocouple meaurements occur because the thermal mass

of a thermocouple affects its time response to changes in the turbulent temperature

field in large fires. This error decreases with decreasing wire diameter and with

use of exposed, rather than sheathed, thermocouple junctions. Compensation of

the thermocouple signal via a mathematical model of the thermocouple junction

(e.g. as a lumped capacitance) can reduce the effects of time lag on temperature

measurements. For instance, Young [184] found that for thermocouples made from

75 µm diameter wire, compensation of temperature data taken in a 0.3 m diameter
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fire reduced the error in the measured mean temperature by up to 1% along the

central axis of the fire and up to 9% near the edge of the flame. At the same

time, compensation affected the standard deviation of the temperature measure-

ments by between 100% and 237%, indicating the level of difficulty involved in

capturing the rapid changes in temperature caused by turbulent fluctuations in the

fire. Given that larger thermocouples (0.51 mm diameter) were used in the present

experiments, the uncertainty due to time lag would be expected to be greater than

that reported by Young [184]. Walker and Stocks [185] reported that average flame

temperatures measured by thermocouples of 0.51 mm diameter were up to 20%

lower than those measured by thermocouples of 0.13 mm diameter. However, as

mentioned earlier, the thermocouple wire diameter influences not only the time

response of the thermocouple but also radiation to the thermocouple, so the 20%

error reported by Walker and Stocks [185] cannot be solely attributed to differ-

ences in thermocouple time response. It should be noted that in the thermocouple

compensation study of Young [184], radiation effects were neglected, although it

was recognized that radiation could contribute approximately 10% error to the

measurements. Correspondingly, Brohez et al. [177] estimated that an increase in

thermocouple size from 0.25 mm to 1 mm doubled the radiation error, but they

did not consider the superimposed effects of the time lag of the thermocouple. For

the present experiments, the time lag error was assumed to be 5% of the measured

value in the core of the fire and 10% near the edge of the fire.

Conduction losses can occur through the leads of a thermocouple, particularly

when the length of the sensing element is short and when the thermocouple wire

passes through a steep temperature gradient [186]. Bradley and Matthews [187]

found that for fine-wire thermocouples attached to thicker lead wires, conduction

errors were typically within 3%. In the present experiments, a single wire diameter

was employed, so conduction errors would not be expected to be greater than 3%.

The above discussion illustrates some of the sources involved in establishing

uncertainties in thermocouple measurements based on the physics of thermocouple

response to the surrounding environment. For the temperature results presented in

this chapter, which were averaged over the steady burning period of the fire (Sec-

tion 4.2), the radiation error would generally be expected to dominate the errors

caused by time lag and conduction loss. However, the radiation error at a given

thermocouple location is difficult to estimate because it depends on the position

of the thermocouple relative to the constantly fluctuating fire, the local velocity of

gases flowing past the thermocouple, and the quantity of soot accumulating on the
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Table 4.5: Estimated Systematic Thermocouple Uncertainties (95% Coverage),
Based on Temperature Measurements of 800◦C and 300◦C

Uncertainty Core of Fire Edge of Fire
(800◦C) (300◦C)

Thermocouple calibration 0.5% 0.5%
Extension wire calibration 0.2% 0.5%
Data acquisition system calibration 0.2% 0.5%
Decalibration 3% 3%
Time-averaging period 5% 5%
Thermocouple location 10% 10%
Radiation 10% 20%
Time lag 5% 10%
Conduction 3% 3%

thermocouple bead (which changes the emissivity and thermal mass of the ther-

mocouple) during the test. As a result, the temperature results in this chapter

are reported without correction for radiation, conduction or time lag effects. Nev-

ertheless, based on the preceding discussion, it should be kept in mind that the

uncertainty associated with temperatures measured near the edge of the fire would

generally be greater than that associated with temperatures measured well inside

the fire. Table 4.5 summarizes the sources of systematic uncertainty discussed

above, with estimated values listed for a region in the core of the fire and a region

near the edge of the fire.

In addition to systematic uncertainties, precision uncertainties, which are re-

lated to random variations between repeated measurements, must be considered.

Sources of these variations include noise in the measurement system and turbulent

fluctuations in the fire. Variations caused by turbulent fluctuations are part of

the physics that one tries to measure and therefore are not a measurement uncer-

tainty. Yet they do contribute to the variability in the data measured at a particular

location and thus will be briefly discussed here. The variations are typically char-

acterized using the standard deviation of data taken over the steady burning period

of the fire, but this parameter includes effects of noise and other sources of ran-

dom variations in the measurement system. Also, as demonstrated by Young [184],

standard deviations calculated using uncompensated thermocouple data are signif-

icantly smaller than those determined using the compensated signal. Nevertheless,

comparison of the relative magnitudes of standard deviation provides insight into
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the variability occurring at different locations in the fire.5 In the present experi-

ments, the standard deviation was less than 10% in the core region of the fire, while

it increased to 30% toward the edges of the fire. This was not unexpected, since the

turbulent motions of the fire would have produced larger temperature fluctuations

near the edges of the plume, and it augmented the trend observed in the systematic

uncertainties, which were highest near the edges of the fire.

According to Coleman and Steele [172], the above values of standard deviation

should not be used as estimates of precision uncertainty. The data measured over

the steady burning period of a single test would constitute only a single measure-

ment because it would be unlikely for all factors causing variation in the measure-

ments to experience several fluctuation cycles during the 3-4 minute steady burning

period of a test. As a result, the repeatability of measurements taken across mul-

tiple tests must be evaluated. Although the test series described in this chapter

contained only one test at each wind speed, preliminary testing included two tests

conducted at the 7 m/s wind speed. Thus, the repeatability of the measurements

could be analyzed using data collected during these two preliminary tests. The

tests were conducted on separate days, one (test “P1”) as the second test of the

day and the other (test “P2”) as the first test of the day. The outdoor ambient

temperature was approximately 7◦C higher during the former test than during the

latter test. Accordingly, pre-test measurements from the thermocouple chains were

higher during the former test by 8◦C to 15◦C, with larger differences occurring near

the brick floor. Since the floor was unable to cool completely between tests that

were conducted on the same day, higher pre-test temperatures were expected to

occur near the floor during the latter part of a test day.

To permit comparison between tests, initial temperatures (Tinit), which were

evaluated by averaging the thermocouple data over three minutes immediately prior

to startup of the first fan6, were subtracted from the temperatures averaged over the

steady burning period (Tss). This resulted in values for the increase in temperature

from the beginning of the test to the period of steady burning. The test-to-test

repeatability of the measurements was analyzed in terms of the difference in tem-

perature increase between the two preliminary tests expressed as a percentage of

the average of the two temperature increases, i.e.

5For reference, the values of standard deviation based on the uncompensated thermocouple
data are listed in Appendix B.

6The standard deviation of the temperatures measured over these three minutes was typically
within 1◦C, indicating that temperatures were steady during this period.
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∆Tdiff =
|(Tss − Tinit)P2 − (Tss − Tinit)P1|

average of (Tss − Tinit)P1 and (Tss − Tinit)P2

× 100% (4.4)

Contour plots of the values of ∆Tdiff are shown in Figure 4.12 for the measure-

ment planes x=2 m, 4 m and 6 m. (Note that the area plotted in each measurement

plane is not the same.) Along the plane x=2 m (Figure 4.12a), ∆Tdiff values of

less than 10% were observed over approximately 80% of the 3 m wide by 1.4 m

high measurement area. For the same area (-1.5 m ≤ y ≤ 1.5 m, z ≤ 1.4 m) along

the plane x=4 m (Figure 4.12b), ∆Tdiff remained below 10% over approximately

85% of this area. Along the plane x=6 m (Figure 4.12c), the area within which

∆Tdiff remained below 10% lay mostly below z=3.3 m and between y=-1 m and

1 m. Since the fuel pan was centred at y=0 m and had a diameter of 2 m, the

above results indicate that the test-to-test repeatability was within 10% in the core

region of the fire plume.

Large values of ∆Tdiff , near 80%, were observed at the edges of the contour

plots, along y=-2 m in Figure 4.12b and along y=-3 m in Figure 4.12c. These

locations were in the cooler regions outside the plume and experienced small changes

in temperature during each test. Figure 4.13 contains corresponding plots of the

absolute difference in temperature increase between the two tests, expressed by the

numerator of ∆Tdiff , |(Tss− Tinit)P2− (Tss− Tinit)P1|. As evident in Figures 4.13b

and 4.13c, temperature differences of up to 15◦C were measured along y=-2 m

in the plane x=4 m, while temperature differences of up to 10◦C were measured

along y=-3 m in the plane x=6 m. Thus in these regions, a small difference in

temperature between the two tests translated into a large percentage difference

when calculating ∆Tdiff . Conversely, larger temperature differences of up to 50◦C

occurred in the core of the plume along the measurement plane x=2 m (Figure

4.13a), but these represented ∆Tdiff values of less than 20% due to the high plume

temperatures in that region (Figure 4.12a). The above results indicate that large

values of ∆Tdiff were primarily induced by small magnitudes of temperature and

did not likely reflect the actual test-to-test repeatability of measurements taken

outside the plume. As a result, for this analysis, the test-to-test repeatability of

measurements made near the edges of the fire was assumed to be the same as that

in the core of the fire, 10%.

Based on the preceding discussion, rough estimates could be made for the total

uncertainty in temperature measured in the core and edge regions of the fire. It may
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Figure 4.12: Percentage difference of Tss − Tinit between Preliminary Tests P1 and
P2, 7 m/s wind (Equation 4.4), (a) x=2 m, (b) x=4 m, (c) x=6 m (note that scale
of each plot is not the same)
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Figure 4.13: Absolute difference in Tss−Tinit between Tests P1 and P2, 7 m/s wind
(numerator of Equation 4.4), (a) x=2 m, (b) x=4 m, (c) x=6 m (note that scale of
each plot is not the same)
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Table 4.6: Estimated Total Thermocouple Uncertainties (95% Coverage)

Uncertainty Core of Fire Edge of Fire
Bt 16% 25%
St 10% 10%
Ut 26% 32%

be recalled that the total uncertainty is calculated using Equations 4.1 to 4.3, where

the values of the elemental systematic uncertainties are listed in Table 4.5 and the

values of the elemental precision uncertainty are as determined above, 10% both in

the core of the fire and near the edges of the fire. The resulting estimates for the

total systematic uncertainty (Bt), total precision uncertainty (St), and total overall

uncertainty (Ut) are listed in Table 4.6. As expected, the total overall uncertainty

near the edges of the fire was estimated to be greater than that in the core region

of the fire, mainly due to greater uncertainty related to radiation effects.

4.3.2 Heat Flux Measurements

Uncertainty in heat flux measurements was examined in Chapter 3 via comparison

of measurements made under controlled radiative and mixed radiative-convective

conditions. For the Gardon gauge, the measurement uncertainty consisted of not

only the manufacturer-specified calibration uncertainty but also the uncertainty in

gauge sensitivity caused by differences between the calibration and measurement

heating environments (e.g. added convective effects). For the DFT and HFG, the

measurement uncertainty was shown to be dominated by effects of natural con-

vection, lateral conduction and conduction from the sensor plate to the housing of

the gauge. It should be noted that since the 2 m diameter fire was much larger

than the cone calorimeter heater and the heat gun providing the convective flow in

Chapter 3, more uniform heating of the gauges could be expected (depending on

their location in the fire), thus reducing the effects of the conduction losses. Heat

flux measurements made by the different gauges were also affected by differences

in temperature of the sensor surfaces; thus the sensor surface temperature must be

considered when comparing heat flux levels measured by the water-cooled Gardon

gauge with those measured by the DFT and HFG.

As mentioned at the end of Chapter 3, estimates of measurement uncertainty

have been made by Nakos [137] for DFT, HFG and Schmidt-Boelter type gauges
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Table 4.7: Estimated Uncertainties for Heat Flux Gauges (95% Coverage)

Gauge Uncertainty in Low Uncertainty in High
Wind Conditions Wind Conditions

Gardon 40% 40%
DFT 40% 30%
HFG 40% 30%

in large hydrocarbon fires under low and high wind conditions. These values were

used, along with the results of Chapter 3, to estimate the uncertainty in measure-

ments made by the DFT, HFG and Gardon gauge in the present experiments. For

the DFT and HFG, the uncertainty (at 95% coverage) was assumed to be approx-

imately 40% in low wind conditions and 30% in high wind conditions, based on

the values reported by Nakos [137] for those types of sensors. For the Gardon

gauge, the experiments in Chapter 3 indicated that the measurement uncertainty

was similar to that of the Schmidt-Boelter gauge in radiative environments, but

not in mixed radiative-convective environments. Thus, in low wind conditions, the

Gardon gauge uncertainty was assumed to be 40%, based on the value reported by

Nakos [137] for the Schmidt-Boelter gauge. In high wind conditions, the Gardon

uncertainty was estimated by adding the 23% uncertainty estimated by Nakos [137]

for the Schmidt-Boelter gauge to the 18% difference observed between the Gardon

and Schmidt-Boelter results in Chapter 3, resulting in a total uncertainty of ap-

proximately 40%. The above uncertainty estimates for the DFT, HFG and Gardon

gauge are summarized in Table 4.7.

With the preceding uncertainty discussion in mind, the results from the fire-

in-crosswind experiments are now presented. The temperature data are discussed

first, followed by the heat flux results.

4.4 Results and Discussion: Temperature

This section describes macroscopic features of the 2 m diameter Jet A fire un-

der wind speeds of 3 m/s, 5 m/s, 7 m/s and 10 m/s. For each wind condition,

video images are first presented to show the overall features of the fire. Then, the

temperature data are discussed to provide more detailed characterization of the

fire. Extents of flame drag, flame tilt and flame length, determined using both the

temperature and video data, are subsequently compared to values predicted using
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published correlations in order to gain further insight into the interaction between

the wind and the fire.

The measured thermocouple data in each test were used to generate contour

plots of the time-averaged increase in temperature, Tss − Tinit. The plots were

based on the steady burning periods identified in Section 4.2 and produced using

the Kriging gridding method [188–190]. The Kriging method is robust and suitable

for almost any type of data set, providing a visually plausible and accurate repre-

sentation of the data. It involves an inherent interpolation of the input data, as

opposed to a direct fit of the data points.

Of the 396 thermocouples used in the experiments, between 3 and 11 thermo-

couples (1% to 3%) failed during a test due to intense heating by the fire. Since

most of the failures occurred well after the initial increase in temperature at the

beginning of each test, values measured by these thermocouples prior to failure

could still be included in the contour plots. The measured values were averaged

over a quasi-steady period lasting between 65 s and 226 s immediately prior to fail-

ure, with the appropriate duration determined through visual examination of the

corresponding temperature time curves. The maximum duration of the averaging

period was limited to that of the steady burning period listed in Table 4.4 for the

corresponding test. All data used to generate the contour plots, including those

from the thermocouples that eventually failed, are listed in Appendix B.

4.4.1 Fire in 3 m/s Wind

Figure 4.14 contains a typical frame taken from the video showing a profile view of

the fire in the 3 m/s wind condition. In the region immediately above the fuel pan,

the flame exhibited a significant degree of tilt, with the leading edge of the luminous

flame envelope inclined at an angle of approximately 75◦ from the vertical posts

of the thermocouple support frame. Analysis of additional video frames indicated

that the angle of tilt did not vary significantly during the steady burning period

of the fire and had an uncertainty of ±2◦. This consistency was supported by the

time-averaged image of the fire shown in Figure 4.15. In this image, which was

averaged over 60 frames, each taken half a second apart, the leading edge of the fire

remained well-defined, whereas the downwind portion of the fire was smeared out,

indicating significant variations in the shape of the flame envelope in that region.
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75º 

Figure 4.14: Typical video frame showing profile view of fire in 3 m/s wind

 

3m 4m 2m x = 1.5m 

Figure 4.15: Typical 60-frame time-averaged image showing profile view of fire in
3 m/s wind
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Several characteristics of the fire in the region downwind of the fuel pan could

be observed in the two Figures. Near the pan, the flame was attached to the

raised floor surround and to the brick floor immediately downwind of the raised

surround. The extent of flame drag could be estimated based on the locations of

the thermocouple chains visible in each image. Four groups of vertical chains could

be discerned – two of these corresponded to thermocouples situated along x=1.5 m

and 2 m and could be seen close together in the middle of the image (as denoted

in Figure 4.15), while the other two corresponded to thermocouples situated along

x=3 m and 4 m and could be seen further apart in the right half of the image. With

nine chains spaced equally along x=3 m, the bases of at least five chains should

be visible if there was no flame drag in this plane. Careful examination of Figure

4.15, along with additional video images, revealed that the bases of the five chains

closest to the camera were not obscured by flame; therefore, flame drag did not

extend to this downwind distance. As evident in the images, downwind of x=3 m,

the flame started to lift off the ground due to buoyancy. This region of the fire

exhibited large amounts of smoke, significant turbulence and rapid variations in

shape, as indicated by the presence of discrete flaming packets in Figure 4.14 and

the blurriness in the right half of Figure 4.15. As a result, attempts to estimate

from the video images plume shape and tilt in this region of the fire were extremely

difficult.

The temperature contour plot along the centreline plane y=0 m (Figure 4.16)

provided a much clearer picture of the shape and extent of the downwind fire

plume. In this plot, the coordinates (x,y)=(0,0) are located at the centre of the

fuel pan, while z=0 m is very close to the top surface of the 0.11 m thick brick

layer downwind of the fuel pan (Figure 4.4). The temperature contours were not

extrapolated beyond any measurement points; therefore, the contours do not extend

below x=1.5 m or z=0.03 m.

The temperature contours clearly show the change in direction of the fire plume

as it travelled away from the fuel pan and lifted off the ground. For x < 3 m, the

plume appeared to be tilted at an angle of 75◦ ± 2◦, based on the direction of the

300◦C to 700◦C contours. This angle was consistent with the one determined from

the video images for the region of visible flame immediately above the fuel pan.

At x=3 m, a change in direction of the upper contours was observed, indicating

that buoyancy effects started to play a dominant role in plume development and

that the plume started to lift off the ground. This was consistent with the earlier

observation that flame drag did not extend beyond x=3 m.
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Figure 4.16: Contour plot of increase in temperature under 3 m/s wind, y=0 m

To estimate the extent of flame drag directly from Figure 4.16, an appropriate

temperature would have to be selected to represent the edge of the luminous flame

drag region. Comparison of Figures 4.15 and 4.16 suggested that a temperature of

900◦C would be appropriate. This temperature was compared to centreline tem-

peratures in the persistent flame zone of axisymmetric buoyant diffusion flames,

as published by McCaffrey [39]. The selected temperature of 900◦C was found to

be greater than the 800◦C value characterizing the persistent flame zone [39], but

the 800◦C values were measured using a thermocouple placed in a 0.3 m square

methane fire in quiescent conditions and would have been lower than the actual gas

temperature by approximately 20% due to radiation to the ambient surroundings

(Section 4.3.1). For the current 2 m wind-blown fire, temperature measurements

made in the region of flame drag along the centreline plane were expected to have

lower radiation error because the flame thickness was greater and the floor was cov-

ered with insulating fire bricks, minimizing radiation loss from the thermocouples

to the surroundings. As a result, a temperature of 900◦C ± 50◦C for estimating the

extent of flame drag was considered reasonable. Based on Figure 4.16, this would

suggest that flame drag occurred until x=2.9±0.2 m, similar to that observed from

the video images.

Additionally, if the 100◦C contour were used to represent the edge of the thermal

plume in the fire, Figure 4.16 would suggest that the plume lifted completely off the

ground at x=6 m. This indicates that the downwind side of the plume interacted
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with the floor until x=6 m. Along this downwind side, the temperature contours

showed relatively little tilt, particularly at low elevations (e.g. 100◦C to 400◦C, x >

4.5 m, z < 1.4 m). The direction of these contours was likely influenced by effects

of buoyancy in this region. Also, the temperature gradients in the x direction on

the downwind side of the plume were lower than those in the z direction on the

upwind side (x < 3 m), indicating that as the plume started to lift off the ground

downwind of x=3 m, cooler ambient air became entrained underneath the rising

plume core and mixed with gases in the edge regions of the plume.

As discussed in Section 2.2, flame tilt is conventionally defined as the angle

from the vertical to a line drawn from the tip of the visible flame envelope to either

the centre of the fuel pan or the centre of the elongated flame base if flame drag

is present. The length of the line also provides an estimate of the flame length.

The location of the flame tip can be estimated as the location along the plume

centreline where the temperature increase above ambient is 550◦C (corresponding

to 50% flame intermittency [22, 39]). This is usually considered to provide a more

reliable estimate of the flame tip location than direct measurement from the video

images, since significant amounts of smoke can obscure the luminous flame. Thus,

this method should be an improvement upon the visual method used by Ferrero

[92] (in which smoke-obscured areas were neglected) to estimate tilt angles in the

development of Equation 2.9.

Applying the 550◦C temperature criterion to Figure 4.16, the flame tip was

estimated to lie at (x,z)=(4.4 m, 1.5 m). Next, the centre of the flame base was

estimated to be located at (x,z)=(0.95 m, 0.1 m). This assumed that the flame base

extended from x=-1 m (the leading edge of the pan) to x=2.9 m (the estimated

extent of flame drag) and that the average height of the fuel surface was situated

at z=0.1 m. The corresponding tilt angle and flame length were subsequently

determined to be 68◦ and 3.7 m, respectively. The ±0.2 m uncertainty in the

estimated flame drag extent affected the tilt angle by less than 1◦, while the flame

length changed by approximately 0.1 m. Meanwhile, a ±0.1 m uncertainty in

the flame tip location affected the tilt angle and flame length by 2◦ and 0.1 m,

respectively. The combined uncertainties (based on a root-sum-square method

similar to Equation 4.2) were therefore approximately ±2◦ for the tilt angle and

±0.1 m for the flame length. When the centre of the fuel pan, rather than the centre

of the flame base, was considered, the flame length increased to 4.6 m and the tilt

angle increased to 72◦. This tilt angle was 4% lower than the 75◦ angle estimated
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from the temperature contours in the upwind portion of the plume (1.5 < x < 3 m),

while the 68◦ angle was 9% lower.

In the downwind portion of the plume (x ≥ 4 m), the direction of overall plume

travel could be estimated from the dotted line shown in Figure 4.16, which ap-

proximates the location of the plume centreline in this region. The tilt angle of the

dotted line was 49◦, with an uncertainty of ±1◦. This angle could be compared with

one that was determined from temperature contour plots of different cross-sections

of the plume, which are shown in Figures 4.17 and 4.18. (Note that in Figure 4.18, a

lower temperature scale was used.) Again, the contours in the cross-sectional plots

were not extrapolated beyond the lowest measurement point on the thermocouple

chains, z=0.03 m in Figure 4.17 and z=0.4 m in Figure 4.18.

Closest to the fuel pan, along x=1.5 m and 2 m (Figures 4.17a and 4.17b), the

hot core of the fire plume was centred at heights of approximately z=0.30 m and

0.35 m, respectively. Further downwind, along x=3 m and 4 m (Figures 4.17c and

4.17d), the plume core was centred at heights of approximately 0.5 m and 1.0 m.

These changes in height were in agreement with the observation from Figure 4.16

that the plume started to lift off the ground around 3 m downwind of the fuel pan

centre. At x=6 m (Figure 4.18a), the height of the plume centre was estimated to be

2.4 m, based on the temperatures along y=0 m. At x=8 m (Figure 4.18b), the plume

centre was estimated to be 4.3 m high. Using the above heights from x=2 m to 8 m,

the angle of tilt of the plume was calculated to be 56◦. An uncertainty of ±0.25 m7

in the height of the plume centre in each cross-sectional plane corresponded to

an uncertainty of ±4◦ in the tilt angle. The 56◦ value was 14% higher than the

49◦ angle determined from the centreline contour plot in Figure 4.16. However, it

should be noted that the estimate of 49◦ was based on the portion of the plume

downwind of x=4 m. Accordingly, if the plume centre heights from only x=4 m, 6 m

and 8 m were considered (thus neglecting the region of the plume affected by flame

drag), the angle of tilt would be 50◦, in much closer agreement with the 49◦ angle

from Figure 4.16. This result highlights a major difficulty in describing the tilt of

a fire when there is significant flame drag and subsequent downwind curvature in

the plume.

Several features may be noted in the cross-sectional structure of the plume as it

travels downwind. From x=1.5 m to 4 m (Figure 4.17), the core region of the plume

was observed to transition from an elliptical shape to a circular shape. Although the

7This is half the spacing between the thermocouples on each thermocouple chain.
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Figure 4.17: Contour plots of increase in temperature under 3 m/s wind,
(a) x=1.5 m, (b) x=2 m, (c) x=3 m, (d) x=4 m
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Figure 4.18: Contour plots of increase in temperature under 3 m/s wind, (a) x=6 m,
(b) x=8 m, (c) x=9.2 m
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plots in Figure 4.17 show temperature, a scalar parameter, they suggest an evolution

in the fire plume similar to that reported in previous work with rectangular jets

[191, 192]. This type of evolution is thought to be related to entrainment and

lateral velocity in the jet plume [191]. From x=6 m to 9.2 m (Figure 4.18), the

development of counter-rotating vortices, with their axes of rotation oriented along

the direction of plume travel, was observed. Similar vortices have been previously

seen in large, wind-blown fires [52,193] and circular jets in crossflow [194]. At x=6 m

(Figure 4.18a), the vortices were centred at a height of approximately z=1.9 m,

0.5 m below the overall plume centre determined using the temperature profile

along y=0 m. The presence of counter-rotating vortices in the plots of Figure 4.18

is consistent with the observation from Figure 4.16 that the trailing edge of the

plume (represented by the 100◦C contour) did not lift off the ground until x=6 m,

because the leeward side of the plume could not have been interacting with the

floor in order for such vortices to be clearly visible.

4.4.2 Fire in 5 m/s Wind

A typical single-frame image and 60-frame, time-averaged image of the fire in the

5 m/s wind are shown in Figures 4.19 and 4.20, respectively. Similar to the fire

in the 3 m/s wind, the region of flame immediately above the fuel pan was tilted

significantly, with the leading edge of the luminous envelope at a tilt angle of

78◦ ± 2◦. The flame was also attached to the raised floor surround and the brick

floor downwind of the raised surround. Flame drag appeared to extend beyond

x=3 m because the bases of four, rather than five, thermocouple chains at this

downwind distance were visible in the time-averaged image, indicating that the

centremost chain was surrounded by flame down to the floor. As in the 3 m/s wind

condition, the downwind region of the fire was characterized by significant smoke

obscuration, turbulence and rapid variations in shape, as indicated by the presence

of discrete flaming packets in Figure 4.19 and the blurriness in the right half of

Figure 4.20.

Figure 4.21 contains a plot of temperature contours along the centreline plane

y=0 m. At x < 3.7 m, the contours from 300◦C to 700◦C were tilted at an angle of

76◦± 2◦. This angle is in good agreement with the 78◦± 2◦ angle determined from

the video images for the region of the fire immediately above the fuel pan. Based on

the 900◦C contour (with an uncertainty of ±50◦C), flame drag appeared to extend

until x=3.4±0.2 m, consistent with the observations made from the video images.
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78º 

Figure 4.19: Typical video frame showing profile view of fire in 5 m/s wind

 

x = 3m 

Figure 4.20: Typical 60-frame time-averaged image showing profile view of fire in
5 m/s wind
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Figure 4.21: Contour plot of increase in temperature under 5 m/s wind, y=0 m

Furthermore, based on the 100◦C contour, the plume appeared to lift completely

off the ground at a downwind distance of 7 m. These distances were greater than

those corresponding to the 3 m/s wind condition, as expected due to the decrease

in magnitude of buoyancy relative to wind momentum and therefore increase in

plume tilt. The importance of buoyancy was still evident on the leeward side of

the plume, based on the approximately vertical temperature contours downwind of

x=4.4 m, near the ground (z < 0.5 m). Similar to those shown in Figure 4.16, the

temperature gradients in the x direction across this region were much lower than

those in the z direction along the upwind side of the plume (x < 3.7 m), indicating

entrainment and mixing of cooler ambient air underneath the rising plume core.

Values for tilt angle and flame length were also determined using the conven-

tional definitions of flame tilt and Figure 4.21. In this Figure, the flame tip was

situated at approximately (x,z)=(4.6 m, 1.0 m), where the temperature increase

along the plume centreline was 550◦C. The centre of the flame base was assumed

to be at (x,z)=(1.2 m, 0.1 m), with the flame base extending from x=-1 m to 3.4 m

and the fuel surface situated at an average height of z=0.1 m. Thus, based on a line

drawn from the flame tip to the centre of the flame base, the tilt angle and flame

length were determined to be 75◦ and 3.5 m, respectively. The ±0.2 m uncertainty

in the flame base extent and ±0.1 m uncertainty in the flame tip location combined

to give uncertainties of ±2◦ for the tilt angle and ±0.1 m for the flame length. For a

line drawn from the flame tip to the fuel pan centre, the tilt angle and flame length
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were 79◦ and 4.7 m, respectively. This tilt angle and the one based on the flame

base centre were in close agreement with the 76◦ tilt of the temperature contours

in the region upwind of x=3.7 m in Figure 4.21. On the other hand, they were

somewhat larger than the direction of overall plume travel in the region downwind

of x=4 m, which was estimated to have a tilt angle of 65◦±2◦, based on the dotted

line approximating the location of the plume centreline in Figure 4.21.

Figure 4.22 shows temperature contour plots along cross-sectional planes situ-

ated from 1.5 m to 4 m downwind of the fuel pan centre. At x=1.5 m and 2 m, the

hot core of the plume was centred at a height of approximately z=0.25 m. Given

that the rim of the pan and the top surface of the raised floor surround were situ-

ated at a height of z=0.17 m (Figure 4.4), these data indicate that the fire plume

was attached to the top of the floor surround and the brick floor downwind of the

raised surround, in agreement with the video images of the fire (Figures 4.19 and

4.20). Along the planes x=3 m and 4 m, the core of the plume appeared to be

approximately 0.4 m and 0.6 m high, respectively, based on the location and extent

of the 900◦C contour. The shape of the contours in Figure 4.22c indicates that the

plume was still attached to the floor 3 m downwind of the fuel pan centre, consistent

with the observation of flame drag occurring until x=3.4 m in Figure 4.21.

Temperature contour plots along cross-sectional planes situated at downwind

distances of 6 m to 9.2 m are shown in Figure 4.23. At x=6 m, the core of the

plume was centred at a height of approximately 1.4 m, indicating that it had lifted

off the ground due to buoyancy. At x=8 m, the centre of the plume was 2.4 m

high (based on the temperatures along y=0 m), while at x=9.2 m, the centre of the

plume was approximately 3.0 m high. Using these heights and the ones mentioned

above for x=2 m, 3 m and 4 m, the angle of plume tilt was estimated to be 69◦,

with an uncertainty of ±4◦ due to an uncertainty of ±0.25 m in the height of the

plume centre in each cross-sectional plane. This angle was 6% larger than the

65◦ value estimated from Figure 4.21. Although this comparison was reasonably

close, calculation of a tilt angle using only plume heights at x ≥ 4 m (the range of

downwind distances used to estimate the 65◦ angle in Figure 4.21) resulted in an

even better match, with a modified estimate of 65◦.

The development of counter-rotating vortices in the plume was apparent at

x=8 m and 9.2 m, with the vortices centred lower than the overall plume centre by

approximately 0.6 m and 0.8 m, respectively. Since the plume had to lift completely

off the ground before such vortices would be clearly visible, the presence of counter-
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Figure 4.22: Contour plots of increase in temperature under 5 m/s wind,
(a) x=1.5 m, (b) x=2 m, (c) x=3 m, (d) x=4 m
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Figure 4.23: Contour plots of increase in temperature under 5 m/s wind, (a) x=6 m,
(b) x=8 m, (c) x=9.2 m

111



rotating vortices in these two measurement planes is consistent with the plot in

Figure 4.21, which shows the leeward edge of the plume (represented by the 100◦C

contour) lifting off the ground at approximately x=7 m.

4.4.3 Fire in 7 m/s Wind

Figures 4.24 and 4.25 show a typical single-frame image and 60-frame, time-averaged

image of the fire in the 7 m/s wind condition. The leading edge of the luminous

flame envelope above the fuel pan was tilted by an angle of 81◦± 2◦. Similar to the

previous wind conditions, the luminous flame was attached to the raised floor sur-

round and the brick floor downwind of the raised surround. The fire lay flatter at

the 7 m/s wind speed than at the lower wind speeds, so the vertical height spanned

by the plume downwind of the fuel pan was narrower, as evident when comparing

the various time-averaged images of the fire (Figures 4.15, 4.20 and 4.25). Also ev-

ident in these images was the trend that the visible flame became less obscured by

smoke at the higher wind speeds, particularly in the area upwind of x=3 m, likely

due to greater removal of smoke from the edge regions of the fire by the stronger

winds. At the same time, the upper boundary of the luminous flame envelope in

this upwind region became better defined, indicating less fluctuation in the overall

shape of the flame envelope near the fuel pan.

In Figure 4.25, flame drag appeared to occur beyond x=3 m because the bases of

only three thermocouple chains were visible at this downwind distance, indicating

that the centremost chains were surrounded by flame. Figure 4.25 also appeared

to show flame drag occurring at x=4 m, but the combination of smoke obscuration

and poor image contrast made the plume and thermocouple chains very difficult to

distinguish from the image background. In an initial attempt to verify the presence

of flame drag at this location, Figure 4.26, which contains a time-averaged image

of the fire from a downwind viewing position, was examined. The bases of four

thermocouple chains along the x=4 m plane could be readily seen, while the centre

chain appeared to be obscured by not only smoke but also flame (because the plume

here was brighter in colour than it was further downwind where only smoke was

present). This suggested that flame drag extended to a distance of 4 m downwind

of the fuel pan centre.

Additional evidence for the presence of flame drag at x=4 m was provided by

the temperature contours along the centreline plane y=0 m (Figure 4.27). Based on
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81º 

Figure 4.24: Typical video frame showing profile view of fire in 7 m/s wind

 

x = 3m 4m 

Figure 4.25: Typical 60-frame time-averaged image showing profile view of fire in
7 m/s wind
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x = 4m 

Figure 4.26: Typical 60-frame time-averaged image showing downwind view of fire
in 7 m/s wind
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Figure 4.27: Contour plot of increase in temperature under 7 m/s wind, y=0 m
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the 900◦C contour, flame drag appeared to occur up to x=4.2 m. An uncertainty of

±50◦C in the selection of this contour corresponded to an uncertainty of ±0.3 m in

the extent of flame drag. This result was consistent with the observation of flame

drag at a downwind distance of x=4 m in the video images. In addition, the “nose”

shape formed by the 200◦C contour downwind of x=7.5 m in Figure 4.27 suggests

that in this region, the plume was starting to lift off the ground due to buoyancy

effects. Based on the 100◦C contour, the plume did not appear to lift completely off

the ground until x=9 m, indicating that the leeward side of the plume lay against

the floor along most of the test section.

Estimates of tilt angle could be made based on the temperature contours shown

in Figure 4.27. Between x=2.4 m and 4 m, the 300◦C to 700◦C contours were tilted

by an angle of approximately 85◦ ± 2◦. This angle was comparable to the angle of

81◦±2◦ estimated from the video images for the region of the fire immediately above

the fuel pan. Further downwind, for x > 7 m, the tilt angle of the plume could be

estimated based on the dotted line shown in Figure 4.27, which approximates the

location of the plume centreline. This angle was found to be 80◦± 3◦, very close to

the 81◦ angle estimated from the video images.

Application of the conventional definitions of flame tilt to the fire in the 7 m/s

wind condition was more difficult due to the shape of the temperature contours

between 500◦C and 600◦C in Figure 4.27. The location of the flame tip, based

on the intersection of the 550◦C contour with the plume centreline, could only be

estimated by extending the dotted line in Figure 4.27 upwind of x=7 m. Although

such an extension was not clearly supported by the shape of the contours, the

resulting flame tip location, (x,z)=(4.9 m, 0.7 m), indicated tilt angles comparable

to those estimated previously from the contour plot and video images. The tilt

angle based on a line drawn from the flame tip to the flame base centre, located at

(x,z)=(1.6 m, 0.1 m), was 80◦, while the tilt angle based on a line drawn from the

flame tip to the fuel pan centre was 83◦. Correspondingly, the flame length relative

to the flame base centre was 3.4 m, while the flame length relative to the fuel pan

centre was 4.9 m. The ±0.3 m uncertainty in the flame base extent and ±0.2 m

uncertainty in the flame tip location combined to give uncertainties of ±4◦ for the

tilt angle and ±0.3 m for the flame length.

For comparison to the above values, a separate estimate of plume tilt angle was

made based on plume centre heights determined from the cross-sectional tempera-
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ture contour plots shown in Figures 4.28 and 4.29.8 At x=1.5 m, the centre of the

plume core was approximately 0.2 m high, while at both x=2 m and 3 m, it was

approximately 0.25 m high. The plume core then rose to a height of approximately

0.4 m at x=4 m, before reaching heights of approximately 0.8 m, 1.2 m and 1.5 m

at x=6 m, 8 m and 9.2 m, respectively. Based on the estimated heights at x ≥ 4 m,

the tilt angle of the plume was calculated to be 78◦, in reasonable agreement with

the 81◦ angle estimated from the video images and the 80◦ angle estimated from

Figure 4.27 for x > 7 m. An uncertainty of ±6◦ in the 78◦ tilt angle resulted from a

±0.25 m uncertainty in the height of the plume centre in each cross-sectional plane.

Comparison of the plots in Figures 4.28 and 4.29 with the corresponding plots

for the 3 m/s and 5 m/s wind conditions revealed several effects of increasing wind

speed on fire behaviour. As the wind speed increased, the plume was pushed closer

to the ground, with the hot core near the fuel pan spreading laterally while spanning

a smaller vertical extent. This trend was consistent with the increasing plume tilt

and increasing flame drag at higher wind speeds. The edges of the plume were also

characterized by steeper temperature gradients, particularly along measurement

planes from x=1.5 m to 3 m. This observation was consistent with the time-

averaged images of the fire, which showed the edges of the luminous flame envelope

becoming better defined at higher wind speeds. Close examination of the videos

indicated that fewer and smaller “fingers” of flame formed along the top edge of the

luminous flame envelope at the 7 m/s wind speed than at the 3 m/s wind speed. At

such high wind speeds, the strong momentum of the crosswind flow thus dominated

over effects of buoyancy in governing plume development. In addition, no distinct

counter-rotating vortices were seen in any of the cross-sectional temperature contour

plots for the 7 m/s wind condition, although the kidney-shaped region enclosed by

the 120◦ contour in Figure 4.29c suggested that such vortices were starting to form.

These vortices likely would have become more clearly visible further downwstream,

after the plume lifted completely off the ground.

4.4.4 Fire in 10 m/s Wind

A typical single-frame image and 60-frame, time-averaged image of the fire in the

10 m/s wind condition are shown in Figures 4.30 and 4.31, respectively. These

8In Figure 4.28a, the 900◦C contours are not shown because the spatial resolution of the
measurements taken in the central region of the plume core was insufficient to provide a reasonable
representation of the 900◦C isotherm. The same applied to the 1000◦C contours in Figure 4.28b.
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Figure 4.28: Contour plots of increase in temperature under 7 m/s wind,
(a) x=1.5 m, (b) x=2 m, (c) x=3 m, (d) x=4 m
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Figure 4.29: Contour plots of increase in temperature under 7 m/s wind, (a) x=6 m,
(b) x=8 m, (c) x=9.2 m
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82º 

Figure 4.30: Typical video frame showing profile view of fire in 10 m/s wind

 

x = 3m 4m 

Figure 4.31: Typical 60-frame time-averaged image showing profile view of fire in
10 m/s wind
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images look similar to those for the 7 m/s wind speed (Figures 4.24 and 4.25), with

the fire tilted significantly and lying flat along the ground. The leading edge of

the luminous flame envelope above the fuel pan was tilted by an angle of 82◦ ±
2◦, while downwind of the pan, the flame was approximately horizontal. Flame

drag appeared to extend beyond 4 m downwind of the fuel pan centre because the

bases of the centremost thermocouple chains at x=3 m and 4 m could not be seen

through the fire. In the time-averaged image (Figure 4.31), the upper boundary of

the luminous flame envelope was very well-defined up to x=3 m, indicating little

fluctuation in the overall shape of the flame envelope in the upwind portion of the

fire. Although smoke was visible downwind of x=3 m, comparison of Figures 4.25

and 4.31 indicated that there was less smoke obscuration of the luminous flame in

the 10 m/s wind than in the 7 m/s wind. This likely resulted from greater removal

of smoke from the edge regions of the fire under the higher wind speed.

Observations from the plot of temperature contours along the centreline plane

y=0 m (Figure 4.32) were consistent with the above images. In this plot, the plume

was seen to lie flat along the ground over the entire length of the test section. Based

on the 900◦C contour with an uncertainty of ±50◦C, flame drag appeared to extend

until x=4.7±0.4 m. Between x=2.5 m and 6 m, the contours from 300◦C to 600◦C

were approximately horizontal. Downwind of x=6 m, the contours started to slope

down towards the floor, indicating that heat inside the plume was being dissipated.

Based on this observation, the flame tip was estimated to be located at x=6 m and
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Figure 4.32: Contour plot of increase in temperature under 10 m/s wind, y=0 m
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z=0.7 m, the height of the 550◦C contour. Although the shape of the temperature

contours downwind of x=4 m did not lend well to discernment of a plume centreline,

thus preventing the flame tip location from being determined via the intersection

of the plume centreline and the 550◦C contour as at the lower wind speeds, the

tilt angles estimated using the conventional definitions of flame tilt and a flame tip

location of (x,z)=(6 m, 0.7 m) were comparable to those estimated from the video

images. The tilt angle based on a line drawn from the flame tip to the flame base

centre, located at (x,z)=(1.85 m, 0.1 m), was 82◦, while the tilt angle based on a

line drawn from the flame tip to the fuel pan centre was 84◦. The corresponding

flame lengths were 4.2 m and 6.0 m, respectively. The ±0.4 m uncertainty in the

flame base extent and ±0.2 m uncertainty in the flame tip location combined to

give uncertainties of ±3◦ for the tilt angle and ±0.3 m for the flame length.

Although the tilt angle of the downwind plume could not be determined directly

from Figure 4.32 due to difficulties in identifying a plume centreline, it could be

estimated from the cross-sectional temperature contour plots shown in Figures 4.33

and 4.34.9 The centre of the plume core appeared to be located at a height of 0.2 m

in all measurement planes from x=1.5 m to 4 m (Figure 4.33). At x=6 m and 8 m

(Figure 4.34), the plume centre was approximately 0.5 m high, while at x=9.2 m, it

was approximately 0.9 m high. Based on the heights from x=4 m to 9.2 m, the tilt

angle of the plume was estimated to be 84◦, with an uncertainty of ±6◦ due to a

±0.25 m uncertainty in the height of the plume centre in each cross-sectional plane.

The 84◦ angle agrees well with the 82◦ angle determined from the video images of

the fire.

The plots in Figures 4.33 and 4.34 were similar to the corresponding plots for the

7 m/s wind condition. There was no clear evidence of counter-rotating vortices at

the 10 m/s wind speed, although such vortices would have likely started to develop

downstream of the final measurement position (x=9.2 m). Also, the 10 m/s results

followed the previously identified trends of increasing plume tilt, increasing flame

drag and steeper temperature gradients with increasing wind speed.

9As in Figure 4.28, the 900◦C and 1000◦C contours are not shown in Figures 4.33a and 4.33b,
respectively, because of insufficient spatial resolution in the measurements taken in the central
region of the plume core, preventing a reasonable representation of the corresponding isotherms
from being obtained.
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Figure 4.33: Contour plots of increase in temperature under 10 m/s wind,
(a) x=1.5 m, (b) x=2 m, (c) x=3 m, (d) x=4 m
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Figure 4.34: Contour plots of increase in temperature under 10 m/s wind,
(a) x=6 m, (b) x=8 m, (c) x=9.2 m
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Table 4.8: Comparison of Measured Values of D′ and Values Predicted from Semi-
Empirical Correlations for 2 m Diameter Jet A Fire

Wind Speed 3 m/s 5 m/s 7 m/s 10 m/s
Measured 3.9 m 4.4 m 5.2 m 5.7 m
Equation 2.21 3.1 m 3.2 m 3.4 m 3.5 m
Equation 2.22 2.8 m 3.1 m 3.2 m 3.4 m
Equation 2.23 4.4 m 4.7 m 4.9 m 5.2 m
Equation 2.24 5.2 m 5.6 m 5.9 m 6.2 m

4.4.5 Effect of Wind Speed on Flame Drag

In order to compare the shape of the fire at all four wind speeds, it is useful to

focus on the three key descriptors of flame geometry (Section 2.2): flame drag (as

indicated by D′), flame tilt angle (θ) and flame length (L). The effects of wind

speed on these three parameters are now discussed in detail.

Estimated values of D′ (referenced to the leading edge of the fuel pan, as shown

in Figure 2.4b) are summarized in Table 4.8 for the four wind speeds considered in

this study. The values were determined based on the 900◦C temperature contour in

the y=0 m plots and had uncertainties between ±0.2 m and ±0.4 m. As expected,

the amount of flame drag increased as the fire tilted further over with increasing

wind speed.

The measured values of D′ were compared to values predicted for a 2 m diameter

Jet A fire using the semi-empirical correlations described in Section 2.2.3. In these

equations, the density of Jet A fuel vapours, a required input, was taken from Table

4.1.

Equation 2.20 was found to greatly overpredict measured values of flame drag

by 111% to 139%. Although no derivation was actually provided, this particular

equation was proposed based on the notion that flame drag was caused by fuel

vapours being denser than the surrounding air and remaining near the ground until

they were heated sufficiently to rise due to buoyancy [80]. Based on the temperature

contour plots of the 2 m diameter fire presented in the previous sections, flame

drag appeared to have been affected significantly by the horizontal momentum of

the wind overcoming the buoyancy forces in the fire and pushing the fire close to

the ground, particularly at the higher wind speeds. Although the physical basis

used to explain Equation 2.20 may apply at the lower wind speeds considered

in the development of that correlation (up to 2.1 m/s), it would be unlikely to
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be a dominant factor under the higher wind conditions considered in the present

experiments. Additionally, Equation 2.20 was based on measurements of flame drag

in fires of 0.1 m to 0.6 m diameter, which belong to the transitional burning regime

(Figure 2.2), whereas the 2 m diameter fire of the present study belongs to the

turbulent burning regime. Due to the discrepancies in the ranges of fire size and

wind speed between the experiments associated with Equation 2.20 and the present

study, use of this correlation led to significant overprediction of flame drag in the

present fires and was thus not considered further.

Table 4.8 and Figure 4.35 compare the measured values of D′ to the values

predicted by the remaining correlations discussed in Section 2.2.3. As seen in the

Figure, values of flame drag predicted by Equations 2.21 and 2.22 were 22% to

41% lower than those measured in the present experiments. This could potentially

be attributed to the much greater vapour density of Jet A compared to LNG, the

fuel on which these equations were based (ρg/ρa is approximately 1.6 for LNG [99]

and approximately 5.7 for Jet A (Table 4.1)). Since the fuel vapour-to-air density

ratio was included in the constant coefficients of both equations, this change in fuel

vapour density could not be directly accounted for in the predictions. The poor
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Figure 4.35: Comparison of predicted and measured values of D′ for 2 m diameter
Jet A fire
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agreement between the measured values and those predicted by Equations 2.21 and

2.22 contradicted results reported by Lautkaski [99], who did not find fuel vapour

density in the relatively small range of 1.6 ≤ ρg/ρa ≤ 2.7 to noticeably affect flame

drag and recommended Equation 2.22 as the most appropriate correlation to use

for large hydrocarbon pool fires (Section 2.2.3). It should be noted, however, that

Lautkaski [99] based his conclusions on measurements from three large fires (20 m

to 52 m diameter), two of which were very sooty.

Figure 4.35 shows that the measured values of D′ were in better agreement with

the values predicted by Equation 2.23 (within 12% at all wind speeds) and Equation

2.24 (within 13% at the two higher wind speeds, but up to 34% at the two lower wind

speeds). Given that these two equations were proposed as generalized correlations

for hydrocarbon fires, the agreement suggests that the form of the correlations is

appropriate; however, no physical explanation was provided to justify the generality

of Equation 2.23 [9]. In addition, Equation 2.24 overpredicted the flame drag at

all wind speeds, particularly at 3 m/s and 5 m/s. As mentioned in Section 2.2.3,

this equation is the same as Equation 2.23, but multiplied by a factor of 1.2 so

that it would match Equation 2.22 for the fuel of LNG [99]. The poor agreement

of the values predicted by Equation 2.24 with those measured in the present study

suggests that this factor, 1.2, is too high. A potential reason for this is that the value

used to estimate the vapour density of LNG in the development of Equation 2.24

was taken from a study different from the one used to develop Equation 2.22 [99],

so differences in LNG composition and thus vapour density may have affected the

accuracy of the factor.

For each consecutive increase in wind speed considered in the present experi-

ments, the measured values of flame drag increased by an amount greater than that

predicted by any of the correlations (i.e. the measured values followed a steeper

slope). This suggests that the dependence of flame drag on wind speed may have

been greater than that indicated by the correlations or that the correlations could

not fully account for the physics in the present situation. Part of the discrepancy

may have been caused by differences in the method of estimating flame drag, since

the measured values listed in Table 4.8 were determined using the 900◦C tempera-

ture contour in the y=0 m plots (and supported by the video images), while in all

previous studies, flame drag was determined solely from visual images of the fire.

Smoke blockage effects can make it difficult to estimate flame drag accurately using

visual methods, particularly in large, sooty fires [99]. Also, the fires in the present

study were surrounded by a floor that contained a 0.17 m step decrease in elevation
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at a distance of 0.35 m downwind of the leeward edge of the fuel pan (Figure 4.4),

but the same configuration was not used in any of the other studies considered.

This difference in layout of the surrounding floor may have influenced the extent

of flame drag, although further experimentation would be needed to verify such an

effect.

The above results, along with the temperature contour plots shown in the pre-

vious sections, appear to be consistent with the notion suggested by Lautkaski [99]

that the extent of flame drag would be determined by a balance between the wind-

driven plume flow and the flow of air being entrained opposite to the wind into the

leeward side of the fire. The horizontal momentum of the wind is clearly dominant

on the upwind side of the fire near the fuel pan, while buoyancy effects (which induce

air entrainment) are dominant further downwind, particularly in low to moderate

wind conditions. The region in which both of these effects become significant would

be expected to be related to the extent of flame drag. Although the relationship

between the momentum of the wind and the buoyancy forces in the fire is primarily

captured by use of the Froude number in the correlations, the difference in density

between the flame gases and the surrounding air has not been typically included

because it is assumed constant (Section 2.2.1). The importance of this assumption

should therefore be further investigated. In addition, as already mentioned, the

ratio of fuel vapour density to air density appears to affect flame drag, in contrast

to the findings by Lautkaski [99], and should be further examined. Clearly, the de-

tails of the physics affecting flame drag are not yet well understood and additional

research in this area is recommended to improve the flame drag correlations.

In general, differences in fuel vapour density, fire size, wind speed, floor con-

figuration and measurement method contribute to discrepancies between predicted

and measured values of flame drag in the present experiments. The lack of con-

crete physical justification for two of the correlations also suggests that the existing

correlations may not capture all of the pertinent physics affecting flame drag. Yet,

flame drag can greatly affect measurements of flame tilt and flame length, as shown

in the following sections.

4.4.6 Effect of Wind Speed on Flame Tilt

The tilt angles identified in Sections 4.4.1 to 4.4.4 are summarized in Table 4.9.

The first two rows describe the tilt of the fire near the fuel pan, based on the video
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Table 4.9: Summary of Measured Tilt Angles

Wind Speed 3 m/s 5 m/s 7 m/s 10 m/s
Near Fuel Pan:
Video images (immediately above pan) 75◦ 78◦ 81◦ 82◦

y = 0 plot (immediately downwind of pan) 75◦ 76◦ 85◦ 90◦

Downwind of x = 4 m:
Cross-sectional plots 50◦ 65◦ 78◦ 84◦

y = 0 plot 49◦ 65◦ 80◦ –
Conventional Definitions:
To flame base centre 68◦ 75◦ 80◦ 82◦

To fuel pan centre 72◦ 79◦ 83◦ 84◦

images (which show the luminous flame above the fuel pan) and the temperature

contour plot along the centreline plane y=0 m (which shows the plume immediately

downwind of the fuel pan). The next two rows apply to the region of the plume

downwind of x=4 m and describe the tilt of the plume centreline estimated from

either the cross-sectional temperature contour plots or the temperature contour

plot along y=0 m. The final two rows are based on the conventional definitions of

flame tilt and correspond to the tilt of a line drawn from the flame tip to either the

centre of the flame base or the centre of the fuel pan. The uncertainties in the tilt

angles were estimated to be between ±1◦ and ±4◦ for the 3 m/s and 5 m/s wind

speeds, and between ±2◦ and ±6◦ for the 7 m/s and 10 m/s wind speeds.

A trend of increasing plume tilt with increasing wind speed was observed among

all methods of estimating tilt angle. The tilt angle in the region downwind of x=4 m

showed a much greater increase with wind speed than that in the region near the

fuel pan, due to differences in where the plume started to lift off the ground. At the

3 m/s and 5 m/s wind speeds, buoyancy effects greatly influenced the downwind

development of the plume, as shown by an observable decrease in tilt angle as the

plume curved upwards and lifted off the ground well inside the test section (e.g.

Figure 4.16). In contrast, at the 7 m/s and 10 m/s wind speeds, the momentum of

the wind remained dominant relative to the buoyancy forces over a much greater

length, causing the plume to remain attached to the ground along most of the test

section. This resulted in an approximately constant, large angle of tilt along the

plume throughout the test section. (In this case, a decrease in tilt angle would be

expected to occur further downwind, as the plume eventually lifted off the ground.)

As a result, the effect of wind speed on tilt angle was much more pronounced for

measurements taken in the region of the plume downwind of x=4 m than in the
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Table 4.10: Tilt Angles Predicted from Semi-Empirical Correlations for 2 m Diam-
eter Jet A Fire

Wind Speed 3 m/s 5 m/s 7 m/s 10 m/s
Equation 2.2 47◦ 61◦ 68◦ 73◦

Equation 2.3 67◦ 72◦ 75◦ 77◦

Equation 2.4 55◦ 61◦ 65◦ 69◦

Equation 2.5 51◦ 56◦ 60◦ 62◦

Equation 2.6 56◦ 62◦ 66◦ 69◦

Equation 2.7 50◦ 55◦ 58◦ 61◦

Equation 2.8 65◦ 71◦ 74◦ 76◦

Equation 2.9 47◦ 53◦ 57◦ 59◦

Equation 2.10 62◦ 72◦ 76◦ 80◦

Equation 2.11 66◦ 78◦ 82◦ 85◦

region near the fuel pan, where the plume was attached to the ground in all four

tests.

The values estimated using the conventional definitions of flame tilt (the last

two rows in Table 4.9) were up to 9% lower than the tilt angles measured near the

fuel pan (the first two rows in Table 4.9). This was most pronounced at the lowest

wind speed, when plume curvature was the most significant. These results were

consistent with the notion that under significant plume curvature, the tip of the

flame was located at a higher elevation than if no curvature existed, causing a line

drawn from the flame tip to the centre of either the flame base or the fuel pan to lie

at a smaller angle of tilt. Conversely, the conventionally-defined estimates of flame

tilt overpredicted (by up to 47%) the tilt angles measured downwind of x=4 m (the

middle two rows in Table 4.9), which describe, at the two lowest wind speeds, the

tilt of the plume after it lifted off the ground. Thus, changes in tilt angle along the

length of the plume due to the increasing effect of buoyancy hindered description

of the plume tilt by a single angle.

The tilt angles summarized in Table 4.9 could be compared to those predicted

for a 2 m diameter Jet A fire using the semi-empirical correlations described in

Section 2.2.1. The predicted angles are shown in Table 4.10, with most of them

plotted in Figure 4.36 for visual comparison to the results in Table 4.9. In the

correlations, the Reynolds number at each wind speed was calculated using air

properties corresponding to the ambient temperatures listed in Table 4.3. Fuel

properties were obtained from Table 4.1, with the liquid fuel density assumed to be

800 kg/m3. The fuel mass burning rates used to calculate Uc,a and Uc,b were taken
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Figure 4.36: Comparison of predicted tilt angles to angles measured using conven-
tional definitions; plots split into parts (a) and (b) for clarity
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Table 4.11: Fuel Mass Burning Rates, Based on Load Cell Measurements of Best
[21]

Wind Speed 3 m/s 5 m/s 7 m/s 10 m/s
Fuel regression rate (mm/min) 3.8 4.2 4.3 5.2
Mass burning rate (kg/m2s) 0.050 0.055 0.057 0.070

from Best [21] and are listed in Table 4.11. For Equations 2.10 and 2.11, the flame

temperature was assumed to be a representative value of 1000 K; variation of this

value by ±200 K resulted in a difference of no more than ±2◦ in the predicted tilt

angles.

The equations in Table 4.10 were all based on the conventional definitions of

flame tilt (Table 2.3), so the predicted values were initially compared to the angles

in Table 4.9 determined using the same methods. Figure 4.36a shows the predicted

angles from Equations 2.3, 2.4, 2.5, 2.8 and 2.9 alongside the values in Table 4.9

estimated using the conventional definitions. (Since the angles predicted by Equa-

tions 2.6 and 2.7 were very close to those from Equations 2.4 and 2.5, respectively,

they were not included in the plot to improve visual clarity. Also, error bars are

shown to provide a sense of the uncertainty in the measured values taken from Ta-

ble 4.9.) As evident in the plot, the measured angles were consistently higher than

the predicted angles while following a trend similar in shape to those shown by the

predicted values. A possible cause of the higher observed tilt angles was the 0.17 m

step decrease in the elevation of the brick floor at the edges of the raised floor sur-

round (Figure 4.4). Since flame attachment was observed to occur not only along

the raised surround but also along the floor immediately downwind of the surround

(e.g. Figures 4.14 and 4.30), the fire could have been tilted by a larger angle than

if the step decrease in floor height had not existed and the entire floor been at

the same level as the raised surround. This notion was supported by the fact that

Equations 2.3 and 2.8 predicted higher values of tilt angle than Equations 2.4 and

2.5 in Figure 4.36a. In the wooden crib and LNG experiments for which Equations

2.3 and 2.8 were respectively developed, the ground was located along the same

plane as the base of the crib or fuel dike (Table 2.3), so flame could descend below

the top of the crib or fuel dike once it had blown past the fuel source. However,

in the LNG experiments corresponding to Equations 2.4 and 2.5, the fuel pit was

recessed into the ground, so flame could exist only above the ground plane on the

leeward side of the fuel pool. Consequently, the tilt angle may have been smaller
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in the latter experiments because of the ground plane constraining the leeward side

of the flame. In addition, the flame tilt data used to develop Equations 2.3 and 2.8

were measured based on the centre of the fuel surface, while those corresponding to

Equations 2.4 and 2.5 were measured based on the centre of the flame base (Table

2.3). As indicated in Section 2.2, this would have further contributed to Equations

2.3 and 2.8 producing higher values of tilt angle than Equations 2.4 and 2.5.

For Equation 2.9, which was also included in Figure 4.36a, the predicted angles

were lower than those of Equations 2.4 and 2.5, even though the ground plane was

level with the base of the fuel pan (Table 2.3). The inconsistency of these predicted

values with the trends noted in the above discussion was likely due to the fact that

Equation 2.9 was developed for very low wind speeds (Table 2.2), using flame tilt

data that were measured with the smoke-obscured regions of the fire neglected and

the flame tip assumed to be located at the highest point in the remaining visible

flame zone. Both of these factors were biased towards lower values of tilt angle and

thus may have caused the tilt angle to be underestimated at higher wind speeds.

This shows how discrepancies in the experimental boundary conditions and the

method of measuring tilt angle can affect the level of agreement between predicted

and measured values of tilt angle.

Of the equations plotted in Figure 4.36a, all except Equation 2.4 were based

on the form of correlation proposed by Thomas [81]. This could account for the

similarity in trend among the predicted values. Equation 2.4 was a correlation of

the type proposed by Welker and Sliepcevich [80] and developed at the same time

as Equation 2.5 [82]. These two equations were fit to the same data and would

be expected to provide reasonably similar predictions. Any offset between the

values indicates that there were differences in the physics modelled by the different

types of correlation. Nevertheless, the similarity in shape of the curves plotted in

Figure 4.36a suggests that the Thomas-type correlation is suitable for predicting the

increase in conventionally-defined angles of flame tilt with increasing wind speed.

Figure 4.36b compares values of flame tilt predicted by Equations 2.2, 2.10

and 2.11 to the angles in Table 4.9 estimated using the conventional definitions of

flame tilt. The values predicted by Equation 2.11 were within 8% of the measured

angles, while those predicted by Equation 2.10 were up to 13% lower. Overall, the

trends followed by these two equations were relatively close to those followed by

the measured angles and by the equations plotted in Figure 4.36a. However, the

increase in tilt angle predicted by Equations 2.10 and 2.11 between each pair of
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consecutive wind speeds (e.g. 3 m/s and 5 m/s) was typically higher. Even greater

increases in tilt angle were predicted by Equation 2.2, which also yielded values up

to 35% lower than the measured angles, particularly at the 3 m/s wind speed.

Although reasons for the above observations are not immediately clear, insight

into the differences may be gained by comparing the values predicted by Equation

2.2 to the tilt angles measured in the plume downwind of x=4 m (Table 4.9). As

shown in Figure 4.37, the predicted values were within 7% of the measured values

at the 3 m/s and 5 m/s wind speeds, and up to 15% lower at the 7 m/s and 10 m/s

wind speeds. Table 2.2 shows that Equation 2.2 was based on flame tilt data taken

in 0.1 m to 0.6 m diameter fires in wind speeds of up to 2.1 m/s; the reported

range of Froude numbers was 0.02 to 0.9 [80]. Given that the range of Froude

numbers considered in the present experiments was 0.5 to 5.1, the predicted values

corresponding to the 7 m/s and 10 m/s wind speeds were unlikely to be valid, hence

only the values at the two lowest wind speeds are considered. The close agreement

between the predicted angles and those measured in the plume downwind of x=4 m

suggests a lack of significant flame drag and plume curvature in the smaller fires used
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sured in plume downwind of x=4 m
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to develop the correlation. Although flame drag was mentioned in the experiment

related to Equation 2.2, it did not appear to be large enough to affect the overall

tilt of the fire, as indicated by photographs of the fires [80]. As a result, angles of

tilt estimated using the conventional definitions would have been reasonably similar

to the actual tilt of the downwind plume.

The above notion is supported by Figure 4.38, which contains a photograph of

a 0.3 m diameter acetone fire previously investigated by the author [8] (Fr = 0.2).

In Figure 4.38, the flame drag ratio D′/D is approximately 1.4, indicating that

flame drag extended less than half a pan diameter downwind of the leeward edge

of the fuel pan. This is smaller than the values of 2.0 and 2.2 measured at wind

speeds of 3 m/s and 5 m/s, respectively, in the 2 m diameter fire of the present

study (Table 4.8). Curvature in the flame is clearly evident in the photograph,

with the tilt angle in the region immediately above the pan greater than the tilt

angle further downwind, where buoyancy effects became more pronounced and the

fire plume lifted off the ground. While temperature profiles taken downwind of the

fuel pan indicated a tilt angle in the downwind plume of approximately 44◦ [8], the

angle estimated by drawing a line from the tip of the visible flame to the centre
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Figure 4.38: 0.3 m diameter acetone fire in a 0.8 m/s crosswind

132



of the flame base (shown in Figure 4.38) was 49◦. Thus, although the presence of

flame drag caused the conventionally-defined tilt angle to be larger, the two angles

estimated for the 0.3 m diameter fire were still reasonably similar. In comparison,

flame drag in the 2 m diameter fire was greater, with D′/D = 2.0 in the 3 m/s

wind condition (Figure 4.14). Due to this longer region of flame drag, caused by

increased inertial effects of the wind (Fr = 0.5), the tilt angles estimated for the

larger fire using the conventional definitions were higher than the actual tilt angles

of the downwind plume. This highlights a major drawback in using a single angle

to characterize plume tilt.

Based on the above discussion, differences between measured and predicted val-

ues of tilt angle could be attributed to differences in the method of measuring tilt

angle, the layout of the ground plane and the amount of flame drag and plume

curvature among different experiments. (As mentioned earlier, flame drag depends

partly on fire size, wind speed and fuel vapour density.) The general trends in tilt

angle predicted using the Thomas-type correlations (Equations 2.3, 2.5, 2.7, 2.8

and 2.9) agreed reasonably well with those shown by the angles measured using

the conventional definitions of flame tilt, although values predicted by the differ-

ent correlations were offset from each other. In contrast, the equation developed

by Welker and Sliepcevich [80] (Equation 2.2) predicted more closely the angles

measured in the plume downwind of x=4 m, after the fire lifted off the ground,

because it was based on data obtained from fires exhibiting little flame drag and

plume curvature. The presence of significant plume curvature was shown to greatly

hinder description of plume tilt by a single angle. Flame length was also seen to be

greatly affected by high levels of flame drag, as discussed in the next section.

4.4.7 Effect of Wind Speed on Flame Length

Table 4.12 summarizes the values of flame length determined in Sections 4.4.1 to

4.4.4. The flame lengths were measured using the conventional definitions shown

in Figure 2.4 and had uncertainties between ±0.1 m and ±0.3 m.

As the wind speed increased from 3 m/s to 7 m/s, the flame length measured to

the centre of the flame base decreased while the flame length measured to the centre

of the fuel pan increased. This apparent conflict could be explained by examining

the change in location of the flame base centre relative to the fuel pan centre. Since

the location of the fuel pan was fixed, the increasing trend in flame length measured
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Table 4.12: Summary of Measured Flame Lengths

Wind Speed 3 m/s 5 m/s 7 m/s 10 m/s
To flame base centre 3.7 m 3.5 m 3.4 m 4.2 m
To fuel pan centre 4.6 m 4.7 m 4.9 m 6.0 m

using the fuel pan centre indicated that the flame tip moved further downwind from

the pan with higher wind speed. At the same time, Table 4.8 (in Section 4.4.5)

shows that the total length of the flame base, D′, increased, so the centre of the

flame base also moved downwind from the fuel pan. For a given increase in wind

speed, the flame drag increased by a greater amount than the pan-based flame

length, so the flame base centre moved downwind at a quicker rate than the flame

tip. As a result, the flame length estimates based on the flame base centre initially

decreased with increasing wind speed, a trend opposite to the estimates based on

the fuel pan centre.

Considering only the results relative to the fuel pan centre (a fixed point), the

trend of increasing flame length with increasing wind speed from 3 m/s to 7 m/s

indicated a decrease in overall air entrainment into the flame and consequently less

efficient combustion. This was consistent with the observed increase in flame drag,

which would be expected to inhibit entrainment into the leeward side of the plume.

As the wind speed increased further, from 7 m/s to 10 m/s, the flame length was

seen to increase significantly, by approximately 22%. This increase in flame length

was evident even in the measurements made using the flame base centre (Table

4.12) and signified a large decrease in air entrainment, likely due to the extreme

tilt of the fire. Given that the fire at this highest wind speed lay flat against the

ground (Figure 4.32), the wind direction would have been almost parallel to the

upwind side of the plume. Mixing of the air and plume gases would have been more

difficult because the wind was no longer blowing into a rising flame. With the large

amount of flame drag observed at the 10 m/s wind speed, air entrainment into the

plume would have been greatly impeded (because air could only be entrained along

the top and sides of the plume) and an increase in flame length with increasing

wind speed could thus be expected.

To gain further insight into the measured trends, the semi-empirical correlations

described in Section 2.2.2 were used to predict values of flame length for a 2 m

diameter Jet A fire, as shown in Table 4.13. Here, Equations 2.18 and 2.19 were

not considered because they were developed using data taken in very small fires
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Table 4.13: Flame Lengths Predicted from Semi-Empirical Correlations for 2 m
Diameter Jet A Fire

Wind Speed 3 m/s 5 m/s 7 m/s 10 m/s
Based on flame base centre:
Equation 2.14 4.7 m 4.4 m 4.3 m 4.3 m
Equation 2.15 3.6 m 3.6 m 3.5 m 3.7 m
Based on fuel pool centre:
Equation 2.12 2.7 m 2.6 m 2.4 m 2.7 m
Equation 2.13 3.7 m 3.6 m 3.4 m 3.6 m
Equation 2.16 3.3 m 3.2 m 3.1 m 3.1 m
Equation 2.17 5.4 m 5.5 m 5.6 m 5.5 m

(0.04 m to 0.11 m diameter, as listed in Table 2.4) lying in the laminar burning

regime (Figure 2.2) and were not deemed appropriate for predicting the flame length

of a 2 m diameter fire, which lies in the turbulent burning regime.

Among the remaining equations, the predicted flame lengths in Table 4.13 were

compared to the measured flame lengths in either the first or second row of Table

4.12, depending on whether the corresponding correlation was associated with the

flame base centre or the fuel pool centre (Table 2.4). Figure 4.39a shows the

predicted and measured values of flame length determined using the flame base

centre. For wind speeds between 3 m/s and 7 m/s, the values predicted by Equation

2.15 were within 5% of the measured data, while the values predicted by Equation

2.14 were 25%-28% higher than the measurements. Both equations indicated a

decreasing trend in flame length, in agreement with the measured results. The

values obtained from Equation 2.14 were expected to be higher than those from

Equation 2.15 because the two equations were based on conical and cylindrical

representations of the flame shape, respectively, and the length of each shape was

adjusted so that its longitudinal cross-section would have the same area as the

profile image of the fire (Section 2.2.1). Since a cylinder with a given area is shorter

than a cone with the same area, Equation 2.15 would be expected to produce values

smaller than those of Equation 2.14. The closer agreement of the measured flame

lengths with the values predicted by Equation 2.15 at the 3 m/s to 7 m/s wind

speeds suggests that a cylindrical representation of the flame geometry would be

more appropriate for these fires.

For a further increase in wind speed to 10 m/s, Equation 2.14 predicted that

the flame length would remain approximately the same, while Equation 2.15 pre-

dicted that the flame length would increase by 0.2 m. Although the latter equation
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Figure 4.39: Comparison of predicted and measured flame lengths for 2 m diameter
Jet A fire, (a) flame lengths based on flame base centre, (b) flame lengths based on
fuel pool centre
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appeared to capture the reversing trend seen in the measured values, the predicted

increase was much smaller than that indicated by the measured data. The large

increase observed in the measured flame lengths has not been previously reported

in the literature, possibly due to the fact that very few studies have examined the

geometry of fires in wind speeds of sufficient velocity to achieve extremely high

values of tilt angle and flame drag. For instance, Table 2.2 shows that the study

corresponding to Equation 2.3 (and also Equations 2.12 and 2.13) was the only one

in which a tilt angle of 80◦ was measured. In light of this, the results reported

in the present study show how the flame geometry changes as the wind speed is

increased beyond that required to attain a tilt angle of 80◦.

For flame lengths determined using the fuel pan centre, predicted values from

Table 4.13 were compared to measured values from Table 4.12 in Figure 4.39b. At

wind speeds between 3 m/s and 7 m/s, the measured flame lengths were within

the range of predicted values; however, this range was relatively large, spanning

differences of up to 3.2 m. Some of the variation among the predicted flame lengths

could be explained by examining the assumptions and methods underlying the

correlations. For instance, the values predicted by Equation 2.16 were expected

to be low because the data on which the equation was based were measured with

the smoke-obscured regions of the fire neglected and the flame tip located at the

highest point in the visible flame zone (Table 2.4), resulting in underestimates of

the true flame length. Also, as mentioned in Section 2.2.2, the values predicted by

Equation 2.12 were expected to be less than those predicted by Equation 2.13. Since

Equation 2.12 was developed for a rectangular source of fuel while Equation 2.13

was developed for a line source of fuel, higher levels of air entrainment expected in

the rectangular fire would lead to lower flame lengths. Finally, all equations required

input of a fuel mass burning rate which, as indicated in Section 2.1, is affected by

much physics, the details of which are not yet fully understood, particularly in

large fires in the crosswind situation [51]. Despite the wide range in the predicted

values, the fact that the measured flame lengths were within this range indicated

that the method used to determine flame length from the temperature contours in

Sections 4.4.1 to 4.4.4, rather than from video images as was done previously in the

literature, produced reasonable results.

Figure 4.39b shows that from 3 m/s to 7 m/s, the values predicted by Equation

2.17 supported the measured trend of increasing flame length with increasing wind

speed. However, Equations 2.12, 2.13 and 2.16 predicted the opposite trend because

their exponents had signs opposite to those in Equation 2.17 (Table 2.4). Given that
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the mass burning rate was observed to increase with higher wind speed (Table 4.11),

the predicted decreasing trend in flame length could not have been caused by the

increase in burning rate. Rather, this predicted trend must have been determined

by the increase in wind speed influencing the Froude number and the wind speed

ratios U/Uc,a and U/Uc,b. This suggests that for a particular fire under varying

wind conditions, flame length is dictated mostly by changes in air entrainment into

the plume. Although flame drag was not mentioned in any of the reports describing

Equations 2.12, 2.13, 2.16 or 2.17, it may have occurred in the large LNG fires used

to develop Equation 2.17, since flame drag was observed in similar large LNG fires

studied by Moorhouse [82] (corresponding to Equations 2.14-2.15). An increase

in wind speed would then correlate with an increase in flame length due to the

reduction in air entrainment caused by increasing flame drag. Higher overall values

of flame length at each wind speed would also be expected, compared to the case

with no flame drag. Conversely, if flame drag did not occur in the fires used to

develop Equations 2.12, 2.13 and 2.16, then increases in wind speed would improve

mixing of air and flame gases along the windward side of the fire and, without

the opposing effect of increasing flame drag, cause the flame length to decrease. It

should be noted that for the wooden crib fires associated with Equations 2.12 and

2.13, the ground plane was level with the base of the crib and little flame drag was

evident in published photographs of the fires [81]. Also, for Equation 2.16, flame

drag may not have been significant at the very low wind speeds (0 to 2.3 m/s)

considered in this experiment (Table 2.4). Although the presence/absence of flame

drag may explain the conflicting trends predicted by the various equations, more

detailed data would be needed to verify the surmised differences in entrainment

levels and the inconsistent trends in flame length, as well as to develop an improved

correlation for predicting flame length.

Similar to Figure 4.39a, Figure 4.39b shows that the large increase in flame

length that was observed as the wind speed increased from 7 m/s to 10 m/s was

not predicted by any of the equations. Like Equation 2.15, Equations 2.12, 2.13

and 2.16 predicted a small increase in flame length, much less than that shown

by the measured values. In contrast, Equation 2.17 predicted a decrease in flame

length, but this may have been due to the fact that the correlation was based on

the same form as Equation 2.13, except with opposite signs in the exponents. As

indicated earlier, the lack of agreement between the predicted and measured values

would suggest that the 10 m/s wind speed was beyond the range of validity for

using the equations in this particular fire, due to the extremely high tilt angle and

138



large amount of flame drag incurred. A first guess at a non-dimensional parameter

suitable for expressing this range of validity would be U/Uc,a, which represents the

wind speed required to obtain a certain angle of tilt (e.g. Equation 2.3).10 However,

this parameter does not take into account differences in the experimental layout,

which can also affect the extent of tilt, drag and length of the flame. For instance,

although the maximum value of U/Uc,a in the wooden crib experiments related to

Equations 2.12 and 2.13 was 11 [81], the value at the 10 m/s wind speed for the

fire in the present study was 10, yet the tilt angle and flame drag in the latter fire

were much greater partly due to differences in the arrangement of the surrounding

floor. As a result, the range of validity of the flame length equations would depend

not only on wind speed but also the experimental layout, both of which affect

entrainment and mixing in the fire.

This section shows that differences in the observed trends in flame length with

increasing wind speed depended on whether the flame length was measured relative

to the flame base centre or the fuel pool centre. At the highest wind speed of 10 m/s,

the measured flame length increased significantly above that measured at 7 m/s due

to high levels of flame tilt and flame drag, which greatly reduced air entrainment

into the fire. This sharp increase in flame length has not been previously reported

in the literature. At the lower wind speeds of 3 m/s to 7 m/s, the measured flame

lengths agreed reasonably well with the predicted values, with differences attributed

to variations in the method of measuring flame length and in the amount of flame

drag incurred in the experiments on which the equations were based.

4.5 Results and Discussion: Heat Flux

As mentioned in Section 4.1.4, measurements of heat flux to the ground were made

along x=2.64 m, at nominal y locations of 0 m, ±1 m and ±2 m. Typical time traces

of incident total heat flux to the Gardon gauge, DFT and HFG located at y=0 m

(Figure 4.6) are shown in Figure 4.40. A time trace of net heat flux absorbed by the

DFT (as calculated by the IHCP1D program) is also included. The corresponding

temperatures measured by the thermocouples attached to the sensor plates of the

DFT and HFG, as well as by an exposed thermocouple located 25 mm above the

ground plane between the two gauges (Section 4.1.4), are shown in Figure 4.41.

10A Froude number was also considered, but as mentioned in Section 2.2.2, it represents similar
physics to U/Uc,a, so it would be affected by the same issues as those discussed for U/Uc,a.
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(For reference, plots showing time traces of heat flux and temperature measured at

y=0 m under all wind speeds are provided in Appendix C.)

At the beginning of the test, the sensor plate of the HFG heated up more quickly

than the thicker top plate of the DFT (Figure 4.41), but by the start of the steady

burning period (223 s, Table 4.4), the temperatures of the exposed sensor plates in

the two gauges were within 40◦C of each other.11 These temperatures were similar

to those measured by the exposed thermocouple, although the HFG and DFT time

traces did not exhibit the same level of temporal fluctuation as the thermocouple

time trace due to the larger thermal mass (slower time response) of the sensor

plates. In the time traces of incident total heat flux (Figure 4.40), there was no

initial decrease like the ones previously observed in Figures 3.7 and 3.8. (On the

other hand, a decrease in net absorbed heat flux was evident, as expected, as the

DFT approached thermal equilibrium with the local fire environment.) The total

heat flux levels from all three gauges increased until they reached quasi-steady

levels during the steady burning period of the fire (223 s to 402 s, Table 4.4),

permitting time-averaged values across the steady burning period to be evaluated

and compared.

Table 4.14 lists time-averaged values of the measured total heat flux incident

on the gauges in the ground, along with their corresponding standard deviations

to provide a sense of the variation experienced within a test. The corresponding

temperatures measured by the DFT, HFG and neighbouring exposed thermocouple

are contained in Table 4.15. The average values were calculated using the same

procedure as that employed for the thermocouple data in Section 4.4, by subtracting

the initial value of heat flux (averaged over three minutes immediately prior to

startup of the first fan) from the value averaged over the steady burning period.

The initial value accounted for background heat transfer between the gauge and

the surroundings as well as any offset errors in the gauge readings. Although

measurements were obtained from the Gardon gauge located at y=0 m, they were

beyond the range of calibration of the gauge (150 kW/m2 maximum) and thus

removed from the following analysis. Furthermore, no results were available from

the HFG located at y=1 m, due to failure of the thermocouple on the sensor plate

early in the test series.

Table 4.14 indicates that gauges placed at the same nominal distance to either

side of the centreline (e.g. y=±1 m or ±2 m) measured relatively similar levels of

11This is similar to the results in Chapter 3 (Figures 3.7 and 3.8).
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heat flux, attesting to reasonable symmetry within the fire plume. The values from

the Gardon gauges located at y=±1 m differed by up to 19 kW/m2 (or 35% of the

average value measured by both gauges), while the values from the corresponding

DFTs differed by up to 6 kW/m2 (or 11% of the average value measured by both

gauges). At the measurement location y=±2 m, the data from the Gardon gauges,

DFTs and HFGs differed by up to 2 kW/m2, 4 kW/m2 and 3 kW/m2, respectively.

Due to the low levels of heat flux measured at this distance (e.g. 0.4 to 4.1 kW/m2

for the HFG), these differences corresponded to larger percentage differences relative

to the average measurement (up to 113% for the HFG) than at y=±1 m. In general,

the Gardon data taken at y=1 m and 2 m were higher than those taken at y=-1 m

and -2 m, consistent with the fact that the Gardon gauges on the +y side of the test

enclosure were approximately 0.2 m closer to the fire than those on the -y side (Table

4.2). The reverse applied to the HFGs at y=-2 m and 2 m. No consistent trend was

exhibited in the DFT data (the values measured 2 m away from the centreline were

higher on the -y side of the test enclosure, while the values measured 1 m away

from the centreline were generally higher on the +y side) because the DFTs were

closely centred on the nominal y locations and thus equidistant from the centreline

of the test enclosure and the fire plume (Table 4.2). The above results indicate

that the plume was largely symmetrical across the y=0 m plane, in agreement

with the temperature contour plots of Section 4.4. Indeed, as shown in Table 4.15,

the thermocouples located immediately above the gauges at y=±1 m measured

temperatures within 88◦C of each other (17% of the average measurement), while

the thermocouples located at y=±2 m measured temperatures within 14◦C of each

other (29% of the average measurement).

Comparison of the measured temperatures from the exposed thermocouples,

DFTs and HFGs (Table 4.15) provided an indication of the relative importance

of radiation and convection in the total heat flux measurements. At y=0 m, the

sensor plate temperatures of the DFT and HFG were within 55◦C, or 6%, of the

temperature measured by the exposed thermocouple, which ranged from 977◦C to

1088◦C in the four wind conditions. This close agreement indicated that the sensors

were fully immersed in the radiative, optically thick flames of the fire. Although

some convective heating of the gauges may have occurred, the thermal conditions

at this location were likely radiation-dominated (Section 2.1). In contrast, the sen-

sor plate temperatures were higher than the thermocouple measurements by up to

395◦C (168%) at y=±1 m and up to 171◦C (318%) at y=±2 m. This was likely due

to increased convective effects at these locations, which would have affected the sen-
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sor plates and exposed thermocouples differently due to their different geometries.

As mentioned in Section 4.3, the temperatures measured by the thermocouples were

driven mainly by convection (with some error due to radiation), but the tempera-

tures measured by the DFT and HFG would have been affected more significantly

by radiation from the fire due to the larger size of the sensor plates. Although

similar temperatures would be expected to be measured by both types of sensors

when placed in heating conditions in which either radiation or convection domi-

nated, differences between the thermal responses of the sensors to the two heating

modes would become important when the sensors were placed in mixed conditions

in which both radiation and convection were significant. Thus, the differences be-

tween the temperatures of the sensor plates and those measured by the exposed

thermocouples at y=±1 m and ±2 m were largest at the lowest wind speed (Table

4.16), when convection and radiation were both expected to be significant. As the

wind speed increased, these differences would have decreased if convection became

dominant relative to the expected radiation from the fire. Additionally, it should

be mentioned that differences in conduction losses (e.g. through the thermocou-

ple leads versus through the unexposed face of the sensor plate) and in radiation

viewing angle (e.g. radiation from the floor was incident on the exposed thermocou-

ple, but not the DFT or HFG) would have contributed to differences between the

measured temperatures, but these effects were likely smaller than those discussed

above.

The heat flux results in Table 4.14 generally supported the trend observed in

Chapter 3, in which the Gardon data were higher than the DFT data, which were

in turn higher than the HFG data. This was particularly evident among the data

taken at y=±2 m, as well as among the available data at y=0 m and 1 m. As

shown in Table 4.15, the DFT and HFG sensor surfaces were hotter than the gases

immediately above those surfaces at all locations except y=0 m, so convective

cooling of these gauges, and thus biases in the results similar to those seen in

Chapter 3, would be expected. At y=-1 m, however, the values from the Gardon

gauge were slightly below those from the corresponding DFT and HFG at three

of the four wind speeds. This may have been because the gauges at this location

were situated near the edge of the plume, with the Gardon gauge furthest from the

longitudinal midplane of the test enclosure (Table 4.2). The Gardon gauge then

would have received less heat from the fire than the other two gauges, reducing the

effect of the bias inherent in using the different types of heat flux gauge. Table 4.17

shows the difference between the Gardon and DFT data at each location and wind
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speed, both in kW/m2 and as a percentage of the Gardon value. The differences at

y=1 m and 2 m were greater than the corresponding values at y=-1 m and -2 m by

12% to 36%, supporting the notion that the bias in the Gardon measurement was

less pronounced on the -y side of the test enclosure due to the greater distance of

this gauge from the plume axis.

The temperatures of the sensor plates in the DFTs and HFGs (Table 4.15) also

showed differences consistent with the y coordinates of the individual gauges. On

the -y side of the test enclosure, the HFG was closer to the plume than the DFT,

while on the +y side, it was further away (Table 4.2). Thus, the temperature of

the HFG sensor plate was higher than that of the DFT sensor plate in the former

case, but lower in the latter case. This did not appear to affect the heat flux results

from the opposite sides of the test enclosure, however, since heat flux depends more

greatly on rates of temperature change over a given time period (cf. Equation 3.9

on page 65) than on the absolute magnitude of temperature at a given time.

Trends in heat flux with increasing wind speed (Table 4.14) were consistent with

the temperature results of Section 4.4. As the wind speed increased from 3 m/s

to 10 m/s, the heat flux at y=0 m increased from 212 kW/m2 to 241 kW/m2 for

the DFT and from 157 kW/m2 to 199 kW/m2 for the HFG, corresponding to gains

of 14% and 26%, respectively. This was consistent with the fire tilting over and

lying flatter along the ground at the higher wind speeds. The heat flux values

measured at y=±1 m also increased with higher wind speed, but by larger amounts

than the values at y=0 m. For instance, increases from 38 kW/m2 to 99 kW/m2

(159%) and from 41 kW/m2 to 94 kW/m2 (130%) were measured by the DFT at

y=1 m and the HFG at y=-1 m, respectively. The larger increases in heat flux

level at y=±1 m suggested that these gauges, which were closer to the edges of the

plume, became more fully immersed in the hot plume gases as plume tilt increased

with increasing wind speed. Comparison of Figures 4.17c, 4.22c, 4.28c and 4.33c

supports this notion. In contrast, the gauges at y=0 m were fully immersed in

the fire at all four wind speeds, so the increasing tilt of the plume would have had

less impact on the measured heat flux at this location. At y=±2 m, the heat flux

levels measured by all three types of heat flux gauge decreased with increasing wind

speed, opposite to the trend observed at the other measurement locations (Table

4.14). The low values of heat flux (3 to 8 kW/m2 for the DFT, 0.4 to 4 kW/m2

for the HFG, and 8 to 16 kW/m2 for the Gardon gauge) indicated that the gauges

were situated mainly outside the plume, so heat transfer from the fire to the sensor

surfaces would have occurred mostly through radiation (rather than convection

148



from the hot plume gases). As the fire tilted with increasing wind speed, it would

have occupied less of the viewing angle of each gauge, resulting in smaller view

factors and lower measured heat flux values. Higher wind speeds would have also

increased convective cooling of the DFT and HFG sensor surfaces, further lowering

the values of heat flux measured by these gauges.

In general, the levels of heat flux shown in Table 4.14 fall within the range of

values found in the literature for medium to large hydrocarbon pool fires [11, 14,

34, 76, 84, 115, 137, 195]. Not surprisingly, the variation among published values is

large (up to 400 kW/m2 difference) because the measured values depend on many

factors, including measurement method, measurement location, fire size and fuel

type. In the present study, the heat flux data measured at y=0 m were comparable

to published values of local emissive power from luminous portions of the flame

(120-200 kW/m2), which were typically measured using narrow angle radiometers

placed in the centre of the fire [14]. As mentioned previously, the heat flux gauges

at y=0 m were fully immersed in the fire due to significant flame drag occurring

downwind of the fuel pan, so the measured heat flux levels should be consistent

with values of local emissive power. In contrast, the heat flux data measured at

y=±1 m were up to 174 kW/m2 lower than those measured at y=0 m and were

comparable to published values of average emissive power from the entire surface

area of the flame to a remote target. The average emissive power is usually lower

(by 30% to 50%) than the local emissive power because it encompasses the entire

surface area of the flame, part of which may be blocked by smoke [76]. This smoke

blockage, combined with the fact that the gauges at y=±1 m were further from the

flame, would readily account for the lower measured heat flux levels.

4.6 Summary

In this chapter, video, temperature and heat flux data were presented for a 2 m

diameter Jet A fire in crosswinds of 3 m/s to 10 m/s. Changes in wind speed

were observed to greatly affect the fire geometry. At the 3 m/s wind speed, the

fire plume was attached to the floor immediately downwind of the fuel pan, then

lifted off the ground and curved upwards due to the increasing effect of buoyancy

with increasing distance downwind of the fuel pan. Counter-rotating vortices, with

their axes of rotation directed along the length of the plume, developed downstream

of where the leeward side of the plume lifted off the ground. As the wind speed
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increased, the plume was pushed closer to the ground and steeper temperature

gradients were measured along the plume edges in the cross-sectional temperature

contour plots. Flame drag, flame tilt and flame length (measured relative to the fuel

pan centre) also increased, with very high extents of all three parameters observed

at the 10 m/s wind speed. There was little evidence of counter-rotating vortices in

the plume under the highest wind speed, although such vortices were expected to

develop further downstream of the measurement region, after the plume lifted off

the ground.

Experimental measurements of flame drag, flame tilt and flame length were

obtained using the temperature contour plots and video images and were compared

to values predicted using published semi-empirical correlations. Various methods

were used to estimate the angle of tilt at each wind speed, with the resulting values

varying greatly in cases where plume curvature was significant (e.g. at the two

lowest wind speeds). Estimates of flame length depended on how the parameter

was defined, with different definitions of flame length (based on the fuel pan centre

versus the flame base centre) producing opposing trends with increasing wind speed

up to 7 m/s. Discrepancies between the measured and predicted values of flame

drag, flame tilt and flame length could be attributed to differences in the method

of measuring the geometrical parameters among experiments and in the range of

applicable experimental conditions, such as wind speed, fire size and fuel type,

for the correlations. Also, the configuration of the floor surrounding the fuel pan

appeared to contribute to discrepancies in the measured and predicted values of

flame drag and plume tilt. This in turn affected the flame length by changing the

levels of air entrainment into the plume.

Heat flux data were shown to be consistent with the results from Chapter 3.

Differences between measured values were affected by gauge type, sensor location

relative to the fire and the importance of convection versus radiation in the total

heat transfer to the gauge. As the wind speed increased, the heat flux measured

at y=0 m and ±1 m increased as a result of the fire tilting further over and the

gauges becoming more fully immersed in the hot plume gases. On the other hand,

the heat flux measured at y=±2 m decreased with increasing wind speed because of

decreasing view factors for radiation from the fire to the gauges, which lay outside

the fire plume.

In the next chapter, the effects of a large downwind blocking object on the

wind-blown fire will be examined.
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Chapter 5

Fire in Wind With Blocking

Object

This chapter describes experiments involving the 2 m diameter fire from the pre-

vious chapter, with a 2.7 m diameter blocking object situated on the downwind

side of the fire. The design of these experiments was previously presented as part

of the author’s M.A.Sc. thesis [8]. Based on visual observations of the fire made

during preliminary tests that were conducted as closure to the author’s M.A.Sc.

project [8], several key changes to the experimental layout were recommended and

implemented for the present study. The final setup of these experiments is de-

scribed in this chapter, followed by presentation and discussion of temperature and

heat flux results.

5.1 Experimental Setup

The experiments with the blocking object were based on the same setup as the

experiments without the blocking object. Since all tests were performed in the

University of Waterloo Live Fire Research Facility, the test enclosure and wind

generation system were the same as those described in Sections 4.1.1 and 4.1.2.

The same pan burner was also used, in the location specified in Section 4.1.3,

but slight modifications were made to the brick floor surrounding the fuel pan.

The present section describes these changes, along with the layout of the blocking

object and the corresponding instrumentation. A summary of the conducted tests

is included to end the section.
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5.1.1 Changes to Layout of Brick Floor

Similar to the configuration for the tests without the blocking object, a raised

floor surround of 2.72 m by 2.72 m area was situated around the fuel pan, but

with no upwind extension formed by cement boards.1 A double layer of fire bricks

protected the test enclosure floor immediately downwind of the floor surround,

spanning approximately the same width as the floor surround and a length of

4.86 m (Figures 5.1 and 5.2). Surrounding this double layer and the floor surround

was a single layer of fire bricks, which spanned a total width of 6.41 m and total

1As mentioned in Section 4.1.3, an upwind extension was required in tests without the blocking
object to prevent the fire from becoming attached to the upwind edge of the floor surround, but
this behaviour was not observed in tests with the blocking object in place.
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length of 12.59 m, starting at a distance of 1.14 m upwind of the leading edge of

the floor surround.

5.1.2 Blocking Object

The blocking object was a nominally 2.74 m diameter, 10.78 m long cylinder assem-

bled from two culvert sections made of 14-gauge, corrugated alumized steel. The

sections, which were 4.63 m and 6.15 m in length, were joined using a 0.68 m wide

steel band that was wrapped around the outside of the culvert ends and tightened

with bolts to hold the two pieces together (Figure 5.3).

The entire blocking object was nominally centred on the longitudinal midplane

of the test enclosure, at a distance of 3.44 m downwind from the fuel pan cen-

tre. The cylinder was oriented with its longitudinal axis parallel to the floor and

perpendicular to the direction of the wind flow. It was elevated on four steel sup-

port stands such that the bottom of the cylinder was raised 1.07 m above the top

surface of the double brick layer. Each stand had a base area of 0.9 m by 1.4 m

and contained a supporting V-shaped frame to act as a cradle for the culvert. The

stands supporting the middle of the blocking object were wrapped in a protective

layer of ceramic fibre blanket insulation and were located at least 1.17 m from the

longitudinal midplane of the test enclosure so that they would not be directly in

the path of the downwind fire plume.

During post-test measurements, the blocking object was found to be shifted by

approximately 0.20 m in the +y direction. This was due to the inherent difficulty

Figure 5.3: Photograph of blocking object
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in accurately positioning such a large cylinder inside the test enclosure and likely

influenced the symmetry of the wind-blown fire plume across the longitudinal mid-

plane of the test enclosure (seen later in Section 5.3). Uncertainties in the position

of the blocking object along the other axes were ±0.07 m in the x direction and

±0.02 m in the z direction.

5.1.3 Instrumentation

The coordinate system used in the present experiments was the same as that used

in the experiments without the blocking object. As depicted in Figures 5.1 and

5.2, the coordinate system origin was located at the centre of the fuel pan, with

the positive x direction following the mean direction of the wind, the positive y

direction following the cross-stream direction and the positive z direction pointing

vertically upward.

Temperatures in the downwind region of the fire were measured using 24-gauge

(0.51 mm diameter), chromel-alumel (Type K) thermocouples. The thermocouple

wires were insulated with Nextel ceramic fibre and covered with protective Inconel

braiding. To measure plume temperatures, thermocouples with exposed junctions

were mounted (pointing upwind) on either vertical chains or a horizontal steel bar.

A total of 163 thermocouples were distributed both upwind and downwind of the

blocking object to characterize the temperature field in the fire plume. Measure-

ment planes oriented normal to the direction of the crosswind flow were situated

at approximately the same distances downwind of the fuel pan as in the experi-

ments without the blocking object (Section 4.1.4). As illustrated in Figures 5.4

and 5.5, 15 vertical thermocouple rakes were positioned along three measurement

planes upwind of the blocking object and two measurement planes underneath the

blocking object. Another 12 vertical rakes were installed along three measurement

planes downwind of the blocking object (the open circles in Figure 5.4 denote three

vertical rakes that were included in the latter half of the experiment only). A

horizontal thermocouple rake with adjustable height was also installed to capture

the width of the plume in the y direction. The total number of thermocouples

available to measure fire plume temperatures in these experiments was less than

that for the experiments without the blocking object due to a larger number of

measurement parameters in these tests [8]. For instance, temperature and heat

flux along the surface of the blocking object had to be measured, so fewer data

channels were available for measuring plume temperatures. As a result, most of
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the vertical thermocouple rakes were concentrated near the longitudinal midplane

of the test enclosure to measure temperatures in the core region of the fire plume.

A few (e.g. the three rakes added in the latter half of the experiment) were placed

further away from the midplane to capture the cross-sectional extent of the plume.

The spacing of the thermocouples varied from 0.33 m to 1.00 m in the y direction,

and from 0.20 m to 1.00 m in the z direction, with the coarser spacing applying to

thermocouples located further from the fuel pan. The thermocouple locations are

sketched in Figures 5.4 and 5.5 and the corresponding coordinates are listed in Ap-

pendix D. For simplicity, the nominal distances used to indicate the thermocouple

locations in Figures 5.4 and 5.5 will be employed when discussing the results.

Thermocouples were also used to measure temperatures along the inside surface

of the blocking object. These thermocouples were of the same gauge and type as

those used to measure plume temperature, but intrinsic thermocouple junctions

were formed by individually spot-welding the two lead wires of each thermocouple

directly to the object surface. Thermocouples with intrinsic junctions generally

have lower error in measuring surface temperature than thermocouples in which

a beaded junction is attached directly to the surface, due to lower heat transfer

through the thermocouple wires to the surroundings [196]. A total of 52 thermo-

couples were mounted along the inside surface of the culvert. The internal mounting

minimized disturbance by the thermocouple wires to the plume flow around the ob-

ject. The junctions were spaced 30◦ to 90◦ apart along seven cross-sectional planes

along the cylinder. These planes were located at y=-2.00 m, -1.15 m, -0.20 m,

0.00 m, 0.50 m, 1.00 m and 2.00 m. The planes y=-1.15 m and -0.20 m were se-

lected such that the measurement locations would not be covered by the steel band

used to join the culvert sections together (Section 5.1.2), as measurement under

this band would result in significantly lower temperatures.

Heat flux was measured using DFTs, HFGs and Gardon gauges, which were de-

scribed in Chapter 3. Two thermopiles were also included to provide comparative

data. One was an RdF Microfoil R© gauge (model 27650) from RdF Corporation

of Hudson, NH [197] (Figure 5.6). Like the Gardon gauge, this was a window-

less, water-cooled gauge, with cooling water maintained above the dew point. It

was 25 mm in diameter and 19 mm tall, with a sensing area of 6 mm by 6 mm.

The manufacturer-specified absorptivity was 0.90 and the full-scale output was

113 kW/m2 (10 Btu/ft2s). A calibration constant with an accuracy of ±5% was

supplied to permit reduction of voltage output data to values of absorbed heat flux.

Values of incident heat flux were subsequently obtained by dividing the absorbed
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Figure 5.6: RdF Microfoil R© gauge

Figure 5.7: Medtherm Schmidt-Boelter gauge

flux by the surface absorptivity.2 The other thermopile was a water-cooled Schmidt-

Boelter gauge (model 64-20SB-20) from Medtherm Corporation of Huntsville, AL

(Figure 5.7). It was 25 mm in diameter and 25 mm tall, and the sensing surface

was covered by a 4 mm thick view restrictor containing a windowless opening of

8 mm diameter to restrict the viewing angle to 90◦.3 An absorptivity of 0.96 and a

full-scale output of 200 kW/m2 were specified by the manufacturer. A calibration

constant with an accuracy of ±3% was supplied to allow determination of incident

heat flux values from measured voltage data.

The various heat flux gauges were distributed around the test enclosure, as

illustrated in Figure 5.8. The coordinates of each gauge, measured to the centre of

the sensing surface, are listed in Table 5.1. Three Gardon gauges were positioned

2Reradiation was not added to the absorbed heat flux because the surface temperature was
not known. If the surface temperature was assumed to be 100◦C, then approximately 1 kW/m2

of reradiation would have to be added to the values of incident heat flux. In most cases, this was
not expected to be a significant contribution to the incident flux.

3It should be noted that when a view restrictor is present, convective heat transfer to the gauge
is reduced because of lower flow velocities over the sensor surface [198]. As a result, gauges with
view restrictors may be considered to be radiometers, measuring only the radiative portion of the
total heat flux.

157



 
 

x 
y 

Fuel pan 
Floor surround 

Wind 
direction 

Blocking object 

z = 0.94 m for 
these gauges only 

DFT 

Thermopile 

HFG 
Gardon 

Legend: 

Unless otherwise noted, all gauges are recessed into the brick floor. 
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Table 5.1: Locations of Heat Flux Gauges, Measured to the Centre of the Sensing
Surface

Gauge x (m) y (m) z (m)
Gardon -1.09 -0.08 0.17
Gardon 1.17 -2.00 -0.05
Gardon 1.15 1.97 -0.05

DFT 5.35 -0.30 0.02
HFG 5.34 -0.41 0.02

Gardon 5.58 -0.48 0.00
RdF thermopile 5.81 -0.48 0.01

Medtherm thermopile 6.04 -0.48 0.03
DFT 5.86 -0.06 0.94
HFG 5.86 0.10 0.94

Gardon 7.90 -0.39 -0.05
DFT 7.87 0.03 0.94

Gardon 9.85 -0.29 -0.05
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near the fuel pan: one at the upwind edge of the pan along the longitudinal midplane

of the test enclosure and the other two near the downwind edge of the pan, at a

distance of approximately 2 m to either side of the longitudinal midplane. These

gauges were mounted in the brick floor with the sensing surface flush with the top

of the fire brick. They would measure heat flux levels from the fire to the ground

in regions where direct flame contact was not expected.

Downwind of the blocking object, several types of heat flux gauge were placed

in approximately the same location in order to permit comparison of their mea-

surements. A DFT, HFG and Gardon gauge, as well as the two thermopiles, were

mounted beside each other in the brick floor, at distances of 5.34 m to 6.04 m down-

wind of the fuel pan centre and 0.30 m to 0.48 m to one side of the longitudinal

midplane of the test enclosure. Due to the difference in height of the gauges, as

well as the presence of cooling tubes protruding from the back of the water-cooled

gauges, not all of the sensors could be positioned flush with the top surface of the

fire bricks. The sensing surfaces were instead kept within 0.03 m above the top

of the bricks. The gauges were mounted in a manner similar to that described in

the previous chapter (Figure 4.8), except in the present setup, the HFG housing

was not surrounded by any ceramic fibre insulation. For additional comparison, a

DFT and HFG were placed beside each other at a distance of 5.86 m downwind of

the fuel pan, with their sensing surfaces elevated by a height of 0.94 m above the

brick floor. These two gauges were raised on a steel post and mounted in the same

orientation as the gauges in the floor, with the sensing surface facing upward.

Further downwind of the blocking object, three gauges were installed to measure

heat flux from the fire plume after it passed the culvert (Figure 5.8). Two Gardon

gauges were mounted in the brick floor at distances of 7.90 m and 9.85 m downwind

of the fuel pan centre. A DFT was placed near the first Gardon gauge, at a

downwind distance of 7.87 m and elevated by a height of 0.94 m above the floor.

Six heat flux gauges were distributed around the circumference of the blocking

object to estimate heat flux levels from the fire to the culvert. These gauges were

positioned near the cross-sectional midplane of the object, offset from this plane

by a distance of up to 0.14 m due to the presence of thermocouples on the inside

surface of the culvert. The locations of the gauges are given in Figure 5.9. The

first was a DFT bolted to the underside of the blocking object, separated from the

outside surface of the culvert by a distance of 12 mm. Five additional HFGs were

distributed around the circumference of the object, with two located at an angle of
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Figure 5.9: Locations of heat flux gauges on blocking object

45◦ to either side of the DFT, two located at an angle of 90◦ to either side of the

DFT, and one located at the top of the culvert. Each HFG was positioned inside

a square opening in the culvert wall (cut just large enough to fit the gauge) and

clamped so that its sensing surface was flush with the outer surface of the culvert.

Like the HFG in the floor, the housing of these gauges was not surrounded by any

insulation.

In addition to the above sensors, several small cylinders were distributed in the

vicinity of the fire to represent cargo packages scattered from the aircraft in the

transportation accident scenario. These cylinders, termed “calorimeters”4, were

designed to measure heat flux in a manner similar to the DFT, based on an inverse

conduction analysis (Section 2.4) [8]. With an outer diameter of 0.30 m and a

length of 0.61 m, the calorimeters were considerably larger than the DFT and

HFG, but significantly smaller than the blocking object (Section 5.1.2). They were

constructed from 0.010 m thick stainless steel pipe, the inside of which was filled

with 8-pound density (128 kg/m3) ceramic fibre insulation. The outer surface was

painted with Pyromark Series 2500 flat black paint, similar to the DFT and HFG, in

order to achieve a diffuse, gray surface. Construction drawings of the calorimeter

4A calorimeter is an instrument for measuring quantities of thermal energy.
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were presented in the author’s M.A.Sc. thesis [8]. For reference, the exploded

assembly drawing is reproduced in Figure 5.10.

Each calorimeter contained eight measurement stations, spaced uniformly around

the circumference of the pipe along the cross-sectional midplane. Each measure-

ment station consisted of two 24-gauge (0.51 mm diameter), chromel-alumel (Type

K), intrinsic thermocouples, one mounted to the inner surface of the pipe and the

other offset radially from the first thermocouple by a 0.025 m thick layer of ceramic

fibre insulation. The latter thermocouple was held in place by mounting it to the

outer surface of a 0.61 m long, 0.23 m diameter cylinder that was rolled from shim

steel of 0.40 mm thickness (28-gauge). This smaller cylinder was held in position

inside the pipe by means of 0.025 m long, 0.013 m diameter, stainless steel pegs

welded to the inside wall of the pipe, along with split rings of adjustable diameter

that were placed inside the shim cylinder to press the shim against the pegs. As

already mentioned, the space between the pipe and shim cylinder, as well as the

remaining space inside the shim cylinder, were filled with ceramic fibre insulation

in order to minimize any convective effects inside the calorimeter. The insulation

inside the shim cylinder was inserted as two pieces – a shell to fit over the split

rings and a core to fill the remaining inner space. A 0.025 m wide by 0.002 m thick

crosspiece spanned across each end of the pipe to prevent the insulation from sliding

out the ends of the calorimeter. Additionally, each end was capped by a piece of

ceramic fibre blanket insulation to protect the crosspieces and thermocouple wires

exiting the cylinder. Figure 5.11 shows two calorimeters as installed on the ground

underneath the blocking object.

Similar to the DFT, the thermocouple data from each measurement station in

the calorimeter were used in the one-dimensional inverse heat conduction program

IHCP1D of Beck Engineering Consultants Company [144] to evaluate the heat flux

to the outer surface of the calorimeter. A two-layer, cylindrical wall was used to

model the outer pipe wall and the 0.025 m thick layer of ceramic fibre insulation.

The data measured by the thermocouple that was attached to the pipe wall were

input to the program, while the data from the thermocouple attached to the shim

were used to prescribe a temperature time history at the other side of the insulation

as a “known” boundary condition. In the IHCP1D program input, a total of 101

calculation nodes (73 in the pipe wall and 28 in the insulation) were specified.

Temperature-dependent thermal properties for each layer of the wall were based on

those reported for the HFG (Section 3.1). Three future temperatures were selected,

as recommended by Equation 3.1 (page 50).
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Figure 5.11: Photograph of calorimeters located underneath blocking object (loca-
tions ‘D’ and ‘E’ in Figure 5.12)

Six calorimeters were located downwind of the fuel pan in regions where high

temperatures or high thermal gradients were expected. Two of these (labelled ‘A’

and ‘B’ in Figure 5.12) were placed underneath the windward edge of the blocking

object, centred on and 1.00 m away from the longitudinal midplane of the test

enclosure. Each cylinder was aligned so that its longitudinal axis was horizontal

and perpendicular to the wind direction. A third calorimeter (‘C’) was similarly

oriented underneath the leeward edge of the blocking object, near the test enclosure

midplane. All three calorimeters were suspended by chains from the culvert so

that they were centred between 0.59 m and 0.64 m above the brick floor. This

configuration was expected to result in full envelopment of the cylinders by the

fire plume. Two additional calorimeters (‘D’ and ‘E’) were placed on the ground,

underneath and aligned with the longitudinal axis of the blocking object. The

centres of these calorimeters were offset by 0.40 m to 0.44 m to either side of the

longitudinal midplane of the test enclosure. Finally, a calorimeter (‘F’) was centred

6.55 m downwind of the fuel pan, offset by 0.50 m to one side of the test enclosure

midplane and oriented in the same manner as the other cylinders. This calorimeter

was supported on a brick stand so that it was centred at an elevation of 0.67 m,

similar to the suspended calorimeters. Table 5.2 contains the coordinates of each

calorimeter, measured to the centre of the cylinder.
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Figure 5.12: Sketch of calorimeter locations, labelled ‘A’ to ‘F’, (a) plan view, (b)
side view

164



Table 5.2: Locations of Calorimeters, Measured to the Centre of the Cylinder

Calorimeter x (m) y (m) z (m)
A 1.99 0.00 0.59
B 1.99 1.00 0.61
C 4.89 -0.06 0.64
D 3.40 -0.44 0.16
E 3.40 0.40 0.16
F 6.55 0.50 0.67

Table 5.3: Locations of DFTs Positioned Near Calorimeters

Nearest Calorimeter x (m) y (m) z (m)
A 1.98 -0.54 0.44
B 1.91 0.54 0.44
D 3.07 -0.67 0.07
E 3.08 0.16 0.07
F 6.15 0.72 0.63

As shown in Figure 5.12, DFTs were located beside five of the six calorimeters

(all except ‘C’). This would allow comparison of heat flux results from sensors of

different thermal mass. The DFTs were oriented such that the sensing surfaces

were normal to the x direction (i.e. the opposing sensing surfaces faced upwind and

downwind). They were mounted as necessary on steel posts to elevate them above

the brick floor. The measured coordinates of the centre of each DFT are listed in

Table 5.3.

As in the experiments without the blocking object (Chapter 4), instrumentation

was included for measuring fuel regression rate and plume velocities. Since these

measurements are the focus of the theses by Randsalu [20] and Best [21], they will

not be discussed in the present work. Figures 5.13 to 5.15 show photos of the overall

experimental layout upwind and downwind of the blocking object.

Data acquisition was based on the same Compact FieldPoint system as that used

in the experiments without the blocking object (Section 4.1.4). The sampling rate

of each data channel was 0.5 Hz. Five video cameras distributed around the test

enclosure recorded upwind, downwind, overhead and profile views of the fire plume.

Weather data for each test were taken from the Region of Waterloo weather station

described in Section 4.1.4; the Vantage Pro2 station mentioned in that section was

not available for use during the experiments discussed in this chapter.
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Figure 5.13: Photograph of experimental layout upwind of blocking object, side
view

Figure 5.14: Photograph of experimental layout downwind of blocking object, side
view
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Figure 5.15: Photograph of experimental layout downwind of blocking object, look-
ing upwind

5.1.4 Summary of Conducted Tests

Table 5.4 summarizes the tests conducted with the blocking object. The test pro-

tocol was similar to that described in Section 4.1.5 for the experiments without the

blocking object. Approximately 100 L of fuel were used in each test. Actual fuel

quantities were not measured, so they are not listed in Table 5.4. Also, no tests

were conducted at the 3 m/s wind speed examined in Chapter 4 because prelim-

inary observation of the fire in the presence of the blocking object indicated that

the object and its instrumentation were unlikely to withstand the sustained, high

thermal load on the object posed by the fire in this wind condition. Tests were

instead performed at a higher wind speed of 13 m/s in addition to the 5, 7 and

10 m/s winds examined in Chapter 4.
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Table 5.4: Tests Conducted with Fire in Crosswind and Blocking Object

Test Fan Drive Nominal Wind Outdoor Ambient
Test Date Number Frequency Speed Temperature

26 Apr 2006 25 60 Hz 13 m/s 8◦C
26 Apr 2006 26 47 Hz 10 m/s 12◦C
26 Apr 2006 27 22 Hz 5 m/s 14◦C
27 Apr 2006 28 34 Hz 7 m/s 4◦C
5 May 2006 29 47 Hz 10 m/s 7◦C
5 May 2006 30 60 Hz 13 m/s 12◦C
5 May 2006 31 34 Hz 7 m/s 14◦C
17 May 2006 32 22 Hz 5 m/s 12◦C

5.2 Experimental Uncertainties and Sources of

Error

Uncertainties in the thermocouple measurements of the present experiments were

expected to be similar to those discussed previously in Section 4.3. Since the same

temperature measurement system was used, the systematic uncertainties related to

calibration of the data acquisition system components remained the same. Further,

the setup and installation of the thermocouples were similar to the methods de-

scribed in the previous chapter, so uncertainties related to thermocouple location,

decalibration, time lag and conduction losses would be comparable to those listed

in Table 4.5. Post-test processing of the thermocouple data also remained the same,

so the uncertainty related to determination of the time-averaging period would not

change. However, with the presence of the blocking object, the uncertainty due to

radiation effects would likely be larger than in the experiments without the block-

ing object because the thermally massive culvert presented a large cold surface to

the thermocouples at the beginning of each test and a large hot surface to the

thermocouples at the end of the test. Assuming that the uncertainty related to

radiation was 20% in the core of the fire and 30% near the edge of the fire, the total

systematic uncertainty for measured temperatures in those regions would be 24%

and 34%, respectively.

Measured temperatures along the surface of the blocking object were affected

by sources of error similar to those discussed above and in Section 4.3, but not

necessarily to the same extent as the percentages listed in Table 4.5. In particular,

uncertainty in the thermocouple location was much smaller because the thermocou-
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ple leads were welded to the object surface and could not shift in location during

a test. However, greater uncertainty due to conduction losses could be expected

because conduction could occur not only along the lead wires of the thermocou-

ple, but also laterally along the surface of the blocking object between the two

attachment points of the thermocouple leads [141]. This lateral conduction may

have been important in regions of steep thermal gradients along the culvert. Also,

since the inside surface of the blocking object was not insulated, radiative and con-

vective heat losses could occur from the region of the object surface between the

two attachment points of the thermocouple leads [141]. Assuming that the uncer-

tainties corresponding to the thermocouple location, conductive heat losses, and

radiative/convective losses were 1%, 10% and 20%, respectively, then, with values

for all other systematic uncertainties taken from the last column of Table 4.5, the

total systematic uncertainty for the blocking object temperatures would be 25%.

As discussed in Section 4.3, estimates of precision uncertainty in the measured

temperatures could be made by examining the repeatability of measurements taken

across multiple tests conducted at the same wind speed. As shown in Table 5.4,

two tests were conducted at each of four wind speeds: 5 m/s, 7 m/s, 10 m/s

and 13 m/s. The test-to-test repeatability of plume temperatures measured at

each wind speed was evaluated using both the quantity ∆Tdiff (Equation 4.4

on page 95), which is expressed as a percentage, and the numerator of ∆Tdiff ,

|(Tss−Tinit)2nd test− (Tss−Tinit)1st test|, which gives the absolute difference between

corresponding measurements from repeated tests. Typical values of these two quan-

tities are plotted in Figures 5.16 and 5.17 for locations underneath and downwind of

the blocking object. For clarity, only locations along the longitudinal measurement

plane y=0 m are shown.

The plots in both Figures suggest that the test-to-test repeatability was poorer

in the experiments with the blocking object than in the experiments without the

blocking object (Section 4.3.1). At a wind speed of 5 m/s, values of ∆Tdiff were

within 18% (Figure 5.16a), with absolute differences ranging up to 102◦C (Figure

5.17a).5 At a wind speed of 7 m/s, values of ∆Tdiff increased up to 45% (Figure

5.16b), with absolute differences ranging up to 185◦C (Figure 5.17b). Even higher

differences were recorded at the 10 m/s and 13 m/s wind speeds – up to 70%

and 371◦C at 10 m/s (Figures 5.16c and 5.17c) and up to 112% and 222◦C at

5In general, the location corresponding to the highest percentage difference in temperature
increase was not the same as the location corresponding to the highest absolute difference in
temperature increase.
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Figure 5.16: Percentage difference of Tss−Tinit between tests conducted at the same
wind speed (Equation 4.4), at y=0 m, (a) 5 m/s wind, (b) 7 m/s wind, (c) 10 m/s
wind, (d) 13 m/s wind
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Figure 5.17: Absolute difference in Tss− Tinit between tests conducted at the same
wind speed (numerator of Equation 4.4), at y=0 m, (a) 5 m/s wind, (b) 7 m/s
wind, (c) 10 m/s wind, (d) 13 m/s wind
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Table 5.5: Fuel Mass Burning Rates, Based on Load Cell Measurements of Best [21]

Wind Speed Test Number Fuel Regression Mass Burning
Rate (mm/min) Rate (kg/m2s)

5 m/s 27 4.5 0.060
32 4.5 0.060

7 m/s 28 4.4 0.058
31 4.7 0.063

10 m/s 26 4.6 0.061
29 5.4 0.072

13 m/s 25 5.1 0.068
30 6.0 0.080

13 m/s (Figures 5.16d and 5.17d). The large absolute differences of several hundred

degrees at the lower elevations under these two highest wind speeds suggest major

differences in temperature within the core region of the plume, which was not

observed in the tests without the blocking object.6 As shown previously in Figure

4.13, absolute differences between measured temperatures from repeated tests were

typically less than 50◦C when the blocking object was not in place, but this was

based on only one set of repeated measurements and would need to be verified by

additional tests without the object.

The poor test-to-test repeatability in the experiments conducted with the block-

ing object was supported by measurements of fuel regression rate made during the

tests. Table 5.5 lists the burning rates measured by Best [21] using load cells placed

underneath the fuel pan.7 The difference in regression rate between tests conducted

at the same wind speed was largest at the 10 m/s and 13 m/s wind speeds, consis-

tent with the differences in plume temperature mentioned above. This was to be

expected because fuel regression rate and plume temperature are interrelated, with

higher plume temperatures increasing the fuel regression rate through greater heat

feedback to the fuel surface. It should be mentioned, however, that other factors,

such as ambient temperature, can also affect the fuel regression rate [20,21,51].

A potential cause of the large differences between measurements taken under

the same wind speed is indicated by the temperatures measured along the blocking

object at the beginning of each test. Figure 5.18 shows the initial blocking object

6However, as will be shown in later sections, part of this difference was caused by differences
in symmetry of the plume across the longitudinal midplane y=0 m.

7An uncertainty of ±0.4 mm/min (or ±0.005 kg/m2s) was previously estimated by Randsalu
[20] for the load cell method of measuring fuel regression rate.
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Figure 5.18: Initial temperatures along blocking object, y=0 m, (a) 5 m/s wind,
(b) 7 m/s wind, (c) 10 m/s wind, (d) 13 m/s wind
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temperatures measured along y=0 m immediately prior to startup of the first fan

in each test. For the two tests involving the 5 m/s wind (Figure 5.18a), the initial

temperatures differed by less than 5◦C, while for the tests involving the 7 m/s and

13 m/s winds (Figure 5.18b and 5.18d), the initial temperatures differed by up to

11◦C and 10◦C, respectively. For the tests involving the 10 m/s wind (Figure 5.18c),

the initial temperatures on the windward side of the object (0◦ ≤ φ ≤ 150◦) differed

by less than 2◦C, while those on the leeward side of the object (180◦ ≤ φ ≤ 330◦)

differed by up to 33◦C. This large difference on the leeward side of the object was due

to radiation from the sun passing through the open exit door of the test enclosure

and impinging on the blocking object in test 29. The initial temperature field along

the blocking object likely would have influenced the overall thermal development of

the fire, since less net radiation would occur from the fire to a warmer object. The

higher initial object temperatures measured in tests 31, 29 and 30 for the 7 m/s,

10 m/s and 13 m/s wind conditions, respectively, could thus be a primary reason

for the poor repeatability of the tests at these wind speeds.

Another possible contribution to differences between measurements taken in

repeated tests was potential differences in the composition of the fuel. Although

the fuel used in all eight tests arrived as a single shipment, it was divided among

four drums, each with a capacity of 205 L. Since the fuel in each drum was used for

two consecutive tests, the fuel burned in tests 29 and 30 may have been of slightly

different composition than that burned in tests 25 and 26, further contributing to

the differences in fuel regression rate shown in Table 5.5 and the larger values of

∆Tdiff shown in Figures 5.16c and 5.16d.

Based on the above discussion, the test-to-test repeatability of the measured

temperatures, a precision uncertainty, would form the dominant part of the total

measurement uncertainty in the present experiments. However, this repeatability

depends on experimental boundary conditions such as the initial temperature of the

blocking object. Thus, the temperature differences seen in Figures 5.16 and 5.17

occurred not only due to random variations but also due to changes in the initial

boundary conditions. When the initial boundary conditions were similar, as in tests

27 and 32 for the 5 m/s wind condition, the test-to-test repeatability of the plume

temperatures was within 18% (Figure 5.16a). This value could therefore be used

to estimate the precision uncertainty for the plume temperatures and, since the

plume and object temperatures are interrelated through heat transfer effects, also

the object temperatures. Combination of the precision and systematic uncertainties

using Equation 4.1 (page 88) then results in estimated values of 43%, 49% and 44%
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for the total measurement uncertainty in temperatures measured in the core of the

fire, near the edge of the fire and along the blocking object, respectively.

A final note on uncertainty should be made with regard to the calorimeters

described in Section 5.1.3. Since the calorimeter was based on the same principle

of measuring heat flux as the DFT, it would be expected to be influenced by the

same sources of error as those discussed for the DFT in Chapters 3 and 4. In

particular, effects of lateral conduction would be expected to be significant, espe-

cially if the calorimeter was not fully engulfed in the fire. Previous investigations

into the error in using a one-dimensional conduction assumption for this type of

calorimeter in fires indicated uncertainties of 10-20%, depending on how uniformly

the calorimeter was heated [159,199]. This could be combined with the 20% uncer-

tainty estimated by Figueroa et al. [160] (which did not include effects of two- or

three-dimensional conduction) associated with using IHCP1D to determine the net

heat flux to calorimeters similar to those used in the present study. For incident

heat flux results, the uncertainty associated with the emissivity of the calorime-

ter surface would also need to be considered and has been estimated by others

to be approximately 10% [137]. If the above uncertainties were combined using a

root-sum-square method, the total uncertainty for the measured heat flux values

from the calorimeter would be 24-30%. These estimates do not include the uncer-

tainty associated with repeatability of the measurements, which would depend on

the initial temperature conditions of the test section, the blocking object and each

calorimeter.

Since the tests repeated at each wind speed appeared to be affected by the

initial temperature field along the blocking object, the results of individual tests

(rather than values averaged over the two tests conducted at each wind speed) will

be reported in this chapter. As in the previous chapter, experimental data will be

presented in terms of increases in temperature or heat flux in order to minimize

differences in initial temperatures between tests. Temperatures measured in the fire

plume and along the blocking object will be discussed in the next section, followed

by selected heat flux results.

5.3 Results and Discussion: Temperature

A typical time trace of temperatures measured along a thermocouple chain situated

1.52 m downwind of the fuel pan centre (1.92 m upwind of the longitudinal axis of
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the blocking object) is shown in Figure 5.19. The plot clearly shows the temperature

decreasing with increasing height above the floor, as well as the general pattern of

an initial increase in temperature after ignition, followed by a marked period of

steady burning. Given the similarity in shape of the temperature curves between

this plot and the one in Figure 4.11 for the experiments without the blocking object,

the technique used to reduce the temperature data in Chapter 4 (i.e. calculation

of Tss − Tinit) was considered appropriate for the present tests as well. Table 5.6

lists the duration of the steady burning period for each test, determined using the

procedure described in Section 4.2.

Of the 163 thermocouples used to measure plume temperature, up to 21 ther-

mocouples (13%) failed during a test due to intense heating by the fire. Most of

the failures occurred in tests 25 to 28. The number of failures in tests 29 to 32 was

minimized by insulating the lengths of thermocouple running down the six chains
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Figure 5.19: Typical plot of plume temperatures, 7 m/s wind (test 31), x=1.52 m,
y=0.00 m
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Table 5.6: Duration of Steady Burning Period for Tests with Blocking Object

Test Wind Total Test Start of Duration of
Number Speed Length Steady Burning Steady Burning

25 13 m/s 475 s 213 s 138 s
26 10 m/s 485 s 218 s 147 s
27 5 m/s 600 s 208 s 221 s
28 7 m/s 523 s 196 s 176 s
29 10 m/s 534 s 225 s 150 s
30 13 m/s 399 s 159 s 137 s
31 7 m/s 490 s 227 s 132 s
32 5 m/s 597 s 239 s 172 s

located nearest the fuel pan (Figure 5.4, x=1.1 m and 1.5 m). Despite the rela-

tively large number of failed thermocouples in tests 25 to 28, the data recorded prior

to failure could still be used to obtain estimates of plume temperature. A quasi-

steady burning period occurring after the initial increase in temperature and prior

to failure of the thermocouple could be identified in most of the temperature time

traces. Averaged temperatures were calculated over these quasi-steady periods,

which lasted between 25 s and 150 s. These were included in the results presented

in this section. For up to six failed thermocouples per test, no quasi-steady pe-

riod could be identified in the temperature time curves, so no averaged data were

available at the corresponding thermocouple locations. All averaged temperatures

reported in this section are listed in Appendix D.

Figure 5.20 shows a typical time trace of temperatures measured along the

centreline of the blocking object in the plane y=0.00 m. (For clarity, not all tem-

peratures measured in this plane are shown. Time traces of object temperatures

measured at other wind speeds are contained in Appendix E.) It is clear from the

plot that temperatures measured near the bottom of the object (φ = 0◦, 30◦ and

330◦) were much hotter than those at the top of the object (φ = 180◦). Due to

the large thermal mass of the blocking object, no steady-state temperatures were

reached over the duration of the test. Instead, the temperature curves continuously

increased until approximately 360 s, which corresponded to the end of the steady

burning period (Table 5.6), and then decreased as the fuel burned out. In order to

characterize the effect of the fire on the object at each wind speed, the maximum

temperature measured by each thermocouple in the object was deemed to be the

most appropriate comparison parameter. However, the maximum temperature at

each measurement location did not occur at exactly the same time during a test.
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7 m/s wind (test 31), y=0.00 m
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Due to the thermal inertia of the blocking object, measurements from thermocou-

ples exposed least directly to the fire (e.g. at φ = 180◦ and along y=2 m) reached

a maximum value up to 1.5 minutes later than measurements from thermocouples

exposed most directly to the fire (e.g. at φ = 0◦ and along y=0 m). To avoid having

to report a different time for each maximum temperature, a single time, at which

most of the measured object temperatures were at or very close to their maximum,

was selected for each test. The temperatures measured at this selected time, minus

initial values measured immediately prior to startup of the first fan, are presented in

this section and listed in Appendix F. Differences between the listed temperatures

and the true maximum temperatures attained by the thermocouples were within

10◦C, which typically represented 5% of the maximum temperature.

In the following sections, the macroscopic characteristics of the fire will be dis-

cussed for each of the 5 m/s, 7 m/s, 10 m/s and 13 m/s wind speeds. For each

wind condition, video images are first presented to show the overall features of the

fire. This is followed by discussion of temperature data measured in the fire plume

and along the blocking object.

5.3.1 Fire in 5 m/s Wind with Blocking Object

Typical single-frame images of the fire from video cameras placed upwind and

downwind of the blocking object are shown in Figure 5.21 for the 5 m/s wind

condition. Corresponding time-averaged images, based on 60 frames sampled half

a second apart, are shown in Figure 5.22. As in the test without the blocking object

(Section 4.4.2), the fire was tilted significantly and was attached to the raised floor

surround and brick floor downwind of the fuel pan. However, comparing Figure

5.22a with Figure 4.20, the leading edge of the luminous envelope immediately

above the fuel pan appeared to be less well-defined when the blocking object was

in place, indicating higher levels of turbulence and greater variations in shape of

the luminous flame zone. Further, as evident in Figure 5.21, the fire impinged

on the lower windward side and bottom of the blocking object before spreading

up the leeward side. Significant smoke obscuration was apparent in the region

downwind of the object (Figure 5.22b). No angles of plume tilt were measured due

to interference on the plume by the blocking object and the consequent lack of a

meaningful definition of plume tilt for this situation.

Figures 5.23 and 5.24, which contain plots of the time-averaged increase in

plume temperature along the longitudinal midplane y=0 m for the two tests at
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Figure 5.21: Typical video frames showing fire in 5 m/s wind, (a) upwind of blocking
object, (b) downwind of blocking object
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Figure 5.22: Typical 60-frame time-averaged images showing fire in 5 m/s wind,
(a) upwind of blocking object, (b) downwind of blocking object
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Figure 5.23: Line plot of increase in plume temperature under 5 m/s wind (test 27),
y=0 m, (a) upwind of blocking object, (b) underneath blocking object, (c) down-
wind of blocking object
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Figure 5.24: Line plot of increase in plume temperature under 5 m/s wind (test 32),
y=0 m, (a) upwind of blocking object, (b) underneath blocking object, (c) down-
wind of blocking object

183



the 5 m/s wind speed, show trends in plume behaviour consistent with the video

images. The plume was attached to the ground up to 2 m downwind of the fuel

pan centre, as indicated by the trend of increasing temperature with decreasing

elevation in each of the temperature profiles shown in Figures 5.23a and 5.24a. The

plume appeared to lift off the ground as it passed underneath the blocking object

(Figures 5.23b and 5.24b) and quickly gained height as it rose up the leeward side

of the culvert (Figures 5.23c and 5.24c). The centre of the plume was located at

a height of approximately z=2.4 m along the measurement plane x=6.1 m, while

further downwind, along the planes x=7.3 m and 9.3 m, the plume centre was above

the highest thermocouples.

To augment the temperature line plots shown in Figures 5.23 and 5.24, contour

plots of the same temperature data were generated and are included in Figures 5.25

and 5.26. Due to the presence of the blocking object, each contour plot was created

in three sections corresponding to regions between the downwind edge of the fuel

pan and the upwind edge of the object (1.1 m ≤ x ≤ 2.0 m), underneath the object

(2.0 m ≤ x ≤ 6.1 m) and downwind of the object (6.1 m ≤ x ≤ 9.3 m). Data

from these sections were then superimposed to produce the contour plots seen in

Figures 5.25 and 5.26. Although insufficient temperature measurements prevented

generation of valid contours in the region immediately downwind of the blocking

object (4.5 m ≤ x ≤ 6.1 m, z ≥ 1 m), an overall picture of the plume could still be

obtained from the superimposed plot. The shape of the contours indicated that the

plume was attached to the ground immediately downwind of the fuel pan and that

hot gases impinged on the lower windward side of the culvert, consistent with the

video images. The plume also appeared to be wrapped around the bottom of the

culvert, rising on the leeward side. Comparing both contour plots to Figure 4.21,

which shows the corresponding plot without the blocking object, the direction of

plume travel was clearly affected by the presence of the object. For instance, Figure

4.21 indicates that the centre of the plume at a downwind distance of x=6.1 m

was located at a height of 1.6 m, whereas Figures 5.25 and 5.26 indicate that the

centre of the plume at the same downwind distance was located at a height of

approximately 2.7 m. In addition, temperatures measured underneath the blocking

object were lower than those measured in the same locations without the object in

place. For example, Figure 4.21 indicates that temperatures greater than 1000◦C

occurred at a downwind distance of x=3 m, at z ≤ 0.5 m, and that temperatures

up to 900◦C occurred 1 m further downwind, at x=4 m and between z=0.2 m and

0.9 m. However, when the blocking object was present (Figures 5.25 and 5.26),
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Figure 5.25: Contour plot of increase in plume temperature under 5 m/s wind (test
27), y=0 m
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Figure 5.26: Contour plot of increase in plume temperature under 5 m/s wind (test
32), y=0 m
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temperatures remained less than 1000◦C along x=3 m and less than 700◦C along

x=4 m, suggesting that impingement of the fire plume on the thermally massive

blocking object lowered plume temperatures in that region by up to 200◦C.

The maximum increases in temperature measured along the inside surface of

the blocking object in the plane y=0 m were consistent with the shape of the

plume described above. As shown in Figure 5.27, the largest temperature increases,

ranging between 560◦C and 664◦C, occurred along the bottom and leeward side of

the object (φ=0◦, 30◦, 300◦ and 330◦), indicating the region of greatest exposure

to the fire plume.8 Temperature increases ranging from 420◦C to 546◦C occurred

further up the object on both sides, at φ=60◦ and 270◦. The top portion of the

object, from φ=120◦ to 210◦, experienced the lowest temperature increases, less

than 155◦C.

Changes in temperature across the width of the plume upwind and downwind

of the blocking object are shown in Figures 5.28 and 5.29, respectively. The plotted

data depict horizontal temperature profiles along different heights and at various

downwind distances. Figure 5.28 shows temperature profiles along two or more

heights in each of the measurement planes x=1.1 m, 1.5 m and 2.0 m, while Figure

5.29 shows two temperature profiles along the plane x=3.0 m and one temperature

profile along each of the planes x=4.5 m, 6.1 m, 7.3 m and 9.1 m. The tempera-

ture profiles plotted for the downwind distances between x=4.5 m and 9.1 m were

selected to correspond to a height located near the plume centre. Upwind of the ob-

ject (Figure 5.28), the temperature profiles did not consistently exhibit a maximum

value at the same y location. In general, the profiles corresponding to higher eleva-

tions indicated higher temperatures on the -y side of the test enclosure, while those

near the floor (at z=0.2 m or 0.4 m) were reasonably symmetrical and indicated a

maximum temperature in the longitudinal midplane y=0 m. A similar trend could

be observed in the temperature profiles along x=3.0 m (Figure 5.29). Given that

the fire was attached to the ground at these downwind distances (Figures 5.25 and

5.26), this suggested that the fire was initially centred on the longitudinal midplane,

but tended to move in the -y direction with increasing height. The skew in plume

direction was clearly supported by the temperature profiles measured downwind of

the object in Figure 5.29. Post-test examination of the experimental layout revealed

that the blocking object was shifted off centre by approximately 0.20 m in the +y

direction, due to inherent difficulties in accurately positioning such a large cylinder

8No data point was available at the measurement location φ=30◦ in test 32 due to failure of
the thermocouple midway through the test.
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Figure 5.27: Temperature profile along inside surface of blocking object, y=0 m,
5 m/s wind
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Figure 5.28: Temperature profile across width of plume upwind of blocking object,
5 m/s wind (x and z coordinates in metres), (a) test 27, (b) test 32
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Figure 5.29: Temperature profile across width of plume underneath and downwind
of blocking object, 5 m/s wind (x and z coordinates in metres), (a) test 27, (b) test
32
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Figure 5.30: Temperature profile along inside surface of blocking object in longitu-
dinal direction, 5 m/s wind, (a) test 27, (b) test 32

inside the test enclosure. As the flow from the fans passed through the enclosure,

this offset may have been sufficient to cause the pressure on the -y side of the test

section to be lower than that on the +y side, resulting in a tendency for the fire

plume to become skewed in the -y direction. At a downwind distance of x=6.1 m,

the plume was centred at approximately y=-0.5 m (Figure 5.29b), indicating an

overall skew angle of approximately 5◦.

Temperature profiles measured along the blocking object in the longitudinal (y)

direction were consistent with the observation of a skewed plume. As shown in

Figure 5.30, the highest temperature increase in each test was measured along the

bottom of the object (φ=0◦) at y=-0.20 m. No object temperatures were measured

at locations between y=-0.20 m and -1.15 m because they would have been taken

behind the steel band used to join the culvert sections together (Section 5.1.2)

and thus would have been lower than expected. In each of the tests shown, the

temperature profile measured along φ=270◦ (denoted by square symbols) was of

similar shape to that measured along φ=0◦ (denoted by ‘+’ symbols), consistent

with the observation that the bottom and leeward side of the blocking object were

most directly exposed to the plume. In contrast, regions along φ=90◦ and 180◦

received much less exposure to the plume, so the corresponding temperature profiles

were of lower magnitude and less asymmetrical than those at φ=0◦ and 270◦.
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5.3.2 Fire in 7 m/s Wind with Blocking Object

Typical single-frame and time-averaged images of the fire in the 7 m/s wind con-

dition are shown in Figures 5.31 and 5.32. Compared to the 5 m/s wind condition

(Figures 5.21 and 5.22), the fire was tilted further over and appeared to impinge on

the bottom of the blocking object, but not on the lower windward side of the cul-

vert. The flaming region also did not appear to spread significantly up the leeward

side of the culvert at this higher wind speed. High levels of smoke production were

evident in the region downwind of the blocking object (Figure 5.32b).

Figures 5.33 to 5.36 contain line and contour plots of the time-averaged increase

in plume temperature along the longitudinal midplane y=0 m. Comparison of

Figures 5.33 and 5.35 to Figures 5.34 and 5.36, respectively, shows that higher

temperature increases were measured in test 31 than in test 28 at locations in the

core region of the plume underneath and downwind of the blocking object. (A

similar general trend could be seen in the region upwind of the object, although

the differences were much more obvious in the regions underneath and downwind

of the object.) As discussed in Section 5.2, this was likely due to higher initial

temperatures in the blocking object in test 31, causing the object to receive less

net radiation from the fire and resulting in higher temperatures in the plume at

a given downwind distance. Although differences in the measured temperatures

ranged up to 185◦C, as indicated in Figure 5.17b, the overall shape of the plume in

both tests was similar, permitting characterization of the macroscopic features of

the plume from the temperature data.

Noticeable differences in plume shape and travel were observed when the fire

was in the 7 m/s wind, compared to the 5 m/s wind. The plume remained attached

to the ground up to at least x=3.0 m (based on Figures 5.33 and 5.34) and the

temperature contours in this region were oriented approximately parallel to the

ground, as seen most evidently in Figure 5.36. Temperature gradients measured

along the vertical thermocouple rakes were steeper in the 7 m/s wind condition than

in the 5 m/s wind condition (e.g. compare Figures 5.33a and 5.24a), consistent with

the notion of the plume lying closer to the ground under a higher wind speed. The

plume continued to hug the ground until it was underneath the leeward half of the

blocking object, when the hot gases rose due to buoyancy (Figures 5.35 and 5.36).

The plume centre then reached a height of approximately 1.9 m by a downwind

distance of x=6.1 m, based on the temperature profiles shown in Figures 5.33c and

5.34c. At x=7.3 m, the plume centre was located between z=2.9 m and 3.4 m, with
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(a) 

(b) 

Figure 5.31: Typical video frames showing fire in 7 m/s wind, (a) upwind of blocking
object, (b) downwind of blocking object
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(a) 

(b) 

Figure 5.32: Typical 60-frame time-averaged images showing fire in 7 m/s wind,
(a) upwind of blocking object, (b) downwind of blocking object
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Figure 5.33: Line plot of increase in plume temperature under 7 m/s wind (test 28),
y=0 m, (a) upwind of blocking object, (b) underneath blocking object, (c) down-
wind of blocking object
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Figure 5.34: Line plot of increase in plume temperature under 7 m/s wind (test 31),
y=0 m, (a) upwind of blocking object, (b) underneath blocking object, (c) down-
wind of blocking object
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Figure 5.35: Contour plot of increase in plume temperature under 7 m/s wind (test
28), y=0 m
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Figure 5.36: Contour plot of increase in plume temperature under 7 m/s wind (test
31), y=0 m
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the lower elevation corresponding to test 28 (Figure 5.33c) and the higher elevation

corresponding to test 31 (Figure 5.34c).

Comparison of Figures 5.35 and 5.36 to Figure 4.27, which contains the corre-

sponding contour plot without the blocking object, shows the effect of the object

on the direction of plume travel. In Figure 4.27, the shape of the contours indicates

that the plume remained close to the ground until approximately x=7 m, whereas

in Figures 5.35 and 5.36, the plume remained close to the ground only until approx-

imately x=4 m. This difference suggests that both buoyancy and the low-pressure

wake region immediately downwind of the object contributed to the rising of the

plume gases underneath the leeward half of the blocking object.

Temperature increases measured along the inside surface of the blocking object

were consistent with the above description of the plume. The greatest increases

occurred near the bottom of the culvert, at φ=0◦, 30◦ and 330◦ (Figure 5.37).

At these locations, the measured temperature increases were between 456◦C and

549◦C, lower than the corresponding temperature increases recorded for the 5 m/s

wind condition (Figure 5.27). This was consistent with the observation that the

plume lay closer to the ground under the higher wind speed because it would have

been located effectively further from the outside surface of the object, resulting in

lower temperatures along the object. The temperature profiles in Figure 5.37 also

indicated that at the 7 m/s wind speed, the windward and leeward sides of the

blocking object received similar levels of thermal exposure, supporting the obser-

vation from the video images that the flaming region did not spread significantly

up the leeward side of the object.

Temperature profiles measured along the width of the plume (Figures 5.38 and

5.39) indicated that the fire was generally skewed toward the -y side of the test

enclosure, similar to the 5 m/s wind condition. Based on the profiles from x=1.1 m

to 3.0 m, the fire appeared to develop somewhat symmetrically across the longi-

tudinal midplane of the test enclosure at the lowest elevations, but shift in the

-y direction with increasing height. This shift in plume direction was supported

by temperature profiles measured both downwind of and along the bottom of the

blocking object (Figures 5.39 and 5.40). The plots in Figure 5.39 indicate a similar

angle of skew in the plume as for the 5 m/s wind condition, with the plume centre

located at approximately y=-0.5 m at downwind distances of x=6.1 m and 7.3 m.

The temperature profile corresponding to φ=0◦ on the blocking object also peaked

at y=-0.2 m (Figure 5.40), similar to the 5 m/s wind tests.
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Figure 5.37: Temperature profile along inside surface of blocking object, y=0 m,
7 m/s wind
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Figure 5.38: Temperature profile across width of plume upwind of blocking object,
7 m/s wind (x and z coordinates in metres), (a) test 28, (b) test 31
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Figure 5.39: Temperature profile across width of plume underneath and downwind
of blocking object, 7 m/s wind (x and z coordinates in metres), (a) test 28, (b) test
31
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Figure 5.40: Temperature profile along inside surface of blocking object in longitu-
dinal direction, 7 m/s wind, (a) test 28, (b) test 31

Difficulties in measuring temperature in the hot flaming core of the fire were

demonstrated by the apparent conflicting trend observed in the temperature pro-

files measured along x=1.1 m and z=0.4 m during the two tests conducted at the

7 m/s wind speed (Figure 5.38, denoted by open circles). In test 28 (Figure 5.38a),

a profile maximum was measured at y=0 m, but in test 31 (Figure 5.38b), a pro-

file minimum was measured at the same y location. Since profile maxima were

measured at y=0 m at other nearby locations (e.g. (x, z)=(1.5 m, 0.4 m) and

(x, z)=(2.0 m, 0.2 m)), the profile minimum observed in test 31 at (x, z)=(1.1 m,

0.4 m) appeared at first to be an anomaly. However, as shown later in Figures 5.48

and 5.58, this minimum was also observed in tests 29 and 30 at the 10 m/s and

13 m/s wind speeds, respectively. Possible causes of this minimum include con-

duction losses through the thermocouple wire, decalibration of the thermocouple

wire and the presence of an oxygen-starved region near the fuel pan at the base

of the fire. Although conduction losses may have occurred during these experi-

ments, they were unlikely to have caused the measured temperature to decrease

by over 170◦C, or 22% (the difference between the profile maximum of 954◦C at

y=-0.5 m and the profile minimum of 781◦C at y=0 m in test 31 (Figure 5.38b)).

Also, decalibration of the thermocouple wires was considered to have been a minor

contributor because the thermocouple chains at x=1.1 m and 1.5 m were insulated

during tests 29 to 32. Examination of the temperature time traces corresponding

to the temperature profile at (x, z)=(1.1 m, 0.4 m) did not reveal any obvious

failure of the thermocouples during tests 29 to 32; however, the thermocouples lo-
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cated along the chains in the measurement plane x=1.1 m tended to fail partway

through the test when the chains were uninsulated in tests 25 to 28 (see Appendix

D). Because the temperature data measured immediately prior to thermocouple

failure were used to generate some of the temperature profiles in test 28 (Figure

5.38a), there was greater uncertainty in the temperature data corresponding to the

profile at (x, z)=(1.1 m, 0.4 m) in this test than in the same data corresponding to

test 31. The above issues indicate the tremendous difficulty in obtaining accurate

temperature measurements at the base of the fire in large-scale experiments. Since

the temperatures measured in test 31 with the insulated thermocouple chains were

considered more reliable, the existence of a profile minimum at y=0 m would sug-

gest the presence of an oxygen-starved region at the base of the fire, in agreement

with the study of Suo-Anttila and Gritzo [7] involving large wind-blown fires with

a large downwind blocking object. However, this clearly remains an area requiring

significantly more research.

5.3.3 Fire in 10 m/s Wind with Blocking Object

Figures 5.41 and 5.42 contain typical single-frame and time-averaged images of

the fire in the 10 m/s wind condition. In Figure 5.42a, the region of luminous

flame immediately above the fuel pan was of similar shape to that observed in the

7 m/s wind condition (Figure 5.32a), but immediately downwind of the fuel pan,

the flame lay closer to the ground under the higher wind speed. Downwind of

the blocking object (Figure 5.42b), most of the plume remained near the ground,

with significant smoke obscuration near the bottom of the thermocouple chains

positioned downwind of the culvert. This contrasted with the image taken in the

7 m/s wind condition (Figure 5.32b), in which most of the smoke obscuration

occurred near the top of the thermocouple chains.

Further details about the plume could be obtained from Figures 5.43 to 5.46,

which show line and contour plots of the time-averaged increase in plume tempera-

ture along the longitudinal midplane y=0 m. The temperature increases measured

at locations in the core region of the plume underneath and downwind of the block-

ing object were higher in test 29 than in test 26. Similar to the tests in the 7 m/s

wind, these differences corresponded to differences in the initial temperature of the

blocking object. The overall shape of the plume was similar in both tests and thus

could be characterized. As indicated by Figures 5.45 and 5.46, the plume hugged

the ground as it moved downwind of the fuel pan and underneath the blocking ob-
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(a) 

(b) 

Figure 5.41: Typical video frames showing fire in 10 m/s wind, (a) upwind of
blocking object, (b) downwind of blocking object
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(a) 

(b) 

Figure 5.42: Typical 60-frame time-averaged images showing fire in 10 m/s wind,
(a) upwind of blocking object, (b) downwind of blocking object
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Figure 5.43: Line plot of increase in plume temperature under 10 m/s wind (test 26),
y=0 m, (a) upwind of blocking object, (b) underneath blocking object, (c) down-
wind of blocking object
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Figure 5.44: Line plot of increase in plume temperature under 10 m/s wind (test 29),
y=0 m, (a) upwind of blocking object, (b) underneath blocking object, (c) down-
wind of blocking object
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Figure 5.45: Contour plot of increase in plume temperature under 10 m/s wind
(test 26), y=0 m
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Figure 5.46: Contour plot of increase in plume temperature under 10 m/s wind
(test 29), y=0 m
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ject. Temperature contours upwind of the object (particularly in Figure 5.45) were

suggestive of velocity contours that might be observed in studies of two-dimensional

flow around a cylinder, and indicated that the height of the plume decreased as it

approached the blocking object. (This may also have been partly caused by the

presence of a backwards-facing step formed by the leeward edge of the raised floor

surround.) This observation was not evident at the lower wind speeds (e.g. Figures

5.35 and 5.25) because in those cases, the inertial forces of the wind were not suf-

ficient to overcome the buoyancy forces in the fire. Vertical temperature gradients

upwind of and underneath the blocking object were steeper in the 10 m/s wind con-

dition than in the 7 m/s wind condition (Figures 5.35 and 5.36), consistent with

the notion of the plume being pushed closer to the ground by the higher ambient

wind. The plume then lifted off the ground downwind of the blocking object, with

its centre reaching heights of approximately z=0.9 m, 1.9 m and 2.3 m at downwind

distances of x=6.1 m, 7.3 m and 9.3 m, respectively (Figures 5.43c and 5.44c). This

was clearly different from the test in the 10 m/s wind without the object (Figure

4.32), in which the plume was pushed close to the ground over the entire length of

the test section.

Figure 5.47 shows profiles of the increase in temperature along the inside surface

of the blocking object at y=0 m. The temperature increases measured along the

lower half of the object were higher in test 29 than in test 26, particularly at

φ=0◦ and 330◦, where differences of up to 153◦C were observed. This was likely

due to increased heating of the culvert by the plume, which was up to 371◦C

hotter in test 29 in the region underneath the leeward side of the blocking object

(Figures 5.43b and 5.44b, x=4.5 m profiles). Despite the relatively large test-to-test

differences at the 10 m/s wind speed, the temperature profiles in Figure 5.47 showed

consistent trends when compared to those in Figure 5.37 for the 7 m/s wind speed.

Temperatures measured along the top and windward sides of the culvert (φ=30◦ to

180◦) were relatively similar, within 56◦C (or 18%), under the two wind speeds. In

contrast, temperatures measured along the lower leeward side of the culvert (φ=0◦

and 270◦ to 330◦) were up to 230◦C (96%) cooler in the 10 m/s wind tests. This

was consistent with the observation that the plume lay closer to the ground (and

therefore further away from the object) and lifted off the ground further downwind

of the object at the higher wind speed (cf. Figures 5.45-5.46 and 5.35-5.36), thus

reducing thermal exposure of the lower leeward side of the culvert to the fire plume.

Temperature profiles along the width of the plume (Figures 5.48 and 5.49) and

blocking object (Figure 5.50) indicated that the fire was generally skewed in the
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Figure 5.47: Temperature profile along inside surface of blocking object, y=0 m,
10 m/s wind
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Figure 5.48: Temperature profile across width of plume upwind of blocking object,
10 m/s wind (x and z coordinates in metres), (a) test 26, (b) test 29
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Figure 5.49: Temperature profile across width of plume underneath and downwind
of blocking object, 10 m/s wind (x and z coordinates in metres), (a) test 26, (b) test
29
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Figure 5.50: Temperature profile along inside surface of blocking object in longitu-
dinal direction, 10 m/s wind, (a) test 26, (b) test 29

-y direction, as observed at the lower wind speeds. In test 26, the plume centre

appeared to have shifted by 1 m in the -y direction by the time it reached downwind

distances of x=7.3 m and 9.1 m (Figure 5.49a), while in test 29, it appeared to have

shifted by 0.5 m (Figure 5.49b). Along the bottom of the blocking object (Figure

5.50, φ=0◦), the maximum temperature increase was located at y=-0.2 m in both

tests, but temperatures on the +y side of the object were much lower in test 26

than in test 29, consistent with the observation that the plume was skewed more

significantly to the -y side of the test enclosure during the earlier test. Overall, the

skew angle of the plume was consistent with previous observations, ranging from

4◦ to 8◦, based on the temperature profiles for x=7.3 m shown in Figure 5.49.

As observed in the 7 m/s wind condition, the profile measured along x=1.1 m

and z=0.4 m was inconsistent with those measured along similar elevations at

x=1.5 m and 2.0 m (Figure 5.48). For instance, in test 26, the profile measured

along (x, z)=(1.1 m, 0.4 m) suggested that the fire was skewed in the +y direction,

as opposed to the -y direction indicated further downwind. Likewise, in test 29, the

profile measured at (x, z)=(1.1 m, 0.4 m) exhibited a minimum value at y=0 m,

rather than a maximum value as evident in the corresponding profile at x=1.5 m.

As mentioned in Section 5.3.2, these inconsistencies may have been due to the use

of temperatures measured immediately prior to thermocouple failure (which have

a greater uncertainty) to generate the temperature profiles in Figure 5.48, or the
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presence of an oxygen-starved region near the fuel pan at the base of the fire. More

detailed measurements are required in order to resolve these inconsistencies.

5.3.4 Fire in 13 m/s Wind with Blocking Object

Figures 5.51 and 5.52 show typical single-frame and time-averaged images of the fire

in the 13 m/s wind condition. The shape of the flame upwind of the blocking object

(Figures 5.51a and 5.52a) was similar to that observed in the 10 m/s wind condition

(Figures 5.41a and 5.42a). As the fire passed underneath the object, however, it lay

closer to the ground under the higher wind speed. This was evidenced by a large

visible gap between the bottom of the culvert and top of the flame in Figures 5.51b

and 5.52b. Downwind of the object, the plume remained near the ground until it

exited the test section, as indicated by significant smoke obscuration of the lower

portion of the thermocouple chains in Figure 5.52b.

To provide additional detail, line and contour plots of the time-averaged increase

in plume temperature along the longitudinal midplane y=0 m are shown in Figures

5.53 to 5.56.9 Similar to the 7 m/s and 10 m/s wind tests, differences in the initial

temperature of the blocking object contributed to higher temperature increases in

the core region of the plume underneath and downwind of the blocking object in

test 30 (Section 5.2). Despite this, the overall shape of the plume was reasonably

similar in both tests and could be characterized. The plume lay close to the ground

as it passed underneath the blocking object, with temperature profiles and contours

in the region upwind of x=3 m similar to those reported for the 10 m/s wind tests.

Downwind of the blocking object, the plume continued to hug the ground and

appeared to do so more closely in test 25 than in test 30. The temperature profiles

in Figure 5.53 all peaked at their lowest measurement locations, while those in

Figure 5.54 indicated that the plume started to lift off the ground downwind of

x=6.1 m, reaching heights of 0.9 m and 1.7 m at downwind distances of x=7.3 m

and 9.3 m, respectively (Figure 5.54). In both these tests, the plume lay closer to

the ground than in the 10 m/s wind condition, consistent with the video images of

the downwind portion of the fire (Figures 5.51b and 5.52b).

Temperature increases measured along the inside surface of the blocking object

at y=0 m are shown in Figure 5.57. In both tests, the highest temperature increases

9In Figure 5.56, poor alignment of the contours upwind and downwind of x=2.0 m was due to a
missing data point at x=2.0 m and z=0.9 m, caused by failure of the corresponding thermocouple
at the beginning of the test.
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(a) 

(b) 

Figure 5.51: Typical video frames showing fire in 13 m/s wind, (a) upwind of
blocking object, (b) downwind of blocking object
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(a) 

(b) 

Figure 5.52: Typical 60-frame time-averaged images showing fire in 13 m/s wind,
(a) upwind of blocking object, (b) downwind of blocking object
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Figure 5.53: Line plot of increase in plume temperature under 13 m/s wind (test 25),
y=0 m, (a) upwind of blocking object, (b) underneath blocking object, (c) down-
wind of blocking object
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Figure 5.54: Line plot of increase in plume temperature under 13 m/s wind (test 30),
y=0 m, (a) upwind of blocking object, (b) underneath blocking object, (c) down-
wind of blocking object
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Figure 5.55: Contour plot of increase in plume temperature under 13 m/s wind
(test 25), y=0 m

1 2 3 4 5 6 7 8 9
x (m)

0

1

2

3

4

z 
(m

)

0
100
200
300
400
500
600
700
800
900
1000

Tss - Tinit 
(deg. C)

Blocking
object

 

Figure 5.56: Contour plot of increase in plume temperature under 13 m/s wind
(test 30), y=0 m
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Figure 5.57: Temperature profile along inside surface of blocking object, y=0 m,
13 m/s wind
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(384◦C to 487◦C) were measured along the lower windward side of the culvert (φ=0◦

to 60◦), although in test 30, a temperature increase of 397◦C was also measured at

φ=330◦ due to higher plume temperatures underneath the object (Figure 5.54b).

The temperature profiles were similar in shape to those measured at the 10 m/s

wind speed (Figure 5.47), particularly when tests conducted on the same day (i.e.

tests 25 and 26, tests 29 and 30) were compared. The temperature increases along

the windward side of the object (φ=30◦ to 180◦) were similar in magnitude to the

corresponding values in the 10 m/s wind tests, but those along the lower leeward

side of the culvert (φ=300◦ to 330◦) were smaller than the corresponding values in

the 10 m/s wind tests. This was consistent with the observation that the plume

remained closer to the ground, and thus further from the outside surface of the

culvert, in the region downwind of the object during the 13 m/s wind tests.

Temperature profiles measured along the width of the plume and blocking object

(Figures 5.58 to 5.60) showed trends similar to those measured at the 10 m/s

wind speed. The plume was clearly skewed in the -y direction, with its centre

located at approximately y=-1 m in the region downwind of the object (Figure

5.59, x ≥ 6.1 m). The inconsistencies in the temperature profiles corresponding

to (x, z)=(1.1 m, 0.4 m), described in Section 5.3.3, were observed at the 13 m/s

wind speed. In the blocking object, temperatures measured along φ=0◦ peaked

at y=-0.2 m and were generally hotter on the -y side, consistent with the plume

temperature profiles.

As indicated in the above sections, the shape of the plume was greatly influenced

by the wind speed and presence of the blocking object. In the 5 m/s wind condition,

the blocking object interfered significantly with the plume, which impinged on the

lower windward portion and bottom of the culvert before spreading upward along

the leeward side. In the 7 m/s wind condition, the plume tilted further over and

although it continued to impinge on the bottom of the blocking object, it did not

spread significantly up the leeward side of the culvert. As the wind speed increased

to 10 m/s, there was no discernible impingement of the fire on the object and the

plume lay close to the ground, passing relatively freely underneath the blocking

object. With a further increase in wind speed to 13 m/s, the plume lay even closer

to the ground and the object did not appear to directly obstruct the plume flow.

The results from the present experiments could be compared with simulation

results from the two-dimensional model of Kou [118], previously described at the

end of Section 2.3. The simulations that were closest to the scenarios studied in the
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Figure 5.58: Temperature profile across width of plume upwind of blocking object,
13 m/s wind (x and z coordinates in metres), (a) test 25, (b) test 30
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Figure 5.59: Temperature profile across width of plume underneath and downwind
of blocking object, 13 m/s wind (x and z coordinates in metres), (a) test 25, (b) test
30
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Figure 5.60: Temperature profile along inside surface of blocking object in longitu-
dinal direction, 13 m/s wind, (a) test 25, (b) test 30

present experiments involved a cylinder height to cylinder diameter ratio of 0.5 and

wind speeds of 6.1 m/s and 9.1 m/s. In the simulation with the 6.1 m/s wind, the

fire was predicted to oscillate between flowing along the windward and top surfaces

of the blocking object and wrapping completely around it [118]. In the present

experiments (Sections 5.3.1 and 5.3.2), the plume mainly travelled underneath and

along the leeward side of the object at both the 5 m/s and 7 m/s wind speeds,

likely because the object was situated further away from the fuel pan and at a

slightly lower elevation. (In the present study, the cylinder height-to-diameter

ratio was 0.4 and the windward edge of the blocking object was 1 m downwind

of, rather than aligned with, the leeward edge of the fuel pan.) The simulation

results for the 9.1 m/s wind condition were in closer agreement to the experimental

observations, with the fire plume flowing horizontally along the ground underneath

the object before lifting off the ground well downwind of the cylinder. Differences

between the simulation and experimental results were likely due to differences in the

boundary conditions of the model and experiment, as well as assumptions included

in the model. For instance, the ratio of the fuel pan diameter to the blocking

object diameter was 0.7 in the experiments, but 1.2 in the simulations. Also, no

raised floor surround was included in the simulations – the presence of this floor

surround likely increased the amount of flame drag and affected the direction of

plume travel past the object. Further, although the wind profile was uniform in the

simulations, it was not entirely uniform across the test facility in the experimental

situation [21, 165]. Finally, the model was two-dimensional and did not include
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any combustion chemistry or radiation effects, thus limiting the applicability of the

model predictions to real fire scenarios [118].

Data from the present experiments have been recently used in a validation study

involving a computational fire physics model developed by Sandia National Labo-

ratories [200]. Although detailed discussion of this study is outside the scope of the

present thesis, relevant findings from the report [200] are summarized here. Con-

sistent with the above discussion, it was found that comparison of the simulation

results with the experimental results was dependent on the ability of the model

to simulate the experimental geometry as closely as possible, including any inva-

sive instrumentation that would affect the flow and temperature fields in the fire

plume. Model assumptions and model input parameters also influenced agreement

of the simulation and experimental results [200]. Additionally, the comparison was

impacted by the ability to control, measure and interpret the experimental parame-

ters; thus for model validation purposes, cooperation between experimentalists and

modellers during the experimental design and post-test analysis stages is required to

produce meaningful comparison of simulation and experimental results [8, 26,115].

5.3.5 Effect of Blocking Object on Wind-Blown Fire

In this section, the effect of the blocking object on the fire is elucidated by compar-

ing the video images and temperature contour plots presented in the above sections

with the corresponding images and plots presented in the previous chapter. The

comparison focusses on the 5 m/s and 10 m/s wind conditions, the lowest and high-

est wind speeds under which tests were conducted with and without the blocking

object.

Figure 5.61 shows time-averaged video images of the fire with and without the

object at the 5 m/s wind speed. (These were presented previously in Figures 4.20

and 5.22.) An approximate angle of tilt based on the upwind edge of the luminous

flame envelope could be identified in each image and subsequently compared. As

indicated in Figure 5.61, the luminous flame was tilted by 71◦ in the test with the

blocking object and by 78◦ in the test without the blocking object. The difference of

approximately 10% in the tilt angle indicates the effect of the object on the overall

direction of the plume flow. Further details can be seen in the plot of temperature

contours along the longitudinal midplane y=0 m for the test with the object, shown

in Figure 5.62a. In the region upwind of x=2 m, the 100◦C and 200◦C contours
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Figure 5.61: Time-averaged video images for fire in 5 m/s wind, (a) with blocking
object, (b) without blocking object
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Figure 5.62: Temperature contour plots along y=0 m for fire in 5 m/s wind, (a) with
blocking object, (b) without blocking object (test 32)
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appeared to wrap around the upper windward portion of the object, indicating

that the flow along the upwind edge of the plume was redirected by the windward

side of the object. Further downwind, the approximately vertical 100◦C and 200◦C

contours in the region x > 6 m were consistent with the plume flow rising steeply

up the leeward side of the object after passing underneath it. This flow redirection

reflects a change in momentum of the plume gases caused by impingement of the

fire on the blocking object and contrasts with the case without the object (Figure

5.62b), in which the direction of plume travel was governed by a more direct balance

between wind momentum and buoyancy effects.

The presence of the object also appeared to influence the temperature of the

plume gases, particularly in the region underneath the blocking object. For exam-

ple, looking along x=3 m in Figure 5.62a for the case with the blocking object,

temperatures were between 800◦C and 1000◦C at heights of z ≤ 0.8 m. Meanwhile,

at x=4 m, temperatures ranged from 600◦C to 700◦C at heights between z=0.5 m

and 0.9 m. In contrast, in Figure 5.62b, temperatures along x=3 m were above

1000◦C at heights of z ≤ 0.5 m, while at x=4 m, temperatures ranged from 800◦C

to 900◦C at heights between z=0.5 m and 0.9 m. The above differences suggest that

the core of the plume was cooler in the test involving the blocking object, consistent

with previous studies that indicated significant cooling effects by thermally massive

objects on surrounding flames [103,120].

At the 10 m/s wind speed, differences in plume shape and direction were again

evident when comparing the tests with and without the object. In Figure 5.63a,

which shows the time-averaged video image of the fire with the object, the up-

wind edge of the luminous flame immediately above the fuel pan was tilted by

approximately 75◦, but as the fire approached the object, the tilt angle increased

to approximately 105◦. The latter angle also characterized the 300◦C to 700◦C

temperature contours upwind of the object (x ≤ 2 m) in Figure 5.64a. In contrast,

when the blocking object was not present (Figure 5.63b), the upwind edge of the

luminous flame was tilted by 82◦ above the fuel pan and remained approximately

parallel to the ground (tilt of 90◦) downwind of the fuel pan. The above differences

indicate that the presence of the object caused the plume to lie sufficiently close

to the ground that tilt angles greater than 90◦ were formed. It should be noted,

however, that tilt angles greater than 90◦ can only occur if the surrounding floor is

not entirely level with the rim of the fuel pan, as in the present experimental setup

in which a step decrease of 0.17 m height was present at the downwind edge of the

raised floor surround.
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Figure 5.63: Time-averaged video images for fire in 10 m/s wind, (a) with blocking
object, (b) without blocking object
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Figure 5.64: Temperature contour plots along y=0 m for fire in 10 m/s wind,
(a) with blocking object, (b) without blocking object (test 29)
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Further downwind, even more substantial differences in plume direction were

observed between the tests with and without the object. As evident in Figure 5.64a,

the plume lifted off the ground downwind of the blocking object (at approximately

x=6 m), but in Figure 5.64b, it remained attached to the ground along the entire

length of the test section. The presence of a low-pressure wake region downwind

of the object, together with buoyancy effects, significantly affected the direction

of the plume flow. This contrasted with the test without the object, in which the

momentum of the wind dominated all other effects.

Temperatures in the central core of the plume near the fuel pan did not appear

to be greatly affected by the presence of the object in the 10 m/s wind condition.

The region in which temperatures were greater than 900◦C spanned similar extents

in both plots of Figure 5.64, up to approximately x=4.8 m and z=0.5 m. Since the

fire plume did not impinge directly on the object, no significant cooling effect on

the plume gases by the thermally massive object would be expected. On the other

hand, with the plume lifting off the ground downwind of the object but remaining

attached to the ground in the test without the object, the accompanying changes in

air entrainment levels would affect temperatures in the core of the plume downwind

of x=5 m. For instance, temperatures ranged up to 300◦C at a downwind distance

of x=7 m in Figure 5.64a, but ranged up to 600◦C at the same downwind distance

in Figure 5.64b. The longer region of plume attachment to the ground in the test

without the object would have reduced the amount of cooler ambient air that could

be entrained into the plume, resulting in higher temperatures in the plume core.

The temperature results discussed in the above sections provide an indication

of the levels of thermal hazard posed by the fire to the blocking object and its

surroundings. Additional characterization of the hazard levels was achieved via

measurement of heat flux along the blocking object and in the vicinity of the fire.

The heat flux results are discussed next.

5.4 Results and Discussion: Heat Flux

As described in Section 5.1.3, a large quantity of instrumentation was included in

the experimental setup to measure heat flux to the ground, to the blocking object

and to small cylindrical calorimeters distributed around the test enclosure. For the

purposes of this thesis, only selected heat flux data will be presented. These data

are chosen to provide insight into interactions between fires and thermally massive
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objects, as well as into heat flux measurement methods. The present section will

first detail results from heat flux gauges along the blocking object, followed by

results from gauges situated downwind of the culvert along the ground. Finally, to

examine sensors of significantly different sizes, results from two calorimeters and

their neighbouring DFTs will be considered.

5.4.1 Heat Flux to Blocking Object

As indicated in Figure 5.9, one DFT and five HFGs were used to estimate heat

flux to the central region of the blocking object. Figure 5.65 shows typical time

traces of calculated values of total heat flux incident on these gauges under the

5 m/s and 13 m/s wind speeds, with the corresponding measured temperature data

plotted in Figure 5.66. (For reference, the heat flux and temperature time traces

corresponding to all tests are provided in Appendix G.) At the 5 m/s wind speed

(Figure 5.65a), the heat flux to each gauge reached quasi-steady levels during the

steady burning period of the fire (239 s to 411 s, Table 5.6), similar to the heat

flux data in the previous chapter (Figure 4.40). However, it may be noted that

during the first 100 s of the test, the heat flux to the DFT increased much more

quickly than the heat flux to the HFG located at φ=315◦, even though the HFG

sensor plate heated up more quickly than the thicker DFT sensor plate (Figure

5.66a). This discrepancy was likely caused by greater thermal losses from the HFG

sensor plate, as identified in Chapter 3,10 and indicates potentially large dynamic

measurement errors in the HFG [143].

At the 13 m/s wind speed, the heat flux to each gauge also reached quasi-steady

levels (Figure 5.65b), but unlike the time trace at the 5 m/s wind speed, the heat

flux to the DFT initially increased as the fire was ignited, then decreased until

approximately t=200 s. At this highest wind speed, the plume did not impinge

on the bottom of the blocking object (Section 5.3.4), so convective cooling of the

DFT was expected. With the temperature of the DFT sensor plate increasing

throughout the test due to radiative heating of the gauge (Figure 5.66b), greater

convective cooling of the plate would occur and, providing the radiative heat flux

remained approximately constant, the total heat flux would decrease, as seen in

Figure 5.65b. In contrast, when the plume impinged on the bottom of the blocking

object at the 5 m/s wind speed, radiation would have been much more significant

10Since the HFGs in the culvert were not wrapped with any insulation, such losses would have
been greater than those associated with the previous chapters.
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Figure 5.65: Typical plot of incident total heat flux to the blocking object, y≈0 m,
(a) 5 m/s wind (test 32), (b) 13 m/s wind (test 30)
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Figure 5.66: Temperatures corresponding to heat flux data shown in Figure 5.65,
(a) 5 m/s wind (test 32), (b) 13 m/s wind (test 30)
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than convection, resulting in the total heat flux increasing quickly to quasi-steady

levels (Figure 5.65a).

In all tests, time-averaged values taken across the steady burning period were

evaluated and compared. The average values were calculated using the same pro-

cedure as that employed in the previous chapter (Section 4.5), by subtracting the

initial value of heat flux (averaged over three minutes immediately prior to startup

of the first fan) from the value averaged over the steady burning period. Table 5.7

lists the average values of incident total heat flux to the blocking object, together

with the corresponding standard deviations to provide a sense of the variation ex-

perienced within a test. The corresponding increases in temperature (again above

the initial value) are shown in Table 5.8.

Table 5.7 shows that in all tests, the highest heat flux to the blocking object

was measured by the DFT at the bottom (φ=0◦). This indicates that the heat flux

gauge at the bottom of the object was exposed to significant levels of radiation from

the hot central core of the plume, consistent with the plume temperature contour

plots shown in the previous section (e.g. Figures 5.35 and 5.36). (As indicated

previously, convective cooling of this gauge would have also occurred at the higher

wind speeds.) Heat flux levels measured by the HFGs decreased as distance from

the bottom of the blocking object along the circumference of the cylinder increased,

as indicated by the moderate to high levels of heat flux measured at φ = 45◦ and

315◦, and lower levels of heat flux measured at φ = 90◦, 180◦ and 270◦. In the

tests with the 5 m/s wind, moderate levels of heat flux were also observed at the

position φ = 270◦, as a result of the plume rising up against the leeward side of the

object. The gauges at φ = 45◦ and 90◦ were exposed to lower overall levels of heat

flux than the gauge at φ = 0◦ due to the presence of cooler gases near the upwind

edge of the plume, increased radiative contribution by the ambient surroundings,

and decreased radiation from the hot central core of the fire to gauges that were at

a higher elevation above the ground. Meanwhile, the gauges at φ = 180◦ and 270◦

faced away from the hot central core of the fire and were thus exposed to low levels

of radiation from the fire. Heat flux to these gauges would have been dominated

by convection from gases flowing past the top and leeward side of the object, while

heat flux to the gauge at φ = 315◦ would have been affected by a combination of

convection and radiation from the hot plume flowing underneath the object.

In addition to any effects of differences in radiative and convective fraction

to the heat flux at the different gauge locations, the measured heat flux values
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listed in Table 5.7 were expected to be affected by different measurement biases

associated with using the DFT (φ=0◦) and HFG (all other positions). Based on

the discussion in Chapter 3, the DFT was expected to measure higher levels of heat

flux than the HFG, even under the same radiative and convective conditions. In the

tests without the blocking object (Chapter 4), the HFG measured heat flux levels

that were approximately 20% lower than those measured by the DFT when both

gauges were immersed in the radiative, optically thick flames of the fire (Table 4.14,

y=0 m). The HFG data in Table 5.7 would thus be expected to be at least 20%

lower than if DFTs had been used in their place. Given that the HFGs in the culvert

did not have any insulation surrounding the gauge housing (as in Chapters 3 and

4), the heat flux estimates from these gauges would have been influenced by greater

convective losses from the gauge housing than in the experiments of the previous

chapters. This would intensify any measurement bias caused by conduction losses

from the HFG sensor plate to the HFG housing and further lower the heat flux

levels measured by the HFG.

Comparison of heat flux values from the two tests conducted at each wind speed

(Table 5.7) showed that in general, similar heat flux levels were measured in each

pair of tests at φ = 45◦, 90◦, 180◦ and 270◦, while heat flux levels at φ = 0◦ and 315◦

differed considerably between repeated tests. The latter two locations were affected

by changes in the thermal field of the fire plume – as discussed in Section 5.2,

differences in the initial temperature of the blocking object between repeated tests

contributed to large differences in the thermal field of the fire plume underneath

and downwind of the blocking object. Despite the poor test-to-test repeatability

of the values measured at φ = 0◦ and 315◦, a general trend of decreasing heat flux

with increasing wind speed was evident at these two locations and at φ = 270◦.

This was because as wind speed increased, significant changes in plume shape and

direction occurred in the region downwind of the blocking object, with the plume

rising upward along the leeward side of the object in the 5 m/s wind condition but

lying flat along the ground in the 13 m/s wind condition.

The heat flux levels in Table 5.7 could be compared to those reported in the

literature for large objects in fires [7, 102, 115]. Time-averaged values of incident

total heat flux to a 1.4 m diameter by 6.4 m long cylinder engulfed in a 9.1 m

by 18.3 m fire under low wind conditions ranged from 76 kW/m2 to 107 kW/m2,

with the highest values corresponding to the bottom and downwind sides of the

cylinder where thicker flame coverage existed [102]. In the experiment associated

with Figure 2.5, which involved a 18.9 m diameter, wind-blown fire with a 3.7 m
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diameter downwind blocking object, time-averaged values of incident heat flux to

the object ranged from 10 kW/m2 to 400 kW/m2 [7]. The highest values (over

300 kW/m2) were measured along the leeward side of the object under wind speeds

of 9-10 m/s and were thought to result from increased fuel-air mixing in the wake

region behind the object [7]. High levels of heat flux (over 200 kW/m2) were also

measured along the windward side of the object due to direct flame impingement on

the cylinder surface [7]. For a 7.9 m diameter fire with a 1.2 m diameter downwind

blocking object (Figure 2.6), incident heat flux levels ranging from approximately

70 kW/m2 to 210 kW/m2 were measured along the circumference of the object when

the fire was affected by 6.1 m/s winds [115]. The highest values were measured along

the leeward side of the cylinder and were thought to occur as a result of increased

fuel-air mixing in the wake region of the object [115].

In the present experiments, heat flux values ranged from less than 0.5 kW/m2

at the top of the cylinder (under all wind speeds) to a maximum of 96 kW/m2

at the bottom of the cylinder (in the 5 m/s wind condition). As seen in Section

5.3.1, the fire impinged on the bottom of the blocking object under the 5 m/s wind,

so maximum values of heat flux could be expected to occur in this region of the

object at that wind speed. However, the maximum measured value of 96 kW/m2

was somewhat lower than the published maximum values mentioned above, due to

several possible reasons. First, the gauge at φ = 0◦ was located at y=0.14 m, but

the fire was skewed toward the -y side of the facility, as shown in Section 5.3. Thus

this gauge was offset from the centreline of the plume and did not measure the true

local maximum heat flux from the fire to the object. Second, the large blocking

object was unable to attain thermal equilibrium with the fire during the 7-10 minute

duration tests, as indicated by the blocking object temperatures which did not reach

quasi-steady levels (Figure 5.20). The presence of a cooler, thermally massive object

in the fire plume may have lowered the temperature of the plume gases near the

object and reduced the heat flux incident on the object surface [106, 120, 201].

Third, the fire in the present experiments was much smaller than those in the

experiments mentioned above, so the plume gases surrounding the heat flux gauges

may not have been optically thick, resulting in radiative contributions from the

cooler outer surroundings and lower overall heat flux measurements. Finally, no

significant increase in fuel-air mixing was observed in the wake region behind the

object, so measurement of a maximum value of heat flux on the downwind side of

the object was not expected, unlike in the two high-wind experiments described

above. These combined reasons may explain the lower maximum levels of heat flux
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measured in the present experiment, compared to the maximum values published

in the literature [7, 102,115].

5.4.2 Heat Flux to Ground Downwind of Blocking Object

Five heat flux gauges – a DFT, HFG, Gardon gauge and two different thermopiles –

were used to estimate heat flux to the ground at distances between 5.3 m and 6.0 m

downwind of the fuel pan centre (Figure 5.8 and Table 5.1). Typical time traces of

incident total heat flux to the DFT, HFG and Gardon gauge are shown in Figure

5.67. (For reference, the time traces from all tests are provided in Appendix H.) The

corresponding time traces from the thermopiles were similar to that of the Gardon

gauge and are not included in the plot for clarity. Similar to the heat flux gauges

in the culvert (Section 5.4.1), quasi-steady levels of heat flux were measured during

the steady burning period of the fire (196 s to 372 s, Table 5.6), so the heat flux

data could be averaged across the steady burning period for subsequent comparison.

Time-averaged values of the increase in incident total heat flux (calculated in the

same manner as the values in Table 5.7) are provided in Table 5.9.

Typical time traces of the measured temperature data from the DFT and HFG

are plotted in Figure 5.68, along with data from an exposed thermocouple located

between the DFT and HFG at an elevation of z=0.08 m. Unlike the heat flux

data, the sensor plate temperatures did not always reach quasi-steady levels during

a test. Comparison of the sensor plate temperatures measured at the end of the

steady burning period with those averaged across this period did not reveal any

significant differences in terms of overall trends; therefore, to maintain consistency

with the previous section, the time-averaged increases in temperature are shown in

Table 5.10.

The data in Tables 5.9 and 5.10 indicate a general increase in heat flux and

sensor plate temperature with increasing wind speed, consistent with an increase

in tilt of the fire plume. The poor test-to-test repeatability discussed previously in

Section 5.2 was clearly evident when comparing results between tests conducted at

the same wind speed. Differences between each pair of repeat tests were consistent

with changes in the plume temperature field as described in Sections 5.2 and 5.3.

For instance, at the 10 m/s wind speed, the plume temperatures at a given distance

downwind of the blocking object were hotter in the second test than in the first

test (compare Figures 5.43b and 5.43c with Figures 5.44b and 5.44c), so higher
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Table 5.10: Temperature Increases Corresponding to Table 5.9 (◦C)

Gauge DFT HFG Thermocouple
x location 5.35 m 5.34 m 5.37 m
y location -0.30 m -0.41 m -0.37 m
z location 0.02 m 0.02 m 0.08 m
5 m/s Wind:
Test 27 170 ± 27 236 ± 12 164 ± 17
Test 32 186 ± 22 243 ± 8 159 ± 10
7 m/s Wind:
Test 28 270 ± 37 359 ± 19 350 ± 25
Test 31 379 ± 29 443 ± 12 410 ± 24
10 m/s Wind:
Test 26 437 ± 32 527 ± 14 529 ± 40
Test 29 663 ± 40 681 ± 13 712 ± 34
13 m/s Wind:
Test 25 506 ± 36 582 ± 23 624 ± 43
Test 30 652 ± 51 729 ± 18 774 ± 33

values of heat flux to the ground would be expected in the second test. Due to the

poor test-to-test repeatability, it was difficult to compare results between gauges

and wind speeds, but some overall patterns could be identified.

The results from the two thermopiles in Table 5.9 showed reasonably consistent

agreement, with measured heat flux values agreeing to within 22%. The Medtherm

values were lower than the RdF values in all tests, partly due to the presence of

a 90◦ view restrictor covering the Medtherm sensor surface, which would prevent

it from seeing much of the hot plume upwind of the gauge and also minimize

any convection to the gauge [198]. The Medtherm gauge was also located further

downwind from the fuel pan and thus exposed to less heat from the fire (Table

5.1). Other causes of differences between the results from the two gauges included

differences in the design of the thermopiles (the Medtherm gauge was based on

the Schmidt-Boelter design, while the RdF gauge was based on a manufacturer-

developed microfoil design), as well as differences in calibration method and gauge

sensitivity. The RdF and Medtherm data were both lower than the Gardon data in

all tests, again partly due to differences in gauge location, calibration method and

gauge sensitivity. Measurement biases associated with gauge type were expected

to influence the results as per the discussion in Chapter 3. However, it should be

noted that the Schmidt-Boelter gauge used in the cone calorimeter experiments was

not the same as either of the thermopiles used in the present experiments.
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Agreement was found to be generally poor when comparing the results from all

five gauges (Table 5.9). The Gardon gauge and DFT consistently measured higher

levels of heat flux than the HFG and thermopiles, with the DFT value being highest

in tests 29 to 31 and the Gardon value being highest in all other tests. Agreement

between the Gardon and DFT results was influenced by differences in the location

of the gauges relative to the fire plume – although the DFT was closer to the fuel

pan in the x direction and exposed to hotter gases in the fire, it was also situated

further from the plume centreline in the y direction. (In most tests, the plume

was skewed by approximately 0.5 m in the -y direction at the location of the heat

flux gauges (Section 5.3).) Consequently, any increase in heat flux that would be

measured by the DFT due to its smaller distance from the fuel pan would be offset

by a decrease in heat flux caused by its greater distance from the plume centreline.

The combination of these two effects, plus any measurement biases similar to those

discussed in Chapter 3, would be important in determining whether the DFT or

Gardon value was higher during a test. Meanwhile, the HFG, which was situated

upwind of the Gardon gauge and beside the DFT (Figure 5.8), measured lower

levels of heat flux than both the DFT and Gardon gauge. This could potentially

be attributed to significant conduction losses through the HFG housing, which was

not insulated from the brick floor in which it was recessed, as in the experiments of

the previous chapters (Section 5.1.3). Additional factors influencing the heat flux

data from all five gauges included soot deposition on the gauge surfaces, which was

most noticeable at the two lowest wind speeds and would have affected the surface

emissivity and level of absorbed heat flux, as well as differences in the surface

temperature of the gauges, which would have affected the levels of soot deposition

on, and convective heat transfer to, the gauges.

Effects of convective heat transfer to the DFT and HFG could be examined by

considering the temperature data in Table 5.10. This table shows that the temper-

atures measured by the HFG were higher than those of the DFT in all tests, partly

due to the HFG being situated closer to the centreline of the skewed plume than the

DFT and partly due to the thicker sensor plate of the DFT taking longer to heat

up (Figure 5.68). At the 5 m/s wind speed, the temperatures of both the HFG and

DFT were higher than the corresponding temperatures measured by the exposed

thermocouple, but as the wind speed increased, they became lower than the tem-

peratures of the exposed thermocouple (Table 5.10). This suggests that at the high

wind speeds, the HFG and DFT were convectively heated, since the gases above

the gauges were hotter than the gauge surfaces, while at the low wind speeds, they
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were convectively cooled. However, further investigation is required to confirm such

effects because potentially large radiation errors in the temperature data may have

been caused by the presence of the large blocking object and nearby calorimeters,

as well as by soot deposition on the sensor surfaces. These radiation effects would

have been more significant when the flow above the gauges was not optically thick

(as at the lower wind speeds) and, as mentioned in Section 4.5, would have affected

the temperature data from the DFT, HFG and exposed thermocouple differently

due to the different geometries of the different sensors, potentially influencing the

apparent trends indicated by Table 5.10. Regardless, differences in surface tem-

perature between the DFT, HFG and water-cooled Gardon gauge and thermopiles

would have contributed to some of the differences in the heat flux results presented

in Table 5.9, as previously indicated in Chapter 3.

5.4.3 Heat Flux to Cylindrical Calorimeters

As described in Section 5.1.3, calorimeters were included in the experimental layout

to simulate cargo packages in the aircraft accident scenario. These calorimeters were

based on the same heat flux measurement technique as the DFT, but contained

greater thermal mass due to their much larger size. In this section, data from two

calorimeters will be compared to corresponding data from neighbouring DFTs to

examine differences between heat flux sensors of vastly different sizes and shapes.

The calorimeters to be considered were situated at locations ‘A’ and ‘D’ in

Figure 5.12 and Table 5.2. Nearby DFTs were situated at locations ‘A’ and ‘B’ for

the first calorimeter, and locations ‘D’ and ‘E’ for the second calorimeter (Table

5.3). These calorimeters were chosen based on the plume temperature profiles

shown in Section 5.3, as they appeared to be situated well inside the fire plume and

exposed to significant heat flux during all tests.

The heat flux results from φ=90◦ on the calorimeters were compared to the

results from the DFTs. This angular position was considered to be the most ap-

propriate for comparison to the DFTs because it faced in the same direction as the

upwind sensor plate of the DFT and was thus exposed to a similar environment

as the DFT. Typical time traces of incident total heat flux to the calorimeter at

location ‘D’ and its neighbouring DFTs are plotted in Figure 5.69, with the corre-

sponding traces of net absorbed heat flux plotted in Figure 5.70 and the temperature

time traces plotted in Figure 5.71. (For reference, the heat flux and temperature

time traces corresponding to all tests are provided in Appendix I.)
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Figure 5.69: Typical plot of incident total heat flux to calorimeter and DFTs, 7 m/s
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wind (test 28)
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Figure 5.70 shows that the net heat flux absorbed by the DFTs decreased

steadily throughout the test, while the net heat flux to the calorimeter remained rel-

atively constant. Since the DFTs had much less thermal mass than the calorimeter,

they approached equilibrium with the local fire environment much more quickly,

resulting in low values of net heat flux towards the end of the test. On the other

hand, the calorimeter remained cool throughout the test (the temperature of the

shim wall remained less than 100◦C while the fire was burning (Figure 5.71)), so it

could absorb heat at approximately the same rate at the beginning and end of the

test.

In contrast to the net heat flux, the levels of incident total heat flux remained

reasonably steady throughout the test for both the DFTs and the calorimeter. In

Figure 5.69, quasi-steady levels of incident total heat flux were evident during the

steady burning period of the fire (196 s to 372 s, Table 5.6), allowing time-averaged

values across the steady burning period to be evaluated and compared (Table 5.11).

The time trace of heat flux to the calorimeter appeared to exhibit more noise than

the time traces from the DFTs, partly due to differences in the type of thermocouple

installed in each sensor. The DFTs contained ungrounded-junction, metal-sheathed
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thermocouples [139], which are associated with lower noise levels in the measured

temperature and calculated heat flux data than the intrinsic thermocouples installed

in the calorimeter [174]. Use of more than three future temperatures to process the

calorimeter temperature data would smooth the corresponding heat flux results by

damping out some of the noise [103, 144, 160]; however, given that time-averaged

values were to be compared, increasing the number of future temperatures was

not deemed necessary and three future temperatures were maintained to permit

consistency between the analyses of the calorimeter and DFT results.

Figure 5.71 shows that quasi-steady levels of temperature were not always at-

tained by the calorimeter or DFTs during the steady burning period of each test.

Temperatures measured at the end of the steady burning period were up to 10%

and 30% higher than temperatures averaged across this period for the DFT and

calorimeter, respectively. The continually increasing temperature levels did not

prevent attainment of quasi-steady heat flux levels in Figure 5.69 because heat flux

depends on rates of temperature change (cf. Equation 3.9 on page 65), which may

be steady even though the magnitudes of temperature continue to increase. To

provide a better indication of the hazard posed by the fire to each calorimeter,

Table 5.12 lists temperatures measured by the calorimeters and DFTs at the end

of the steady burning period, with an initial value subtracted to yield an increase

in temperature from the beginning of the test.

In all tests, the measured heat flux from the calorimeter situated at location

‘A’ was between those of its neighbouring DFTs, with the DFT at location ‘A’

measuring higher levels of heat flux than the DFT at location ‘B’ (Table 5.11).

These results were in agreement with the plume temperature profiles discussed

in Section 5.3, which showed that the fire was skewed in the -y direction, with

maximum temperatures occurring at y=-0.5 m along (x,z)=(2.0 m, 0.4 m) (Figures

5.28, 5.38, 5.48 and 5.58). Given that heat flux would be expected to decrease

as distance from the plume centreline in the y direction increased (Section 4.5),

the heat flux data suggested that no significant differences resulted from using the

calorimeter versus the DFT to measure total heat flux.

At location ‘D’, differences between the heat flux measured by the calorimeter

and those measured by its neighbouring DFTs varied depending on the test. In all

tests at the 5 m/s and 7 m/s wind speeds, the calorimeter measured levels of heat

flux that were either similar to or lower than the levels measured by the DFT at

location ‘E’, while the DFT at location ‘D’ measured lower levels of heat flux than
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both the DFT at location ‘E’ and the calorimeter (Table 5.11). This was consistent

with the temperature profiles measured along (x,z)=(3.0 m, 0.2 m) in Figures 5.29

and 5.39, which showed maximum temperatures occurring at y=0 m and decreasing

on either side of the longitudinal midplane, indicating that this region of the fire

plume was not significantly skewed in the -y direction. The DFT temperature data

in Table 5.12 were also in agreement with the plume temperature profiles, since the

DFT at location ‘E’ registered higher temperatures than the DFT at location ‘D’.

At the 10 m/s and 13 m/s wind speeds, the calorimeter typically measured

higher levels of heat flux than both DFTs, and the DFT at location ‘D’ typically

measured higher levels of heat flux than the DFT at location ‘E’ (Table 5.11). An

exception existed in the results for test 29 at the 10 m/s wind speed, which reflected

the same trends as those observed at the 5 m/s and 7 m/s wind speeds. It may be

noted from Section 5.3 that the plume was skewed more significantly in test 26 at the

10 m/s wind speed and in both tests (tests 25 and 30) at the 13 m/s wind speed than

in test 29. Indeed, the temperature profiles measured along (x,z)=(3.0 m, 0.2 m)

in Figures 5.49 and 5.59 showed maximum temperatures occurring at y=-0.5 m in

tests 26, 25 and 30, but at y=0 m in test 29. Since these maximum temperatures

indicated the approximate location of the plume centreline, the calorimeter (at

y=-0.44 m) would be closest to the plume centreline and exposed to the highest

levels of heat flux in tests 26, 25 and 30. At the same time, the lowest levels of

heat flux would be seen by the DFT at location ‘E’ (y=0.16 m), with results from

the DFT at location ‘D’ (y=-0.67 m) falling in between, as seen in Table 5.11. On

the other hand, in test 29, the DFT at location ‘E’ would be closest to the plume

centreline, followed by the calorimeter and then the DFT at location ‘D’. Heat flux

levels would therefore be expected to decrease in this order, as evident in Table

5.11. The heat flux results for this calorimeter and its neighbouring DFTs thus

appeared to be consistent with the changes in plume skew described in Section 5.3.

The temperature data in Table 5.12 indicated that lower temperatures were typ-

ically measured in the calorimeters than in their associated DFTs. This was likely

due to the greater thermal mass of the calorimeter, which took longer to heat up

than the DFTs (Figure 5.71). Also, the temperatures were measured along the un-

exposed surface of the sensor plate or calorimeter wall and since the calorimeter wall

was thicker than the DFT sensor plate (10 mm versus 3.2 mm), lower temperatures

were expected to be obtained in the calorimeter. However, this difference would

have been much more significant during early times in the test, when the calorime-

ter was cold, than at the end of the steady burning period, after the calorimeter
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had been heated by the fire. The calorimeter surface temperatures calculated by

IHCP1D at the end of the steady burning period were found to be approximately

2% higher than the corresponding temperatures listed in Table 5.12, indicating that

only a small temperature gradient existed through the thickness of the calorimeter

wall at this time. On the other hand, large temperature gradients were expected

to occur both longitudinally and circumferentially along the calorimeter wall, par-

ticularly if the calorimeter was not uniformly engulfed in the fire. For instance, the

calorimeter at location ‘D’ was expected to experience a circumferential tempera-

ture gradient because the bottom of the calorimeter was in contact with the fire

bricks on the floor of the test enclosure and thus would have been cooler than the

rest of the calorimeter surface. Such gradients would have affected the temperature

and heat flux data from the calorimeters more significantly than those from the

DFTs, which were smaller and more likely to have been uniformly engulfed in the

fire. Detailed examination of the effects of these lateral gradients is recommended.

Wind speed appeared to affect heat flux levels to the calorimeter at location ‘D’

more greatly than at location ‘A’. In Table 5.11, the heat flux to the calorimeter at

location ‘D’ generally increased with increasing wind speed, due to the plume tilting

further over (Section 5.3). However, the same trend was not evident among the

data for the calorimeter at location ‘A’. This calorimeter was close enough to the

fuel pan that the upwind side of the cylinder was likely not exposed to significant

changes in the local fire environment, even as the plume tilted further over. The

temperatures in Table 5.12 varied across a range of 127◦C over all tests for the

calorimeter at location ‘A’, as opposed to a range of 340◦C for the calorimeter at

location ‘D’. This suggests that the calorimeter at location ‘A’ was situated in a

similar region of the fire plume in each test, while the calorimeter at location ‘D’

became more greatly enveloped in the hot central region of the plume as the fire

tilted further over.

In general, differences between the DFT and calorimeter results appeared to be

dominated by differences in the location of each sensor relative to the hottest regions

of the fire plume in each test. This is consistent with the results from Chapter 4

and suggests that the 2 m diameter fire was not sufficiently large to maintain a

uniform environment around each calorimeter and its neighbouring DFTs. As seen

in Section 5.3, large temperature gradients existed in the y direction and could

account for the differences in measured heat flux levels between the calorimeters

and DFTs. Thus, in these tests, there were no evident effects of sensor size on the
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measured heat flux levels, even though such effects have been previously observed

in experiments where the fire was significantly larger than the sensors [6, 24,103].

5.5 Summary

In this chapter, video, temperature and heat flux results were presented for a 2 m

diameter Jet A fire in 5 m/s to 13 m/s crosswinds, with a 2.7 m diameter, 10.8 m

long, cylindrical blocking object located 3.4 m downwind of the fuel pan centre.

Both the presence of the object and the wind speed were shown to affect the shape

and direction of the plume. At the 5 m/s wind speed, the blocking object interfered

significantly with the plume, which impinged on the lower portion of the culvert

before spreading upward along the leeward side. At the 7 m/s wind speed, the plume

tilted further over and continued to impinge on the bottom of the blocking object,

but did not spread up the leeward side. As the wind speed increased to 10 m/s,

the plume lay close to the ground, passing freely underneath the blocking object,

while at a wind speed of 13 m/s, the plume lay even closer to the ground, with the

object situated well above the plume flow. In comparison to the experiments of the

previous chapter, the plume flow was observed to be redirected by the object. At a

10 m/s wind speed, the plume lifted off the ground at a distance closer to the fuel

pan than when the blocking object was not in place, suggesting that the direction of

plume travel downwind of the object was affected by the low-pressure wake region

behind the object. The thermally massive object also appeared to have a cooling

effect on the plume gases when the fire impinged directly on it. Further, the initial

temperature of the blocking object appeared to affect the thermal development of

the fire and repeatability of the tests, while a 0.20 m offset in the position of the

object appeared to cause the plume to become skewed in the -y direction by 4◦ to

8◦.

Heat flux results were consistent with the above observations of plume shape

and direction under the different wind speeds. Differences between results from

adjacent gauges were attributed mainly to differences in the location of each sensor

relative to the fire plume, as well as to differences in gauge type. Results appeared

consistent with the trends observed in Chapters 3 and 4. No significant effect

of sensor size was evident in the heat flux data from the calorimeters and their

neighbouring DFTs.
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Chapter 6

Closure

This thesis presents the first systematic characterization of the thermal environment

in a turbulent fire under controlled crosswind conditions, with and without a large

downwind blocking object. The scenarios were intended to simulate transportation

accidents in which the fire represented a burning pool of aviation fuel and the

blocking object simulated an aircraft fuselage. Jet A fires of 2 m diameter were

established in crosswinds of 3 m/s to 13 m/s. A 2.7 m diameter, 10.8 m long,

cylindrical blocking object was also placed 3.4 m downwind of the fuel pan centre.

Video images, thermocouples and heat flux gauges were used to characterize the

thermal field and overall geometry of the fire plume, as well as describe the effects

of wind speed and the blocking object on fire plume development.

Interpretation of heat flux data from the fire experiments was enhanced by a set

of laboratory-scale experiments that were conducted to examine the steady-state

responses of different heat flux gauges to various controlled radiative and mixed

radiative-convective heating conditions. Data from a Schmidt-Boelter gauge, Gar-

don gauge, Directional Flame Thermometer and Hemispherical Heat Flux Gauge

were compared to help identify sources of uncertainty for each gauge when used in

wind-blown fire environments.

6.1 Conclusions

The conclusions of this study are as follows:

1. Time-averaged temperature contour plots were successfully used to enhance

visual analysis of the fire geometry. Estimates of plume tilt, flame length and
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flame drag were obtained from temperature contour plots of the fire without

the blocking object and were found to be consistent with results obtained

from corresponding video images of the fire. Therefore, a temperature-based

method of estimating flame geometry provides improvement over visually-

based methods in cases where significant smoke blockage of the luminous

flame envelope occurs.

2. For the fires without the blocking object, the wind speed significantly affected

the shape and direction of the fire plume. As the wind speed increased from

3 m/s to 10 m/s, the extent of flame drag and plume tilt increased, indicating

the increasing importance of the wind momentum relative to buoyancy effects

in the fire. The flame length (referenced to the centre of the fuel pan) also

increased, with a significant jump in length observed between wind speeds of

7 m/s and 10 m/s. This large increase has not previously been reported in

the literature and indicates the additional importance of the large decrease

in overall air entrainment into the fire caused by interactions between the fire

plume and the floor under extremely high levels of plume tilt and flame drag.

3. Experimental boundary conditions (e.g. the configuration of the surrounding

floor) and the method used to define and measure each geometrical flame

parameter (e.g. referencing to the centre of the fuel pan or the centre of the

flame base) influenced agreement between the measured flame geometry data

and values predicted using published semi-empirical correlations. The use of a

single angle to describe flame tilt may not be appropriate in fires influenced by

significant plume curvature. These factors should be considered when using

published correlations to estimate flame geometry.

4. The presence of the blocking object significantly affected overall fire plume

development. At a wind speed of 5 m/s, the plume was redirected to flow

around the object and the thermally massive object appeared to have a cooling

effect on the surrounding hot plume gases. At a higher wind speed of 10 m/s,

the direction of the fire plume was influenced by the presence of a low-pressure

wake region behind the object. Greater amounts of cooler ambient air were

entrained into the plume downwind of the object, resulting in lower plume

temperatures compared to the corresponding test without the blocking object.

5. Of the four types of heat flux gauge used in this study (DFT, HFG, Gardon

gauge and Schmidt-Boelter gauge), the DFT was the most suitable for mea-
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suring total incident heat flux in mixed radiative-convective environments.

Although the DFT was in some cases affected by natural convection losses

from the sensor surface and/or lateral conduction along the surface of the sen-

sor plate, these losses can be either minimized or modelled and accounted for.

In contrast, the HFG was affected by significant heat losses from the sensor

plate to the gauge housing and was therefore not as suitable for measuring

heat flux as the DFT. Meanwhile, the Gardon and Schmidt-Boelter gauges

were affected by discrepancies between the radiation-based calibration en-

vironments and the mixed radiative-convective measurement environments

because of additional measurement uncertainty introduced by different gauge

sensitivities to the radiative and convective portions of the total heat transfer.

Differences in sensor surface temperature between the water-cooled Gardon

and Schmidt-Boelter gauges and the non-water-cooled DFT also caused sig-

nificant differences in the measured total heat flux due to convective heating,

rather than cooling, of the water-cooled gauges. Consequently, use of Gardon

and Schmidt-Boelter gauges in environments involving significant convection

should be avoided, particularly if the sensors have not been calibrated specif-

ically for those environments or if the measurement results are to be used to

estimate heat flux to a surrounding surface that is not cooled to the same tem-

perature as the gauge surface. The results obtained will allow improvement

of future heat flux measurement and analysis in mixed radiative-convective

conditions such as wind-blown fires.

6.2 Recommendations

The following recommendations for future research are made based on the results

of this study.

1. The effect of the floor configuration surrounding the fuel pan should be ex-

amined. A set of experiments corresponding to the ones presented in this

work, but with a floor entirely level with the rim of the fuel pan, should be

conducted to determine any effects on the geometric characteristics of the fire

plume of the 0.17 m step decrease in elevation at the edges of the raised floor

surround.
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2. For fires with a downwind blocking object, more detailed measurements should

be made to fully characterize the obstructed, wind-blown fire plume. In par-

ticular, more measurements are needed at the base of the fire to verify the

potential for decreased air entrainment into the fire through the presence

of an oxygen-starved region. Also, more measurements are needed to in-

vestigate whether the fire plume is always demarcated by the presence of

counter-rotating vortices downwind of the blocking object.

3. Analysis of the data from the present experiments should be extended to

examine transient characteristics of the fire behaviour. Detailed analysis of

transient effects will help elucidate the physics of air entrainment and mixing

in the fire plume. Air entrainment in wind-blown fires should be additionally

investigated by conducting flow visualization studies and collecting more de-

tailed measurements of temperature and extensive measurements of velocity

at the base of the fire. This will provide insight into how flame geometry and

fire behaviour are affected by changes in air entrainment levels.

4. To assist with the above, additional experiments of the type presented here

should be conducted with higher sampling rates and longer test durations to

enhance the present dataset. Different fire sizes, fuel types and wind speeds

may also be considered. With controlled wind conditions such as those char-

acterizing the present experiments, a critical source of scatter in the experi-

mental data may be systematically eliminated, allowing future improvement

of correlations for predicting flame geometry and of numerical models for

predicting fire behaviour.

5. The transient behaviour of the DFT and HFG should be further investigated

in order to enhance current understanding of gauge operation and quantifi-

cation of gauge measurement uncertainty in mixed radiative-convective en-

vironments. Detailed knowledge of the transient response of each gauge will

help improve interpretation of heat flux measurements in highly turbulent

environments such as wind-blown fires.

6. The data corresponding to all eight measurement stations distributed around

the circumference of each calorimeter should be analyzed to determine effects

of lateral conduction on the heat flux measurements. The calorimeter should

also be tested together with the DFT in a much larger fire to allow comparison
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of measurements made in a more uniform fire environment. This will help

reveal any effects of sensor size on measured heat flux levels.
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Appendix A

Transient Heat Flux Data from

Cone Calorimeter Experiments

This Appendix contains typical time traces of data obtained by the Schmidt-

Boelter gauge, Gardon gauge, DFT and HFG in the radiative, convective and

mixed radiative-convective conditions of the cone calorimeter experiments described

in Chapter 3. The plots permit comparison of the radiation-dominated condition

produced by the cone calorimeter at 600◦C to the convection-dominated condi-

tion produced by convective flow #2, and the mixed radiative-convective condition

produced by convective flow #2 and the cone calorimeter at 600◦C.

Figures A.1 to A.3 show the Schmidt-Boelter and Gardon gauge time traces in

the radiative, convective and mixed radiative-convective conditions, respectively.

With data collection for these gauges commencing after the heat sources were ap-

plied, the plots indicate that the heat sources and gauge responses were at steady

state in all tests.

Figure A.4 contains a time trace of heat flux and temperature from the DFT in

the convective condition. Both total and net heat flux are shown. The net heat flux

levels were lower in magnitude than the total heat flux levels because the net heat

flux does not account for reradiation from the sensor surface (Equation 3.7, page

59). The plot shows that the heat flux levels initially increased when the convective

flow was first applied, then decreased as the DFT sensor plate warmed up, reducing

the convective heat transfer to the gauge.

Figure A.5 shows the DFT time trace corresponding to a test in which the first

1200 s involved only radiation being imposed on the gauge. This was followed by
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application of a convective airflow during the remaining 1200 s to produce a mixed

radiative-convective environment. When the convective airflow was first added

(t=1200 s), the heat flux to the DFT immediately decreased, indicating cooling

of the sensor surface by the airflow. The heat flux subsequently increased as the

sensor plate temperature decreased with time and the cooling effect of the airflow

was diminished.

Figures A.6 and A.7 contain time traces of total heat flux and temperature from

the HFG for tests similar to those shown for the DFT. The plots indicate that the

HFG experienced trends in temperature and heat flux similar to those described

for the DFT, although lower levels of total heat flux were generally measured due

to greater conduction losses from the HFG sensor plate to the HFG housing.
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Figure A.1: Time trace of incident total heat flux from Schmidt-Boelter and Gardon
gauges in test condition with cone calorimeter at 600◦C and no airflow
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Figure A.2: Time trace of incident total heat flux from Schmidt-Boelter and Gardon
gauges in test condition with convective flow #2 and no cone calorimeter
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Figure A.3: Time trace of incident total heat flux from Schmidt-Boelter and Gardon
gauges in test condition with cone calorimeter at 600◦C and convective flow #2
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Figure A.4: Time trace of DFT temperature and heat flux for test condition with
convective flow #2 and no cone calorimeter
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Figure A.5: Time trace of DFT temperature and heat flux for test condition with
cone calorimeter at 600◦C and convective flow #2
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Figure A.6: Time trace of HFG temperature and incident total heat flux for test
condition with convective flow #2 and no cone calorimeter
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Figure A.7: Time trace of HFG temperature and incident total heat flux for test
condition with cone calorimeter at 600◦C and convective flow #2
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Appendix B

Plume Temperature Data from

Tests With No Blocking Object

This Appendix lists the following data for thermocouples used to measure plume

temperature in the fire tests without the blocking object: the x, y and z coordi-

nates in metres, the initial temperature measured prior to startup of the first fan,

the time-averaged increase in temperature measured during the steady burning pe-

riod of each test, and the standard deviation corresponding to this temperature

increase. All temperatures are in degrees Celsius. The values of time-averaged

temperature increase were used to generate the contour plots in Section 4.4. Al-

though the standard deviations were not specifically discussed, they are included

here for reference. Values printed in bold indicate results from thermocouples that

failed partway through the test, as mentioned at the beginning of Section 4.4.
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Appendix C

Transient Heat Flux Data from

Tests With No Blocking Object

This Appendix contains time traces of data obtained from the DFT, HFG and

Gardon gauge located near the longitudinal midplane y=0 m in the experiments

of Chapter 4. Time traces of incident total heat flux to all three gauges in the

3 m/s, 5 m/s, 7 m/s and 10 m/s wind conditions are shown, together with time

traces of the net heat flux absorbed by the DFT. Corresponding time traces of

temperature from the HFG and DFT are also provided, along with time traces

from a thermocouple placed immediately above the gauges (Section 4.1.4). The

data corresponding to the 7 m/s wind condition were previously shown in Figures

4.40 and 4.41, and are included here for completeness. In general, trends similar

to those described for Figures 4.40 and 4.41 at the beginning of Section 4.5 can be

seen at all wind speeds.
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Figure C.1: Time trace of heat flux to the ground and corresponding temperatures,
3 m/s wind (x=2.64 m, y≈0 m)
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Figure C.2: Time trace of heat flux to the ground and corresponding temperatures,
5 m/s wind (x=2.64 m, y≈0 m; Gardon data unavailable)
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Figure C.3: Time trace of heat flux to the ground and corresponding temperatures,
7 m/s wind (x=2.64 m, y≈0 m)
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Figure C.4: Time trace of heat flux to the ground and corresponding temperatures,
10 m/s wind (x=2.64 m, y≈0 m)
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Appendix D

Plume Temperature Data from

Tests With Blocking Object

This Appendix lists the following data for thermocouples used to measure plume

temperature in the fire tests with the blocking object: the x, y and z coordinates

in metres, the initial temperature measured prior to startup of the first fan, the

time-averaged increase in temperature measured during the steady burning period

of each test, and the standard deviation corresponding to this temperature increase.

All temperatures are in degrees Celsius. The values of time-averaged temperature

increase were used to generate the line and contour plots of fire plume temperature

in Section 5.3. Although the temperature standard deviations were not specifically

discussed, they are included here for reference. Additional thermocouples beyond

the ones listed here were installed on the thermocouple rakes at y=±0.5 m and

±1 m (Figures 5.4 and 5.5), but were not presented in Section 5.3 because they did

not provide any additional information about the fire. To facilitate the discussion

of results and prevent the temperature line plots from becoming too crowded, the

data from these additional thermocouples were not included in the present work.

In the following chart, values printed in bold indicate results from thermocouples

that failed partway through the test, as mentioned at the beginning of Section 5.3.

A few thermocouples failed right at the beginning of the test, resulting in missing

data points. No thermocouple rakes were present at (x,y)=(6.1 m, -1.0 m), (6.1 m,

-1.5 m) or (7.3 m, -2.0 m) during tests 25 to 28, so no data were available at those

locations during these tests.
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Appendix E

Transient Temperature Data from

Blocking Object

This Appendix contains time traces of temperatures measured around the circum-

ference of the blocking object in the centreline plane y=0 m. The temperatures

were measured using thermocouples mounted to the inside surface of the blocking

object (Section 5.1.3). The data corresponding to the 7 m/s wind condition (test

31) were previously shown in Figure 5.20 and are included here for completeness.

The curves in each plot have similar overall shapes, with temperature increasing

throughout the test until the fuel started to burn out.

303



0 100 200 300 400 500 600 700 800

Time (s)

0

100

200

300

400

500

600

700

Te
m

pe
ra

tu
re

 (°
C

)

φ = 0°

φ = 30°

φ = 90°

φ = 180°

φ = 270°

φ = 330°

Figure E.1: Time trace of temperatures measured along inside surface of blocking
object, 5 m/s wind (test 27), y=0 m
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Figure E.2: Time trace of temperatures measured along inside surface of block-
ing object, 5 m/s wind (test 32), y=0 m (time trace at φ=30◦ cut short due to
thermocouple failure)
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Figure E.3: Time trace of temperatures measured along inside surface of blocking
object, 7 m/s wind (test 28), y=0 m
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Figure E.4: Time trace of temperatures measured along inside surface of blocking
object, 7 m/s wind (test 31), y=0 m
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Figure E.5: Time trace of temperatures measured along inside surface of blocking
object, 10 m/s wind (test 26), y=0 m
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Figure E.6: Time trace of temperatures measured along inside surface of blocking
object, 10 m/s wind (test 29), y=0 m
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Figure E.7: Time trace of temperatures measured along inside surface of blocking
object, 13 m/s wind (test 25), y=0 m
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Figure E.8: Time trace of temperatures measured along inside surface of blocking
object, 13 m/s wind (test 30), y=0 m
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Appendix F

Blocking Object Temperature

Profile Data

This Appendix lists the following data for thermocouples used to measure temper-

ature along the inside surface of the blocking object: the y coordinate in metres,

the φ coordinate in degrees, the initial temperature measured immediately prior to

startup of the first fan, and the maximum increase in temperature measured dur-

ing each test, determined using the method discussed at the beginning of Section

5.3. All temperatures are in degrees Celsius. The values of maximum temperature

increase were used to generate the blocking object temperature profiles in Section

5.3. The missing data point in test 32 was due to failure of the thermocouple part-

way through the test. Additional thermocouples beyond the ones listed here were

installed in the blocking object, but were not presented in Section 5.3 because they

did not provide additional information about the fire. To facilitate the discussion of

results and prevent the plots of object temperature from becoming too crowded, the

data from these additional thermocouples were not included in the present work.
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φ (deg.)
Tmax-Tinit

(deg. C)
Tinit

(deg. C)
Tmax-Tinit

(deg. C)
Tinit

(deg. C)
Tmax-Tinit

(deg. C)
Tinit

(deg. C)
Tmax-Tinit

(deg. C)
Tinit

(deg. C)
y = 0 m 0 579.3 16.3 653.4 12.5 467.8 5.7 503.3 16.4

30 572.4 16.5 -- 12.3 489.8 5.9 471.6 16.3
60 420.4 15.0 427.8 12.3 376.1 5.8 340.9 15.5
90 213.6 14.0 218.5 12.4 199.1 5.5 177.6 15.2

120 95.7 13.6 109.5 12.5 66.1 4.9 59.8 15.4
150 79.1 13.6 93.7 12.9 43.4 6.3 42.2 15.7
180 81.9 13.7 96.4 13.7 36.1 9.8 41.0 16.1
210 135.4 13.9 154.4 15.1 50.1 11.9 61.1 16.6
240 242.4 13.8 308.3 15.8 61.5 11.8 90.0 16.5
270 451.9 13.7 545.8 16.8 126.8 11.7 200.2 16.4
300 560.5 14.0 649.5 15.8 289.2 8.3 396.0 16.0
330 586.5 15.4 663.9 13.9 456.4 6.0 549.4 16.2

y (m)
Tmax-Tinit

(deg. C)
Tinit

(deg. C)
Tmax-Tinit

(deg. C)
Tinit

(deg. C)
Tmax-Tinit

(deg. C)
Tinit

(deg. C)
Tmax-Tinit

(deg. C)
Tinit

(deg. C)
φ = 0 -2 339.5 14.4 211.5 12.3 122.3 5.2 131.9 15.4

-1.15 621.0 15.3 546.8 12.2 299.0 5.4 323.0 15.5
-0.2 678.4 17.6 744.9 12.8 587.9 5.5 607.8 17.0

0 579.3 16.3 653.4 12.5 467.8 5.7 503.3 16.4
0.5 474.3 15.3 476.3 12.9 345.7 5.5 329.2 16.5
1 348.8 15.4 328.4 12.7 298.3 5.8 258.3 16.1
2 86.5 13.5 83.8 12.3 74.1 4.8 64.1 14.9

φ = 90 -2 141.1 13.5 129.6 12.1 128.1 4.8 128.0 15.1
-1.15 185.4 13.9 179.1 12.1 166.6 5.1 162.5 15.1
-0.2 242.2 13.8 256.8 12.2 210.3 5.1 201.9 15.2

0 213.6 14.0 218.5 12.4 199.1 5.5 177.6 15.2
0.5 203.4 13.7 196.9 12.3 186.2 5.7 162.8 15.1
1 179.2 14.0 172.8 12.6 182.6 5.7 164.2 15.2
2 103.3 13.1 101.0 11.9 101.4 4.6 90.5 14.7

φ = 180 -2 45.8 13.5 44.4 13.1 15.8 10.8 21.9 15.6
-1.15 44.3 13.9 44.2 13.2 12.1 10.5 18.0 15.6
-0.2 71.9 13.7 82.6 13.7 31.0 10.5 34.9 16.0

0 81.9 13.7 96.4 13.7 36.1 9.8 41.0 16.1
0.5 69.1 13.9 79.8 13.9 34.4 10.2 35.1 16.2
1 51.2 13.4 57.6 13.2 27.7 9.3 27.9 15.6
2 40.7 13.2 43.8 13.3 19.9 10.1 21.9 15.5

φ = 270 -2 163.6 13.7 141.6 15.5 49.4 10.0 73.6 16.3
-1.15 421.9 14.5 442.4 16.7 92.7 10.7 139.4 16.8
-0.2 470.4 13.6 579.1 16.6 119.1 11.5 192.2 16.4

0 451.9 13.7 545.8 16.8 126.8 11.7 200.2 16.4
0.5 251.2 13.7 303.3 16.8 89.9 11.1 140.0 16.5
1 141.1 13.8 154.8 17.3 60.0 11.9 88.5 16.7
2 56.1 13.3 55.9 17.2 25.2 11.6 37.3 16.4

Test 27 (5 m/s) Test 28 (7 m/s)

Test 31 (7 m/s)Test 32 (5 m/s)Test 27 (5 m/s) Test 28 (7 m/s)

Test 31 (7 m/s)Test 32 (5 m/s)
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y = 0 m 0
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y (m)
φ = 0 -2

-1.15
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1
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1
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φ = 180 -2
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1
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Tmax-Tinit
(deg. C)

Tinit
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Tmax-Tinit
(deg. C)

Tinit
(deg. C)

Tmax-Tinit
(deg. C)

Tinit
(deg. C)

Tmax-Tinit
(deg. C)

Tinit
(deg. C)

373.1 11.8 508.8 11.2 385.2 6.2 470.2 15.2
433.5 12.0 493.9 11.9 455.8 6.0 486.8 15.2
391.3 11.3 377.2 10.9 429.3 6.0 383.8 13.7
207.5 10.8 204.8 10.1 220.0 6.1 195.3 13.0
66.4 10.3 64.2 10.0 63.8 5.9 55.8 13.0
41.5 10.5 40.3 12.1 38.4 6.1 35.1 13.4
39.0 10.7 34.1 16.2 37.0 6.5 32.8 13.9
46.7 11.1 33.1 27.6 38.9 7.4 36.9 15.1
49.5 11.2 20.9 44.4 35.9 8.1 36.6 15.6
72.1 11.0 70.2 42.2 48.3 9.3 61.1 15.6

165.5 10.9 243.2 28.2 124.5 8.6 172.9 15.0
319.0 11.3 472.0 13.7 294.6 7.4 396.7 15.2

Tmax-Tinit
(deg. C)

Tinit
(deg. C)

Tmax-Tinit
(deg. C)

Tinit
(deg. C)

Tmax-Tinit
(deg. C)

Tinit
(deg. C)

Tmax-Tinit
(deg. C)

Tinit
(deg. C)

181.5 10.7 136.5 10.5 159.8 5.8 171.3 13.3
325.3 11.3 291.5 10.8 290.6 5.8 308.9 13.5
540.2 12.3 588.9 11.6 534.5 6.4 593.7 16.1
373.1 11.8 508.8 11.2 385.2 6.2 470.2 15.2
204.3 11.2 386.6 11.6 217.0 6.4 339.0 15.4
217.5 11.6 340.4 11.4 240.7 6.5 289.4 15.0
52.9 10.0 85.7 10.7 58.3 5.8 73.9 12.9

162.9 10.4 145.4 9.0 170.9 5.7 153.5 12.7
202.2 10.7 190.4 9.3 217.3 5.8 199.4 12.8
229.9 10.5 223.5 9.8 243.2 5.8 223.7 13.0
207.5 10.8 204.8 10.1 220.0 6.1 195.3 13.0
191.1 10.7 190.0 10.5 201.8 5.9 178.6 12.9
194.3 10.8 196.3 10.3 210.2 6.3 192.8 13.0
102.6 9.9 103.4 9.2 105.0 5.5 97.3 12.4
25.6 10.6 14.6 17.0 21.9 6.0 19.4 13.4
19.0 10.8 10.4 16.5 17.6 6.4 14.9 13.3
35.0 10.8 31.1 17.0 35.2 6.5 30.7 13.7
39.0 10.7 34.1 16.2 37.0 6.5 32.8 13.9
34.9 11.0 32.0 16.3 31.8 6.8 29.3 14.2
29.3 10.4 25.5 15.4 28.1 6.0 24.4 13.5
23.9 10.3 18.2 16.7 22.7 6.0 19.7 13.4
59.5 11.0 23.2 40.9 38.1 7.7 46.2 15.4
78.2 11.4 47.4 42.0 48.1 9.2 60.8 16.1
66.8 11.0 63.8 41.3 44.5 9.1 55.3 15.5
72.1 11.0 70.2 42.2 48.3 9.3 61.1 15.6
54.6 10.8 54.0 40.3 38.6 9.1 46.8 15.9
44.5 11.2 35.5 42.3 31.5 9.5 37.2 16.1
28.5 10.8 7.6 42.4 21.1 9.4 24.7 15.9

Test 29 (10 m/s) Test 30 (13 m/s)Test 25 (13 m/s)Test 26 (10 m/s)

Test 29 (10 m/s) Test 30 (13 m/s)Test 25 (13 m/s)Test 26 (10 m/s)
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Appendix G

Transient Heat Flux Data from

Blocking Object

This Appendix shows time traces of incident total heat flux and temperature from

the DFT and HFGs distributed around the circumference of the blocking object,

close to the midplane y=0 m (Section 5.1.3). Although the data corresponding to

the 5 m/s and 13 m/s wind conditions (tests 32 and 30) were previously shown in

Figures 5.65 and 5.66, they are included here for completeness.

Several general trends can be seen from the plots. In the tests at the lower

(5 m/s and 7 m/s) wind speeds, the levels of total heat flux measured by the DFT

increased to quasi-steady values, but in the tests at the higher (10 m/s and 13 m/s)

wind speeds, they instead decreased gradually to quasi-steady values. As mentioned

at the beginning of Section 5.4.1, this was expected to be a result of differences in

the levels of radiative heating by the fire versus convective cooling by the wind.

315



 

0 100 200 300 400 500 600

Time (s)

-40

-20

0

20

40

60

80

100

H
ea

t F
lu

x 
(k

W
/m

2 ) φ = 0° (DFT, 
facing floor)
φ = 45° (HFG)
φ = 90° (HFG)
φ = 180° (HFG)
φ = 270° (HFG)
φ = 315° (HFG)

 
 

0 100 200 300 400 500 600

Time (s)

0

100

200

300

400

500

600

700

800

Te
m

pe
ra

tu
re

 (°
C

)

φ = 0° (DFT, 
facing floor)
φ = 0° (DFT, 
facing culvert)
φ = 45° (HFG)
φ = 90° (HFG)
φ = 180° (HFG)
φ = 270° (HFG)
φ = 315° (HFG)

 

Figure G.1: Time trace of incident total heat flux to the blocking object and cor-
responding temperatures measured by the heat flux gauges, 5 m/s wind (test 27),
y≈0 m
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Figure G.2: Time trace of incident total heat flux to the blocking object and cor-
responding temperatures measured by the heat flux gauges, 5 m/s wind (test 32),
y≈0 m
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Figure G.3: Time trace of incident total heat flux to the blocking object and cor-
responding temperatures measured by the heat flux gauges, 7 m/s wind (test 28),
y≈0 m
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Figure G.4: Time trace of incident total heat flux to the blocking object and cor-
responding temperatures measured by the heat flux gauges, 7 m/s wind (test 31),
y≈0 m
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Figure G.5: Time trace of incident total heat flux to the blocking object and cor-
responding temperatures measured by the heat flux gauges, 10 m/s wind (test 26),
y≈0 m
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Figure G.6: Time trace of incident total heat flux to the blocking object and cor-
responding temperatures measured by the heat flux gauges, 10 m/s wind (test 29),
y≈0 m
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Figure G.7: Time trace of incident total heat flux to the blocking object and cor-
responding temperatures measured by the heat flux gauges, 13 m/s wind (test 25),
y≈0 m
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Figure G.8: Time trace of incident total heat flux to the blocking object and cor-
responding temperatures measured by the heat flux gauges, 13 m/s wind (test 30),
y≈0 m
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Appendix H

Transient Data for Heat Flux to

Ground Downwind of Blocking

Object

This Appendix contains time traces of data obtained from the DFT, HFG and

Gardon gauge located along the floor downwind of the blocking object in the ex-

periments of Chapter 5. Time traces of incident total heat flux are shown, together

with corresponding time traces of temperature from the DFT and HFG. Also in-

cluded are data measured by a thermocouple placed near the DFT and HFG (Sec-

tion 5.4.2). The data corresponding to the 7 m/s wind condition (test 28) were

previously shown in Figures 5.67 and 5.68, and are included here for completeness.

The overall shapes of the curves in each plot are similar to those described for

Figures 5.67 and 5.68.
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Figure H.1: Time trace of incident total heat flux to the ground and corresponding
temperatures, 5 m/s wind (test 27), x=5.3 m to 5.6 m, y=-0.5 m to -0.3 m
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Figure H.2: Time trace of incident total heat flux to the ground and corresponding
temperatures, 5 m/s wind (test 32), x=5.3 m to 5.6 m, y=-0.5 m to -0.3 m
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Figure H.3: Time trace of incident total heat flux to the ground and corresponding
temperatures, 7 m/s wind (test 28), x=5.3 m to 5.6 m, y=-0.5 m to -0.3 m
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Figure H.4: Time trace of incident total heat flux to the ground and corresponding
temperatures, 7 m/s wind (test 31), x=5.3 m to 5.6 m, y=-0.5 m to -0.3 m
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Figure H.5: Time trace of incident total heat flux to the ground and corresponding
temperatures, 10 m/s wind (test 26), x=5.3 m to 5.6 m, y=-0.5 m to -0.3 m
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Figure H.6: Time trace of incident total heat flux to the ground and corresponding
temperatures, 10 m/s wind (test 29), x=5.3 m to 5.6 m, y=-0.5 m to -0.3 m
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Figure H.7: Time trace of incident total heat flux to the ground and corresponding
temperatures, 13 m/s wind (test 25), x=5.3 m to 5.6 m, y=-0.5 m to -0.3 m
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Figure H.8: Time trace of incident total heat flux to the ground and corresponding
temperatures, 13 m/s wind (test 30), x=5.3 m to 5.6 m, y=-0.5 m to -0.3 m
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Appendix I

Transient Heat Flux Data from

Cylindrical Calorimeters

This Appendix contains time traces of data obtained from the calorimeters at loca-

tions ‘A’ and ‘D’, and from their neighbouring DFTs at locations ‘A’, ‘B’, ‘C’ and

‘D’ (Figure 5.12). Time traces of incident total heat flux and net absorbed heat

flux are shown, together with time traces of temperature from each sensor. The

data corresponding to calorimeter ‘D’ and its neighbouring DFTs in the 7 m/s wind

condition (test 28) were previously shown in Figures 5.69 to 5.71, and are included

here for completeness. In general, trends similar to those described for Figures 5.69

to 5.71 in Section 5.4.3 can be seen at all wind speeds.
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Figure I.1: Time trace of heat flux to calorimeter ‘D’ and neighbouring DFTs, with
corresponding temperatures, 5 m/s wind (test 27)
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Figure I.2: Time trace of heat flux to calorimeter ‘D’ and neighbouring DFTs, with
corresponding temperatures, 5 m/s wind (test 32)
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Figure I.3: Time trace of heat flux to calorimeter ‘D’ and neighbouring DFTs, with
corresponding temperatures, 7 m/s wind (test 28)
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Figure I.4: Time trace of heat flux to calorimeter ‘D’ and neighbouring DFTs, with
corresponding temperatures, 7 m/s wind (test 31)
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Figure I.5: Time trace of heat flux to calorimeter ‘D’ and neighbouring DFTs, with
corresponding temperatures, 10 m/s wind (test 26)
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Figure I.6: Time trace of heat flux to calorimeter ‘D’ and neighbouring DFTs, with
corresponding temperatures, 10 m/s wind (test 29)
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Figure I.7: Time trace of heat flux to calorimeter ‘D’ and neighbouring DFTs, with
corresponding temperatures, 13 m/s wind (test 25)
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Figure I.8: Time trace of heat flux to calorimeter ‘D’ and neighbouring DFTs, with
corresponding temperatures, 13 m/s wind (test 30)
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Figure I.9: Time trace of heat flux to calorimeter ‘A’ and neighbouring DFTs, with
corresponding temperatures, 5 m/s wind (test 27)
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Figure I.10: Time trace of heat flux to calorimeter ‘A’ and neighbouring DFTs,
with corresponding temperatures, 5 m/s wind (test 32)
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Figure I.11: Time trace of heat flux to calorimeter ‘A’ and neighbouring DFTs,
with corresponding temperatures, 7 m/s wind (test 28)
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Figure I.12: Time trace of heat flux to calorimeter ‘A’ and neighbouring DFTs,
with corresponding temperatures, 7 m/s wind (test 31)
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Figure I.13: Time trace of heat flux to calorimeter ‘A’ and neighbouring DFTs,
with corresponding temperatures, 10 m/s wind (test 26)
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Figure I.14: Time trace of heat flux to calorimeter ‘A’ and neighbouring DFTs,
with corresponding temperatures, 10 m/s wind (test 29)
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Figure I.15: Time trace of heat flux to calorimeter ‘A’ and neighbouring DFTs,
with corresponding temperatures, 13 m/s wind (test 25)
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Figure I.16: Time trace of heat flux to calorimeter ‘A’ and neighbouring DFTs,
with corresponding temperatures, 13 m/s wind (test 30)
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