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Abstract

Today’s advances in communication systems and VLSI circuits increases the performance requirements and complexity of circuits. The performance of RF and mixed-signal circuits is normally limited by the nonlinear behavior of the transistors used in the design. This makes simulation of nonlinear circuits more important. Volterra series is a method used for simulation of mildly nonlinear circuits. Using Volterra series the response of the nonlinear circuit is converted into a sum of multiple linear circuit responses. Thus, using Volterra series, simulation of nonlinear circuits in frequency-domain analysis becomes possible. However, Volterra series is not able to simulate strongly nonlinear circuits such as saturated Power Amplifiers.

In this thesis, a new time-varying Volterra analysis is presented. The time-varying Volterra analysis is the generalization of conventional Volterra analysis where instead of using a DC expansion point a time-varying waveform has been used. Employing a time-varying expansion waveform for Volterra analysis, time-varying Volterra achieves better accuracy than conventional Volterra. The time-varying expansion waveforms are derived using a fast pre-analysis of the circuit. Using numerical examples, it has been shown that the time-varying Volterra is capable of simulating nonlinear circuits with better accuracy than conventional Volterra analysis. The time-varying Volterra analysis in both time and frequency domains are discussed in this thesis. The time-varying Volterra analysis has been used to simulate a saturated Class-F Power Amplifier in frequency-domain. The simulation results show good agreement with ELDO® steady-state and Harmonic Balance simulation results.

The proposed method manages to simulate nonlinear circuits, such as saturated Power Amplifier, mixers and nonlinear microwave circuits, with good accuracy. Also, this method can be used to simulate circuit with large number of nonlinear elements without the convergence issues of Harmonic Balance.
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Chapter 1
Introduction

Circuit designers, before fabricating or manufacturing a design, need to ensure the functionality of their design before settling on a final design. Thus, Computer-Aided Design (CAD) tools, as well as circuit simulators, are important in design verification. Computation efficiency, memory resources and accuracy are important parameters of any circuit simulator. Simulation of linear circuits has been widely investigated and efficient methods are available in literature to simulate linear circuits in either the time or frequency domains [1]. Recent advances in telecommunication systems and VLSI circuits, continuously increases the complexity of circuits that need to be simulated. Also, due to stringent specifications for RF and mixed-mode circuits, the nonlinearity of such circuits becomes increasingly important. Thus, there is an increasing need for nonlinear circuit simulators with better efficiency and accuracy. Numerous nonlinear circuit simulators are available which simulate nonlinear circuits in either the time or frequency domains, e.g. [37], [38]. This thesis presents new methods for the simulation of nonlinear circuits in the time and frequency domains.

1.1 Nonlinear Circuit Simulation

Simulation of nonlinear circuits is generally more difficult than linear circuits. Different methods are available in literature for nonlinear circuit simulation. Time-domain numerical integration [1, 33], Harmonic Balance [3, 34] and Shooting method [35, 36] are traditional methods for nonlinear circuit simulation. Time-domain numerical integration and Shooting methods solve the differential algebraic equations of the circuit directly in time-domain using the appropriate numerical integration method. Shooting method simulates the steady-state response of the circuit directly, and time-domain numerical integration is used to calculate the transient response of the circuit. Both these methods require Newton-Raphson iterations at each step of transient simulation, which makes the simulation time-consuming. Harmonic Balance calculates the frequency components of the linear portion of the circuit in frequency-domain and nonlinear portion of the circuit in time-domain. Using an initial guess, the frequency components are calculated using Newton-Raphson iterations. Harmonic Balance faces convergence issues when dealing with large number of nonlinearities in the circuit [34]. When there is more than one tone at the input of the circuit, multi-tone Harmonic Balance (or generalized Harmonic Balance) [3] is employed. The simulation methods mentioned calculate only the response of the circuit and do not indicate which part of the circuit is responsible for the nonlinear behavior of the circuit. This information is valuable to the designer for low distortion designs [28].
Volterra series analysis is another commonly used nonlinear circuit simulation method. Volterra analysis uses a Taylor series expansion of all nonlinearities, and simplifies the nonlinear circuit analysis into sum of linear circuit responses [4, 5, 6]. In practical cases, Volterra analysis employs low degree polynomial approximations, typically 3rd order, due to complexity for high order polynomials [4]. This limits the application of the Volterra analysis to mildly nonlinear circuits, such as Low Noise Amplifier (LNA), Opamp and filter. When dealing with strongly nonlinear circuits, such as nonlinear Power Amplifiers (PA) and mixers, the Volterra analysis fails to give accurate results [8]. Volterra analysis is performed completely in frequency-domain because the circuit is linearized at each step of the analysis and handles multiple input frequencies easily. This makes Volterra analysis useful for multi-tone distortion analysis. Also, Volterra analysis can be used to separate different distortion contribution from different nonlinear elements. An efficient numerical method has been proposed in [28] to simulate per-element distortion analysis for nonlinear circuits using Volterra analysis. In the literature different methods have been proposed that combine different nonlinear circuit simulation methods. For example, by combining Harmonic Balance and Volterra analysis a simulation method for mixers has been proposed in [20].

1.2 Proposed Method

In this thesis a new simulation method which is an extension of the conventional Volterra analysis is presented. The proposed method uses time-varying expansion point for Taylor series, instead of a fixed DC expansion point. Due to time-varying nature of the method, the proposed Volterra analysis manages to simulate strongly nonlinear circuits with better accuracy than conventional Volterra. The details of the time-varying Volterra simulation in both time and frequency domains is presented in the thesis. The time-varying Volterra analysis can be used to simulate nonlinear circuits, such as RF/microwave mixers and Power Amplifiers. Simulation of a nonlinear Class-F Power Amplifier using the time-varying Volterra is presented in the thesis. It is shown that the time-varying Volterra series simulates the circuit with comparable accuracy as ELDO® steady-state simulations, but with a reduced computational cost.

1.3 Thesis Organization

Chapter 2 reviews different simulation methods for nonlinear circuits. Common time-domain and frequency-domain simulation methods are presented in this section. Different properties of these methods are discussed in this chapter. Chapter 3 introduces the time-varying Volterra analysis in time-domain. The concept of time-varying Volterra circuits and pre-analysis is discussed in this chapter. Using a numerical example, it is shown that the proposed method handles stronger nonlinearities and its simulation results are more accurate than conventional time-invariant Volterra. Also, this chapter presents a discussion on
the accuracy requirements for pre-analysis for different nonlinearities. A modification of the time-varying Volterra is also presented in this chapter which achieves better computation efficiency. Chapter 4 presents the time-varying Volterra analysis in frequency-domain. Using the same method described in Chapter 3, the time-varying Volterra circuits are solved in frequency-domain. The numerical results are compared with Harmonic Balance and Shooting method. Chapter 5 presents the simulation of a Class-F RF Power Amplifier in frequency-domain using time-varying Volterra. The simulation results show good agreement with the Shooting method. Chapter 6 concludes the thesis with discussion on the application of the time-varying Volterra. Also, possible future work related to per-element distortion analysis, as well as, applications in modeling is presented.
Chapter 2
Background: Nonlinear Circuit Simulation

In this chapter different simulation methods for nonlinear circuits are reviewed. These methods are categorized into two main groups, time-domain numerical integration methods and frequency-domain (or series expansion) methods. Time-domain methods can (but not necessarily do) simulate both transient and steady-state response of linear to strongly nonlinear circuits for almost all kinds of input signals. On the other hand frequency-domain methods can only simulate the steady-state response of the circuits for specific class of inputs. Furthermore, not all frequency-domain methods can handle strong nonlinearities or large number of nonlinear elements in the circuits. The details of these methods and their specifications will be discussed in more detail in the rest of this chapter.

The rest of this chapter is organized as follows. Section 2.1 deals mainly with Linear Multi-Step Predictor-Corrector (LMS-PC) algorithms and its pros and cons as a general time-domain simulation method. Volterra Series and Harmonic Balance are discussed in section 2.2 as two common frequency-domain methods for simulation of nonlinear circuits. Their advantages and shortcomings are addressed in section 2.2 as well.

2.1 Time-Domain Simulation Methods

The behavior of linear and nonlinear circuits can be modeled in time-domain using differential equations which usually have the form of Differential Algebraic Equations (DAE). For linear circuits the systems of Differential Algebraic Equations of the circuit are formulated using Modified Nodal Analysis (MNA) or Tableau formulation [1],

\[ GX(t) + C \frac{d}{dt}(X(t)) = W(t), \quad X(0) = X_0 \]  

(2.1)

where \( G \) and \( C \) are constant matrices, \( X(t) \) is the unknown vector with initial value \( X_0 \) and \( W(t) \) is the input vector. For nonlinear circuits the circuit equations are nonlinear and more complex,

\[ f(X(t)) + \frac{d}{dt}(Q(X(t))) = W(t), \quad X(0) = X_0 \]  

(2.2)

where \( f(.) \) and \( Q(.) \) are, in general, nonlinear functions. By adding the charge of the nonlinear capacitors and flux of nonlinear inductors to the unknown vector one can rewrite the system of equations as [1],
\[
GX(t) + E \frac{dX(t)}{dt} + P(X(t)) = W(t), \tag{2.3}
\]

where both \(G\) and \(E\) are constant matrices and all the nonlinearities are collected in the nonlinear function \(P(\cdot)\). The next step in transient simulation is the discretization of time. The derivative of the unknown vector is replaced with a discrete-time approximation (usually a particular discrete-time approximation is called an integration method), which results in a finite-difference equation, instead of Differential Algebraic Equations. The resulting system of finite-difference equations can be solved using appropriate numerical method.

A common integration method widely used in circuit simulators is the Linear Multi-Step Predictor-Corrector (LMS-PC) algorithm. Predictor algorithm explicitly defines (predicts) the current time point as a function of past values and derivatives. A \(k\)th order predictor algorithm uses the past \(k\) values and derivatives to evaluate the current time point, i.e. [1],

\[
X(t_{n+k}) \approx \sum_{j=1}^{k} a_j^p X(t_{n+k-j}) - h \sum_{j=1}^{k} b_j^p \dot{X}(t_{n+k-j}), \tag{2.4}
\]

where \(a_j^p\) and \(b_j^p\) are predictor constants and \(h = t_{k+1} - t_k\) is the step size. Since predictor algorithm does not include the circuit differential equation, i.e. (2.3), the error will propagate in the algorithm and can grow unboundedly and result in the instability of the simulation (or from another point of view, there is no feedback in the method from the circuit). Thus, this algorithm must be used with the corrector algorithm to correct the predicted values and control the error in the system. The corrector algorithm is an implicit method that expresses the derivative of the current time point as a function of past values, derivatives and current time point [1],

\[
\dot{X}(t_{n+k}) \approx \frac{-1}{h} \left\{ \sum_{j=0}^{k} a_j^c X(t_{n+k-j}) - h \sum_{j=1}^{k} b_j^c \dot{X}(t_{n+k-j}) \right\}, \tag{2.5}
\]

where \(a_j^c\) and \(b_j^c\) are corrector constants. Using the corrector formula and (2.3) one can solve for the unknown vector, \(X\), at each time point assuming the past \(k\) values and derivatives are available. In general, this system of equation is nonlinear, thus a numerical method needs to be used. The Newton-Raphson algorithm is commonly used to solve the system of nonlinear equations due to quadratic
convergence rate when the initial guess is close to the final solution [1]. Usually the predicted value using the predictor algorithm is taken as the initial estimate for Newton-Raphson algorithm. Gear2 or second-order Backward Difference Formula (BDF) is an integration method commonly used by different simulators [1], [2]. Predictor and corrector of Gear2 are defined as [1],

\[ X(t_{n+2}) = 3X(t_{n+1}) - 3X(t_n) + X(t_{n-1}) \]  

\[ \frac{d}{dt}X(t_{n+2}) = \frac{3}{2h}X(t_{n+2}) - \frac{2}{h}X(t_{n+1}) + \frac{1}{2h}X(t_n). \] (2.6)

Replacing the corrector formula in (2.3) results in,

\[ f(t_{n+2}) = \frac{3}{2h}EX(t_{n+2}) - \frac{2}{h}EX(t_{n+1}) + \frac{1}{2h}EX(t_n) + GX(t_{n+2}) + P(X(t_{n+2})) - W(t_{n+2}) = 0. \] (2.7)

Using the Newton-Raphson, the value of \( X(t_{n+2}) \), the current time point, is found iteratively with the initial guess found using predictor algorithm, i.e. \( X(t_{n+2}) = 3X(t_{n+1}) - 3X(t_n) + X(t_{n-1}) \). Newton-Raphson algorithm requires the Jacobian matrix of the nonlinear function, \( f(t_{n+2}) \), which is defined as [1],

\[ M_{n+2} = \frac{\partial f(t_{n+2})}{\partial X(t_{n+2})} = \frac{3}{2h}E + G + \frac{\partial P(X(t_{n+2}))}{\partial X(t_{n+2})}. \] (2.8)

Using the Jacobian matrix one can find the next iteration value of unknown vector using,

\[ X^{k+1}(t_{n+2}) = X^k(t_{n+2}) + t^k\Delta X^k(t_{n+2}). \] (2.9)

where,

\[ M_{n+2}\Delta X^k(t_{n+2}) = -f\left(X^k(t_{n+2})\right), \] (2.10)

and parameter \( t^k \) is selected such that \( 0 < t^k \leq 1 \). Solving for each time point using LMS-PC algorithm requires,
- Evaluation of Jacobian matrix (2.8), (which requires the first derivative of all the nonlinearities in the circuit)
- Solving (2.10) by LU factorization and forward/backward substitution of the Jacobian matrix, for each iteration of the Newton-Raphson algorithm. As long as the initial guess is close to the final solution, few Newton-Raphson iterations are sufficient to reach good accuracy. However, when dealing with strong nonlinearities, the initial estimate will not be close to the final solution. This requires more iterations with reduced step sizes, i.e. small \( h \), so that the Newton-Raphson algorithm will be able to converge. Most of the times a smaller transient simulation step is also required, i.e. small \( h = t_{k+1} - t_k \), to avoid non-convergence in strongly nonlinear circuit simulation. In other words, the transient simulation step should be small when dealing with fast changes at the output nodes, whereas, a larger step size is sufficient for smoother part of the output. Thus, more sophisticated algorithms including variable step size control are necessary in order to be able to achieve a good accuracy. An example of a variable step size control algorithm for nonlinear circuits can be found in [1]. Variable step size control algorithms usually require multiple solutions of the circuit for each time point, thus increasing the computation cost of each time step significantly, especially for strongly nonlinear circuits.

It can be concluded that LMS-PC algorithms, while achieving good accuracy for nonlinear circuits, increase the simulation complexity and cost significantly (due to complex algorithms to avoid non-convergence when dealing with strong nonlinear circuits). Furthermore, when dealing with steady-state response of the circuits with widely separated frequencies, e.g. mixers where input and output frequencies can be more than a decade away from each other, LMS-PC algorithms are inefficient and require long simulation time. On one hand, the simulation step size should be small enough to account for the fast changes of the signals due to high frequency input component, on the other hand, the simulation time should be long enough to account at least one period of the output signal, determined by the period of the low frequency component. As an example, if the inputs of a mixer are two sinusoidal inputs with frequencies \( f_1 = 1.05 \text{ GHz} \) and \( f_2 = 1.0 \text{ GHz} \), with the output frequency \( f_0 = 50 \text{ MHz} \), the simulation step size should be much smaller than \( 1/f_1 = 0.95 \text{ ns} \), e.g. 20 times smaller, also the simulation time should be at least \( 1/f_0 = 20 \text{ ns} \), which increases the simulation cost significantly. Another issue when trying to solve for steady-state response is the time that it takes for the circuit to reach steady-state, or the time it takes for transients to die down. Large time constants in the circuit dictate the time that it takes for transients to die (these large time constants can be due to biasing network), thus, forcing the transient simulation to run through many periods of the input signal, sometimes thousands of cycles, for transients to die [3].
Due to the issues discussed here, other simulation methods that eliminate these problems are beneficial (and sometimes necessary). “Shooting method” is a time-domain simulation method that calculates the steady-state response in time-domain using numerical integration, thus, eliminating the need for long transient simulation times [2]. However, it still requires complex numerical integration algorithms to overcome strong nonlinearities, as well as small step sizes to achieve good accuracy. Frequency-domain methods eliminate some of the problems associated with the time-domain simulators and achieve good accuracy with less computation cost. However, frequency-domain methods cannot handle all types of inputs and face problems when dealing with large strongly nonlinear circuits, which make it necessary to use time-domain numerical integration simulation methods. In the next section the basics and shortcomings of two popular frequency-domain methods, i.e. Volterra Series and Harmonic Balance, will be discussed in detail.

2.2 Frequency-Domain Simulation Methods

In this section two common frequency-domain approaches for nonlinear circuit simulation are discussed. Frequency-domain simulation methods calculate the steady-state response of circuits and cannot handle all types of continuous-time input sources. First, the Schetzen’s multi-linear method [4] for analyzing weakly nonlinear circuits, which is based on the Volterra Series analysis [5], is presented. Then, Harmonic Balance, which can handle stronger nonlinearities, will be discussed.

2.2.1 Schetzen’s Multi-Linear Method

Schetzen’s multi-linear method is based on Volterra analysis [5] and gives the same results for mildly nonlinear circuits [4]. However, Schetzen’s multi-linear method avoids the multiple integrals and kernels that usually appear in the original Volterra analysis, and thus gives the designer a better physical insight of the nonlinearity and their effect on the output. The first step in the Schetzen’s method is to expand the nonlinearity in the circuit using Taylor series. Taylor series of a nonlinear function $f(x)$ is expressed as,

$$f(x) = f(x_0) + (x - x_0) \frac{df}{dx}\bigg|_{x=x_0} + \frac{1}{2!}(x - x_0)^2 \frac{d^2f}{dx^2}\bigg|_{x=x_0} + \cdots, \quad (2.11)$$

where $x_0$ is the expansion point, typically a DC value. For example, a nonlinear resistor is represented by [1],

$$v_R = f(i_R), \quad (2.12)$$
Fig. 2.1 - (a) Nonlinear resistor (b) Equivalent model for the nonlinear resistor

as shown in Fig. 2.1(a). Expanding the nonlinear function using the expansion point \( V_0 = f(I_0) \), we have,

\[
v_R = f(i_R) = V_0 + (i_R - I_0) \frac{df}{di_R}|_{i_R=I_0} + \frac{1}{2!} (i_R - I_0)^2 \frac{d^2f}{di_R^2}|_{i_R=I_0} + \cdots.
\]  

(2.13)

Rewriting (2.13) results in,

\[
v_R - V_0 = \delta = R_1 \delta + R_2 \delta^2 + R_3 \delta^3 + \cdots,
\]  

(2.14)

where \( \delta = i_R - I_0 \) represent the changes in the current of the resistor from the expansion point, \( I_0 \), which is usually the quiescent current of the resistor. The same thing can be said regarding \( \delta = v_R - V_0 \), the changes in the voltage of the resistor from the expansion point, \( V_0 \). Also \( R_1 = \left. \frac{df}{di_R} \right|_{i_R=I_0} \) is the linear (first order) resistance of the nonlinear element, which is the same as the resistor used for small signal analysis. Similarly \( R_2 = \left. \frac{1}{2!} \frac{d^2f}{di_R^2} \right|_{i_R=I_0} \) is the second order coefficient of the resistance, \( R_3 = \left. \frac{1}{3!} \frac{d^3f}{di_R^3} \right|_{i_R=I_0} \) is the third order coefficient and so on. The nonlinear resistor is modeled with a voltage source, \( V_0 \), current source \( I_0 \) and a nonlinear resistor with the characteristic function as shown in Fig. 2.1(b),
Using this model we represent the nonlinear resistor by a power series. Because of linearity and superposition, we remove the constant voltage source, $V_0$, and current source, $I_0$, from the model and only discuss the nonlinear part of the model. If the independent variable of the nonlinear element, current in case of the resistor, is scaled by the factor $\alpha$, then the $n$th order term of the voltage of the resistor will be scaled by $\alpha^n$. Using this method one can show the mechanism of the mixing and harmonic generation in a nonlinear circuit. If the current of the resistor only contains a single tone, $A \sin(\omega_0 t)$, then due to the nonlinearity, or non-zero higher order terms in the resistor characteristics, the voltage of the resistor will contain second order term, $R_2 \sin^2(\omega_0 t) = R_2(0.5 - 0.5\cos(2\omega_0 t))$ (which contains $2\omega_0$ and DC), third order term, $R_3 \sin^3(\omega_0 t) = R_3(0.75\sin(\omega_0 t) - 0.25\sin(3\omega_0 t))$ (which contains $3\omega_0$ and $\omega_0$), and so on. Thus the output will contain not only the input frequency, $\omega_0$, but also the harmonics of that frequency (theoretically infinite number of harmonics). When there is more than one tone at the input, the output spectrum will contain the harmonics of the input frequencies as well as the mixing of these frequencies which will result in a complex output frequency spectrum.

The next step in the Schetzen’s multi-linear method is breaking up the complete response of the circuit into response of the circuits of different orders, i.e.,

$$
\hat{\vartheta} = \sum_{n=1}^{\infty} \hat{\vartheta}_n \quad \text{and} \quad \hat{i} = \sum_{n=1}^{\infty} \hat{i}_n, \quad (2.16)
$$

where $(\hat{\vartheta}_1, \hat{i}_1)$ represent the response of the first order circuit, i.e. linearized circuit, $(\hat{\vartheta}_2, \hat{i}_2)$ represent the response of the second order circuit and so on. Replacing (2.16) in (2.15) and scaling the current of the resistor by $\alpha$, we have,

$$
\hat{\vartheta} = \sum_{n=1}^{\infty} \alpha^n \hat{\vartheta}_n = \sum_{n=1}^{\infty} R_n \hat{i}_n^n = \sum_{n=1}^{\infty} R_n \left( \sum_{n=1}^{\infty} \alpha^n \hat{i}_n \right)^n. \quad (2.17)
$$

Expanding the summations and rewriting (2.17), it can be shown that,
\[ \alpha \hat{v}_1 + \alpha^2 \hat{v}_2 + \alpha^3 \hat{v}_3 + \cdots = R_1 (\alpha \hat{i}_1 + \alpha^2 \hat{i}_2 + \alpha^3 \hat{i}_3 + \cdots) \\
+ R_2 (\alpha \hat{i}_1 + \alpha^2 \hat{i}_2 + \alpha^3 \hat{i}_3 + \cdots)^2 \\
+ R_3 (\alpha \hat{i}_1 + \alpha^2 \hat{i}_2 + \alpha^3 \hat{i}_3 + \cdots)^3 + \cdots \quad (2.18) \]

Collecting the terms with the same power of \( \alpha \) on both sides, one will get,

\[ \alpha \hat{v}_1 + \alpha^2 \hat{v}_2 + \alpha^3 \hat{v}_3 + \cdots = \alpha (R_1 \hat{i}_1) \\
+ \alpha^2 (R_2 \hat{i}_2 + R_1 \hat{i}_1^2) \\
+ \alpha^3 (R_3 \hat{i}_3 + 2R_1 R_2 \hat{i}_1 \hat{i}_2 + R_1 \hat{i}_1^3) + \cdots \quad (2.19) \]

Taking into account that this is true for all values of \( \alpha \), it can be concluded that the coefficient of different powers of \( \alpha \) on both sides should be equal, i.e.,

\[ \hat{v}_1 = R_1 \hat{i}_1 \]
\[ \hat{v}_2 = R_1 \hat{i}_2 + R_1 \hat{i}_1^2 \]
\[ \hat{v}_3 = R_1 \hat{i}_3 + 2R_1 R_2 \hat{i}_1 \hat{i}_2 + R_1 \hat{i}_1^3 \quad (2.20) \]

As it can be seen, the response of the circuit of each order is expressed as the response of a linear circuit \( \hat{v}_n (linear) = R_1 \hat{i}_n \) and a nonlinear part which depends only on the response of the circuit of lower orders \( \hat{v}_n (nonlinear) = f(\hat{i}_1, \hat{i}_2, \cdots, \hat{i}_{n-1}) \). For example, for the third order circuit we have, \( \hat{v}_3 = R_1 \hat{i}_3 + 2R_1 R_2 \hat{i}_1 \hat{i}_2 + R_1 \hat{i}_1^3 \), which can be thought of as the sum of the linear part, \( R_1 \hat{i}_3 \), plus the nonlinear part, \( 2R_1 R_2 \hat{i}_1 \hat{i}_2 + R_1 \hat{i}_1^3 \), that depends on \( \hat{i}_1 \) and \( \hat{i}_2 \) (solution of the circuit of lower orders). In other words, the nonlinear resistor for the \( n \)th order circuit, can be modeled as a linear resistor, \( R_1 \), in series with a dependent voltage source, \( e_n = f(\hat{i}_1, \hat{i}_2, \cdots, \hat{i}_{n-1}) \), as shown in Fig. 2.2. Assuming the response of the lower orders circuits are already available, one can solve for the response of the circuit of \( n \)th order by solving the \( n \)th order circuit which is a linear circuit with nonlinear dependent sources whose value depends on the lower order circuit responses.
The derivations above can be easily generated for a nonlinear capacitor (charge of the capacitor expressed as a nonlinear function of the voltage, \(q_C = f(v_C)\)), nonlinear inductor (flux of the inductor expressed as a nonlinear function of the current, \(\Psi_L = f(i_L)\)) and nonlinear dependent sources. Fig. 2.3 summarizes the nonlinear elements and their Volterra circuit model [30]. It should be mentioned that, in case of nonlinear capacitors and inductors, it is better to add the charge of the capacitors and flux of the inductors to the unknown vector of the circuit, instead of their current (for a capacitor) and voltage (for an inductor). This way we can avoid numerical problems that can occur during simulation due to taking the derivatives of charge and flux [2]. To summarize, the steps required in Schetzen’s multi-linear method are:

- First the nonlinear elements are replaced by their quiescent sources (voltage and current) along with a nonlinear element that is represented by, \(\hat{v} = \sum_{n=1}^{\infty} R_n t^n\). Of course the DC simulation must be carried out before this step to calculate the quiescent currents and voltages [1].

- Next, the first order circuit is solved, since response of the first order is required for all the higher order circuits. To construct the first order circuit, we replace all the nonlinear elements with their first order Volterra model, i.e. a linear element with the quiescent voltage and current source. All the inputs of the circuit should be taken into account for the first order circuit.

- After solving the first order circuit, higher order circuits are solved sequentially. This can done by replacing all the nonlinear elements with their \(n^{th}\) order Volterra model, i.e. a linear element and a dependent source as shown in Fig. 2.3, while all the inputs to the circuit are now turned-off (they only affect the first order circuit).
Finally, the response of different orders should be added to get the complete answer of the circuit.

There are some interesting points regarding Schetzen’s method that are worth noting here. It can be seen that, the Volterra circuits of different orders are all linear, and have the same $G$ and $C$ matrices. Thus, superposition can be applied to each Volterra circuit, but not across different orders. Furthermore, the linearity makes it easy to use frequency-domain approaches to solve the circuit [7]. In other words, the circuit of order $n$ can be described in frequency-domain as [1],

$$ (G + (j\omega)C)X_n(j\omega) = T(j\omega)X_n(j\omega) = W_n(j\omega), $$

(2.21)

where, $G$ and $C$ are constant matrices for all the orders, and thus $T(j\omega)$ do not change for different orders. Knowing $W_n(j\omega)$, the input vector, the circuit is solved for different frequencies using LU factorization of $T(j\omega)$ and forward/backward substitution [1]. Calculating $W_n(j\omega)$ requires taking the Fourier transform of all the sources. $W_n(j\omega)$ includes dependent sources of the Volterra models, which have the form of $e_n = f(i_1, i_2, \cdots, i_{n-1})$, for a nonlinear resistor. Since $f(i_1, i_2, \cdots, i_{n-1})$ contains multiplication of the currents of lower orders (which are known), one can find its Fourier transform by convolving the Fourier transform of lower orders. For the third order model of a resistor we have,

$$ e_3(t) = 2R_1R_2i_1(t)i_2(t) + R_1i_1^3(t) $$

(2.22)

where, $\otimes$ denotes convolution.

As it can be seen when the input contains multiple tones, the size of the frequency vector will increase rapidly, due to inter-modulation and harmonic generation. It makes the calculation of $W_n(j\omega)$, which requires convolution, more expensive. But in case of few tones at the input, Schetzen’s method can be performed efficiently. For mildly nonlinear circuits, it is expected that the Taylor series of the nonlinear elements converges rapidly, thus only a few terms are needed in the Taylor series. In other words, a few orders of Volterra circuits are sufficient to achieve good accuracy, usually 3 or 5. From another point of view, it can be said that the rest of nonlinear terms in the Taylor series are small enough, i.e.,
<table>
<thead>
<tr>
<th>Nonlinear Elements</th>
<th>Equivalent Time-Varying Volterra Circuits</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i(t) )</td>
<td>( i_n(t) )</td>
</tr>
<tr>
<td>( v(t) )</td>
<td>( R_l e_n(t) )</td>
</tr>
<tr>
<td>( v(t) = R_l i(t) + R_2 i^2(t) + ... )</td>
<td>( e_1(t) = 0 )</td>
</tr>
<tr>
<td>( q(t) )</td>
<td>( j_1(t) = 0 )</td>
</tr>
<tr>
<td>( q(t) = C_1 v(t) + C_2 v^2(t) + ... )</td>
<td>( j_2(t) = d/dt(C_2 v^2(t)) )</td>
</tr>
<tr>
<td>( q_n(t) )</td>
<td>( j_3(t) = d/dt(2C_2 v(t)v_2(t) + C_2 v^2(t)) )</td>
</tr>
<tr>
<td>( v(t) )</td>
<td>( \psi(t) )</td>
</tr>
<tr>
<td>( \psi(t) = L_1 i(t) + L_2 i^2(t) + ... )</td>
<td>( e_1(t) = 0 )</td>
</tr>
<tr>
<td>( \psi_n(t) )</td>
<td>( e_2(t) = d/dt(L_2 i^2(t)) )</td>
</tr>
<tr>
<td>( \psi_2(t) )</td>
<td>( e_3(t) = d/dt(2L_2 i(t)i_2(t) + L_2 i^2(t)) )</td>
</tr>
<tr>
<td>( \psi_3(t) )</td>
<td>( e_4(t) = a_3 x(t) )</td>
</tr>
<tr>
<td>( \psi_4(t) )</td>
<td>( e_5(t) = a_2 x^2(t) )</td>
</tr>
<tr>
<td>( \psi_5(t) )</td>
<td>( e_6(t) = 2a_2 x(t) x_2(t) + a_3 x^3(t) )</td>
</tr>
<tr>
<td>( i(t) )</td>
<td>( j(t) )</td>
</tr>
<tr>
<td>( i(t) = a_1 x(t) + a_2 x^2(t) + ... )</td>
<td>( j_1(t) = 0 )</td>
</tr>
<tr>
<td>( \psi(t) )</td>
<td>( j_2(t) = a_2 x^2(t) )</td>
</tr>
<tr>
<td>( \psi(t) = a_1 x(t) + a_2 x^2(t) + ... )</td>
<td>( j_3(t) = 2a_2 x(t) x_2(t) + a_3 x^3(t) )</td>
</tr>
</tbody>
</table>

Fig. 2.3 - Volterra model for the nonlinear elements
where $N$ is the order of the Volterra analysis. This is achieved by either employing small $\hat{l}$, i.e. small input, or small $R_{N+1}$, i.e. weak nonlinearity. One might suggest using more terms in the Taylor series when dealing with strongly nonlinear circuits. However, this approach has two main issues when dealing with practical cases. First, as the order of Volterra series increases, the complexity of the dependent sources for each order increases exponentially. Thus, the frequency-domain method requires lots of convolutions to find the Fourier transform of the dependent sources, which increases the computation cost significantly. The second issue, which is more serious, is the convergence radius of the Taylor series [8]. This issue becomes significant when dealing with exponential nonlinearities. For example, the drain current of a MOSFET as a function of gate voltage has the form of [9],

$$
i_D(V_{GS}) = \ln \left( 1 + \exp \left( \frac{V_{GS} - V_T}{2\eta \Phi_t} \right) \right)^2.
$$

Complex singularity of the nonlinearity at $V_{GS} = V_T + j2\pi\eta \Phi_t$, limits the convergence radius of the Taylor series. Thus, when the input signal is large, the Taylor series diverges, which results in large simulation errors (especially when MOSFET’s region of operation changes). This error cannot be reduced by using higher order Volterra circuits.

The problems discussed here, limit the application of ordinary Volterra analysis to mildly nonlinear circuits [8]. Hence, other frequency-domain simulation methods should be considered when dealing with strong nonlinearities. Harmonic Balance is a common method for simulation of strongly nonlinear circuits in frequency-domain. The basics and drawbacks of Harmonic Balance are discussed in the next section.

### 2.2.2 Harmonic Balance

Time-domain numerical integration is not the best choice for simulating all kinds of circuits. For example, in cases where only the steady-state response of the circuit is of interest, frequency-domain approaches are more efficient simulation methods comparing to time-domain integration methods. Furthermore, microwave circuits, that contain dispersive transmission-lines and transmission-lines discontinuity, cannot be easily handled in time-domain integration methods [10]. Time-domain integration methods are not the best choice for simulation of microwave circuits. Mildly nonlinear circuits are efficiently handled using Volterra analysis as described before. Since Volterra analysis can be done in
frequency-domain, transmission-lines can be easily handled in such simulators using their S- or Y-parameters. However, Volterra analysis faces problems when dealing with strongly nonlinear circuits. Harmonic Balance is a common frequency-domain method which handles strongly nonlinear circuits.

The first step in Harmonic Balance is grouping the circuit into two parts. Linear part, that contains the input sources and all the linear elements, and the nonlinear part, which contains only the nonlinear elements. The linear part of the circuit is solved efficiently in frequency-domain. The nonlinear part, on the other hand, is solved in the time-domain, so that it will be able to achieve good accuracy when dealing with strongly nonlinear circuits. When dealing with nonlinear microwave circuits, usually there are only a few nonlinear elements in the circuits, e.g. transistors, whereas in Radio-Frequency Integrated Circuits (RFIC) the number of nonlinear elements is more as compared to microwave circuits. Assuming there are \( N \) nonlinear elements in the circuit (e.g. in case of microwave Power Amplifier (PA) \( N \) is as low as one or two) the nonlinear circuit is redrawn as shown in Fig. 2.4.

![Fig. 2.4 - Nonlinear circuit divided into linear and nonlinear subcircuits for Harmonic Balance analysis](image-url)
The linear part is described using admittance parameters (Y-parameters). Before proceeding further with solution of the circuit, let’s assume the input of the circuit is a single-tone sinusoidal signal. Since the circuit is nonlinear, the steady-state response of the circuit will contain the excitation frequency and its harmonics. In theory, an infinite number of harmonics exist at the output. However, in practice, the first $K$ harmonics can describe the output, and all the node voltages and branch current, with good accuracy [10]. $K$ depends on the nonlinearity of the circuit as well as the input power. For mild to strong nonlinearities, a small number of harmonics, e.g. 5 harmonics, is usually sufficient, whereas when strongly nonlinear circuits require larger number of harmonics to achieve good accuracy. For single frequency at the input, knowing the magnitude and phase of the $k$ harmonics of all voltages and currents, the time-domain solution of the circuit is found using the inverse Fourier transform,

$$ v(t) = \sum_{n=-K}^{K} V_n e^{i\omega_0 t} . \quad (2.25) $$

Thus, the solution of the circuit is now reduced to finding the magnitude and phase of the $K$ harmonics for all voltages and currents. Using Kirchhoff’s current law in the time-domain we have,

$$ \begin{align*}
&i_1(t) + \hat{i}_1(t) = 0 \\
i_2(t) + \hat{i}_2(t) = 0 \\&\vdots \\
i_N(t) + \hat{i}_N(t) = 0 \\
\end{align*} \quad (2.26)$$

Taking the Fourier transform of (2.26), results in,

$$ \begin{align*}
&I_{1,0} + \hat{I}_{1,0} = 0 \\
&I_{1,1} + \hat{I}_{1,1} = 0 \\
&\vdots \\
&I_{1,K} + \hat{I}_{1,K} = 0 \\
&I_{2,0} + \hat{I}_{2,0} = 0 \\
&I_{2,1} + \hat{I}_{2,1} = 0 \\
&\vdots \\
&I_{2,K} + \hat{I}_{2,K} = 0 \\
&I_{N,K} + \hat{I}_{N,K} = 0 \\
\end{align*} \quad (2.27)$$
where $I_{n,k}$ represents the $k$th harmonic of the current $i_n(t)$ and similarly, $\hat{I}_{n,k}$ represent the $k$th harmonic of the current $\hat{i}_n(t)$. One can solve the linear part of the circuit using Y-parameters in frequency-domain. The linear analysis must be carried out at the excitation frequency, $\omega_0$, and also, at the harmonics of the excitation frequency. The admittance equations for the linear part of the circuit at the excitation frequency is written as,

$$I_{1,1} = Y_{11}(\omega_0) V_{1,1} + Y_{12}(\omega_0) V_{2,1} + \cdots + Y_{1(N+2)}(\omega_0) V_{N+2,1}$$

$$I_{2,1} = Y_{21}(\omega_0) V_{1,1} + Y_{22}(\omega_0) V_{2,1} + \cdots + Y_{2(N+2)}(\omega_0) V_{N+2,1}$$

$$\vdots$$

$$I_{N,1} = Y_{N1}(\omega_0) V_{1,1} + Y_{N2}(\omega_0) V_{2,1} + \cdots + Y_{N(N+2)}(\omega_0) V_{N+2,1}$$

$$I_{(N+1),1} = Y_{(N+1)1}(\omega_0) V_{1,1} + Y_{(N+1)2}(\omega_0) V_{2,1} + \cdots + Y_{(N+1)(N+2)}(\omega_0) V_{N+2,1}$$

$$I_{(N+2),1} = Y_{(N+2)1}(\omega_0) V_{1,1} + Y_{(N+2)2}(\omega_0) V_{2,1} + \cdots + Y_{(N+2)(N+2)}(\omega_0) V_{N+2,1}$$

where $V_{n,k}$ represent the $k$th harmonic of the voltage $v_n(t)$. Since we have an $(N + 2)$ port network, the size of the admittance equations will be $(N + 2) \times (N + 2)$. Similarly, the admittance equations for the harmonics are written for the linear part of the circuit knowing the Y-parameters of the linear circuit at $2\omega_0, 3\omega_0, \ldots$ and $K\omega_0$. Combining all the admittance equations in the matrix form we’ll get,

$$
\begin{bmatrix}
I_1 \\
I_2 \\
\vdots \\
I_N \\
I_{N+1} \\
I_{N+2}
\end{bmatrix} =
\begin{bmatrix}
Y_{1,1} & Y_{1,2} & \cdots & Y_{1,N} & Y_{1,(N+1)} & Y_{1,(N+2)} \\
Y_{2,1} & Y_{2,2} & \cdots & Y_{2,N} & Y_{2,(N+1)} & Y_{2,(N+2)} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
Y_{N,1} & Y_{N,2} & \cdots & Y_{N,N} & Y_{N,(N+1)} & Y_{N,(N+2)} \\
Y_{(N+1),1} & Y_{(N+1),2} & \cdots & Y_{(N+1),N} & Y_{(N+1),(N+1)} & Y_{(N+1),(N+2)} \\
Y_{(N+2),1} & Y_{(N+2),2} & \cdots & Y_{(N+2),N} & Y_{(N+2),(N+1)} & Y_{(N+2),(N+2)}
\end{bmatrix}
\begin{bmatrix}
V_1 \\
V_2 \\
\vdots \\
V_N \\
V_{N+1} \\
V_{N+2}
\end{bmatrix}
$$

(2.29)

where,
It can be seen that the size of the complete admittance equations is $(K + 1)(N + 2) \times (K + 1)(N + 2)$. When solving the circuit, all the voltages and currents, except $V_{N+1}$ and $V_{N+2}$, are unknown. Also, $I_{N+1}$ and $I_{N+2}$, are not of interest. Thus, taking out $I_{N+1}, I_{N+2}, V_{N+1}$ and $V_{N+2}$ from the unknown vector, we’ll get,

\[ I = [I_1, I_2, \ldots, I_N] = \begin{bmatrix} Y_{1,(N+1)} & Y_{1,(N+2)} \\ Y_{2,(N+2)} & Y_{2,(N+2)} \\ \vdots & \vdots \\ Y_{N,(N+1)} & Y_{N,(N+2)} \end{bmatrix} \begin{bmatrix} V_{N+1} \\ V_{N+2} \end{bmatrix} + \begin{bmatrix} Y_{1,1} & Y_{1,2} & \cdots & Y_{1,N} \\ Y_{2,1} & Y_{2,2} & \cdots & Y_{2,N} \\ \vdots & \vdots & \ddots & \vdots \\ Y_{N,1} & Y_{N,2} & \cdots & Y_{N,N} \end{bmatrix} \begin{bmatrix} V_1 \\ V_2 \end{bmatrix}, \]

\[ \rightarrow I = I_S + Y_{N \times N}V, \]

where $I_S$ is the known vector due to the input sources at port $N + 1$ and $N + 2$. Replacing (2.32) in (2.27), results in,

\[ I + I(Nonlinear) = I_S + Y_{N \times N}V + I(Nonlinear) = 0, \]
\[ i_{g,n}(t) = f_n(v_1(t), v_2(t), ..., v_N(t)). \quad (2.34) \]

Taking the Fourier Transform of \( i_{g,n}(t) \), part of the \( I(Nonlinear) \) vector that is due to nonlinear conductance and controlled sources is calculated as,

\[
I_G = \begin{bmatrix} I_{G1} \\ I_{G2} \\ \vdots \\ I_{GN} \end{bmatrix} = \mathcal{F} \begin{bmatrix} i_{g,1}(t) \\ i_{g,2}(t) \\ \vdots \\ i_{g,N}(t) \end{bmatrix} = \mathcal{F} \begin{bmatrix} f_1(v_1(t), v_2(t), ..., v_N(t)) \\ f_2(v_1(t), v_2(t), ..., v_N(t)) \\ \vdots \\ f_N(v_1(t), v_2(t), ..., v_N(t)) \end{bmatrix}. \quad (2.35)\]

Nonlinear capacitors are characterized by their charge-voltage relation, i.e.,

\[
q_{c,n}(t) = f_{qn}(v_1(t), v_2(t), ..., v_N(t)), \quad (2.36)
\]

\[ \rightarrow i_{c,n}(t) = dq_{c,n}(t)/dt. \]

Similarly, taking the Fourier transform of the charge in (2.36) and then taking the first derivative of charge to get the current, we’ll get,

\[
Q = \begin{bmatrix} Q_1 \\ Q_2 \\ \vdots \\ Q_N \end{bmatrix} = \mathcal{F} \begin{bmatrix} q_{c,1}(t) \\ q_{c,2}(t) \\ \vdots \\ q_{c,N}(t) \end{bmatrix} = \mathcal{F} \begin{bmatrix} f_{q1}(v_1(t), v_2(t), ..., v_N(t)) \\ f_{q2}(v_1(t), v_2(t), ..., v_N(t)) \\ \vdots \\ f_{qn}(v_1(t), v_2(t), ..., v_N(t)) \end{bmatrix}. \quad (2.37)\]

\[ \rightarrow I_C = j\Omega Q, \]

where \( I_C \) is the part of nonlinear current due to nonlinear capacitors and,

\[
\Omega = \begin{bmatrix} \Omega_0 & 0 & \cdots & 0 & 0 \\ 0 & \Omega_0 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & \Omega_0 & 0 \\ 0 & 0 & \cdots & 0 & \Omega_0 \end{bmatrix}. \quad (2.38)\]
Replacing $I_G$ and $I_C$ in (2.33), results in,

$$F(V) = I_S + Y_{N \times N} V + I_G + I_C = 0.$$ \hspace{1cm} (2.39)

Finally, the last step in Harmonic Balance is to solve (2.39) for the unknown vector $V$, called Harmonic Balance equation \[10\]. However, $I_G$ and $I_C$ are both nonlinear functions of the unknown vector $V$, which results in a nonlinear function $F(V)$. Solving (2.39) requires iterative methods, for example Newton-Raphson algorithm. Newton-Raphson algorithm starts with an initial guess of the solution, and then corrects the initial guess in the next iterations based on the first derivative of the nonlinear function with respect to all parameters (the Jacobian matrix) \[1\]. The Jacobian matrix for the Harmonic Balance equation is found as,

$$M(V) = \frac{\partial F(V)}{\partial V} = Y_{N \times N} + \frac{\partial I_G}{\partial V} + \frac{\partial I_C}{\partial V} = Y_{N \times N} + \frac{\partial I_G}{\partial V} + j \Omega \frac{\partial Q}{\partial V}. \hspace{1cm} (2.40)$$

Also, the next iteration value, $V^{i+1}$, is found using,

$$\left. \frac{\partial F(V)}{\partial V} \right|_{V=V^i} (V^{i+1} - V^i) = -F(V^i). \hspace{1cm} (2.41)$$

Calculating the Jacobian matrix requires the first derivative of all the nonlinear elements which is complex and time-consuming (especially when a close-form expression for nonlinearities is not available). Furthermore, solving (2.41) requires considerable memory and computation when dealing with large and/or strongly nonlinear circuits. The reader is referred to \[10\] for the details of the method. The steps required to solve the Harmonic Balance equation are,

- Start with an initial guess for the time-domain unknown vector $v(t)$ and then take its Fourier Transform to obtain $V^0$. If the initial guess is not close enough to the final solution, the algorithm faces convergence issues \[10\].
- Find the time-domain current of nonlinear resistors and controlled sources, and the charge of the nonlinear capacitors based on the initial guess, $v^0(t)$. Then, take the Fourier transform of the currents and charges to find with $I_G$ and $I_C$ matrices.
- Calculate the Harmonic Balance equation, \( F(V^0) = I_S + Y_{N\times N}V^0 + I_G + I_C \).
- Calculate the Jacobian matrix using (2.40).
- Calculate the next iteration value, \( V^{i+1} \), using (2.41).
- Using the new value of \( V^{i+1} \), calculate the Harmonic Balance equation, \( F(V^{i+1}) \).
- If the error of “all” the unknowns in \( F(V^{i+1}) \) are small enough, the solution has been found. Otherwise, use the inverse Fourier transform to find \( v^{i+1}(t) \) and go back to the second step.

Note that, Harmonic Balance requires one Fourier Transform and Inverse Fourier Transform, calculating Jacobian matrix and solving (2.41) per iteration. As the size of matrices increases, (due to larger circuits and/or stronger nonlinearities), computation cost increases significantly [10]. The method described here deals with the case where inputs contain a single tone. However, in practical situations, it is necessary to simulate circuits with multiple tones at input. When dealing with multiple tones, not only the harmonics of the input frequencies exist at the output, also, the inter-modulation products of the input frequencies should be taken into account. This increases the size of matrices significantly, especially for strongly nonlinear circuits. For example, in case of two-tone excitation (\( \omega_1 \) and \( \omega_2 \)) the frequencies need to be taken into account at the output are,

\[
\omega_k = m\omega_1 + n\omega_2, \quad m, n = \cdots, -2, -1, 0, +1, +2, \cdots \tag{2.42}
\]

The only difference in the Harmonic Balance analysis for multi-tone inputs is larger matrices. Also, since the input tones to the circuit are usually non-commensurate, the voltages and currents are not periodic, which requires generation of “almost-periodic” Fourier transform. The associated problems and algorithms regarding this issue are beyond the scope of this chapter and the reader is referred to [10] for a detailed discussion of this problem.
Chapter 3
Time-Varying Volterra Analysis: Time-Domain Approach

In this chapter, a new time-domain method to simulate nonlinear circuits is proposed. The method is a modification of the conventional Volterra analysis, which enables it to simulate nonlinear circuits more accurately. Conventional Volterra analysis is not accurate enough when analyzing strongly nonlinear circuits, as discussed in chapter 2. The Taylor series truncation error and its limited convergence radius are the two main sources of these issues. The proposed method changes the Taylor expansion point as the signal varies, i.e. a time-varying expansion waveform. Hence, the truncation error of the Taylor series will be reduced, and the convergence issue of Taylor expansion will be solved. The details of the proposed method are discussed in this chapter. The method is particularly useful when sinusoidal waveforms are used and frequency-domain analysis is possible. Details of the method in frequency-domain will be discussed in the next chapter. The concept of time-varying Volterra analysis has been proposed in the literature before [20], [21]. However, all the methods are either applicable for one specific circuit, e.g. mixers, or should be used with another simulation method, e.g. Harmonic Balance. For example, in [20] the application of time-varying Volterra for analysis of a FET mixer is discussed. The mixer is first analyzed using Harmonic Balance with the presence of the larger input, i.e. local oscillator input. Then using the result of Harmonic Balance as the expansion point for the nonlinear elements, Volterra analysis is applied to solve the circuit. This method is only applicable for mixers where one of the inputs is much larger than other inputs. Also, the method requires Harmonic Balance analysis to be done first, thus, increasing the computation cost of the method.

The rest of this chapter is organized as follows. Section 3.1 describes the proposed method, gives its properties and compares it with the other time-domain simulation methods. Section 3.2 presents the application of the proposed method to simulate nonlinear RC circuits. Three different cases of nonlinear RC circuits are simulated using the proposed method and conventional time-domain approaches. Section 3.3 discusses the effect of pre-analysis on the proposed method in more detail. Generalization of the proposed method for multi-dimensional nonlinearities is presented in section 3.4. In section 3.5 a modification of the time-varying Volterra will be presented that achieves better computation efficiency comparing to time-varying Volterra. The advantages and shortcomings of the proposed method are summarized in section 3.6.

3.1 Method Description

The conventional Volterra analysis uses a truncated Taylor series to express the behavior of the nonlinear elements of the circuit. Usually the quiescent voltages/currents (DC) of the nonlinear devices are used as
the expansion point of the Taylor series [4]. The 3rd order truncated Taylor series of a nonlinear resistor is written as,

\[ v_R(t) \cong V_0 + R_1(i_R(t) - I_0) + R_2(i_R(t) - I_0)^2 + R_3(i_R(t) - I_0)^3, \]  

(3.1)

where \( V_0 = f(I_0) \), which is a DC value, is the expansion point of the Taylor series. In order to clarify that usually both current and voltage of the resistor are time-dependent, \( i_R(t) \) and \( v_R(t) \) are used in (3.1). The truncation error of the series is approximated by, \( \varepsilon_{\text{truncation}} \cong R_4(i_R(t) - I_0)^4 \) [11]. As the input signal gets larger, the current and voltage of the resistor, \( i_R(t) \) and \( v_R(t) \), will deviate more from the expansion point, \( I_0 \) and \( V_0 \). In other words, \( |i_R(t) - I_0| \) becomes larger as the input gets stronger, which results in larger truncation error. The truncation error can be reduced by either reducing \( R_4 \) or \( |i_R(t) - I_0| \). The first method is presented in [8]. Knowing that a truncated Chebyshev series is the best \( n^{\text{th}} \) order polynomial approximation of a function, Chebyshev series is applied to model nonlinearities in [8]. Employing Chebyshev series will not only reduce the truncation error of the expansion, thus increasing the accuracy of the Volterra analysis, but also solves the convergence issue of Taylor series as discussed in [8]. The second method, is reducing \( |i_R(t) - I_0| \). In order to lower truncation error, one must reduce \( |i_R(t) - I_0| \) at all times. Using a time-varying expansion point for Taylor series, \( v_0(t) = f(i_0(t)) \), we are able to reduce the truncation error compared to Taylor series with a fixed expansion point. As long as the time-varying expansion point is chosen in a way so that \( ||i_R(t) - I_0|| < ||i_R(t) - I_0|| \), the accuracy of the expansion will improve. Using this method, the 3rd order truncated Taylor series is written as,

\[ v_R \cong v_0(t) + R_1(t)(i_R - i_0(t)) + R_2(t)(i_R - i_0(t))^2 + R_3(t)(i_R - i_0(t))^3. \]  

(3.2)

Since a time-varying expansion point is used, the resistor coefficients, i.e. \( R_1, R_2, R_3, \ldots \), are also time dependent, and defined as,

\[
\begin{align*}
R_1(t) &= \frac{df}{di_R} \Big|_{i_R = i_0(t)} \\
R_2(t) &= \frac{1}{2!} \frac{d^2f}{di_R^2} \Big|_{i_R = i_0(t)} \\
R_3(t) &= \frac{1}{3!} \frac{d^3f}{di_R^3} \Big|_{i_R = i_0(t)} \\
& \vdots
\end{align*}
\]  

(3.3)
Schetzen’s multi-linear method can now be applied for the nonlinear element described using (3.2). Rewriting (3.2), we get,

\[ v_R(t) - V_0(t) = \vartheta(t) = R_1(t)i(t) + R_2(t)i(t)^2 + R_3(t)i(t)^3 + \ldots. \]  

(3.4)

where \( i(t) = i_R(t) - i_0(t) \) and \( \vartheta(t) = v_R(t) - v_0(t) \). The Nonlinear resistor can be modeled with two independent sources, \( v_0(t) \) and \( i_0(t) \) (which are time-dependent), and a nonlinear element with the characteristic function,

\[ \vartheta(t) = \sum_{n=1}^{\infty} R_n(t)i(t)^n, \]  

(3.5)

as shown in Fig. 3.1.

![Fig. 3.1 - Equivalent model for the nonlinear resistor with time-varying expansion point](image)

The time-varying sources \( v_0(t) \) and \( i_0(t) \) appear in the right-hand side of the formulation equations, so we can remove them from the model and concentrate on the nonlinear part. Breaking up the complete response into response of different orders, as done in conventional Schetzen’s method, results in,

\[ \hat{\vartheta}(t) = \sum_{n=1}^{\infty} \hat{\vartheta}_n(t) \quad \text{and} \quad \hat{i}(t) = \sum_{n=1}^{\infty} \hat{i}_n(t). \]  

(3.6)
Replacing (3.6) in (3.5) and equating terms of different orders on both sides, the response of different orders is found as,

\[ \hat{v}_1(t) = R_1(t)i_1(t) \]

\[ \hat{v}_2(t) = R_1(t)i_2(t) + R_1(t)i_1(t)^2 \]

\[ \hat{v}_3(t) = R_1(t)i_3(t) + 2R_1(t)R_2(t)i_1(t)i_2(t) + R_1(t)i_1(t)^3 \]

(3.7)

The response of each order contains a linear, but time-varying, part \( \hat{v}_n(\text{linear}) = R_1(t)i_n(t) \) and a nonlinear time-varying part which depends only on the response of the circuit of lower orders \( \hat{v}_n(\text{nonlinear}) = f(i_1(t), i_2(t), \ldots, i_{n-1}(t)) \). The response of each order is modeled using a linear time-varying resistor, \( R_1(t) \), and a dependent source, \( e_n(t) = f(i_1(t), i_2(t), \ldots, i_{n-1}(t)) \), as shown in Fig. 3.2. Since the dependent source, \( e_n(t) \), depends upon the response of lower order circuits, it will appear on the right-hand side of the formulation for each order.

![Fig. 3.2 - Nth order time-varying Volterra equivalent model for the nonlinear resistor](image)

Generalizing the derivations above similar models is created for nonlinear capacitors, inductors and dependent sources. Fig. 3.3 summarizes the Volterra models of different orders for nonlinear elements.

There are two issues regarding the time-varying expansion point. First, how can one find \( I_0(t) \) for any given circuit? Secondly, how close the time-varying expansion point, \( I_0(t) \), should be to the exact
response of the circuit, \( i_R(t) \approx I_0(t) \) is chosen to get an acceptable truncation error at all times, i.e. for a 3\(^{rd}\) order truncated Taylor series we have,

\[
\max \left\{ \frac{\epsilon_{\text{truncation}}}{v_R(t)} \right\} \leq \max \left\{ \frac{R_4(t)(i_R(t) - i_0(t))^4}{v_R(t)} \right\} < \varepsilon_{\text{max}}, \tag{3.8}
\]

where \( \varepsilon_{\text{max}} \) is the maximum acceptable error. It should be noted, \( \epsilon_{\text{truncation}} \) is the error only due to truncation. The total simulation error is the truncation error plus the error of transient simulation. Since the simulation accuracy is limited by the truncation error, the truncation error is a critical and important parameter. The time-varying expansion point for all the nonlinear devices is found with the aid of a preliminary simulation of the circuit, called pre-analysis. Unless very strongly nonlinear circuits are considered, the pre-analysis does not need to be very accurate. It will be shown with the aid of a simple numerical example that simulation of the linearized circuit, called linear pre-analysis, is sufficient to find the time-varying expansion points for all the nonlinear devices. It can be easily seen that more accurate pre-analysis results in better accuracy for the truncated Taylor series and Volterra analysis.

The derivations in equations (3.4) to (3.7) using time-varying expansion point is an extension of the Schetzen’s original work in [4]. The model contains a time-varying resistor, which is the main difference between this method and conventional Volterra analysis. When using time-varying expansion point, a linear time-varying circuit must be analyzed in each order of Volterra analysis. Linear time-varying circuits are more expensive to analyze compared to linear time-invariant circuits. The simulation of the time-varying Volterra circuits will be discussed in more detail in section 3.2. In summary the steps required for time-varying Volterra analysis are,

- Pre-analysis: Simulate the linearized circuit, i.e. linear pre-analysis, to find time-varying expansion point for all nonlinear elements.
- Based on the expansion point, calculate time-varying nonlinear coefficients for all nonlinear elements.
- Solve the time-varying Volterra circuits of different orders sequentially using the proper numerical integration method.
- Finally, add the response of different orders to get the complete solution.

The advantages and limitations of the proposed method are discussed in the next section with the aid of a numerical example.
### Nonlinear Elements

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v(t)$</td>
<td>$v(t) = R_1(t)i(t) + R_2(t)i^2(t) + ...$</td>
</tr>
<tr>
<td>$q(t)$</td>
<td>$q(t) = C_1(t)v(t) + C_2(t)v^2(t) + ...$</td>
</tr>
<tr>
<td>$\psi(t)$</td>
<td>$\psi(t) = L_1(t)i(t) + L_2(t)i^2(t) + ...$</td>
</tr>
</tbody>
</table>

### Equivalent Time-Varying Volterra Circuits

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i_n(t)$</td>
<td>$e_1(t) = 0$</td>
</tr>
<tr>
<td>$R_1(t)$</td>
<td>$e_2(t) = R_2(t)i_1^2(t)$</td>
</tr>
<tr>
<td>$e_n(t)$</td>
<td>$e_3(t) = 2R_2(t)i_1(t)i_2(t) + R_3(t)i_3^2(t)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j_n(t)$</td>
<td>$j_1(t) = 0$</td>
</tr>
<tr>
<td>$C_1(t)$</td>
<td>$j_2(t) = d/dt(C_2(t)v_1^2(t))$</td>
</tr>
<tr>
<td>$e_n(t)$</td>
<td>$j_3(t) = d/dt(2C_2(t)v_1(t)v_2(t) + C_3(t)v_1^2(t))$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i_n(t)$</td>
<td>$e_1(t) = 0$</td>
</tr>
<tr>
<td>$L_1(t)$</td>
<td>$e_2(t) = d/dt(L_2(t)i_1^2(t))$</td>
</tr>
<tr>
<td>$e_n(t)$</td>
<td>$e_3(t) = d/dt(2L_2(t)i_1(t)i_2(t) + L_3(t)i_3^2(t))$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x(t)$</td>
<td>$e_1(t) = 0$</td>
</tr>
<tr>
<td>$a_1(t)x_n(t)$</td>
<td>$e_2(t) = a_2(t)x_1^2(t)$</td>
</tr>
<tr>
<td>$v_n(t)$</td>
<td>$e_3(t) = 2a_2(t)x_1(t)x_2(t) + a_3(t)x_1^3(t)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x(t)$</td>
<td>$j_1(t) = 0$</td>
</tr>
<tr>
<td>$a_1(t)x_n(t)$</td>
<td>$j_2(t) = a_2(t)x_1^2(t)$</td>
</tr>
<tr>
<td>$j_n(t)$</td>
<td>$j_3(t) = 2a_2(t)x_1(t)x_2(t) + a_3(t)x_1^3(t)$</td>
</tr>
</tbody>
</table>

---

**Fig. 3.3 - Nonlinear elements and their time-varying Volterra circuits**
3.2 Numerical Example

In order to show the effectiveness of the method, a nonlinear RC circuit is simulated using the time-varying Volterra analysis. Furthermore, a comparison between the 3rd order time-varying Volterra, 3rd order and 5th order conventional Volterra and Newton-Raphson numerical integration is carried out in this section. The test circuit contains an input voltage source, nonlinear resistor and a linear capacitor as shown in Fig.3.4. It has been assumed that the nonlinearity of the resistor is modeled using a 3rd order polynomial. However, the results can be simply generalized for higher order nonlinearities and other nonlinear elements.

First we analyze the circuit using conventional Volterra analysis. The circuit is broken into circuit of different orders, as shown in Fig. 3.5. It is assumed that DC of the input signal is zero, thus, DC operating point of the nonlinear resistor is zero. The circuits is formulated using MNA as,

\[ GX_n(t) + C \frac{dX_n(t)}{dt} = W_n(t), \]  

(3.9)

where,

\[ G = \begin{bmatrix}
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & -1 & 0 \\
1 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & -R_1 \\
\end{bmatrix}, \]  

(3.10)
\[
C = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & C_0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}.
\]

and,

\[
W_1(t) = [0 \ 0 \ v_{in}(t) \ 0 \ 0]^T, \\
W_2(t) = [0 \ 0 \ 0 \ e_2(t) \ 0]^T, \\
\vdots \\
W_5(t) = [0 \ 0 \ 0 \ e_5(t) \ 0]^T.
\]

Using the 2\textsuperscript{nd} order BDF the circuits are solved as (with constant step-size) [1],

\[
\left(G + \frac{3}{2h} C \right) \dot{X}_{n}(t_{k+2}) = W_n(t_{k+2}) + \frac{2}{h} C \dot{X}_{n}(t_{k+1}) - \frac{1}{2h} C \dot{X}_{n}(t_k),
\]

where \( h = t_{k+2} - t_{k+1} \), is the simulation step-size. Solving (3.12) requires LU factorization of \( T = G + (3/2h)C \) matrix once, and forward/backward substitution for each time-step. Finally, the total response is calculated as, \( X(t) = X_1(t) + X_2(t) + X_3(t) + X_4(t) + X_5(t) \), for 5\textsuperscript{th} order conventional Volterra. For 3\textsuperscript{rd} order conventional Volterra, the 4\textsuperscript{th} and 5\textsuperscript{th} order simulation results are not considered.

The circuit is also simulated using 3\textsuperscript{rd} order time-varying Volterra with linear pre-analysis. The first step is the linear pre-analysis. Linearizing the circuit around the DC operating point, i.e. \( i_{R-DC} = 0 \), the circuit is reduced to the 1\textsuperscript{st} order conventional Volterra circuit. The linearized circuit is simulated using the same 2\textsuperscript{nd} order BDF formulae described before. Using the result of pre-analysis for the current of the resistor, i.e. \( i_{R-PE}(t) \), the 3\textsuperscript{rd} order truncated time-varying expansion of the nonlinear resistor is found as,

\[
v_R(t) \equiv f(i_{R-PE}(t)) + \hat{R}_1(t)(i_R(t) - i_{R-PE}(t)) \\
+ \hat{R}_2(t)(i_R(t) - i_{R-PE}(t))^2 + \hat{R}_3(t)(i_R(t) - i_{R-PE}(t))^3,
\]

where,
\[ f(i_{R-PE}(t)) = R_1 i_{R-PE}(t) + R_2 i_{R-PE}^2(t) + R_3 i_{R-PE}^3(t), \]

\[ \hat{R}_1(t) = \frac{df}{di_R} \bigg|_{i_R = i_{R-PE}(t)} = R_1 + 2R_2 i_{R-PE}(t) + 3R_3 i_{R-PE}^2(t), \]

\[ \hat{R}_2(t) = \frac{1}{2!} \frac{d^2f}{di_R^2} \bigg|_{i_R = i_{R-PE}(t)} = R_2 + 3R_3 i_{R-PE}(t), \]

\[ \hat{R}_3(t) = \frac{1}{3!} \frac{d^3f}{di_R^3} \bigg|_{i_R = i_{R-PE}(t)} = R_3. \] (3.14)

\[ \hat{R}_4(t) = \frac{1}{4!} \frac{d^4f}{di_R^4} \bigg|_{i_R = i_{R-PE}(t)} = R_4. \]

Fig. 3.5 - Volterra circuits for different orders

---

\[ e_d(t) = 2R_i i_{Rd}(t) i_{Rd}(t) + R_i i_{Rd}^2(t) \]

\[ e_d(t) = 3R_i i_{Rd}(t) i_{Rd}(t) i_{Rd}(t) + 3R_i i_{Rd}^2(t) i_{Rd}(t) + 3R_i i_{Rd}^3(t) i_{Rd}(t) \]

5th Order Volterra Circuit
Using (3.13) the 1\textsuperscript{st}, 2\textsuperscript{nd} and 3\textsuperscript{rd} order time-varying Volterra circuits are constructed as shown in Fig. 3.6. All the circuits contain linear time-varying resistors, while the rest of the circuit is similar to the conventional Volterra circuits.

Similarly, the time-varying Volterra circuits are formulated as,

\[
\mathcal{G}(t)X_n(t) + \mathcal{C} \frac{dX_n(t)}{dt} = \mathcal{W}_n(t),
\]

where,
\[
\hat{G}(t) = \begin{bmatrix}
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & -1 & 0 \\
1 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & -\hat{R}_1(t)
\end{bmatrix},
\]

(3.16)

\[
\hat{C} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix},
\]

and,

\[
\begin{align*}
\bar{W}_1(t) &= \begin{bmatrix} i_{R-P_E}(t) & -i_{R-P_E}(t) & v_{in}(t) & f(i_{R-P_E}(t)) & 0 \end{bmatrix}^T, \\
\bar{W}_2(t) &= \begin{bmatrix} 0 & 0 & e_2(t) & 0 \end{bmatrix}^T, \\
\bar{W}_3(t) &= \begin{bmatrix} 0 & 0 & e_3(t) & 0 \end{bmatrix}^T.
\end{align*}
\]

(3.17)

Solving the circuits using 2nd order BDF, we have (with constant step-size),

\[
\left(\hat{G}(t) + \frac{3}{2h}\hat{C}\right)X_n(t_{k+2}) = \bar{W}_n(t_{k+2}) + \frac{2}{h}\hat{C}X_n(t_{k+1}) - \frac{1}{2h}\hat{C}X_n(t_k),
\]

(3.18)

where \(h = t_{k+2} - t_{k+1}\), is the simulation step-size. Solving (3.18) requires LU factorization of \(T(t) = \hat{G}(t) + (3/2h)\hat{C}\) and forward/backward substitution for each time-step. The total response is calculated as, \(X(t) = X_1(t) + X_2(t) + X_3(t)\).

For the purpose of comparison, 3 different cases of nonlinearities for the resistor will be examined in this section. First, a mildly nonlinear resistor is taken into account, i.e. \(R_2, R_3 \ll R_1\). As it will be shown, both time-varying Volterra and conventional Volterra analysis are capable of simulating such circuits. However, time-varying Volterra (with linear pre-analysis) gives better accuracy comparing to conventional Volterra. For the second and third cases stronger nonlinear resistor is considered. In these cases the coefficients \(R_2\) and \(R_3\) are comparable to, or larger than \(R_1\). Conventional Volterra series cannot simulate the circuit, whereas, time-varying Volterra manages to simulate the circuit with good accuracy.
3.2.1 Case I

First case deals with a mildly nonlinear resistor. The input of the circuit is a sinusoidal voltage with a unity frequency and amplitude, i.e. \( v_{in}(t) = \sin(2\pi t) \). The circuit parameters along with transient simulation parameters are summarized in Table 3.1.

### Table 3.1 – Specifications of the test circuit and simulation parameters for Case I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Frequency, ( f_{in} ) (Hz)</td>
<td>1</td>
</tr>
<tr>
<td>Input Amplitude, ( A_{in} ) (Volts)</td>
<td>1</td>
</tr>
<tr>
<td>Resistor Parameters, ( R_1, R_2, R_3 )</td>
<td>1, 0.05, 0.05</td>
</tr>
<tr>
<td>Capacitor Values (F)</td>
<td>1</td>
</tr>
<tr>
<td>Simulation Step-Size, ( h ) (sec)</td>
<td>( 5 \times 10^{-4} )</td>
</tr>
<tr>
<td>Simulation Stop-Time (sec)</td>
<td>10</td>
</tr>
</tbody>
</table>

The circuit is simulated using 3\textsuperscript{rd} and 5\textsuperscript{th} order conventional Volterra and 3\textsuperscript{rd} order time-varying Volterra (with linear pre-analysis). In order to be able to compare the accuracy of the results, the circuit is also simulated using ELDO\textsuperscript{®} [12], an all purpose circuit simulator. ELDO\textsuperscript{®} uses Gear2 numerical integration method with Newton-Raphson iterations. Variable step-size control algorithm is incorporated in the ELDO\textsuperscript{®} software to ensure a good simulation accuracy at all times [12]. Fig. 3.7 shows the output voltage of the 3\textsuperscript{rd} order time-varying Volterra analysis, 3\textsuperscript{rd} and 5\textsuperscript{th} order conventional Volterra as well as ELDO\textsuperscript{®} simulation results. The results of all the methods are in good agreement with ELDO\textsuperscript{®} simulation results. The absolute error of the 3\textsuperscript{rd} order time-varying Volterra and 3\textsuperscript{rd} and 5\textsuperscript{th} order conventional Volterra simulation results are also shown in Fig. 3.8 to Fig. 3.10. The absolute error of the 3\textsuperscript{rd} order time-varying Volterra is 3 orders of magnitude lower than the 3\textsuperscript{rd} order conventional Volterra. Even when conventional Volterra with higher order is used, i.e. 5\textsuperscript{th} order, the absolute error is 2 orders of magnitude higher than 3\textsuperscript{rd} order time-varying Volterra (with linear pre-analysis). Better accuracy for time-varying Volterra is due to time-varying expansion point for nonlinear resistor. 3\textsuperscript{rd} and 5\textsuperscript{th} order conventional Volterra analysis use \( i_{R-DC} = 0 \) as the expansion point, whereas time-varying Volterra uses the result of the simulation of linearized circuit as the expansion point.

One can increase the order of conventional Volterra further to achieve the same accuracy as 3\textsuperscript{rd} time-varying Volterra analysis. However, as the order of Volterra increases the complexity of the Volterra circuit increases exponentially making the analysis too complicated and impractical. Furthermore, in
order to ensure that the absolute error is not due to transient numerical integration and only Volterra analysis, the simulations were repeated for smaller transient step-sizes. The absolute error remained constant which shows that the error is dominated by the Volterra analysis error.

Fig. 3.7 – Output Voltage using 3\textsuperscript{rd} order Time-Varying Volterra, 3\textsuperscript{rd} and 5\textsuperscript{th} order conventional Volterra and ELDO\textsuperscript{®} for Case I

Fig. 3.8 – Absolute error of the simulation using 3\textsuperscript{rd} order Time-Varying Volterra for Case I
Fig. 3.9 - Absolute error of the simulation using 3\textsuperscript{rd} order conventional Volterra for Case I

Fig. 3.10 - Absolute error of the simulation using 5\textsuperscript{th} order conventional Volterra for Case I
3.2.2 Case II

Second case uses a stronger nonlinear resistor, compared to Case I. This can be achieved by increasing $R_2$ and $R_3$, while keeping the rest of the parameters in the circuit constant. Table 3.2 shows the circuit and simulation parameters for Case II.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Frequency, $f_{in}$ (Hz)</td>
<td>1</td>
</tr>
<tr>
<td>Input Amplitude, $A_{in}$ (Volts)</td>
<td>1</td>
</tr>
<tr>
<td>Resistor Parameters, $R_1, R_2, R_3$</td>
<td>1, 0.5, 0.5</td>
</tr>
<tr>
<td>Capacitor Values (F)</td>
<td>1</td>
</tr>
<tr>
<td>Simulation Step-Size, $h$ (sec)</td>
<td>$5 \times 10^{-4}$</td>
</tr>
<tr>
<td>Simulation Stop-Time (sec)</td>
<td>10</td>
</tr>
</tbody>
</table>

The simulation results of the 3rd order time-varying Volterra, 3rd and 5th order conventional Volterra and ELDO® are shown in Fig. 3.11. Both 3rd and 5th order conventional Volterra fail to give accurate results for Case II, with relative error as high as 50%. On the other hand, 3rd order time-varying Volterra manages to simulate the circuit with good accuracy, maximum relative error of 0.2%. The absolute error of time-varying Volterra simulation is shown in Fig. 3.12.
Fig. 3.11 - Output Voltage using 3\textsuperscript{rd} order Time-Varying Volterra, 3\textsuperscript{rd} and 5\textsuperscript{th} order conventional Volterra and ELDO\textsuperscript{®} for Case II

Fig. 3.12 - Absolute error of the simulation using 3\textsuperscript{rd} order Time-Varying Volterra for Case II
3.2.3 Case III

Finally, the third case increases the nonlinearity of the resistor further. Table 3.3 shows the circuit and simulation parameters for Case III.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Frequency, $f_{in}$ (Hz)</td>
<td>1</td>
</tr>
<tr>
<td>Input Amplitude, $A_{in}$ (Volts)</td>
<td>1</td>
</tr>
<tr>
<td>Resistor Parameters, $R_1, R_2, R_3$</td>
<td>1, 1, 1.5</td>
</tr>
<tr>
<td>Capacitor Values (F)</td>
<td>1</td>
</tr>
<tr>
<td>Simulation Step-Size, $h$ (sec)</td>
<td>$5 \times 10^{-4}$</td>
</tr>
<tr>
<td>Simulation Stop-Time (sec)</td>
<td>10</td>
</tr>
</tbody>
</table>

Since nonlinearity of the resistor is stronger than Case II, it is evident that the conventional Volterra, which failed in Case II, cannot give accurate results for this nonlinear circuit. Simulation shows that the results of the 3rd and 5th order conventional Volterra suffers from relative error as high as 400%. The simulation results of the 3rd order time-varying Volterra, 3rd and 5th order conventional Volterra as well as ELDO® simulation results are shown in Fig. 3.13. The results of 3rd order time-varying Volterra shows larger error comparing to Case II, maximum absolute error of $14 \times 10^{-3}$, as shown in Fig. 3.14. The accuracy of the time-varying Volterra drops as the nonlinearity becomes stronger. This is due to the fact that the error of the pre-analysis is larger as the nonlinearity becomes stronger. Thus, the expansion point of the resistor will be farther from the exact response of $i_R(t)$, i.e. larger $|i_R(t) - i_{R-P}(t)|$. The simulation error can be reduced by applying a more accurate pre-analysis, e.g. 3rd order Volterra, and/or using higher order for time-varying Volterra analysis. However, this will make the simulation more expensive.
Fig. 3.13 - Output Voltage using 3rd order Time-Varying Volterra, 3rd and 5th order conventional Volterra and ELDO® for Case III

Fig. 3.14 - Absolute error of the simulation using 3rd order Time-Varying Volterra for Case III
3.2.4 Computation Cost Analysis of the method

Computation cost is an important parameter of any simulation method. Time-domain simulation of time-varying Volterra (with linear pre-analysis) requires the LU factorization of an $M \times M$ matrix and $N$ forward/backward substitution for each time-step. $M$ is the size of circuit matrix, e.g. we have $M = 5$ for the nonlinear RC example, and $N$ is the order of time-varying Volterra, e.g. we have $N = 3$ for the nonlinear RC example. The cost of pre-analysis should be added to the total cost mentioned before. For this example, linear time-domain pre-analysis has been implemented which requires one LU factorization of a circuit with the same size, and one forward/backward substitution for each time-step. Assuming $K$ number of simulation steps is required, e.g. we have $K = 10/5 \times 10^{-4} = 2 \times 10^4$ for the nonlinear RC example, and the overall cost of the time-varying Volterra is calculated as,

$$\text{Total Cost} = K \times C_{LU} + K \times N \times C_{F/B} + C_{\text{Pre-Analysis}}.$$

(3.19)

where $C_{LU}$ is the cost of LU factorization, $C_{F/B}$ is the cost of forward/backward substitution and $C_{\text{Pre-Analysis}}$ is the pre-analysis computation. Replacing $C_{LU} = M^3/3 - M/3$ and $C_{F/B} = M^2$ [1] in (3.19), we have,

$$\text{Total Cost} \approx K \cdot M^3/3 + K \times N \times M^2.$$

(3.20)

Similarly, the computation cost of conventional Volterra is calculated as,

$$\text{Total Cost} \approx M^3/3 + K \times N \times M^2,$$

(3.21)

where $M$ is the size of matrix of the circuit and $N$ is the order of Volterra analysis. Conventional Volterra requires LU factorization, once, since the Volterra circuits are linear time-invariant. Thus, conventional Volterra analysis requires less computation comparing to time-varying Volterra. However, time-varying Volterra achieves better accuracy. Also, time-varying Volterra manages to simulate stronger nonlinearities compared to conventional Volterra, which makes the method useful to simulate larger set of nonlinear circuits, such as saturated Power Amplifiers. The detail of frequency-domain analysis of time-varying Volterra will be presented in the next chapter.
3.3 Discussion on the Accuracy of Pre-Analysis

In this section the effect of accuracy of pre-analysis on the overall performance of the method will be discussed in more detail. In section 3.1, it was mentioned that the time-varying expansion point should be chosen in a way to ensure small \(|i_R(t) - i_0(t)|\) at all times, where \(i_0(t) = i_{R-PE}(t)\) is the time-varying expansion point and \(i_R(t)\) is the exact response of the circuit. A preliminary simulation, called “pre-analysis” is used to determine the time-varying expansion point. The more accurate the pre-analysis, smaller the \(|i_R(t) - i_0(t)|\). With the aid of the numerical example, it was shown that linear pre-analysis is sufficient for time-varying Volterra analysis. In order to clarify the effect of the error of pre-analysis on the performance of the method, we present two examples. First, a diode (a strongly nonlinear device) is taken into account and the second example is an MOS transistor (less nonlinearity compared to the diode).

The current of a diode is defined as [13],

\[
i_D = f (v_D) = I_s \exp \left( \frac{v_D}{V_T} \right),
\]

where \(V_T = kT/q\) is the thermal voltage, and \(I_s\) is the saturation current of the diode. 3rd order truncated Taylor series of the current of diode is written as,

\[
i_D \cong i_0(t) + g_1(t)(v_D - v_0(t)) + g_2(t)(v_D - v_0(t))^2 + g_3(t)(v_D - v_0(t))^3,
\]

where \(i_0(t) = f (v_0(t))\) is the time-varying expansion point. Also,

\[
g_1(t) = \left. \frac{df}{dv_D} \right|_{v_D = v_0(t)} = \frac{I_s}{V_T} \exp \left( \frac{v_0(t)}{V_T} \right),
\]

\[
g_2(t) = \frac{1}{2!} \left. \frac{d^2f}{dv_D^2} \right|_{v_D = v_0(t)} = \frac{I_s}{2V_T^2} \exp \left( \frac{v_0(t)}{V_T} \right),
\]

\[
g_3(t) = \frac{1}{3!} \left. \frac{d^3f}{dv_D^3} \right|_{v_D = v_0(t)} = \frac{I_s}{6V_T^3} \exp \left( \frac{v_0(t)}{V_T} \right).
\]

The truncation error of this approximation is found using,
\[ \epsilon_{\text{truncation}}(t) \approx g_4(t)(v_D(t) - v_0(t))^4 = \frac{I_s}{24V_T^4}\exp\left(\frac{V_0(t)}{V_T}\right)(v_D(t) - v_0(t))^4. \] (3.25)

Assume the voltage across the diode changes in the range of \(-0.8\) V and \(+0.8\) V. Also, we have, \(I_s = 10^{-16}\) A and \(V_T = 0.025\) V. The time-varying expansion point should be chosen so that, the maximum truncation error, which happens when \(v_D(t)\) is maximum, is acceptable. Assuming 1\% is the maximum acceptable error, we have,

\[
\max\left(\frac{\epsilon_{\text{truncation}}(t)}{i_D(t)}\right) = \frac{g_4(t_{\text{max}})(v_D(t_{\text{max}}) - v_0(t_{\text{max}}))^4}{i_D(t_{\text{max}})} < \epsilon_{\text{max}} = 0.01
\] (3.26)

\[
\rightarrow \frac{I_s}{24V_T^4}\exp\left(\frac{V_0(t_{\text{max}})}{V_T}\right)(v_D(t_{\text{max}}) - v_0(t_{\text{max}}))^4 < 0.01.
\]

Replacing, \(v_D(t_{\text{max}}) = 0.8\) V, and \(i_D(t_{\text{max}}) = I_s\exp\left(\frac{v_D(t_{\text{max}})}{V_T}\right) = 7.9\) mA, we will get,

\[
\frac{10^{-16}}{24 \times 0.025^4}\exp\left(\frac{V_0(t_{\text{max}})}{0.025}\right)(0.8 - v_0(t_{\text{max}}))^4/7.9 \times 10^{-3} < 0.01
\] (3.27)

\[
\rightarrow 0.7787 < v_0(t_{\text{max}}) < 0.8123.
\]

As it can be seen, the acceptable error for time-varying expansion point is very small in case of strongly nonlinear circuits, i.e. 1.54\%. In other words, the pre-analysis should have a maximum error of 1.54\% at all times, which makes the pre-analysis expensive. For the second case, take an MOS transistor into account. Using simplified EKV model, the drain current of the transistor is characterized using [9],

\[
i_D = 2 \times \beta \times V_T^2 \times \left(\ln\left(1 + \exp\left(\frac{V_{GS} - V_{th}}{2V_T}\right)\right)\right)^2, \] (3.28)

where \(\beta = \mu n C_{ox} W/L\) and \(V_{th}\) is the threshold voltage of the transistor. Using Taylor series with time-varying expansion point, the current of the transistor is approximated as,
\[ i_D = i_0(t) + g_{m1}(t)(v_{GS} - v_0(t)) + g_{m2}(t)(v_{GS} - v_0(t))^2 + g_{m3}(t)(v_{GS} - v_0(t))^3, \]

where,

\[ g_{m1}(t) = \frac{di_D}{dv_{GS}}|_{v_{GS}=v_0(t)}, \]
\[ g_{m2}(t) = \frac{1}{2!}\frac{d^2i_D}{dv_{GS}^2}|_{v_{GS}=v_0(t)}, \]
\[ g_{m3}(t) = \frac{1}{3!}\frac{d^3i_D}{dv_{GS}^3}|_{v_{GS}=v_0(t)}. \]

Due to complexity, the symbolic formulas for \( g_{m1}, g_{m2} \) and \( g_{m3} \) are not shown here. Truncation error of (3.29) is,

\[ \epsilon_{truncation}(t) \equiv g_{m4}(t)(v_{GS}(t) - v_0(t))^4, \]

where \( g_{m4}(t) = \frac{1}{4!}\frac{d^4i_D}{dv_{GS}^4}|_{v_{GS}=v_0(t)} \). Assuming \( v_{GS} \) swings from \(-0.8 \, V\) to \(+0.8 \, V\), maximum truncation error, which happens at \( v_{GS}(t_{max}) = 0.8 \, V\), is given by,

\[ \max\{\epsilon_{truncation}(t)\} = \epsilon_{truncation}(t_{max}) \equiv g_{m4}(t_{max})(v_{GS}(t_{max}) - v_0(t_{max}))^4. \]

Again, assuming 1% as the maximum acceptable relative truncation error, we have,

\[ \frac{\epsilon_{truncation}(t_{max})}{i_D(t_{max})} = \frac{g_{m4}(t_{max})(v_{GS}(t_{max}) - v_0(t_{max}))^4}{2 \times \beta \times V_T^2 \times \left(\ln\left(1 + \exp\left(\frac{v_{GS}(t_{max}) - V_{th}}{2V_T}\right)\right)\right)^2} < \varepsilon_{max} = 0.01. \]

Using the symbolic formulae for \( g_{m4}(t) \), and substituting \( \beta = 200 \times 10^{-6} \, V^2/A \), \( V_{th} = 0.5 \, V \) and \( V_T = 0.025 \, V \), one can solve (3.33) for \( v_0(t_{max}) \). We used MATLAB® to calculate \( g_{m4}(t) \) and solve (3.33) for \( v_0(t_{max}) \). The result shows that, assuming \( v_0(t_{max}) > 0.648 \, V \) satisfies (3.33). For the case of the transistor, the time-varying expansion point is much more relaxed and can handle larger errors for the expansion point, i.e. 20%. This error can be easily satisfied using linear pre-analysis.
It can be concluded that, depending on the type of nonlinearity, the required accuracy for pre-analysis can changes significantly, from 1.54% for diode to 20% for the MOS transistor. As long as strong nonlinear devices, such as diodes, are not considered, the simulation method tolerates large errors for pre-analysis, up to 20%. Thus, simple and efficient pre-analysis, such as linear pre-analysis, is appropriate to find the time-varying expansion point of the nonlinear devices.

3.4 Multi-Dimensional Nonlinearity

In this section we generalize the method described in section 3.1 for multi-dimensional nonlinearities. Semiconductor devices are modeled using two- or three-dimensional nonlinear elements, thus, makes it necessary to consider multi-dimensional nonlinearities as well. For example, the drain current of an MOS transistor is modeled using a two-dimensional nonlinear voltage-controlled current source (assuming body is connected to source) where,

$$i_D = f(v_{GS}, v_{DS}). \quad (3.34)$$

Fig. 3.15 shows a two-dimensional nonlinear voltage-controlled current source. Expanding the output current using Taylor series with time-varying expansion point, we have,

$$i(t) = f(v_A(t), v_B(t)) \approx i_0(t) + K_{1A}(t)(v_A(t) - v_{0A}(t)) + K_{1B}(t)(v_B(t) - v_{0B}(t))$$

$$+ K_{2A}(t)(v_A(t) - v_{0A}(t))^2 + K_{2B}(t)(v_B(t) - v_{0B}(t))^2$$

$$+ K_{3A}(t)(v_A(t) - v_{0A}(t))^3 + K_{3B}(t)(v_B(t) - v_{0B}(t))^3 \quad (3.35)$$

$$+ K_{4A}(t)(v_A(t) - v_{0A}(t))^4 + K_{4B}(t)(v_B(t) - v_{0B}(t))^4$$

$$+ K_{5A}(t)(v_A(t) - v_{0A}(t))^5 + K_{5B}(t)(v_B(t) - v_{0B}(t))^5$$

$$+ K_{6A}(t)(v_A(t) - v_{0A}(t))^6 + K_{6B}(t)(v_B(t) - v_{0B}(t))^6 + \cdots,$$
where, $i_0(t) = f(v_A(t), v_B(t))$ is the expansion point. The nonlinearity coefficients are defined as,

$$K_{m\alpha n\beta}(t) = \frac{d^{m+n} f}{d v_A^m d v_B^n} \bigg|_{v_0A(t), v_0B(t)}$$

(3.36)

Fig. 3.16 shows the equivalent model of the nonlinear controlled current source using the time-varying Taylor series. Similar to one-dimensional nonlinearities, Schetzen’s multi-linear method is applied to find time-varying Volterra circuits for different orders. Fig. 3.17 shows the time-varying Volterra models for two-dimensional nonlinear controlled sources up to 3rd order. This method can be used to find the time-varying Volterra models for three-dimensional nonlinearities.
3.5 Modified time-varying Volterra

In this section a modification of the time-varying Volterra is presented. The modified time-varying Volterra employs multiple expansion points instead of continuously time-varying expansion point for Taylor series. Using this method the computation cost of the method is decreased, while similar accuracy is achieved. This method is beneficial specially when the input signal is periodic and we are only interested in the steady-state response of the circuit. Employing different expansion points for different
time periods, nonlinear elements are approximated using different Taylor series for different time periods. For example, for a nonlinear resistor we have,

\[ v_R(t) = v_{0,i} + R_{1,i}(i_R(t) - i_{0,i}) + R_{2,i}(i_R(t) - i_{0,i})^2 + R_{3,i}(i_R(t) - i_{0,i})^3 + \ldots, \]  

(3.37)

for the time period \( T_i < t < T_{i+1} \), called the \( i^{th} \) phase. Similar expressions are derived for the nonlinear resistor for all other phases. Applying Schetzen multi-linear method for all the phases, Volterra circuits can be derived for all the phases as shown in Fig. 3.18. The Volterra circuits are modeled as switched linear circuits. The expansion points for different time periods, i.e. phases, are found using the pre-analysis similar to time-varying Volterra analysis. The Volterra switched linear circuits are simulated in time-domain using appropriate numerical integration method. Simple numerical integration methods, such as BDF, face difficulties when simulating switched circuits [25]. Due to inconsistent initial condition which happens in switching circuits, small simulation step sizes should be incorporated, especially at the switching instants, which increase the simulation cost [25]. Here, we employ sampled-data simulation algorithm [25, 31, 32] to simulate the Volterra circuits in time-domain. Sampled data simulation method is based on numerical Laplace inversion [1] that achieves high accuracy while solving the issue of inconsistent initial condition. For detailed discussion on the simulation of switched linear circuit using sampled-data simulation, the reader is referred to [25]. Simulating the switched linear circuit using sampled-data simulation requires calculating state transition matrix and zero-state vector of the circuit in each phase [25]. State transition matrix and zero-state vector are calculated using numerical Laplace inversion, which is an expensive task.

![Fig. 3.18 – N^{th} order Volterra equivalent model for the nonlinear resistor in different phases](image-url)
The number of time phases is an important parameter that has major effect on the accuracy and simulation cost of the method. As the number of time phases increases, the simulation cost also increases, since the state transition matrix and zero-state vector should be calculated for all the time phases. The modified time-varying Volterra is more accurate as the number of time phases increases. As the number of time phases goes to infinity, the modified time-varying Volterra becomes identical to the time-varying Volterra presented in section 3.1. Choosing the number of time phases depends on the input bandwidth, as well as the nonlinearity of the circuit. It can be shown that in case of single tone input, employing 8 to 10 time phases per input period is sufficient to achieve comparable accuracy to time-varying Volterra. The nonlinear RC example of section 3.2 is simulated using the modified time-varying Volterra with 8 time phases per input period. The accuracy of the simulation results is similar to time-varying Volterra analysis. For steady-state analysis, the expansion points for all nonlinear devices are also periodic. Thus, the Volterra circuits are modeled as periodically switched linear circuits, where the switching frequency is the same as the input frequency. Periodically switched linear circuits are simulated in frequency-domain as described in [24], [25]. Simulation of the steady-state response of nonlinear circuits using the modified time-varying Volterra will be discussed in the next chapter.

3.6 Summary

In this chapter a new time-domain modification of Volterra analysis was presented. The proposed method uses a time-varying expansion point for the Volterra analysis to enable better accuracy comparing to conventional Volterra. As long as time-varying expansion point is chosen so that the difference between expansion point and exact response is small, the time-varying Volterra manages to give accurate results. It was shown that using a simple preliminary simulation of the circuit, pre-analysis, time-varying expansion point of nonlinear devices is determined. As long as strong nonlinearities are not considered, linear pre-analysis is sufficient to achieve good accuracy, as illustrated in the numerical example. On the other hand, when nonlinearity becomes stronger, using simple linear pre-analysis the time-varying Volterra does not achieve accurate enough results. This can be fixed by using a more accurate pre-analysis. However, this increases the computation of pre-analysis, which makes the overall method not suitable for simulation of strong nonlinear circuits.
Chapter 4
Time-Varying Volterra Analysis: Frequency-Domain Approach

In this chapter, the details of the proposed method in frequency-domain will be presented. The frequency-domain method uses the same methodology as the method described in chapter 3, i.e. time-varying Taylor series. Frequency-domain approach analyzes the time-varying Volterra circuits in frequency-domain. Since the frequency-domain method uses the same time-varying Taylor series, the convergence and accuracy properties of the method is the same as time-domain method discussed in chapter 3. Frequency-domain analysis of time-varying Volterra circuits, as well as the advantages and shortcomings of the method, will be discussed in this chapter.

The chapter is organized as follows. Section 4.1 describes the frequency-domain analysis of the time-varying Volterra circuits and compares the analysis with other frequency-domain approaches, i.e. Harmonic Balance and conventional Volterra analysis. In order to show the effectiveness of the method, section 4.2 discusses three nonlinear RC circuits simulated using the method. Section 4.3 presents the frequency-domain time-varying Volterra for multi-dimensional nonlinearities. Finally, section 4.4 summarizes the properties of the method comparing to other frequency-domain approaches.

4.1 Method Description

The proposed frequency-domain method employs time-varying Taylor expansion to express the behavior of nonlinear elements, similar to the time-domain method described in chapter 3. Similarly, the simulation procedure consists of pre-analysis and time-varying Volterra analysis. In this section we discuss time-varying Volterra analysis in frequency-domain, together with comparison of the method with Harmonic Balance.

4.1.1 Pre-Analysis

As discussed in chapter 3, pre-analysis is done using a fast simulation algorithm which does not need to be very accurate. It was shown in chapter 3 that accuracy of linear pre-analysis is sufficient for time-varying Volterra analysis. Linear pre-analysis is easily done in the frequency domain by solving the linearized circuit using [1],

\[(G + j\omega C)\mathcal{F}\{X_{PE}(t)\} = \mathcal{F}\{W_{PE}(t)\}.\] (4.1)
where $X_{PE}(t)$ and $W_{PE}(t)$ are the unknown and input vectors respectively. Solving (4.1) requires LU factorization of $(G + j \omega C)$ at each frequency, and forward/backward substitution. In case of single-tone input, (4.1) should only be solved once, i.e. for the excitation frequency.

### 4.1.2 Time-Varying Volterra Analysis

Recalling from chapter 3, a nonlinear resistor is described using time-varying Taylor expansion as,

$$v_R(t) - V_0(t) = \hat{v}(t) = R_1(t)i(t) + R_2(t)i(t)^2 + R_3(t)i(t)^3 + \ldots. \quad (4.2)$$

where,

$$R_1(t) = \left. \frac{df}{di_R} \right|_{i_R = i_0(t)}$$

$$R_2(t) = \left. \frac{1}{2} \frac{d^2f}{di_R^2} \right|_{i_R = i_0(t)}$$

$$R_3(t) = \left. \frac{1}{3} \frac{d^3f}{di_R^3} \right|_{i_R = i_0(t)}$$

$$\vdots$$

$V_0(t)$ and $i_0(t)$ are the time-varying expansion point of Taylor series and the result of pre-analysis. Applying Schetzen’s multi-linear method, the time-varying Volterra circuits of different orders for the resistor are generated as shown in Fig. 4.1. The time-varying Volterra circuits are described in the frequency-domain, assuming all the time-varying elements are periodic. This assumption is true for periodic inputs, which results in periodic expansion point for time-varying Volterra. In case of multi-tone inputs with non-commensurate frequencies, “almost-periodic” Fourier transform should be employed [10]. Taking the Fourier Transform (FT) of the time-varying resistor in Fig. 4.1, we’ll get [14],

$$\mathcal{F}\{R_1(t)\} = \sum_{k=-\infty}^{+\infty} \hat{R}_{1,k} \delta(\omega - k \omega_0), \quad (4.4)$$
where \( T_0 = 2\pi/\omega_0 \) is the period of the time-varying resistor, and \( \hat{R}_{1,k} \) is the \( k \)th frequency component of the time-varying resistor. Assuming the resistor is sufficiently approximated using the first \( K \) frequency components, we have,

\[
\mathcal{F}\{R_1(t)\} \approx \sum_{k=-K}^{+K} \hat{R}_{1,k} \delta(\omega - k\omega_0).
\]

(4.5)

Fig. 4.1 - \( N^{th} \) order time-varying Volterra equivalent model for the nonlinear resistor

Similarly, time-varying capacitors, inductors and controlled sources are represented in the frequency-domain. Fig. 4.2 summarizes time-varying Volterra models for nonlinear elements in frequency-domain. Employing MNA, the \( n^{th} \) order time-varying Volterra circuit is formulated in frequency-domain as,

\[
\mathcal{F}\{G(t)\} \otimes \mathcal{F}\{X_n(t)\} + j\omega \{\mathcal{F}\{C(t)\} \otimes \mathcal{F}\{X_n(t)\}\} = \mathcal{F}\{W_n(t)\},
\]

(4.6)

where \( \otimes \) denotes convolution. It should be noted that, \( G(t) \) and \( C(t) \) are \( M \times M \) matrices and \( X_n(t) \) and \( W_n(t) \) are \( M \times 1 \) vectors, where \( M \) is the size of the circuit matrix. \( G(t) \) and \( C(t) \) contain the time-varying resistors, inductors and capacitors and controlled sources, and thus are \( T_0 \) periodic. Approximating \( \mathcal{F}\{G(t)\}, \mathcal{F}\{C(t)\}, \mathcal{F}\{X_n(t)\} \) and \( \mathcal{F}\{W_n(t)\} \) with their first \( K \) frequency components, we’ll get,
Fig. 4.2 - Nonlinear elements and their time-varying Volterra circuits in frequency-domain
\[
\left\{ \sum_{m=-K}^{+K} \hat{g}_m \delta(\omega - m\omega_0) \right\} \otimes \left\{ \sum_{l=-K}^{+K} \hat{x}_{n,l} \delta(\omega - l\omega_0) \right\} \\
+ j\omega \left\{ \sum_{m=-K}^{+K} \hat{c}_m \delta(\omega - m\omega_0) \right\} \otimes \left\{ \sum_{l=-K}^{+K} \hat{x}_{n,l} \delta(\omega - l\omega_0) \right\}
\]

\[= \sum_{k=-K}^{+K} \hat{w}_{n,k} \delta(\omega - k\omega_0), \tag{4.7}\]

where \(\hat{x}_n(k\omega_0)\) and \(\hat{w}_n(k\omega_0)\) represent the \(k\)th frequency component of the unknown and input vector. Simplifying (4.7) results in,

\[
\sum_{l=-K}^{+K} \sum_{m=-K}^{+K} \hat{g}_m \hat{x}_{n,l} \delta(\omega - (m + l)\omega_0) + \sum_{j=-K}^{+K} \sum_{i=-K}^{+K} j\omega_0(m + l) \hat{c}_m \hat{x}_{n,l} \delta(\omega - (m + l)\omega_0)
\]

\[= \sum_{k=-K}^{+K} \hat{w}_{n,k} \delta(\omega - k\omega_0). \tag{4.8}\]

Equating the coefficients of \(\delta(\omega - k\omega_0)\), for every \(k\), on both sides of (4.8) results in,

\[
\sum_{m=-K}^{0} \left\{ \hat{g}_m - jK\omega_0 \hat{c}_m \right\} \hat{x}_{n,-m-k} = \hat{w}_{n,-K},
\]

\[\vdots \]

\[
\sum_{m=-K}^{+K-1} \left\{ \hat{g}_m - j\omega_0 \hat{c}_m \right\} \hat{x}_{n,-m-1} = \hat{w}_{n,-1},
\]

\[
\sum_{m=-K}^{+K} \hat{g}_m \hat{x}_{n,-m} = \hat{w}_{n,0}, \tag{4.9}\]

\[
\sum_{m=-K+1}^{+K} \left\{ \hat{g}_m + j\omega_0 \hat{c}_m \right\} \hat{x}_{n,-m+1} = \hat{w}_{n,1},
\]

\[\vdots \]

\[
\sum_{m=-K}^{+K} \left\{ \hat{g}_m + jK\omega_0 \hat{c}_m \right\} \hat{x}_{n,-m+K} = \hat{w}_{n,K}.
\]
Knowing the input vector, i.e. $\hat{W}_{n,k}$ for $-K \leq k \leq +K$, together with circuit matrices, the unknown vector is calculated using the $2K + 1$ equations given in (4.9), i.e. $\hat{X}_{n,k}$ for $-K \leq k \leq +K$. Rewriting (4.9) in the matrix form, we have,

$$T(\omega_0) \times \hat{X}_{M,n}(\omega_0) = \hat{W}_{M,n}(\omega_0),$$  \hspace{1cm} (4.10)

where,

$$\hat{X}_{M,n}(\omega_0) = \begin{bmatrix} \hat{X}_{n,-K} & \ldots & \hat{X}_{n,-1} & \hat{X}_{n,0} & \hat{X}_{n,1} & \ldots & \hat{X}_{n,+K} \end{bmatrix}^T,$$

$$\hat{W}_{M,n}(\omega_0) = \begin{bmatrix} \hat{W}_{n,-K} & \ldots & \hat{W}_{n,-1} & \hat{W}_{n,0} & \hat{W}_{n,1} & \ldots & \hat{W}_{n,+K} \end{bmatrix}^T.$$  \hspace{1cm} (4.11)

Also we have,

$$T(\omega_0) = \begin{bmatrix} T_{-K,0} & \ldots & T_{-K,-K+1} & T_{-K,-K} & 0 & \ldots & 0 \\ \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\ T_{-1,K-1} & \ldots & T_{-1,0} & T_{-1,-1} & T_{-1,-2} & \ldots & 0 \\ T_{0,K} & \ldots & T_{0,1} & T_{0,0} & T_{0,-1} & \ldots & T_{0,-K} \\ 0 & \ldots & T_{1,2} & T_{1,1} & T_{1,0} & \ldots & T_{1,-K+1} \\ \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & \ldots & 0 & T_{K,K} & T_{K,K-1} & \ldots & T_{K,0} \end{bmatrix}$$  \hspace{1cm} (4.12)

where,

$$T_{k,m} = \xi_m + jk\omega_0 \xi_m.$$  \hspace{1cm} (4.13)

$T(\omega_0)$ matrix, called the conversion matrix, is similar to the transfer function for time-invariant circuits. However, since the circuit is time-varying, the output depends on the input at fundamental frequency and the harmonic frequencies. For a time-invariant circuit, $T(\omega_0)$ is a diagonal matrix. In order to find the unknown vector, one must solve (4.10) which require LU factorization of a $(2K+1)M \times (2K+1)M$ matrix, and $(2K+1)M$ forward/backward substitution. It should be noted that (4.10) must be solved for different orders of time-varying Volterra circuits. $T(\omega_0)$ matrix is constant for all the orders, however, $\hat{W}_{M,n}(\omega_0)$ should be calculated based on the response of lower order circuits. Finally, the total response is
calculated by summing up the response of lower orders, i.e.
\[ \hat{X}_M(\omega_0) = \hat{X}_{M,1}(\omega_0) + \hat{X}_{M,2}(\omega_0) + \hat{X}_{M,3}(\omega_0) + \ldots. \]

The formulation presented, can be generalized for multiple-tone input signals as well. In case of multiple-tone inputs, the output will be a function of input frequencies and their harmonics as well as inter-modulation products of the input frequencies. This makes the size of frequency vector larger for multiple-tone inputs.

### 4.1.3 Comparison with Harmonic Balance

It is useful to compare the computation cost and accuracy of the frequency-domain time-varying Volterra with Harmonic Balance. In this section, we discuss the computation cost of the method and leave the accuracy comparison for the next section. Frequency-domain time-varying Volterra analysis requires pre-analysis, plus solving the time-varying Volterra circuits of different order, i.e. solving (4.10) for each order. Assuming \( N \)th order time-varying Volterra analysis, the computation cost is approximated by,

\[
\text{Total Cost} = C_{LU} + N \times C_{F/B} + N \times C_{W-Generation} + C_{Pre-Ana lysis},
\]  

where \( C_{LU} \) is the cost of LU decomposition of \( T(\omega_0) \), which only needs to be done once, and \( C_{F/B} \) is the cost of forward/backward substitution. \( C_{W-Generation} \) is the cost of calculating the input vector, i.e. \( \hat{W}_{M,n}(\omega_0) \), and \( C_{Pre-Analysis} \) is the pre-analysis computation cost. Calculating the input vector requires taking the Fourier Transform (FT) of the input sources and Volterra model’s dependent sources, which involves convolution of response of lower orders. \( C_{W-Generation} \) can become significant in case of multiple-tone inputs. For the rest of this section, we concentrate on single-tone input. However, our calculations can be easily generalized for multiple-tone input as well.

The conversion matrix is sparse, because \( \hat{G}(m\omega_0) \) and \( \hat{C}(m\omega_0) \) are sparse matrices for \( m \neq 0 \). Thus, (4.10) is solved more efficiently using sparse matrix calculation methods [1]. Furthermore, since the circuit parameters are real functions of time, we have \( \hat{G}(m\omega_0) = \hat{G}^*(-m\omega_0) \), \( \hat{C}(m\omega_0) = \hat{C}^*(-m\omega_0) \), \( \hat{W}_n(m\omega_0) = \hat{W}_n^*(-m\omega_0) \) and \( \hat{X}_n(m\omega_0) = \hat{X}_n^*(-m\omega_0) \). Hence, the total computation cost is reduced by a factor of two. Using (4.12) it can be shown that for circuits with real parameters we have,

\[
T(\omega_0) = (T^t(\omega_0))^t.
\]  

Replacing \( T(\omega_0) = L(\omega_0)U(\omega_0) \), where \( L(\omega_0) \) and \( U(\omega_0) \) are lower and upper triangular matrices respectively, we’ll get,
\[ T(\omega_0) = L(\omega_0)U(\omega_0) = \left( (L(\omega_0)U(\omega_0))^T \right)^*, \quad (4.18) \]

\[ \rightarrow L(\omega_0)U(\omega_0) = (U^t(\omega_0))^*(L^t(\omega_0))^*. \]

Knowing \( U^t(\omega_0) \) and \( L^t(\omega_0) \) are lower and upper triangular matrices respectively, we have,

\[ L(\omega_0) = (U^t(\omega_0))^*, \quad (4.19) \]

\[ U(\omega_0) = (L^t(\omega_0))^*, \]

for all the non-diagonal elements. Thus, calculating either \( L(\omega_0) \) or \( U(\omega_0) \) is sufficient, which means half the computation cost for LU decomposition. Similarly, the forward/backward substitution and input vector generation cost is reduced by a factor of two. Neglecting the pre-analysis computation cost, the overall computation cost is approximately,

\[ Total\ Cost \equiv \frac{(K + 1)M^3}{3} + N \left( (K + 1)M^2 + C_W_{-Generation} \right), \quad (4.20) \]

where \( K \) is the number of harmonics, \( N \) is the order of Volterra analysis, and \( M \) is the size of circuit matrix. In calculating (4.20), it is assumed that we do not use sparse matrix calculation algorithms. Sparse matrix algorithms will reduce the total cost.

Recalling from chapter 2, Harmonic-Balance balances the magnitude and phase of the harmonics for all the voltages and currents, by solving the Harmonic-Balance equation. Harmonic-Balance equation is a nonlinear equation and needs to be solved iteratively, using Newton-Raphson algorithm. The Jacobian matrix as well as the next iteration value should be calculated per iteration, using,

\[ M(V^i)(V^{i+1} - V^i) = -F(V^i), \quad (4.21) \]

\[ M(V) = \frac{\partial F(V)}{\partial V}, \]
where \( M(.) \) is the Jacobian matrix and \( F(.) \) is the nonlinear Harmonic Balance equation. Size of the Jacobian matrix and Harmonic-Balance equation is \((K + 1)M \times (K + 1)M\), where \( K \) is the number of harmonics and \( M \) is the number of unknown voltages/currents. Assuming \( I \) iterations for Newton-Raphson is required, Harmonic-Balance computation cost is calculated as,

\[
\text{Total Cost} = I \times (C_{LU-Jacob} + C_{F/B} + C_{Jacob-Generation}),
\]

(4.22)

where \( C_{LU-Jacob} + C_{F/B} \) is the total cost of solving next iteration value per iteration, including LU decomposition of Jacobian matrix and forward/backward substitution. \( C_{Jacob-Generation} \) is the cost of generating Jacobian matrix, which is time-consuming as the number of nonlinearities increases. Simplifying (4.23), we have,

\[
\text{Total Cost} \approx I \left( \frac{(K + 1)M}{3} + (K + 1)^2 \right) + C_{Jacob-Generation}.
\]

(4.23)

Comparing (4.24) and (4.21), it can be seen that frequency-domain time-varying Volterra computation cost is less than Harmonic-Balance. \( C_{Jacob-Generation} \) in (4.23) is usually more than \( C_{W-Generation} \) in (4.20) for most applications, since the size of Jacobian matrix is \((K + 1)M \times (K + 1)M\), whereas time-varying Volterra input vector is \((2K + 1)M \times 1\). However, Harmonic-Balance achieves better accuracy comparing to time-varying Volterra when dealing with strong nonlinearities, as it will be discussed in the next section. It should be noted that, this is a rough comparison between the full matrix solution of Harmonic Balance and time-varying Volterra analysis. Employing spars matrix algorithms, the total cost of both methods can be reduced further.

### 4.2 Numerical Example

This section presents simulation of a nonlinear RC circuit, shown in Fig. 4.3, using time-varying Volterra in frequency-domain. The circuit is the same as nonlinear RC circuit presented in section 3.2. The circuit is simulated using 3\(^{rd}\) order frequency-domain time-varying Volterra, 3\(^{rd}\) and 5\(^{th}\) order frequency-domain conventional Volterra, Harmonic Balance and Newton-Raphson numerical integration. A detailed comparison between all the simulation methods will be presented in this section.
First we discuss the conventional Volterra analysis. Circuit of different orders for conventional Volterra will be the same as the circuits shown in chapter 3, Fig. 3.5. The Volterra circuits are formulated in frequency-domain as,

\begin{equation}
(G + j\omega C)\mathcal{F}\{X_n(t)\} = \mathcal{F}\{W_n(t)\},
\end{equation}

where,

\[
G = \begin{bmatrix}
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & -1 & 0 \\
1 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & -R_1
\end{bmatrix},
\]

\[
C = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & C_0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix},
\]

and,

\[
\mathcal{F}\{W_1(t)\} = [0 \ 0 \ \mathcal{F}\{v_{in}(t)\} \ 0 \ 0]^T, \\
\mathcal{F}\{W_2(t)\} = [0 \ 0 \ \mathcal{F}\{e_2(t)\} \ 0 \ 0]^T, \\
\vdots \\
\mathcal{F}\{W_5(t)\} = [0 \ 0 \ \mathcal{F}\{e_5(t)\} \ 0 \ 0]^T.
\]
Assuming a single-tone at the input we have,

\[
\mathcal{F}\{v_{in}(t)\} = \mathcal{F}\{A_in \sin(\omega_0 t)\} = \frac{A_in}{j2} \delta(\omega - \omega_0) - \frac{A_in}{j2} \delta(\omega + \omega_0),
\]

\[
\mathcal{F}\{e_2(t)\} = R_2 l_{R1}(\omega) \otimes l_{R1}(\omega),
\]

\[
\vdots
\]

\[
\mathcal{F}\{e_5(t)\} = 2R_2 l_{R2}(\omega) \otimes l_{R3}(\omega) + 2R_2 l_{R1}(\omega) \otimes l_{R4}(\omega) + 3R_3 l_{R2}(\omega) \otimes l_{R2}(\omega) \otimes l_{R1}(\omega)
\]

\[
+ 3R_3 l_{R1}(\omega) \otimes l_{R1}(\omega) \otimes l_{R3}(\omega).
\]

The total response for 5th order conventional Volterra is calculated as,

\[
\mathcal{F}\{X(t)\} = \mathcal{F}\{X_1(t)\} + \mathcal{F}\{X_2(t)\} + \mathcal{F}\{X_3(t)\} + \mathcal{F}\{X_4(t)\} + \mathcal{F}\{X_5(t)\}.
\]

For 3rd order Volterra the 4th and 5th order responses will be neglected. It can be seen that the complexity of the dependent sources increases significantly as the order of Volterra analysis increases. Also, calculating (4.27) will be expensive for multiple frequencies at the input, due to multiple convolution operations in (4.27).

The second method is 3rd order frequency-domain time-varying Volterra analysis. The first step is linear pre-analysis, which is the same as 1st order conventional Volterra. Using the result of pre-analysis, the time-varying Volterra circuits are created, which is the same as circuits shown in chapter 3, Fig. 3.6. The frequency-domain Volterra circuits are found out using Fourier transform, as shown in Fig. 4.3. We have,

\[
v_{R-PE}(t) = f(i_{R-PE}(t)) = R_1 i_{R-PE}(t) + R_2 i_{R-PE}^2(t) + R_3 i_{R-PE}^3(t),
\]

\[
\rightarrow V_{R-PE}(\omega) = R_1 l_{R-PE}(\omega) + R_2 l_{R-PE}^2(\omega) \otimes l_{R-PE}(\omega) + R_3 l_{R-PE}^3(\omega) \otimes l_{R-PE}(\omega).
\]

For single-tone input, \(i_{R-PE}(t)\) is also a single-tone, i.e. \(l_{R-PE}(\omega) = \hat{l}_{R-PE}(-\omega_0) \delta(\omega - \omega_0) + \hat{l}_{R-PE}(+\omega_0) \delta(\omega + \omega_0)\), thus, we have,

\[
V_{R-PE}(\omega) = \sum_{k=-3}^{+3} \hat{V}_{R-PE,k} \delta(\omega - k\omega_0).
\]
Also, for time-varying Volterra coefficients we have,

\[ \mathcal{F}\{ R_1(t) \} = R_1 + 2R_2 I_{R-PE}(\omega) + 3R_3 I_{R-PE}(\omega) \otimes I_{R-PE}(\omega), \]

\[ \mathcal{F}\{ R_2(t) \} = R_2 + 3R_3 I_{R-PE}(\omega), \]  

(4.30)

\[ \mathcal{F}\{ R_3(t) \} = R_3. \]
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**1st Order Volterra Circuit**
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**2nd Order Volterra Circuit**
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**3rd Order Volterra Circuit**

Fig. 4.4 - Varying Volterra circuits for different orders in frequency-domain

Time-varying Volterra circuits are characterized using MNA as,

\[ G(t)X_n(t) + C \frac{dX_n(t)}{dt} = W_n(t), \]  

(4.31)

where,
Taking the Fourier transform of (4.32), we’ll get,

\[ G(t) = \begin{bmatrix} 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & -1 & 0 \\ 1 & 0 & 0 & 0 & 0 \\ 1 & -1 & 0 & 0 & 0 \\ 0 & 1 & -1 & 0 & -R_1(t) \end{bmatrix}, \]

\[ G(0) = \begin{bmatrix} 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & -1 & 0 \\ 1 & 0 & 0 & 0 & 0 \\ 1 & -1 & 0 & 0 & 0 \\ 0 & 1 & -1 & 0 & -R_1 \end{bmatrix}, \]

\[ G(k\omega_0) = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -R_1(k\omega_0) & 0 \end{bmatrix}, \text{for } k \neq 0, \]

and,

\[ \tilde{C}(0) = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & C_0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \]

\[ \tilde{C}(k\omega_0) = 0, \text{for } k \neq 0. \]

Using (4.33) and (4.34), the conversion matrix is constructed. For this example, we assume a total number of 6 harmonics is sufficient to achieve good accuracy, which makes the size of \( T(\omega_0) \) to be 65 \( \times \) 65.

The circuit is also simulated using Harmonic Balance simulation provided in ADS® software. ADS® uses advance algorithms to ensure convergence, as well as accuracy of the method. More information on Harmonic Balance simulation in ADS® can be found in [15]. Another method to simulate...
the frequency-domain output of the circuit is to use transient numerical integration. The circuit is first solved in time-domain using Newton-Raphson and numerical integration, and then the frequency-domain response can be calculated using Fourier Transform (FT) of the steady-state part of the output voltage. Here, we use ELDO® to find the time-domain steady-state of the output, and then use FFT to find the output frequency spectrum. The CPU simulation time of the frequency-domain time-varying Volterra analysis is half the simulation time of ELDO® time-domain steady-state using the same machine. However, this is a rough comparison between the two methods, since ELDO® performs more actions during simulation than time-varying Volterra analysis.

Similar to section 3.2, three different cases of nonlinearities for the resistor will be examined. Case I discusses a mildly nonlinear resistor, i.e. \( R_2, R_3 \ll R_1 \). Similar to time-domain methods, all the methods simulate the circuit accurately. However, time-varying Volterra and Harmonic Balance are more accurate than conventional Volterra. For case II and III, the nonlinearity of the resistor is increased. Conventional Volterra fails to give accurate results, while time-varying Volterra and Harmonic Balance results are accurate. Harmonic Balance results are more accurate than time-varying Volterra, especially for case III.

4.2.1 Case I

First case deals with a mildly nonlinear resistor. The input of the circuit is a single-tone voltage source with a unity frequency and amplitude, i.e. \( v_{in}(t) = \sin(2\pi t) \). The circuit parameters along with frequency-domain simulation parameters are summarized in Table 4.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Frequency, ( f_{in} ) (Hz)</td>
<td>1</td>
</tr>
<tr>
<td>Input Amplitude, ( A_{in} ) (Volts)</td>
<td>1</td>
</tr>
<tr>
<td>Resistor Parameters, ( R_1, R_2, R_3 )</td>
<td>1, 0.05, 0.05</td>
</tr>
<tr>
<td>Capacitor Values (F)</td>
<td>1</td>
</tr>
<tr>
<td>Maximum Number of Harmonics</td>
<td>6</td>
</tr>
</tbody>
</table>

The circuit is simulated using frequency-domain conventional Volterra, frequency-domain time-varying Volterra, Harmonic Balance and transient numerical integration in ELDO®. Table 4.2 and 4.3 summarize the magnitude and phase of the harmonics using different simulation methods. Time-domain numerical integration simulates the time-domain output voltage, thus, we should use FFT to find the magnitude and
phase of harmonics. This can also be done using the steady-state analysis provided in ELDO®. Steady-state analysis directly simulates the steady-state response of the circuit using shooting method [12].

The results of all the methods, i.e. conventional Volterra, time-varying Volterra and Harmonic-Balance, are close to the ELDO® simulations. Table 4.4 shows the error of different simulation methods comparing to ELDO® simulations. 3rd order conventional Volterra predicts the fundamental harmonic with acceptable accuracy, i.e. 0.8% relative error. However, the error becomes more significant for other harmonics, e.g. 9.8% relative error for DC component. Employing higher order Volterra, i.e. 5th order, the error is reduced one order of magnitude as shown in Table 4.4 (1.6% relative error for DC component). 3rd order time-varying Volterra gives more accurate results as compared to 3rd and 5th order conventional Volterra, up to 3 orders of magnitude smaller error for DC component. Harmonic Balance simulation result is the most accurate comparing to conventional and time-varying Volterra analysis. The fundamental harmonic error is similar to 3rd order time-varying Volterra, i.e. 0.6% relative error, while the DC component error is one order of magnitude smaller.

<table>
<thead>
<tr>
<th>Frequency Component Magnitude</th>
<th>5th Order Volterra</th>
<th>3rd Order Volterra</th>
<th>3rd Order Time-Varying Volterra</th>
<th>Harmonic Balance</th>
<th>Transient Simulation/FFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC (dB)</td>
<td>−33.22</td>
<td>−34.258</td>
<td>−33.075</td>
<td>−33.076</td>
<td>−33.076</td>
</tr>
<tr>
<td>Fundamental (dB)</td>
<td>−22.364</td>
<td>−22.398</td>
<td>−22.368</td>
<td>−22.368</td>
<td>−22.368</td>
</tr>
<tr>
<td>2nd Harmonic (dB)</td>
<td>−61.84</td>
<td>−60.29</td>
<td>−61.567</td>
<td>−61.568</td>
<td>−61.567</td>
</tr>
<tr>
<td>3rd Harmonic (dB)</td>
<td>−72.324</td>
<td>−70.835</td>
<td>−72.098</td>
<td>−72.098</td>
<td>−72.0975</td>
</tr>
<tr>
<td>4th Harmonic (dB)</td>
<td>−91.055</td>
<td>−</td>
<td>−93.51</td>
<td>−93.514</td>
<td>−93.518</td>
</tr>
<tr>
<td>5th Harmonic (dB)</td>
<td>−106.66</td>
<td>−</td>
<td>−108.67</td>
<td>−108.712</td>
<td>−108.68</td>
</tr>
<tr>
<td>6th Harmonic (dB)</td>
<td>−</td>
<td>−</td>
<td>−122.31</td>
<td>−122.36</td>
<td>−122.53</td>
</tr>
</tbody>
</table>
Table 4.3 - Comparison of the Phase of Harmonics for Case I

<table>
<thead>
<tr>
<th>Frequency Component</th>
<th>5th Order Volterra</th>
<th>3rd Order Volterra</th>
<th>3rd Order Time-Varying Volterra</th>
<th>Harmonic Balance</th>
<th>Transient Simulation/FFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC Component (deg)</td>
<td>180</td>
<td>180</td>
<td>180</td>
<td>180</td>
<td>180</td>
</tr>
<tr>
<td>Fundamental (deg)</td>
<td>-171.23</td>
<td>-171.27</td>
<td>-171.23</td>
<td>-171.23</td>
<td>-171.23</td>
</tr>
<tr>
<td>2nd Harmonic (deg)</td>
<td>-68.56</td>
<td>-67.36</td>
<td>-68.25</td>
<td>-68.25</td>
<td>-68.25</td>
</tr>
<tr>
<td>3rd Harmonic (deg)</td>
<td>-151.51</td>
<td>-150.34</td>
<td>-151.25</td>
<td>-151.24</td>
<td>-151.24</td>
</tr>
<tr>
<td>4th Harmonic (deg)</td>
<td>-47.81</td>
<td>-</td>
<td>-49.34</td>
<td>-49.34</td>
<td>-49.34</td>
</tr>
<tr>
<td>5th Harmonic (deg)</td>
<td>-131.95</td>
<td>-</td>
<td>-133.18</td>
<td>-133.14</td>
<td>-133.14</td>
</tr>
<tr>
<td>6th Harmonic (deg)</td>
<td>-</td>
<td>-</td>
<td>-30.59</td>
<td>-30.78</td>
<td>-30.78</td>
</tr>
</tbody>
</table>

Table 4.4 – Error Comparison of Harmonics for Case I (Absolute Error)

<table>
<thead>
<tr>
<th>Absolute Error of Frequency Component</th>
<th>5th Order Volterra</th>
<th>3rd Order Volterra</th>
<th>3rd Order Time-Varying Volterra</th>
<th>Harmonic Balance</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC (V)</td>
<td>3.6 × 10⁻⁴</td>
<td>2.2 × 10⁻³</td>
<td>1.0 × 10⁻⁷</td>
<td>1.1 × 10⁻⁸</td>
</tr>
<tr>
<td>Fundamental (V)</td>
<td>4.7 × 10⁻⁴</td>
<td>5.9 × 10⁻⁴</td>
<td>4.8 × 10⁻⁴</td>
<td>4.8 × 10⁻⁴</td>
</tr>
<tr>
<td>2nd Harmonic (V)</td>
<td>2.9 × 10⁻⁵</td>
<td>1.3 × 10⁻⁴</td>
<td>1.0 × 10⁻⁵</td>
<td>1.0 × 10⁻⁵</td>
</tr>
<tr>
<td>3rd Harmonic (V)</td>
<td>8.6 × 10⁻⁶</td>
<td>3.8 × 10⁻⁵</td>
<td>4.7 × 10⁻⁶</td>
<td>4.6 × 10⁻⁶</td>
</tr>
<tr>
<td>4th Harmonic (V)</td>
<td>6.9 × 10⁻⁶</td>
<td>-</td>
<td>5.2 × 10⁻⁷</td>
<td>5.2 × 10⁻⁷</td>
</tr>
<tr>
<td>5th Harmonic (V)</td>
<td>9.6 × 10⁻⁷</td>
<td>-</td>
<td>1.0 × 10⁻⁷</td>
<td>1.0 × 10⁻⁷</td>
</tr>
<tr>
<td>6th Harmonic (V)</td>
<td>-</td>
<td>-</td>
<td>2.7 × 10⁻⁸</td>
<td>2.6 × 10⁻⁸</td>
</tr>
</tbody>
</table>

4.2.2 Case II

Case II employs a stronger nonlinear resistor, compared to Case I. Using the same input source, i.e. single-tone input, the circuit is simulated in frequency-domain with the parameters shown in Table 4.5.
Table 4.5 - Specifications of the test circuit and simulation parameters for Case II

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Frequency, $f_{in}$ (Hz)</td>
<td>1</td>
</tr>
<tr>
<td>Input Amplitude, $A_{in}$ (Volts)</td>
<td>1</td>
</tr>
<tr>
<td>Resistor Parameters, $R_1, R_2, R_3$</td>
<td>1, 0.5, 0.5</td>
</tr>
<tr>
<td>Capacitor Values (F)</td>
<td>1</td>
</tr>
<tr>
<td>Maximum Number of Harmonics</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 4.6 and 4.7 summarize the simulation results of the circuit using conventional Volterra, time-varying Volterra, Harmonic Balance and ELDO®. 3<sup>rd</sup> and 5<sup>th</sup> order conventional Volterra no longer give accurate results and suffer from large errors, as large as 66% relative error in calculating DC component. 3<sup>rd</sup> order time-varying Volterra is able to predict the harmonics with good accuracy, i.e. 0.7% and 0.9% relative error for fundamental harmonic and DC component, respectively. Table 4.8 categorizes the absolute error of different simulation methods comparing to ELDO® simulations. Similar to Case I, Harmonic Balance simulation results are the most accurate results. Harmonic Balance and 3<sup>rd</sup> order time-varying Volterra show similar error for fundamental harmonic, i.e. 0.7% relative error, whereas, Harmonic Balance’s simulation error for DC component is 2 orders of magnitude lower than 3<sup>rd</sup> order time-varying Volterra.

Table 4.6 - Comparison of the Magnitude of Harmonics for Case II

<table>
<thead>
<tr>
<th>Frequency Component Magnitude</th>
<th>5&lt;sup&gt;th&lt;/sup&gt; Order Volterra</th>
<th>3&lt;sup&gt;rd&lt;/sup&gt; Order Volterra</th>
<th>3&lt;sup&gt;rd&lt;/sup&gt; Order Time-Varying Volterra</th>
<th>Harmonic Balance</th>
<th>Transient Simulation/FFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC (dB)</td>
<td>−17.2</td>
<td>−12.258</td>
<td>−16.778</td>
<td>−16.674</td>
<td>−16.674</td>
</tr>
<tr>
<td>Fundamental (dB)</td>
<td>−23.962</td>
<td>−24.471</td>
<td>−23.627</td>
<td>−23.66</td>
<td>−23.659</td>
</tr>
<tr>
<td>2&lt;sup&gt;nd&lt;/sup&gt; Harmonic (dB)</td>
<td>−53.04</td>
<td>−40.29</td>
<td>−47.308</td>
<td>−47.208</td>
<td>−47.203</td>
</tr>
<tr>
<td>3&lt;sup&gt;rd&lt;/sup&gt; Harmonic (dB)</td>
<td>−48.3</td>
<td>−71.938</td>
<td>−64.653</td>
<td>−64.014</td>
<td>−63.999</td>
</tr>
<tr>
<td>4&lt;sup&gt;th&lt;/sup&gt; Harmonic (dB)</td>
<td>−56.57</td>
<td>−66.017</td>
<td>−66.761</td>
<td>−66.671</td>
<td>−66.672</td>
</tr>
<tr>
<td>5&lt;sup&gt;th&lt;/sup&gt; Harmonic (dB)</td>
<td>−60.60</td>
<td>−82.929</td>
<td>−83.816</td>
<td>−83.337</td>
<td>−83.337</td>
</tr>
<tr>
<td>6&lt;sup&gt;th&lt;/sup&gt; Harmonic (dB)</td>
<td>−87.663</td>
<td>−88.088</td>
<td>−86.695</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4.7 - Comparison of the Phase of Harmonics for Case II

<table>
<thead>
<tr>
<th>Frequency Component</th>
<th>5th Order Volterra</th>
<th>3rd Order Volterra</th>
<th>3rd Order Time-Varying Volterra</th>
<th>Harmonic Balance</th>
<th>Transient Simulation/FFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC Component (deg)</td>
<td>180</td>
<td>180</td>
<td>180</td>
<td>180</td>
<td>180</td>
</tr>
<tr>
<td>Fundamental (deg)</td>
<td>-173.46</td>
<td>-173.11</td>
<td>-172.287</td>
<td>-172.313</td>
<td>-171.95</td>
</tr>
<tr>
<td>2nd Harmonic (deg)</td>
<td>-222.78</td>
<td>-67.364</td>
<td>-71.56</td>
<td>-71.493</td>
<td>-70.77</td>
</tr>
<tr>
<td>3rd Harmonic (deg)</td>
<td>-141.64</td>
<td>124.716</td>
<td>-159.123</td>
<td>-157.488</td>
<td>-156.405</td>
</tr>
<tr>
<td>4th Harmonic (deg)</td>
<td>-51.51</td>
<td>-</td>
<td>-55.34</td>
<td>-55.586</td>
<td>-54.136</td>
</tr>
<tr>
<td>5th Harmonic (deg)</td>
<td>54.16</td>
<td>-</td>
<td>48.897</td>
<td>48.249</td>
<td>49.898</td>
</tr>
<tr>
<td>6th Harmonic (deg)</td>
<td>-</td>
<td>-</td>
<td>-45.555</td>
<td>-41.906</td>
<td>-39.46</td>
</tr>
</tbody>
</table>

Table 4.8 - Error Comparison of Harmonics for Case II (Absolute Error)

<table>
<thead>
<tr>
<th>Absolute Error of Frequency Component</th>
<th>5th Order Volterra</th>
<th>3rd Order Volterra</th>
<th>3rd Order Time-Varying Volterra</th>
<th>Harmonic Balance</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC (V)</td>
<td>$9.4 \times 10^{-2}$</td>
<td>$9.7 \times 10^{-2}$</td>
<td>$1.7 \times 10^{-3}$</td>
<td>$1.6 \times 10^{-5}$</td>
</tr>
<tr>
<td>Fundamental (V)</td>
<td>$2.8 \times 10^{-3}$</td>
<td>$5.9 \times 10^{-3}$</td>
<td>$4.5 \times 10^{-4}$</td>
<td>$4.1 \times 10^{-4}$</td>
</tr>
<tr>
<td>2nd Harmonic (V)</td>
<td>$6.4 \times 10^{-3}$</td>
<td>$5.3 \times 10^{-3}$</td>
<td>$7.9 \times 10^{-5}$</td>
<td>$5.5 \times 10^{-5}$</td>
</tr>
<tr>
<td>3rd Harmonic (V)</td>
<td>$3.2 \times 10^{-3}$</td>
<td>$6.3 \times 10^{-4}$</td>
<td>$5.4 \times 10^{-5}$</td>
<td>$1.2 \times 10^{-5}$</td>
</tr>
<tr>
<td>4th Harmonic (V)</td>
<td>$1.0 \times 10^{-3}$</td>
<td>-</td>
<td>$3.7 \times 10^{-5}$</td>
<td>$1.2 \times 10^{-5}$</td>
</tr>
<tr>
<td>5th Harmonic (V)</td>
<td>$8.6 \times 10^{-4}$</td>
<td>-</td>
<td>$3.4 \times 10^{-6}$</td>
<td>$4.1 \times 10^{-6}$</td>
</tr>
<tr>
<td>6th Harmonic (V)</td>
<td>-</td>
<td>-</td>
<td>$6.7 \times 10^{-6}$</td>
<td>$7.1 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

4.2.3 Case III

Table 4.9 summarizes the circuit and simulation parameters for case III.
Table 4.9 - Specifications of the test circuit and simulation parameters for Case III

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Frequency, $f_{in}$ (Hz)</td>
<td>1</td>
</tr>
<tr>
<td>Input Amplitude, $A_{in}$ (Volts)</td>
<td>1</td>
</tr>
<tr>
<td>Resistor Parameters, $R_1, R_2, R_3$</td>
<td>1, 1, 1.5</td>
</tr>
<tr>
<td>Capacitor Values (F)</td>
<td>1</td>
</tr>
<tr>
<td>Maximum Number of Harmonics</td>
<td>6</td>
</tr>
</tbody>
</table>

Simulation results for all the simulation methods are shown in Table 4.10 and 4.11. 3rd and 5th order conventional Volterra cannot simulate the circuit with good accuracy, since the circuit is even more nonlinear than case II. The relative error in simulating the DC component is as large as 200% for 5th order conventional Volterra. 3rd order time-varying Volterra is capable of simulating the circuit. However, the error is larger than the two cases before, i.e. 3.3% and 4.0% relative error for fundamental harmonic and DC component, respectively. Harmonic Balance simulation achieves better accuracy comparing to 3rd order time-varying Volterra, especially for DC component. However, the error in predicting the fundamental harmonic is close to 3rd order time-varying Volterra simulation, i.e. 3.2% relative error for fundamental harmonic. The absolute error of different simulation methods comparing to ELDO® simulations is summarized in Table 4.12.

Table 4.10 - Comparison of the Magnitude of Harmonics for Case III

<table>
<thead>
<tr>
<th>Frequency Component Magnitude</th>
<th>5th Order Volterra</th>
<th>3rd Order Volterra</th>
<th>3rd Order Time-Varying Volterra</th>
<th>Harmonic Balance</th>
<th>Transient Simulation/FFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC (dB)</td>
<td>−5.77</td>
<td>−6.238</td>
<td>−14.450</td>
<td>−14.315</td>
<td>−14.319</td>
</tr>
<tr>
<td>Fundamental (dB)</td>
<td>−32.48</td>
<td>−30.037</td>
<td>−25.01</td>
<td>−25.15</td>
<td>−25.147</td>
</tr>
<tr>
<td>2nd Harmonic (dB)</td>
<td>−27.56</td>
<td>−34.27</td>
<td>−47.413</td>
<td>−46.969</td>
<td>−46.935</td>
</tr>
<tr>
<td>3rd Harmonic (dB)</td>
<td>−26.19</td>
<td>−49.713</td>
<td>−62.719</td>
<td>−60.375</td>
<td>−60.32</td>
</tr>
<tr>
<td>4th Harmonic (dB)</td>
<td>−44.43</td>
<td>−61.01</td>
<td>−62.538</td>
<td>−62.242</td>
<td></td>
</tr>
<tr>
<td>5th Harmonic (dB)</td>
<td>−39.95</td>
<td>−80.04</td>
<td>−81.658</td>
<td>−80.216</td>
<td></td>
</tr>
<tr>
<td>6th Harmonic (dB)</td>
<td>−79.22</td>
<td>−79.054</td>
<td>−77.111</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4.11 - Comparison of the Phase of Harmonics for Case III

<table>
<thead>
<tr>
<th>Frequency Component</th>
<th>5th Order Volterra Phase</th>
<th>3rd Order Volterra Phase</th>
<th>3rd Order Time-Varying Volterra Phase</th>
<th>Harmonic Balance</th>
<th>Transient Simulation/FFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC Component (deg)</td>
<td>180</td>
<td>180</td>
<td>180</td>
<td>180</td>
<td>180</td>
</tr>
<tr>
<td>Fundamental (deg)</td>
<td>-179.2</td>
<td>-179.206</td>
<td>-173.189</td>
<td>-173.44</td>
<td>-173.08</td>
</tr>
<tr>
<td>2nd Harmonic (deg)</td>
<td>-70.35</td>
<td>-67.36</td>
<td>-74.658</td>
<td>-74.553</td>
<td>-73.84</td>
</tr>
<tr>
<td>3rd Harmonic (deg)</td>
<td>-150.34</td>
<td>48.14</td>
<td>-167.73</td>
<td>-159.978</td>
<td>-158.84</td>
</tr>
<tr>
<td>4th Harmonic (deg)</td>
<td>-47.81</td>
<td>- -</td>
<td>-60.577</td>
<td>-60.731</td>
<td>-59.4</td>
</tr>
<tr>
<td>5th Harmonic (deg)</td>
<td>-88.85</td>
<td>- -</td>
<td>49.817</td>
<td>43.146</td>
<td>42.565</td>
</tr>
<tr>
<td>6th Harmonic (deg)</td>
<td>- -</td>
<td>- -</td>
<td>-54.87</td>
<td>-47.85</td>
<td>-45.74</td>
</tr>
</tbody>
</table>

Table 4.12 - Error Comparison of Harmonics for Case III (Absolute Error)

<table>
<thead>
<tr>
<th>Absolute Error of Frequency Component</th>
<th>5th Order Volterra Error</th>
<th>3rd Order Volterra Error</th>
<th>3rd Order Time-Varying Volterra Error</th>
<th>Harmonic Balance Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC (V)</td>
<td>$7.0 \times 10^{-1}$</td>
<td>$2.9 \times 10^{-1}$</td>
<td>$9.42 \times 10^{-3}$</td>
<td>$1.0 \times 10^{-4}$</td>
</tr>
<tr>
<td>Fundamental (V)</td>
<td>$5.9 \times 10^{-2}$</td>
<td>$2.4 \times 10^{-2}$</td>
<td>$1.8 \times 10^{-3}$</td>
<td>$1.7 \times 10^{-3}$</td>
</tr>
<tr>
<td>2nd Harmonic (V)</td>
<td>$4.6 \times 10^{-2}$</td>
<td>$1.5 \times 10^{-2}$</td>
<td>$2.5 \times 10^{-4}$</td>
<td>$4.3 \times 10^{-4}$</td>
</tr>
<tr>
<td>3rd Harmonic (V)</td>
<td>$4.8 \times 10^{-2}$</td>
<td>$4.1 \times 10^{-3}$</td>
<td>$2.6 \times 10^{-4}$</td>
<td>$1.3 \times 10^{-4}$</td>
</tr>
<tr>
<td>4th Harmonic (V)</td>
<td>$5.2 \times 10^{-3}$</td>
<td>-</td>
<td>$1.2 \times 10^{-4}$</td>
<td>$1.3 \times 10^{-4}$</td>
</tr>
<tr>
<td>5th Harmonic (V)</td>
<td>$9.9 \times 10^{-3}$</td>
<td>-</td>
<td>$1.2 \times 10^{-5}$</td>
<td>$1.8 \times 10^{-4}$</td>
</tr>
<tr>
<td>6th Harmonic (V)</td>
<td>-</td>
<td>-</td>
<td>$3.6 \times 10^{-5}$</td>
<td>$4.3 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

4.3 Multi-Dimensional Nonlinearity

We generalize the frequency-domain time-varying Volterra method described before for multi-dimensional nonlinearities. Similar to time-domain time-varying Volterra, the time-varying Volterra circuits are found using Schetzen’s multi-linear method, and then use Fourier transform to find the frequency-domain time-varying Volterra circuits. Fig. 4.5 shows the time-varying Volterra circuits for two-dimensional nonlinear elements in frequency-domain.
4.4 Summary

In this chapter the frequency-domain simulation of time-varying Volterra was presented. Similar to time-domain approach, the method uses a time-varying expansion point for nonlinear elements and then applies Volterra analysis to enable better accuracy. Using numerical examples it was shown that the accuracy of the method is better than conventional Volterra, whereas Harmonic Balance results in better accuracy for strong nonlinearities. However, the computation cost of the method is less than Harmonic Balance and more than conventional Volterra.
Chapter 5
Power Amplifier Case Study

This chapter presents the application of the time-varying Volterra for simulation of a Class-F Power Amplifier. Class-F Power Amplifiers are a class of nonlinear Power Amplifiers that use harmonic tuning to achieve high efficiencies, theoretically 100%. This type of amplifiers cannot be simulated using conventional Volterra analysis, since the transistor changes region of operation [8], [22]. However, time-varying Volterra simulates the circuit with good accuracy. Basic operation of Class-F Power Amplifiers, details of simulation of the Class-F Power-Amplifier using time-varying Volterra as well as comparison with other simulation methods are discussed in this chapter.

The Chapter is organized as follows. Section 5.1 discusses the basics of Class-F Power Amplifiers and its design considerations. Section 5.2 presents the formulation of the Class-F Power Amplifier using time-varying Volterra in frequency-domain. The simulation results using conventional Volterra, time-varying Volterra and ELDO® steady-state analysis is presented in section 5.3. Finally, section 5.4 gives the concluding remarks.

5.1 Class-F Power Amplifier: Basics

Today’s modern portable communication systems demand for low power consumption. Since RF Power Amplifiers dominate the power dissipation for transmitters, power efficient Power Amplifiers are becoming more and more important [16]. Class-F Power Amplifiers are a class of high efficiency amplifiers widely used. The goal in designing high efficiency amplifier is to minimize the dissipated power in the amplifying transistor, i.e. \( P_{\text{transistor}}(t) = V_{DS}(t)I_D(t) \), thus, increasing the overall efficiency. Class-F Power Amplifiers load the transistor at different frequencies, i.e. fundamental and harmonics, to ensure a pulse waveform for drain-source voltage and half sinusoidal waveform for the drain current of the transistor, as shown in Fig. 5.1. In order to have such waveforms for the transistor, one must have [16],

\[
Z_L(N\omega_0) = \begin{cases} 
0 & \text{even } N \\
\infty & \text{odd } N, \\
Z_L(\text{opt}) & N = 1 
\end{cases}
\]  

(5.1)

where \( Z_L \) is the load impedance seen by the drain of the transistor and \( \omega_0 \) is the input frequency. \( Z_L(\text{opt}) \) is the optimum load of the transistor which results in the maximum power delivered to the load.
Fig. 5.1 – Class-F Power Amplifier

Fig. 5.2 shows the schematic of a Class-F Power Amplifier that satisfies (5.1) for first, second and third harmonic [17]. For simplicity the input matching network is not shown here. The combination of $L_1$, $L_2$ and $C_B$ make sure that the impedance seen by the transistor is zero at second harmonic and infinity for third harmonic. The values for $L_1$, $L_2$ and $C_B$ are calculated using,

$$L_1 = \frac{1}{6\omega_0^2 C_{out}}, \quad L_2 = \frac{5}{3} L_1,$$

$$C_B = \frac{12}{5} C_{out},$$

(5.2)

where $C_{out}$ is the output capacitance of the transistor. $L_{3\omega}$ and $C_{3\omega}$ are chosen to resonate at $3\omega_0$, also, the output $\pi$-matching network ensures the proper load for the transistor at fundamental frequency for maximum power delivered to the load. The reader is referred to [18] and [19] for detailed discussion on the design and properties of the output $\pi$-matching network.
5.2 Formulation of Class-F Power Amplifier

The first step in simulating the Class-F Power Amplifier shown in Fig. 5.2 is to replace the transistor with its nonlinear equivalent model. For this case study, we have designed the Class-F Power Amplifier using 0.18\(\mu\)m CMOS technology NMOS transistors. The NMOS transistor is modeled for this application as shown in Fig. 5.3. The model contains two nonlinear capacitors, i.e. gate-source and drain-source capacitances, and a two-dimensional nonlinear voltage-controlled current source. The details about the validity, as well as, the accuracy of the model is found in Appendix A. Nonlinear elements in the model shown in Fig. 5.3 are characterized as,

\[
C_{GS}(V_{GS}) = C_{GS0} + C_{GS1}V_{GS} + C_{GS2}V_{GS}^2 + \cdots + C_{GS10}V_{GS}^{10},
\]

(5.3)

\[
C_{DS}(V_{DS}) = C_{DS0} + C_{DS1}V_{DS} + C_{DS2}V_{DS}^2 + \cdots + C_{DS10}V_{DS}^{10},
\]

and,

\[
I_D = f(V_{GS}, V_{DS}) = a_{0,0} + a_{0,1}V_{DS} + a_{0,2}V_{DS}^2 + \cdots + a_{0,10}V_{DS}^{10}
\]

\[
+ (a_{1,0} + a_{1,1}V_{DS} + a_{1,2}V_{DS}^2 + \cdots + a_{1,10}V_{DS}^{10})V_{GS}
\]

\[
\vdots
\]

\[
+ (a_{10,0} + a_{10,1}V_{DS} + a_{10,2}V_{DS}^2 + \cdots + a_{10,10}V_{DS}^{10})V_{GS}.\]

(5.4)
For details of calculating the coefficients of nonlinear devices, the reader is referred to Appendix A.

Fig. 5.3 – Nonlinear Transistor Model

Fig. 5.4 shows the Class-F Power Amplifier with the transistor replaced by the nonlinear model of Fig. 5.3. The amplifier is designed for the center frequency of $500 \text{MHz}$, with circuit parameters summarized in Table 5.1.

Fig. 5.4 – Class-F Power Amplifier with the transistor replaced by nonlinear model

Now we discuss the simulation of the Class-F Power Amplifier using time-varying Volterra analysis. The first step for time-varying Volterra analysis is linear pre-analysis. Pre-analysis circuit is constructed by linearizing all the nonlinear elements around their DC operating points. DC operating point of the transistor is easily calculated as,
\[ V_{GS0} = V_G = 0.5 \, V, \quad V_{DS0} = V_D = 0.9 \, V, \quad I_{D0} = f(V_{GS0}, V_{DS0}) = 431.01 \, \mu A. \] (5.5)

Table 5.1 – Class-F Power Amplifier Parameters

<table>
<thead>
<tr>
<th>Output Matching Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( L ) (nH)</td>
<td>1.3786</td>
</tr>
<tr>
<td>( C_1, C_2 ) (pF, pF)</td>
<td>305.83, 96.73</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3rd Harmonic Resonator Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_{3\omega}, L_{3\omega} ) (pF, nH)</td>
<td>11.258, 1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Biasing Circuit Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( L_B, L_1, L_2 ) (\mu H, nH, nH)</td>
<td>1.68.15, 113.58</td>
</tr>
<tr>
<td>( C_B, C_C, C_{bypass} ) (pF, \mu F, \mu F)</td>
<td>0.5947, 1, 1</td>
</tr>
<tr>
<td>( V_G, V_D ) (V, V)</td>
<td>0.5, 0.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Input Voltage Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Frequency (MHz)</td>
<td>500</td>
</tr>
<tr>
<td>Maximum Input Amplitude (V)</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Fig. 5.5 shows the pre-analysis circuit using the linearized model for all nonlinear elements. The linearized capacitors and controlled current source are calculated using the equations below

\[
\begin{align*}
g_{m1} &= \left. \frac{dI_D}{dV_G} \right|_{V_{GS0}, V_{DS0}}, \\
g_{DS1} &= \left. \frac{dI_D}{dV_D} \right|_{V_{GS0}, V_{DS0}},
\end{align*}
\]

(5.6)

\[
\begin{align*}
c_{GS-Lin} &= c_{GS}(V_G) \bigg|_{V_G = V_{GS0}}, \\
c_{DS-Lin} &= c_{DS}(V_D) \bigg|_{V_D = V_{DS0}}.
\end{align*}
\]
Fig. 5.5 – Linear Pre-Analysis circuit
The capacitor’s linearized model contains a current source in parallel with the linear capacitor, i.e. $I_{GS0}$ and $I_{DS0}$, which represents capacitor’s DC operating point for charge. In other words,

\[ I_{GS0} = \frac{d}{dt}(Q_{GS0}) = \frac{d}{dt}(C_{GS-Lin}V_{GS0}), \]

\[ I_{DS0} = \frac{d}{dt}(Q_{DS0}) = \frac{d}{dt}(C_{DS-Lin}V_{DS0}). \]  

(5.7)

As long as the operating point of the nonlinear capacitor is time independent, $I_{GS0}$ and $I_{DS0}$ will be zero and thus are removed from the model.

The next step in time-varying Volterra analysis is generating the time-varying Volterra models for all the nonlinear elements. Fig. 5.6 shows the time-varying Volterra circuits for different orders where all nonlinear elements are replace by their time-varying Volterra model. Generating time-varying Volterra models require calculating time-varying Volterra coefficients for all the nonlinear elements. The nonlinear controlled source coefficients are calculated as,

\[ g_{m1}(t) = \frac{dI_D}{dV_{GS}} \bigg|_{V_{GS-P_E}(t), V_{DS-P_E}(t)'} \]

\[ g_{DS1}(t) = \frac{dI_D}{dV_{DS}} \bigg|_{V_{GS-P_E}(t), V_{DS-P_E}(t)'} \]

\[ g_{m2}(t) = \frac{1}{2!} \frac{d^2I_D}{dV_{GS}^2} \bigg|_{V_{GS-P_E}(t), V_{DS-P_E}(t)'} \]  

\[ g_{DS2}(t) = \frac{1}{2!} \frac{d^2I_D}{dV_{DS}^2} \bigg|_{V_{GS-P_E}(t), V_{DS-P_E}(t)'} \]

(5.8)

\[ \vdots \]
Similarly, for the time-varying coefficients for the nonlinear capacitors we have,

\[
C_{GS2}(t) = \left. \frac{dC_{GS}(V_{GS})}{dV_{GS}} \right|_{V_{GS-PE}(t)'} \\
C_{DS2}(t) = \left. \frac{dC_{DS}(V_{DS})}{dV_{DS}} \right|_{V_{DS-PE}(t)'} \\
C_{GS3}(t) = \left. \frac{1}{2!} \frac{d^2C_{GS}(V_{GS})}{dV_{GS}^2} \right|_{V_{GS-PE}(t)'} \\
C_{DS3}(t) = \left. \frac{1}{2!} \frac{d^2C_{DS}(V_{DS})}{dV_{DS}^2} \right|_{V_{DS-PE}(t)'}
\]

(5.9)

where \(V_{GS-PE}(t)\) and \(V_{DS-PE}(t)\) are pre-analysis simulation results. Due to complexity, the symbolic expressions for time-varying coefficients are not shown here. Formulating the time-varying Volterra circuits using the method described in chapter 4, the time-varying Volterra circuits are analyzed in frequency-domain. The simulation results along with comparison with ELDO® steady-state results are presented in the next section.

5.3 Simulation Results

The Class-F Power Amplifier is simulated using 3\textsuperscript{rd} order time-varying Volterra and ELDO® steady-state analysis. Here, we discuss the time-varying Volterra simulation for a single-tone input. However, multiple-tone inputs can also be simulated using this method. Table 5.2 to Table 5.4 summarizes the frequency components of the output voltage, transistor’s drain-source voltage and supply current for 3\textsuperscript{rd} time-varying Volterra and ELDO® steady-state simulation results for maximum input power. Time-varying Volterra simulation results are in good agreement with ELDO® steady-state simulation result. The amplifier was also simulated using 5\textsuperscript{th} order conventional Volterra. However, the simulation results show large errors, i.e. more than 200% relative error for the output voltage of the amplifier and the simulation results are not shown here. Fig. 5.7 to Fig. 5.9 show the output of the amplifier, transistor’s drain-source voltage and supply current respectively in time-domain for maximum input power. The time-domain results for time-varying Volterra are calculated using Inverse Fourier Transform. The time-varying Volterra simulation results show less than 0.2% relative error for the output voltage of the amplifier.
Fig. 5.6 – Time-Varying Volterra circuit for different orders
### Table 5.2 – Simulation results for Drain-Source voltage of the transistor

<table>
<thead>
<tr>
<th>Frequency Component</th>
<th>3\textsuperscript{rd} Order Time-Varying Magnitude</th>
<th>ELDO Steady-State Simulation</th>
<th>Error of the Frequency Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC (dB)</td>
<td>−0.91515</td>
<td>−0.91515</td>
<td>7.6 × 10\textsuperscript{−8}</td>
</tr>
<tr>
<td>Fundamental (dB)</td>
<td>−7.09457</td>
<td>−7.11221</td>
<td>1.1 × 10\textsuperscript{−3}</td>
</tr>
<tr>
<td>2\textsuperscript{nd} Harmonic (dB)</td>
<td>−137.573</td>
<td>−135.6896</td>
<td>6.4 × 10\textsuperscript{−8}</td>
</tr>
<tr>
<td>3\textsuperscript{rd} Harmonic (dB)</td>
<td>−24.8446</td>
<td>−25.0862</td>
<td>1.574 × 10\textsuperscript{−3}</td>
</tr>
<tr>
<td>4\textsuperscript{th} Harmonic (dB)</td>
<td>−61.73984</td>
<td>−61.24285</td>
<td>5.3 × 10\textsuperscript{−5}</td>
</tr>
<tr>
<td>5\textsuperscript{th} Harmonic (dB)</td>
<td>−78.60462</td>
<td>−75.93401</td>
<td>4.5 × 10\textsuperscript{−5}</td>
</tr>
<tr>
<td>6\textsuperscript{th} Harmonic (dB)</td>
<td>−76.124422</td>
<td>−80.42946</td>
<td>6.1 × 10\textsuperscript{−5}</td>
</tr>
</tbody>
</table>

### Table 5.3 – Simulation results for the output voltage of the Class-F Power Amplifier

<table>
<thead>
<tr>
<th>Frequency Component</th>
<th>3\textsuperscript{rd} Order Time-Varying Magnitude</th>
<th>ELDO Steady-State Simulation</th>
<th>Error of the Frequency Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC (dB)</td>
<td>−∞</td>
<td>−177.99</td>
<td>1.2 × 10\textsuperscript{−9}</td>
</tr>
<tr>
<td>Fundamental (dB)</td>
<td>−17.09473</td>
<td>−17.1123</td>
<td>3.6 × 10\textsuperscript{−4}</td>
</tr>
<tr>
<td>2\textsuperscript{nd} Harmonic (dB)</td>
<td>−174.49</td>
<td>−171.77</td>
<td>2.3 × 10\textsuperscript{−9}</td>
</tr>
<tr>
<td>3\textsuperscript{rd} Harmonic (dB)</td>
<td>−175.85</td>
<td>−168.689</td>
<td>2.9 × 10\textsuperscript{−9}</td>
</tr>
<tr>
<td>4\textsuperscript{th} Harmonic (dB)</td>
<td>−123.961</td>
<td>−123.473</td>
<td>4.1 × 10\textsuperscript{−8}</td>
</tr>
<tr>
<td>5\textsuperscript{th} Harmonic (dB)</td>
<td>−141.795</td>
<td>−139.318</td>
<td>3.2 × 10\textsuperscript{−8}</td>
</tr>
<tr>
<td>6\textsuperscript{th} Harmonic (dB)</td>
<td>−141.313</td>
<td>−145.737</td>
<td>3.4 × 10\textsuperscript{−8}</td>
</tr>
</tbody>
</table>
Table 5.4 – Simulation results for the supply current of the Class-F Power Amplifier

<table>
<thead>
<tr>
<th>Frequency Component</th>
<th>3rd Order Time-Varying Magnitude</th>
<th>ELDO Steady-State Simulation</th>
<th>Error of the Frequency Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC (dB)</td>
<td>−58.4617</td>
<td>−58.4236</td>
<td>5.2 × 10⁻⁶</td>
</tr>
<tr>
<td>Fundamental (dB)</td>
<td>−69.26997</td>
<td>−69.2876</td>
<td>8.9 × 10⁻⁷</td>
</tr>
<tr>
<td>2nd Harmonic (dB)</td>
<td>−69.8163</td>
<td>−69.808123</td>
<td>4.2 × 10⁻⁷</td>
</tr>
<tr>
<td>3rd Harmonic (dB)</td>
<td>−77.4776</td>
<td>−77.7192</td>
<td>3.7 × 10⁻⁶</td>
</tr>
<tr>
<td>4th Harmonic (dB)</td>
<td>−118.7497</td>
<td>−118.245</td>
<td>7.7 × 10⁻⁸</td>
</tr>
<tr>
<td>5th Harmonic (dB)</td>
<td>−138.219</td>
<td>−136.086</td>
<td>6.4 × 10⁻⁸</td>
</tr>
<tr>
<td>6th Harmonic (dB)</td>
<td>−76.124422</td>
<td>−80.42946</td>
<td>6.1 × 10⁻⁵</td>
</tr>
</tbody>
</table>

Fig. 5.7 – Output voltage of the amplifier for maximum input power
Furthermore, the amplifier is simulated for $6dB$ back-off input power, i.e. $6dB$ less than the maximum input power. The simulation results in time-domain are shown in Fig. 5.10 to Fig. 5.12. Fig. 5.13 shows output power versus input power for the amplifier using time-varying Volterra and ELDO® steady-state simulation results. The time-varying Volterra simulation results match ELDO® steady-state results with good accuracy. Similarly, simulation result for the drain efficiency of the
amplifier versus input power, shown in Fig. 5.14, are in good agreement with ELDO® steady-state simulation results.

![Graph of output voltage vs time for 6-dB back-off input power](image)

**Fig. 5.10 – Output voltage of the amplifier for 6-dB back-off input power**

![Graph of transistor’s drain-source voltage vs time for 6-dB back-off input power](image)

**Fig. 5.11 – Transistor’s Drain-Source voltage of the amplifier for 6-dB back-off input power**
Fig. 5.12 – Power supply current of the amplifier for 6-dB back-off input power

Fig. 5.13 – Output power vs. input power for the Class-F Power Amplifier
5.4 Conclusion

In this chapter a Class-F Power Amplifier was simulated using the proposed time-varying Volterra in frequency-domain. The simulation results show the effectiveness of the method to simulate transistor amplifiers with good accuracy. It was shown that the results show good accuracy comparing to ELDO® steady-state simulation results which uses shooting method [12] to simulate the steady-state solution of the circuit. Conventional Volterra, on the other hand, cannot simulate such a circuit.
Chapter 6
Conclusion and Future Work

This chapter presents the application of the proposed time-varying Volterra in circuit simulation. Also, possible future research work regarding time-varying Volterra is discussed here. The work presented in this thesis is the generalization of conventional Volterra analysis. Time-varying Volterra analysis manages to simulate a wider range of nonlinear circuits comparing to conventional Volterra, including saturated Power Amplifiers and mixers.

6.1 Application of Time-Varying Volterra in Circuit Simulation

Frequency-domain time-varying Volterra can be used to simulate nonlinear Power Amplifiers, mixers and nonlinear microwave circuits. The proposed method manages to simulate nonlinear circuits with large number of nonlinear elements without convergence issues of Harmonic Balance. Furthermore, the method can be generalized to simulate the sensitivity of nonlinear circuits. The sensitivity calculation would be similar to the work in [7]. Sensitivity analysis is important for performance optimization methods [26], as well as yield optimizations where sensitivity is used to calculate the yield gradient [27]. Another application for time-varying Volterra is for distortion decomposition calculation. The Volterra based distortion decomposition method presented in [28] can be generalized for time-varying Volterra analysis. Distortion decomposition is helpful to designers for low distortion designs. Distortion decomposition can be used to find the main sources of nonlinearities in the design. Thus designer can simplify the nonlinear models, which makes it easier to find symbolic expressions for distortion analysis [29].

The main contributions of this thesis are:

- Presenting time-domain time-varying Volterra analysis as a simulation method for nonlinear circuits.
- Applying the time-varying Volterra analysis in frequency-domain to simulate nonlinear RF/microwave circuits, e.g. Power Amplifiers.

6.2 Future Work

In this section possible future work regarding time-varying Volterra is presented. The frequency-domain time-varying Volterra method described in this thesis can be modified to achieve better
computation efficiency. Instead of employing a continuously time-varying expansion point for Taylor expansion, one can use multiple expansion points for Taylor series. This will be beneficial in case of periodic inputs. One can use a finite number of expansion points in each period of the input signal, e.g. 8 expansion points. Using the same concept, Volterra circuits of different orders can be generated similar to time-varying Volterra. However, the circuits of different order will be periodically switched linear circuits instead of time-varying linear. Periodically switched linear Volterra circuits for different order are simulated in either time- or frequency-domain as described in [25]. It should be noted that the number of expansion points determines the maximum frequency of the analysis, thus one should choose number of expansion points based on the application.

Time-varying Volterra can also be used for modeling purposes. Using multiple expansion points, different Volterra models can be constructed for a nonlinear circuit. Employing this method, the nonlinear circuit is modeled using different Volterra circuits for different input ranges. Using pre-analysis, the designer can determine the time phases in which different Volterra models are used. This can help in more accurate modeling of nonlinear circuits, such as saturated Power Amplifiers. Accurate modeling of saturated Power Amplifiers is an important part of linearizing Power Amplifier using pre-distortion algorithms [16].

Furthermore, the time-varying Volterra analysis may be modified to simulate harsher nonlinearities such as diodes. This may be achieved by employing a more sophisticated pre-analysis using a more sophisticated model for nonlinear elements in pre-analysis. For example harsh nonlinear elements may be replaced by a piecewise linear model, instead of the linearized model. Then time-varying Volterra can be applied using the result of pre-analysis.
Appendix A

Transistor Modeling

The model for CMOS transistors used in this thesis is based on polynomial fitting. There are different models for CMOS transistors in literature which some are physical-based and some are empirical models. BSIM3 [23] and EKV model [9] are two widely used physical-based models available for CMOS transistors. BSIM3 model is based on physical behavior of CMOS transistors with hundreds of empirical parameters added for accurate modeling. For this application we create our own empirical model for an NMOS transistor. The model includes a nonlinear voltage-controlled current source, which models the nonlinear drain current of the transistor, and nonlinear capacitors between gate, drain and source, as shown in Fig. A.1. It has been assumed that bulk of the transistor is connected to the source, thus the transistor can be modeled as a three-terminal device. The model, however, can be generalized to four-terminal device as well.

![Fig. A.1 – Nonlinear transistor model](image)

A.1 Drain Current Modeling

The drain current of an NMOS transistor is a nonlinear function of both gate-source and drain-source voltages, as shown below.
\[ I_D = f(V_{GS}, V_{DS}). \quad (A.1) \]

In the EKV model, the drain current is modeled using the functions of the form, \(\ln \left( 1 + \frac{v_p - v_s}{2} \right)^2\). However, for this thesis, we model the drain current using a 10\(^{th}\) order two-dimensional polynomial as illustrated below.

\[
I_D = f(V_{GS}, V_{DS}) = a_{0,0} + a_{0,1}V_{DS} + a_{0,2}V_{DS}^2 + \cdots + a_{0,10}V_{DS}^{10} \\
+ (a_{1,0} + a_{1,1}V_{DS} + a_{1,2}V_{DS}^2 + \cdots + a_{1,10}V_{DS}^{10})V_{GS} \\
+ (a_{2,0} + a_{2,1}V_{DS} + a_{2,2}V_{DS}^2 + \cdots + a_{2,10}V_{DS}^{10})V_{GS}^2 \\
\vdots \\
+ (a_{10,0} + a_{10,1}V_{DS} + a_{10,2}V_{DS}^2 + \cdots + a_{10,10}V_{DS}^{10})V_{GS}^{10}. \quad (A.2)\]

This modeling requires 121 coefficients to be calculated, which can be done using polynomial fitting. The DC current of the transistor is first simulated using ELDO\textsuperscript{®} for \(0.1 \leq V_{GS} \leq 0.9\) and \(0 \leq V_{DS} \leq 1.8\). ELDO\textsuperscript{®} uses BSIM3v3 model for the transistors. Then using polynomial fitting function in MATLAB\textsuperscript{®}, all the coefficients in (A.2) are calculated to achieve minimum error.

### A.2 Capacitor Modeling

The capacitors used in transistor modeling are usually multi-dimensional nonlinear capacitors. In other words,

\[
C_{GS} = f_1(V_{GS}, V_{DS}), \\
C_{DS} = f_2(V_{GS}, V_{DS}), \quad (A.3) \\
C_{GD} = f_3(V_{GS}, V_{DS}).
\]

However, for this thesis application, we assume that the capacitors can be modeled with enough accuracy using a linear gate-drain capacitor and two one-dimensional nonlinear capacitors between gate-source and drain-source as shown in Fig. A.1.
\[ C_{GS} \approx f_1(V_{GS}), \]
\[ C_{DS} \approx f_2(V_{DS}), \]  \hspace{1cm} (A.4)
\[ C_{GD} = \text{Constant}. \]

It should be noted that as the frequency of application increases the effect of capacitor become more and more important and more accurate modeling is needed. Similar to the drain current, we approximate the nonlinear gate-source and drain-source capacitances using \(10^{th}\) order polynomials.

\[ C_{GS} = f_1(V_{GS}) = C_{GS0} + C_{GS1}V_{GS} + C_{GS2}V_{GS}^2 + \cdots + C_{GS10}V_{GS}^{10}, \]  \hspace{1cm} (A.5)
\[ C_{DS} = f_2(V_{DS}) = C_{DS0} + C_{DS1}V_{DS} + C_{DS2}V_{DS}^2 + \cdots + C_{DS10}V_{DS}^{10}, \]

Extracting the capacitor values from BSIM3v3 model for different gate-source and drain-source biasing, the coefficients in (A.5) are determined using polynomial fitting function in MATLAB®.

### A.3 Simulation Results

For this thesis we calculate the model in Fig. A.1 for an NMOS transistor in 0.18\(\mu m\) technology with \(W = 240\mu m\) and \(L = 0.18\mu m\). Fig. A.2 shows the drain current of the transistor using the \(10^{th}\) order two-dimensional polynomial model as well as BSIM3v3 model. As it can be seen the results of polynomial model are in good agreement with BSIM3v3 model. The \(10^{th}\) order two-dimensional polynomial model shows a maximum of 0.6% relative error for the drain current.
Fig. A.2 – Drain current of the transistor using $10^{\text{th}}$ order two-dimensional polynomial model and BSIM3v3 model

The gate-source and drain-source capacitances of the transistor using the $10^{\text{th}}$ order polynomial model and BSIM3v3 model are shown in Fig. A.3 and Fig. A.4. The $10^{\text{th}}$ order polynomial model shows a relative error of less than $0.8\%$ for the gate-source and drain-source capacitances comparing to BSIM3v3 model. It can be concluded that the circuit in Fig. A.1 with the polynomial models presented can model the transistor with good accuracy. For this thesis we use this model for the simulation of the Class-F Power Amplifier.
Fig. A.3 – Gate-Source capacitance of the transistor using 10th order polynomial model and BSIM3v3 model

Fig. A.4 – Drain-Source capacitance of the transistor using 10th order polynomial model and BSIM3v3 model
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