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Abstract

For a given field $F$ we seek all division algebras over $F$ up to isomorphism. This question was first investigated for division algebras of finite dimension over $F$ by Richard Brauer. We discuss the construction of the Brauer group and some examples. Crossed products and PI algebras are then introduced with a focus on Amitsur’s non-crossed product algebra. Finally, we look at some modern results of Bell on the Gelfand-Kirillov dimension of finitely generated algebras over $F$ and the classification of their division subalgebras.
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Chapter 1

Introductory Remarks

1.1 Basic Definitions and Facts

Assumed Background Knowledge  The reader should be familiar with senior level ring and group theory. Concepts not routinely taught in an undergraduate mathematics program are defined within the text. Many fundamental results are presented in this chapter as well as any definitions necessary to the presentation of later material.

Notation  All scalar multiplication and conjugation is defined using left multiplication, and all one-sided ideals are assumed to be left ideals. Thus all function symbols act on their arguments from the left.

Definition 1.1.1. Ring  We define a ring \((R, +, \cdot)\) to be an abelian group under the binary operation \(+\), equipped with an associative multiplication \(\cdot\), left and right distributivity across \(+\) and containing the multiplicative identity \(1\).

Definition 1.1.2. Matrix Ring  We denote the \(n \times n\) matrix ring with entries from a field \(F\) by \(M_n(F)\).
**Definition 1.1.3. Algebra**  An algebra $A$ is a vector space over a field $F$ equipped with an associative multiplication $\cdot$. For any algebra $A$ we have the following:

\[
\begin{align*}
  a(x \cdot y) &= (ax) \cdot y = x \cdot (ay) \\
  a(x + y) &= ax + ay \\
  (x + y)a &= xa + ya
\end{align*}
\]

$\forall x, y \in A$ and $a \in F$. In all cases the centre of $A$ is a commutative ring; in particular the following definition deals with the specific class of algebras with the scalar field $F$ as their centres. We write $A/F$ to denote that $A$ is an algebra over $F$.

One can generalize the above definition to include all rings $A$ with scalars coming from a commutative ring $R$.

**Definition 1.1.4. Simple Ring**  A ring $R$ is called simple if the only two-sided ideals of $R$ are $\{0\}$ and $R$.

**Definition 1.1.5. Central Simple Algebra**  A Central Simple Algebra (CSA) is a simple algebra $A/F$ such that $Z(A) = F$. When denoting a CSA with centre $F$, we write $F$-CSA instead of $A/F$.

**Definition 1.1.6. Division Algebra**  Let $F$ be a field. A division algebra (or division ring) is an algebra $D/F$ such that $\forall d \in D \exists u \in D$ such that $d \cdot u = u \cdot d = 1_D$. We denote $u$ by $d^{-1}$ and refer to it as the two-sided inverse of $d$. If $F = Z(D)$ then $D$ is an $F$-CSA. We are mainly interested in central division algebras over a given field.

**Remark 1.1.7.** Division algebras were probably first investigated in 1843 when Hamilton invented the quaternion algebra $H = \{a + bi + cj + dk : a, b, c, d \in \mathbb{R}, i^2 = j^2 = k^2 = -1, ij = k\}$. The inverse of a general element in $H$ is $(a - bi - cj - dk)/(a^2 + b^2 + c^2 + d^2)$.
Definition 1.1.8. Algebra Map  Let $A$ and $B$ be algebras over $F$. Then a homomorphism $f: A \to B$ is called an algebra map if $f$ fixes $F$ element-wise. This definition may be extended to $R$-module homomorphisms where $R$ is any ring.

Definition 1.1.9. Tensor Product  Let $U, V$ be vector spaces over a field $F$. Let $X$ denote the free abelian group on the set $U \times V$. Let $Y$ be the subgroup of $X$ generated by the following set:

$$\{(a, b) + (a', b) - (a + a', b), (a, b) + (a, b') - (a, b + b'), (\lambda a, b) - (a, \lambda b)\}$$ where $a \in U, b \in V$ and $\lambda \in F$

Then we define the tensor product of $U$ and $V$ over $F$, $U \otimes_F V$, to be the quotient $X/Y$.

We write $a \otimes b \in U \otimes_F V$ for the class represented by $(a, b)$ and refer to $a \otimes b$ as an elementary tensor. Clearly $U \otimes V$ is an abelian group under $+$ but we now make it into an $F$-vector space by defining $\lambda (a \otimes b) = (\lambda a) \otimes b$. The rule for multiplying elementary tensors uses the associative multiplication from the algebras $A$ and $B$: $(a \otimes b)(a' \otimes b') = (aa' \otimes bb')$. Any element in $A \otimes B$ can be expressed as an $F$-linear combination of elementary tensors. We note here that if $\dim(U) = m$ and $\dim(V) = n$ then given a basis $\{u_1, ..., u_m\}$ for $U$ and a basis $\{v_1, ..., v_n\}$ for $V$ the set $\{u_i \otimes v_j : 1 \leq i \leq m \text{ and } 1 \leq j \leq n\}$ of elementary tensors is a basis for $U \otimes_F V$.

Notation 1.1.10. We write $U \otimes V$ if it is clear which field the tensor product is taken over. We write $0$ as shorthand for $(0 \otimes 0) = (a \otimes 0) = (0 \otimes b)$.

Definition 1.1.11. Multiplication of Algebras  Let $A$ and $B$ be $F$-CSAs. Then as above their tensor product $A \otimes B$ can always be constructed. As shown below $A \otimes B$ is also an $F$-CSA. Furthermore, if $A$ and $B$ are division algebras over $F$, their tensor product $A \otimes B$ is again an $F$-CSA but need not be a division algebra. An example of this will be presented below.
Lemma 1.1.12. Products of Simple Algebras Let $A$ be an $F$-CSA and let $B$ be a simple algebra over $F$, so we have $F \subseteq Z(B)$. Then $A \otimes_F B$ is simple.

Proof: let $I$ be a non-zero ideal in $A \otimes B$. We must show that $I = A \otimes B$. For $u \in I$, $u \neq 0$ we may write $u = \sum a_i \otimes b_i$ for $a_i \in A$ and $b_i \in B$. Moreover, without loss of generality the $b_i$ can be taken to be linearly independent over $F$. We call the number of non-zero $a_i$ in the expression the length of $u$. Choose $u \in I$ of minimal length $m$. Let $r, s \in A$. Then $(r \otimes 1)u(s \otimes 1) = (r \otimes 1)\sum a_i \otimes b_i(s \otimes 1) = \sum ra_i \otimes s \otimes b_i$ is again in $I$, since $I$ is an ideal. Now since $A$ is simple, the ideal generated by $a_i$, $Aa_iA$, is equal to $A$ whenever $a_i \neq 0$. Thus for all $a_1' \in A$ there are $r_j, s_j \in A$ such that $\sum_j r_ja_is_j = a_1'$. In particular choose $a_1' = 1$. Now, since $u \in I$ we may construct the element $u_1 = \sum (r_j \otimes 1)(a_i \otimes b_i)(s_j \otimes 1)$ which is again in $I$. Rearranging the order of summation and properties of $\otimes$ gives $u_1 = \sum_i (\sum_j r_ja_is_j) \otimes b_i \in I$. After making the substitution $\sum_j r_ja_is_j = a_1'$ with our choice for $a_1'$, we finally have: $u_1 = 1 \otimes b_1 + a_2' \otimes b_2 + \cdots + a_m' \otimes b_m$. Moreover $u_1$ has the same length as $u$, so that $a_i \neq 0$. Now we note that for each $a \in A$ we have $(a \otimes 1)u_1 - u_1(a \otimes 1) \in I$, which gives $(a \otimes 1)(1 \otimes b_1 + \cdots + a_m' \otimes b_m) - (1 \otimes b_1 + \cdots + a_m' \otimes b_m)(a \otimes 1) \in I$, that is, $(a_2'a - aa_2') \otimes b_2 + \cdots + (a_m'a - aa_m') \otimes b_m \in I$. However since the first term vanishes, we have that the length of this element is always less than that of $u_1$, so must equal 0. Now since the $b_i$ are linearly independent over $F$ we have that the $1 \otimes b_i$ are linearly independent over $A \otimes 1$. Thus we must have $(a_2'a - aa_2') = 0$, $i = 2, \cdots, m$, therefore $a_2'a = aa_2'$ so that $a_2'$ lies in $F$, the centre of $A$. Rewrite $a_i' = \alpha_i \in F$, giving us that $u_1 = 1 \otimes b_1 + \alpha_2 \otimes b_2 + \cdots + \alpha_m \otimes b_m = 1 \otimes (b_1 + \alpha_2b_2 + \cdots + \alpha_m b_m) \in I$ by properties of $\otimes$. Letting $b = b_1 + \alpha_2b_2 + \cdots + \alpha_m b_m$ we know $b \neq 0$ because the $b_i$ are independent over $F$ and $a_i' \neq 0$. Recall $(1 \otimes b_1)(u_1)(1 \otimes b_2) \in I$ for all $b_1, b_2 \in B$, which gives $(1 \otimes B)(1 \otimes b)(1 \otimes B) \subseteq I$, therefore $(1 \otimes BbB) \subseteq I$, so that $1 \otimes B \subseteq I$ by $B$ simple. But then $(a \otimes 1)(1 \otimes b) \in I$, thus $(A \otimes 1)(1 \otimes B) \subseteq I$ so we get that $A \otimes B = I$. Thus $A \otimes B$ is simple.
Proposition 1.1.13. \( A \otimes B \) is a CSA Let \( A \) and \( B \) be \( F \)-CSAs. Then their tensor product \( A \otimes B \) is again a CSA with centre \( F \otimes F \cong F \).

Proof: \( A \otimes B \) is an \( F \)-vector space, thus it follows from the associativity of the multiplications in \( A \) and \( B \) that \( \bullet \) is associative, that is, \( A \otimes B \) is an \( F \)-algebra. We examine the centre of \( A \otimes B \): let \( z \neq 0 \in Z(A \otimes B) \).

We write \( z = a_1 \otimes b_1 + \ldots + a_n \otimes b_n \) where \( n \) is the length of \( z \). As in the above lemma, the \( b_i \) are \( F \)-independent, thus as above we have for each \( a \in A \), \( 0 = (a \otimes 1)z - z(a \otimes 1) = \sum_i(aa_i - a_i a) \otimes b_i \) which implies that \((aa_i - a_i a) \otimes b_i = 0 \) for each \( i \). Thus \( aa_i - a_i a = 0 \), so that \( aa_i = a_i a \) for all \( i \) and for each \( a \in A \). Thus each \( a_i \in F \), the centre of \( A \). Setting \( b = a_1 b_1 + \ldots + a_n b_n \in B \) we have \( z = 1 \otimes b \). If \( b' \in B \) we have: \( 0 = z(1 \otimes b') - (1 \otimes b')z = (1 \otimes b)(1 \otimes b') - (1 \otimes b')(1 \otimes b) = 1 \otimes (bb' - b' b) \), therefore \( bb' = b' b \), so that \( b \) lies in \( F \). Therefore \( z = 1 \otimes b \) for some \( b \in F \), which gives us that \( z \in F \otimes F \). So \( Z(A \otimes B) \subseteq F \otimes F \); however the reverse inclusion is very easy to show. We may conclude that \( Z(A \otimes B) = F \otimes F \). It therefore remains to prove that \( A \otimes B \) is indeed simple, but this is a special case of the above lemma. ■

Products of Division Algebras Consider the following algebras over \( R \): \( C \) and \( H \), Hamilton’s quaternions. These are both division algebras, yet their tensor product \( C \otimes_R H \) is not, as it is isomorphic to \( M_2(C) \) in which live non-zero, non-invertible elements. An example is the singular element \( \begin{bmatrix} i & 1 \\ -1 & i \end{bmatrix} \). Thus in many cases, our study of division algebras over a field \( F \) will begin with an examination of the wider class of \( F \)-CSAs, which is closed under tensor products.

Lemma 1.1.14. Algebras as Tensor Products Let \( A \) be any finite dimensional algebra over a field \( F \). Suppose we have \( F \)-subalgebras \( S,T \) of \( A \) such that the following three statements hold:

\( i \quad 1 \\ -1 \ i \)
1) \( st = ts \ \forall s \in S \ \forall t \in T \)

2) \( A = ST \) as a product of rings

3) \([A: F] = [S: F][T: F]\)

Then \( A \cong S \otimes_F T \).

**Proof:** Consider the mapping \( \phi: S \times T \to A, \ (s, t) \mapsto st \). Then we have an \( F \)-linear map \( f: S \otimes_T T \to A \) such that \( f: s \otimes t \mapsto st \). Therefore, \( f((s \otimes t)(s' \otimes t')) = f(ss' \otimes tt') = ss'tt' = sts't' \) by 1), which is \( f(s \otimes t)f(s' \otimes t') \).

So we have that \( f \) is an \( F \)-algebra map. Moreover \( f \) is surjective since 2) gives us \( A = ST \). Finally, 3) tells us that \( \dim_F(S \otimes T) = \dim_F(A) \), thus \( f \) is an \( F \)-isomorphism. We have \( A \cong S \otimes_F T \). ■

**Definition 1.1.15. Opposite Algebra** Let \( A/F \) be an algebra. Define \( A^{\text{op}} \) to be the vector space \( A \) equipped with multiplication \( a \cdot b = ba \ \forall a, b \in A \), where \( ba \) is the usual product in \( A \). It is easily shown that if \( A \) is an \( F \)-CSA then \( A^{\text{op}} \) is again a CSA.

**Definition 1.1.16. Bimodule** Let \( R, S \) be associative rings, and let \( M \) be an abelian group. Then we can view \( M \) as a left \( R \)-module as well as a right \( S \)-module. Then we call \( M \) an \((R, S)\)-bimodule if \( \forall r \in R, s \in S \) and \( m \in M \) we have: \((rm)s = r(ms)\).

**Lemma 1.1.17. Bimodules and Tensor Products** Let \( R, S \) be algebras over a field \( F \). If \( M \) is an \((R, S)\)-bimodule then \( M \) is automatically a left \( R \otimes_F S^{\text{op}} \)-module, with \((r \otimes s)m = rms\).

**Proof:** Consider the mapping \( f: R \times S^{\text{op}} \times M \to M, \ (r, s, m) \mapsto rms \). Then the first step is to ensure that the multiplication \((r \otimes s)m = rms\) is well-defined. This follows from the universal property and the fact the map is \( k \)-trilinear. We now verify the module axioms for \( M \). We have \((r \otimes s)(m + m') = r(m + m')s = rms + rm's = (r \otimes s)m + (r \otimes s)m'\) from
the supposition; similarly \([(r \otimes s) + (r' \otimes s')]m = (r \otimes s)m + (r' \otimes s')m\). To show associativity across multiplication in \(R \otimes S^{op}\) and \(M\) let \(s \ast s'\) be the multiplication in \(S^{op}\), i.e. \(s \ast s' = s's \in S\). Then: \([(r \otimes s)(r' \otimes s')]m = [rr' \otimes s \ast s']m = (rr')m(s \ast s') = (rr')m(s's) = (r \otimes s'[r'(ms')]) = (r \otimes s')\[(r' \otimes s')m\]. The fourth axiom is straightforward. 

**Definition 1.1.18. Algebraic Splitting Field** Let \(A\) be an \(F\)-CSA. A splitting field of \(A\) is a field extension \(K/F\) such that \(\exists n \in \mathbb{N}\) with \(K \otimes_F A \cong M_n(K)\). An example of a splitting field for \(A\) is \(\bar{F}\), the algebraic closure of \(F\).

### 1.2 Some Fundamental Theorems

The Artin-Wedderburn Theorem, originally proven for \(F\)-algebras and later expanded to include any simple Artinian ring, is used heavily in chapters 2 and 3. The result leads to many structure theorems about rings and algebras, as we will soon see. The proof can be found in [11], p48.

**Theorem 1.2.1. Artin-Wedderburn** A non-trivial right-Artinian simple ring is isomorphic to \(M_n(D)\) for \(D\) a division ring. Moreover, if we have such a ring \(R\) such that \(R \cong M_{n_1}(D_1) \cong M_{n_2}(D_2)\), we can conclude that \(n_1 = n_2\) and \(D_1 \cong D_2\).

**Corollary 1.2.2. Matrix Realizations** Let \(A\) be an \(F\)-CSA of finite dimension. Then we have an isomorphism \(A \cong D \otimes M_n(F)\) for some division ring \(D\) with centre \(F\) and \(n \in \mathbb{N}\).

**Theorem 1.2.3. Schur’s Lemma** Let \(R\) be any ring and let \(A, B\) be simple left \(R\)-modules. Then we have:

1) If \(f : A \to B\) is a non-zero \(R\)-map, then \(f\) is an \(R\)-isomorphism.
2) \(\text{End}_R(A)\) is a division algebra.
Proof: 1) A is simple, therefore its submodules are A and \{0\}. Consider the submodule \( \ker(f) \subseteq A \). It cannot equal A since f is non-zero. Thus \( \ker(f) = \{0\} \) so f is injective. Moreover, consider the submodule \( \text{im}(f) \subseteq B \). Then the same reasoning gives us that \( \text{im}(f) \neq \{0\} \), so \( \text{im}(f) = B \). So f is an \( R \)-isomorphism.

2) By part 1) we know that if f is a non-zero \( R \)-map \( f: A \rightarrow A \), then f is an isomorphism so that an inverse \( f^{-1} \) exists. Since these f are precisely the elements of \( \text{End}_R(A) \), we conclude it is a division algebra. ■

Definition 1.2.4. Algebraic and Separable Extensions  Let \( D/F \) be a division algebra. We say \( D/F \) is algebraic if \( \forall a \in D \exists f(x) \in F[x] \) with \( f(a) = 0_D \). Suppose \( D/F \) is algebraic and \( a \in D \). Then we say \( f(x) \in F[x] \) is the minimal polynomial of \( a \) if it is irreducible and of smallest degree in \( F[x] \) such that \( f(a) = 0 \). Without loss of generality we suppose \( f(x) \) is monic, thus making it unique. An element \( a \in D \) is called separable if \( f(x) \) has no repeated roots, and \( D/F \) is then called separable if every element of \( D \) is separable.

Theorem 1.2.5. Jacobson-Noether  Let \( D/F \) be a non-commutative division algebra such that \( D \) is algebraic over \( F \). Then there is an element in \( D \setminus F \) that is separable over \( F \).

Proof: Case \( D/F \) is of characteristic 0: then the extension is separable and there is nothing to prove. Case \( D/F \) is of characteristic \( p \neq 0 \): suppose for contradiction that there are no separable elements in \( D \setminus F \), i.e. \( D \) is purely inseparable over \( F \). Thus for any \( a \in D \) we have \( a^{p^n} \in F \) for some \( n \geq 0 \). It follows that there is a \( b \in D \setminus F \) such that \( b^p \in F \).

Consider the map \( \delta: D \rightarrow D \) by \( \delta: x \mapsto xb - bx \). Since \( p \neq 0 \), \( p \) applications of \( \delta \) gives \( xb^p - b^p x \) and this is 0 since \( b^p \in F \), the centre of \( D \). Furthermore, we know that \( \delta \neq 0 \) since \( b \neq F \). Thus if \( \delta(y) \neq 0 \), then there exists a \( k > 1 \) with \( \delta^k(y) = 0 \) but \( \delta^{k-1}(y) \neq 0 \). We set \( x = \delta^{k-1}(y) \). Because \( k > 1 \)
we may write $x = \delta(\delta^{k-2}(y)) = \delta(w)$ for some $w \in D$. So $x = wb - bw$. We also have $\delta(x) = 0$, i.e. $xa = ax$. Since $D$ is a division algebra, we set $u = xa^{-1}$ to write $x = au$. From the above equation we have $au = wa - aw$, therefore $a = (wa - aw)u^{-1} = (wu^{-1})a - a(wu^{-1})$, since it is easy to show that $u$ commutes with $a$. Setting $c = wu^{-1}$ we have $a = ca - ac$, that is, $c = 1 - aca^{-1}$. There exists a $t \geq 0$ such that $c^{p^t} \in F$, giving us that $c^{p^t} = (1 + aca^{-1})^{p^t} = 1 + (aca^{-1})^{p^t} = 1 + c^{p^t}$ since $c^{p^t} \in F$, the centre of $D$. Therefore $c^{p^t} - c^{p^t} = 1$, which proves that there must exist a separable element in $D\setminus F$. ■
Chapter 2

The Brauer Group

2.1 The Noether-Skolem Theorem

The following Theorem is an essential tool to proving some technical results that follow, and a powerful result in its own right. Below we present a version using $F$-algebras. For a more general statement the reader can consult [11], p99.

**Theorem 2.1.1. Generalization of Noether-Skolem** Let $F$ be a field, and $A$ be an $F$-CSA and let $B/F$ be a simple algebra. If there are algebra maps $f, g: B \to A$, then there is a unit $u \in A$ such that $g(b) = uf(b)u^{-1} \forall b \in B$.

**Proof:** Define an action $*$ of $B$ on $A$ by: $b * a = f(b)a$. Then $*$ allows us to view $A$ as a left $B$-module. Moreover we may view this left $B$-module as a right $A$-module, since for each $x \in A$ we have $(f(b)x)a = f(b)(xa)$. Thus we have $A$ a $(B,A)$-bimodule, we denote it by $_f A$, By the Bimodules and Tensor Products Lemma, this $(B,A)$-bimodule is a left $(B \otimes_F A^{op})$-module, where $(b \otimes a)a' = ba'a$ for all $a \in A$. Similarly we can form $_g A$, another left $(B \otimes A^{op})$-module. By Lemma 1.1.10 $(B \otimes A^{op})$ is a simple $F$-algebra, and since $A$ itself can be viewed as a $(B \otimes A^{op})$-module using $id: B \to A$, we have
$[fA: \Delta] = [A: \Delta] = [gA: \Delta]$ for $\Delta$ the division ring associated with $A$. One can now show ([20], p566 for example) that $fA \cong gA$ as $(B \otimes A^{op})$-modules, so we have an algebra isomorphism $\phi: fA \rightarrow gA$. We have the identity

$$\phi(f(b)aa') = g(b)\phi(a)a' \forall b \in B; a, a' \in A$$

Moreover $\phi$ is also an automorphism of $A$ as a right $A$-module, so that $\phi(a) = \phi(1a) = \phi(1)a = ua$ for $u = \phi(1) \in A$. We note here that $\phi^{-1}(1)a = \phi^{-1}(1)a = u'a$, where $u' = \phi^{-1}(1)$. Then if $a \in A$, we have $a = \phi\phi^{-1}(a) = \phi(u'a) = uu'a$. When $a = 1$, we have $1 = uu'$. Similarly we can show $1 = u'u$, so $u$ is a unit in $A$. Finally equation $(\ast)$ becomes $uf(b)a = \phi(f(b)a) = g(b)\phi(a) = g(b)ua$ for each $a \in A$. Once more setting $a = 1$, we see that $uf(b) = g(b)u$ implies that $g(b) = uf(b)u^{-1}$, as desired. ■

**Corollary 2.1.2. Noether-Skolem** Let $A$ be an $F$-CSA and let $C/F, C'/F$ be isomorphic simple subalgebras. If $\psi: C \rightarrow C'$ is an algebra isomorphism then there exists an invertible element $u \in A$ with $\psi(c) = ucu^{-1} \forall c \in C$.

**Proof:** In the above theorem, take $f$ to be the inclusion $C \hookrightarrow A$, take $C' = \text{im}\psi$ and $g = i\psi$ where $i: C' \hookrightarrow A$.

## 2.2 Maximal Subfields

**Definition 2.2.1. Maximal Subfield** Let $A$ be an $F$-CSA of finite dimension. A maximal subfield of $A$ is a field $L \subseteq A$ such that for any field $K$ with $F \subseteq K \subseteq A$ we have $L \subseteq K$ implies $L = K$.

**Definition 2.2.2. Extending the Base Field** Let $A$ be an $F$-CSA and $K/F$ a field extension. If $K$ is maximal, then $A \otimes_F K$ is a $K$-CSA. This is a direct consequence of universal property of free groups. Taking the tensor product of a CSA with a maximal subfield is called extending the base
field. This will become helpful later when we require the base field of $A$ to be separable.

**Definition 2.2.3. Centralizer**  Let $D/F$ be a division algebra and let $S \subseteq D$. The centralizer of $S$ in $D$ is defined as $C_D(S) = \{ x \in D : xs = sx \ \forall s \in S \}$ When it is clear which algebra we are taking centralizers in, we omit the subscript and simply write $C(S)$ for $C_D(S)$.

**Proposition 2.2.4. Centralizers and Subalgebras**  Let $A$ be an $F$-CSA of finite dimension and let $B$ be a simple subalgebra. Then we may conclude:

1) $C_A(B)$ is also a simple $F$-algebra
2) $B \otimes_F A^{op} \cong M_n(D)$ and $C_A(B) \cong M_n(D)$ where $m, n \in \mathbb{N}$ such that $n \mid m$ and $D$ is a division algebra over $F$.
3) $[B : F][C_A(B) : F] = [A : F]$.
4) $C_A(C_A(B)) = B$

The fourth result is the most important one to this section. The proofs of statements 1) - 3) are omitted, but can be found in most comprehensive algebra texts, including [20], p731. Below we prove statement 4).

**Proof:**  Let $b \in B$ and $u \in C_A(B) = C(B)$. Then $bu = ub$, so that $b \in C(C(B))$, therefore $B \subseteq C(C(B))$. However by statement 1), $C(B)$ is a simple subalgebra of $A$, thus the equation $[A : F] = [B : F][C(B) : F]$ above can be used with $C(B)$ substituted for the simple subalgebra $B$ to give: $[A : F] = [C(B) : F][C(C(B)) : F]$. Equating the above gives us $[B : F] = [C(C(B)) : F]$. In light of this and the fact that $B \subseteq C(C(B))$, we conclude that $C(C(B)) = B$. ■

**Lemma 2.2.5. Characterization of Maximal Subfields**  Let $D/F$ be a division algebra of finite dimension and $K$ a subfield of $D$. Then $K$ is a maximal subfield of $D$ if and only if $K = C(K)$. 
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\textbf{Proof:} \((\implies\) Let \(K\) be a maximal subfield of \(D\). It is clear that \(K \subseteq C(K)\), so we wish to show \(C(K) \subseteq K\). Let \(a \in C(K)\). Then \(K \subseteq K(a)\), where \(K(a)\) is a field extension of \(K\) contained in \(D\). However by \(K\) maximal, we must have \(K(a) = K\), which means that \(a \in K\). Therefore \(C(K) \subseteq K\) and we are done. \(\blacksquare\)

\((\iff\) Suppose \(K = C(K)\) and let \(L\) be a subfield of \(D\) such that \(K \subseteq L\). It follows that every element of \(L\) commutes with any element of \(K\). Thus \(L \subseteq C(K) \rightarrow L \subseteq K \rightarrow L = K\). Thus \(K\) is maximal. This concludes the proof. \(\blacksquare\)

\textbf{Theorem 2.2.6. Maximal Subfield Theorem I} \textit{Let} \(D/F\) \textit{be a division algebra of finite dimension. Then} \(D\) \textit{contains a maximal subfield} \(L\) \textit{such that the field extension} \(L/F\) \textit{is separable.}

\textbf{Proof:} Case \(D = F\): We take \(L = F\) and obtain a separable extension. Case \(D \neq F\): Then since \(D/F\) is finite-dimensional, it is an algebraic extension. We may appeal to the Jacobson-Noether Theorem to find an element \(a \in D \setminus F\) that is separable over \(F\). Thus there exist separable subfields of \(D\) with \(F \subseteq D\). Let \(K\) be maximal with this property.

Claim: \(K\) is a maximal subfield of \(D\). Proof: We appeal to the above lemma and show that \(K = C_D(K)\). \(K\) is commutative, thus we have \(K \subseteq C(K)\). Moreover \(K\) is certainly simple, thus we employ Proposition 2.2.4 part 4) to see that \(K = C(C(K))\). In other words, \(K\) is the centre of \(C(K)\). Suppose now for contradiction that \(C(K) \neq K\). Then by Jacobson-Noether there is an element \(u \in C(K) \setminus K\), which is separable over \(K\), thus we have that \(K(u)/F\) is a separable extension properly containing \(K\). However we chose \(K\) the largest field separable over \(F\), thus we have a contradiction. We conclude that \(K = C(K)\), therefore \(K\) is a separable, maximal subfield of \(D\) by the Characterization of Maximal Subfields. \(\blacksquare\)
Lemma 2.2.7. Subalgebras and Tensor Products  Let $A$ be an $F$-CSA and $B$ be a simple subalgebra. Then there is a division ring $D$ with centre $F$ such that $B^{op} \otimes_F A \cong M_n(D)$.

**Proof:** By Proposition Centralizers and Subalgebras, we know that $B \otimes A^{op} \cong M_k(D')$ for some division algebra $D'$ over $F$. Thus $(B \otimes A^{op})^{op} \cong (M_k(D'))^{op}$. However it is not difficult to show that $(M_k(D'))^{op} \cong M_k(D'^{op})$, or that $(B \otimes A^{op})^{op} \cong B^{op} \otimes A$. Thus setting $D = D'^{op}$ and $k = n$ gives the desired result. ■

Theorem 2.2.8. Degree of Maximal Subfields  Let $A$ be an $F$-CSA and let $L, M$ be maximal fields of $A$. Then $[L : F] = [M : F]$, that is, all maximal subfields of an $F$-CSA $A$ have the same degree over $F$.

**Proof:** We begin by proving the following result: let $D/F$ be a finite-dimensional division algebra and let $L$ be a maximal subfield of $D$. Then $L \otimes_F D \cong M_n(L)$ for some $n \in \mathbb{N}$, i.e. $L$ is a splitting field for $D$. Furthermore $n = [D : L] = [L : F]$. First of all we know that $C(L) = L$, thus $L \cong M_n(D')$ for some division ring $D'$ over $F$ and $n \in \mathbb{N}$ by Centralizers and Subalgebras. This tells us since $L$ is commutative that $n$ must be 1. Thus $D' \cong L$. We appeal to the above lemma to give $L^{op} \otimes D \cong M_n(L)$, so that $L \otimes D \cong M_n(L)$. We now compute $n$. Again by Centralizers and Subalgebras we have $[D : F] = [L : F][L : F] = [L : F]^2$, since $L$ is maximal. On the other hand $[L \otimes D : F] = [M_n(L) : F] = n^2[L : F]$ by the above computation. Thus $n^2 = [D : L]$ for the degrees to agree. So $n^2 = [D : F] = [L : F]^2$, therefore $n = [L : F]$. Now, since all we used was the maximality of $L$ in $D$, the same argument shows that $[D : F] = [M : F]^2$, therefore $[L : F] = [M : F]$. ■

Lemma 2.2.9. Maximal Subfields are Conjugate  Let $A$ be an $F$-CSA. If $L$ and $L'$ are maximal subfields of $A$, then they are conjugate.
Proof Outline: $L$ and $L'$ are certainly simple subalgebras of $A$; moreover they are isomorphic as a consequence of $A$ being a semisimple Artinian ring and $L, L'$ being irreducible $F$-modules. For a proof of this see [11], p98. The Noether-Skolem Theorem then allows us to conclude $L$ and $L'$ are conjugate.

2.3 Building a Brauer Group

Lemma 2.3.1. Products with Opposite Algebras Let $A$ be an $F$-CSA and let $A^{op}$ be the opposite algebra over $F$. Then we have $A \otimes_F A^{op} \cong M_n(F)$ where $n = [A : F]$.

Proof: Let $L(A)$ denote the ring of linear transformations on $A$ over $F$. Then $L(A) \cong M_n(F)$, thus it has dimension $n^2$ over $F$. Let $A_r = \{ R_a \in L(A) : a \in A \}$, where $R_a$ is the transformation $x \mapsto xa$ and let $A_l = \{ L_a \in L(A) : a \in A \}$, where $L_a$ is the transformation $x \mapsto ax$. Then we consider the maps: $A \rightarrow A_r, a \mapsto R_a$ and $A^{op} \rightarrow A_l, a \mapsto L_a$. One can check that these are $F$-isomorphisms. Thus we have: $A \otimes_F A^{op} \cong A_r \otimes_F A_l$. Now $A_l$ and $A_r$ are $F$-CSA’s, thus so is $A_r \otimes A_l$. Consider the map $A_r \otimes A_l \rightarrow A_r A_l$, $\sum R_a \otimes L_b \mapsto \sum R_a L_b$. By definition, this map is surjective and moreover is a homomorphism since elements of $A_r$ and $A_l$ commute pairwise with each other. Since the domain is simple, we must also have injectivity and so these are isomorphic. We now have $A \otimes A^{op} \cong A_r A_l \subseteq L(A)$.

Claim: $A_r A_l = L(A)$. Proof: $n^2 = [A : F]^2 = [A \otimes A^{op} : F] = [A_r A_l : F] \leq [L(A) : F] = n^2$. Thus they are equal and we conclude $A \otimes_F A^{op} \cong L(A) \cong M_n(F)$.

Lemma 2.3.2. Matrix Rings as Tensor Products Let $A$ be an $F$-algebra and $n \geq 1$. Then we have $A \otimes_F M_n(F) \cong M_n(A)$. 15
Proof: Let $e_{ij}$ be the matrix with 1 in the $ij^{th}$ position and 0 elsewhere. If \{a_1, ..., a_m\} is a $F$-basis for the CSA $A$ then the elementary tensors \{a_k \otimes e_{ij}\} as $1 \leq k \leq m$ and $1 \leq i,j \leq n$ forms a basis for $A \otimes_F M_n(F)$. For a basis element $a_k \otimes e_{ij}$ we have the corresponding basis element $(a_k)_{ij}$ for $M_n(A)$, i.e. the $n \times n$ matrix with $a_k$ in the $ij^{th}$ position and 0 elsewhere. This describes completely the required isomorphism. ■

Lemma 2.3.3. Products of Matrix Rings  Let $F$ be a field and $r, s \in \mathbb{N}$. Then $M_r(F) \otimes_F M_s(F) \cong M_{rs}(F)$.

Proof: Suppose we have $F$-vector spaces $V$ and $W$ such that $[V : F] = r$ and $[W : F] = s$. It can be shown that $\text{End}_F(V) \otimes_F \text{End}_F(W) \cong \text{End}_F(V \otimes_F W)$. If we take $S$ to be the subalgebra of $\text{End}_F(V \otimes W)$ consisting of all $f \otimes 1_W$ and $T$ to be the subalgebra of $\text{End}_F(V \otimes W)$ consisting of all $1_V \otimes g$ then $S$ and $T$ satisfy the three conditions of Lemma 1.1.14, thus we have $\text{End}_F(V \otimes W) \cong S \otimes T$, therefore $M_{rs}(F) \cong M_r(F) \otimes M_s(F)$. ■

Lemma 2.3.4. $[A : F]$ is a Square  Let $A$ be a finite dimensional $F$-CSA. Then its dimension $[A : F]$ as a vector space over $F$ is a square.

Proof: We first prove the result when $A$ is a central division algebra. Let $D$ be a division algebra with centre $F$ and consider the product $D \otimes_F \overline{F}$, call this $\overline{D}$. Since $D$ is an $F$-CSA and the algebraic closure $\overline{F}$ is clearly an $\overline{F}$-CSA. Thus we know the product $\overline{D}$ is an $\overline{F}$-CSA, in particular it is simple. By a degree argument we have that $[\overline{D} : F] = [\overline{D} : \overline{F}][\overline{F} : F] = [D : F][\overline{F} : F]$, thus $[\overline{D} : \overline{F}] = [D : F]$. Invoking the Wedderburn-Artin Theorem we have that $\overline{D} \cong M_n(F)$ for some $n \in \mathbb{N}$ and division algebra $D$. We have that $[\overline{D} : \overline{F}] = n^2$, thus $[D : F] = n^2$.

Now consider a $F$-CSA $A$. Then Wedderburn-Artin gives us $A \cong M_m(D)$ for some $m \in \mathbb{N}$ and division algebra $D$ over $F$. By the above argument
Definition 2.3.5. Brauer Equivalence Let $A$ and $B$ be F-CSAs. We say $A \sim_B B$ if $\exists r,s \in \mathbb{N}$ such that $M_r(A) \cong M_s(B)$. We read this as: $A$ is Brauer Equivalent to $B$.

Proposition 2.3.6. Brauer Equivalence is an Equivalence Relation
Let $\mathcal{C}$ denote the class of F-CSAs. Then the relation $\sim_B$ on $\mathcal{C}$ is an equivalence relation.

Proof: Let $A$ be an F-CSA such that $[A : F] = n$. Then $A \cong M_1(A)$ so we take $r = s = 1$ to see that $A \sim_B A$. Suppose now that $A \sim_B B$ for F-CSAs $A$ and $B$. Then $M_r(A) \cong M_s(B)$ so in this case we switch $r$ and $s$ to see that $B \sim_B A$. Finally suppose that $A \sim_B B$ and $B \sim_B C$ for F-CSAs $A, B, C$. Then there are $r, s, t, u \in \mathbb{N}$ such that $M_r(A) \cong M_s(B)$ and $M_t(B) \cong M_u(C)$. On the other hand we have: $M_r(A) \cong_F A \otimes M_r(F)$, $M_s(B) \cong B \otimes M_s(F)$, $M_t(B) \cong B \otimes M_t(F)$ and $M_u(C) \cong C \otimes M_u(F)$. Thus $A \otimes M_r(F) \otimes M_t(F) \cong A \otimes M_s(F) \otimes M_u(F)$ by the Products of Matrix Rings Lemma. At the same time we have $A \otimes M_r(F) \otimes M_t(F) \cong B \otimes M_s(F) \otimes M_t(F) \cong B \otimes M_t(F) \otimes M_s(F) \cong C \otimes M_u(F) \otimes M_t(F) \cong C \otimes M_t(F) \otimes M_u(F)$. Equating both sides we get $A \otimes M_r(F) \cong C \otimes M_u(F)$, thus $M_r(A) \cong M_u(C)$. Thus $A \sim_B C$ and $\sim_B$ is an equivalence relation.

Definition 2.3.7. Brauer Multiplication Let $A$ be an F-CSA and let $[A] = \{B: B$ is an F-CSA and $B \sim_B A\}$. It is easy to see that the mapping $A \rightarrow [A]$ is well defined. Thus $[A]$ is an equivalence class of F-CSAs, called an F-Brauer equivalence class. Then we define the multiplication of such classes by: $[A][B] = [A \otimes_F B]$. This multiplication is closed on the class of F-Brauer equivalence classes since we know that $A \otimes B$ is again an F-CSA.

Definition 2.3.8. Brauer Identity and Inverse Let $F$ be a given field. Then the F-Brauer equivalence class $[F]$ is called an F-Brauer identity since
If $A$ is an $F$-CSA, then we call $[A^{op}]$ a Brauer inverse. Note that Lemma 2.3.1 gives us: $A \otimes_F A^{op} \cong M_n(F)$ where $n = [A : F]$. Thus under the Brauer multiplication we have $[A \otimes_F A^{op}] = [A][A^{op}] = [F]$.

**Definition 2.3.9.** Let $F$ be a given field. We define the set $\mathcal{B}(F) = \{[A] : A$ is an $F$-CSA $\}$.

**Theorem 2.3.10. The Brauer Group** Let $F$ be a given field. The set $\mathcal{B}(F)$ is an abelian group with identity element $[F]$.

**Proof:** From the properties of the tensor product $\otimes_F$ we can see that the multiplication is both associative and commutative. By the above arguments we are assured an inverse $[A^{op}]$ for each element $[A]$ and an identity element $[F]$. It is easy to show that the identity and inverse are unique. We call $\mathcal{B}(F)$ the Brauer group over $F$.

For any field $F$ we have constructed an abelian group of $F$-CSAs modulo Brauer equivalence. Since the aim of this section is to build a tool to classify division algebras over a given field $F$, our next theorem will relate the group element $[A]$ with an element $[D]$, where $D$ is a division algebra.

**Theorem 2.3.11. Class Representatives** Let $F$ be a given field and suppose $A$ is a $F$-CSA. Then we have $[A] = [D]$ for a unique division ring $D$ up to isomorphism. Moreover $[A] = [B]$ if and only if both classes have the same representative division ring.

**Proof:** Let $A$ be an $F$-CSA. Then $A \cong M_r(D)$ for some central division algebra $D$ over $F$. Moreover we know that $D$ is unique by the Artin-Wedderburn Theorem and that $F = Z(D)$. Now since $D$ is an $F$-CSA, $[D] \in \mathcal{B}(F)$. In particular, $M_r(D) \cong A \cong M_1(A)$, therefore $D \sim_B A$ if and only if $[D] = [A]$.

For the second part of the theorem, suppose $[A] = [B]$ in $\mathcal{B}(F)$ if and only if $M_r(A) \cong M_s(B)$ if and only if $M_r(M_m(D_1)) \cong M_s(M_n(D_2))$, which is
equivalent to $M_{rm}(D_1) \cong M_{sn}(D_2)$. The uniqueness part of the Wedderburn-Artin Theorem gives us $D_1 \cong D_2$ and incidentally that $rm = sn$. ■

Let $F$ be a given a field. Denote by $\mathcal{D}$ the set of isomorphism classes of finite dimensional division algebras over $F$. We now address the 1-1 correspondence between $\mathcal{D}$ and $\mathcal{B}(F)$.

**Theorem 2.3.12. Power of Brauer** Let $F$ be a given field. Then there is a bijection from $\mathcal{B}(F)$ to $\mathcal{D}$.

**Proof:** Let $\phi : \mathcal{B}(F) \to \mathcal{D}$ be such that $\phi$ maps $[A]$ to the isomorphism class of $D$, where $D$ is the representative division algebra, equivalently $A \cong M_r(D)$ for some $r$. Claim $\phi$ is well-defined: $[D] = [D']$ in $\mathcal{B}(F)$, therefore $D \sim_B D'$. This gives us that there are $r,s$ such that $M_r(D) \cong M_s(D')$. By the uniqueness part of Artin-Wedderburn this gives $D \cong D'$, that is: $\phi([D]) = \phi([D'])$.

Claim $\phi$ is onto: Suppose $D$ is a finite dimensional division algebra over $F$. Then $D$ belongs to the isomorphism class $\phi([D])$, so that $[D] \in \mathcal{B}(F)$. Thus $\phi$ is onto.

Claim $\phi$ is 1-1: Suppose $\phi([D]) = \phi([D'])$ in $\mathcal{D}$. Therefore we have $D \cong D'$ so that $M_1(D) \cong M_1(D')$, giving us that $D \sim_B D'$. Thus $[D] = [D']$ in $\mathcal{B}(F)$. Thus $\phi$ is 1-1. We have our bijection. ■

**Corollary 2.3.13. Non-Commutative Division Algebras** Let $F$ be a given field. Then there exists a finite-dimensional non-commutative division algebra with centre equal to $F$ if and only if $\mathcal{B}(F) \neq \{1\}$.

**Proof:** Since there is a bijection from $\mathcal{B}(F)$ to $\mathcal{D}$ we have $|\mathcal{B}(F)| = |\mathcal{D}|$. Thus $\mathcal{B}(F) = \{1\}$ if and only if $|\mathcal{D}| = 1$ if and only if $\mathcal{D} = \{F\}$ since $F$ is indeed a division algebra over itself. Hence there are no non-commutative division algebras over $F$. ■
2.4 Examples of Brauer Groups

We discuss below some simple yet fundamental examples of Brauer groups, one arising from the choice of $\mathbb{R}$ as our field, and the classification of finite division algebras.

**Theorem 2.4.1. Algebraically Closed Fields**  Let $F$ be an algebraically closed field. Then $\mathcal{B}(F) = \{1\}$.

**Proof:** Let $A$ be an $F$-CSA. Then by Lemma 1.1.12 $F \otimes_F A$ is again simple as an $F$-algebra. Thus by the Wedderburn-Artin Theorem, $F \otimes F \cong M_n(D)$ for some $n \in \mathbb{N}$ and $D$ a division algebra with centre $F$. We claim $D = F$. Suppose for contradiction this was not the case, then there is an $a \in D \setminus F$, therefore $F(a)$ is an algebraic extension of $F$ with $F \subsetneq F(a)$. Since $F = F$ this is a contradiction, thus $D = F = F$ and our claim is proven. ■

For any $F$-CSA $A$ we have $F \otimes_F A \cong M_n(F)$ implies that $A \cong M_n(F)$, that is, $[A] = [F] = 1_{\mathcal{B}(F)}$. Therefore $\mathcal{B}(F) = \{1\}$. Another way to see this is to employ corollary 2.3.13 along with the fact that any division ring over an algebraically closed field $F$ is commutative, so that the Brauer group of $F$ is trivial.

**Theorem 2.4.2. Finite Fields**  Let $F$ be a finite field. Then $\mathcal{B}(F) = \{1\}$.

**Proof:** Let $A$ be an $F$-CSA, where $F$ is finite. We have $A \cong M_n(D)$ where $D$ is a division algebra with centre $F$. Now since $[A : F] < \infty$, $A$ is also finite, so that $D$ is finite, thus $D = L$ where $L$ is a field extension of $F$. Therefore $Z(D) = D$, so that $D = F$, and we have $[D] = [F]$ in $\mathcal{B}(F)$. ■

**Theorem 2.4.3. Frobenius**  Let $D$ be a division ring such that $Z(D) = \mathbb{R}$. If $D$ is not commutative, then we have $D \cong \mathbb{H}$.
Let $A$ be an $R$-CSA. Then in $\mathcal{B}(R)$, $[A] = [D]$ for $D$ a field or $D \cong H$. Thus $\mathcal{B}(R) = \{[R], [H]\}$ by Corollary 2.3.13, so $\mathcal{B}(R)$ is the group of order two.

We complete this discussion by stating some deeper results for $\mathcal{B}(F)$ given $F = \mathbb{Q}$. For $p$ a prime in $\mathbb{Z}$, we denote by $\mathbb{Q}_p$ the field of $p$-adic numbers. Then due to a famous result of Brauer, Hasse, and Noether one can show that $\mathcal{B}(\mathbb{Q}_p)$ is isomorphic to $\mathbb{Q}/\mathbb{Z}$. The proof of this result comes from a branch of mathematics called Class Field Theory, which originally developed around the 1930’s when advances in modern abstract algebra were a common occurrence. This isomorphism gives what is known as a local structure theorem for the Brauer Group of any $p$-adic completion of $\mathbb{Q}$. Moreover for any algebraic number field $K$ and its $p$-adic completion $K_p$ we have the following: $\mathcal{B}(K_p) \cong \mathbb{Q}/\mathbb{Z}$. Finally the structure of $\mathcal{B}(\mathbb{Q})$ and more generally for $\mathcal{B}(K)$ has also been determined. These are best presented here in terms of exact sequences.

**Structure of the Brauer Group** Let $p$ be a finite prime of a number field $K$, that is, $p$ corresponds to a prime ideal of the ring of integers of $K$. Then we have the existence of the following isomorphism:

$$\phi_p: \mathcal{B}(K_p) \to \mathbb{Q}/\mathbb{Z}$$

Furthermore we consider the cases where $p$ is an infinite prime of $K$, that is, $p$ corresponds to an archimedean valuation. Then we have: $\phi_p: \mathcal{B}(K_p) \to \frac{1}{2}\mathbb{Z}/\mathbb{Z}$ if $p$ is real and $\phi_p: \mathcal{B}(K_p) \to \{0\}$ if $p$ is complex. Now we define the sum $S(K) = \bigoplus_p \mathbb{Q}/\mathbb{Z} \bigoplus \sum_{p'} \frac{1}{2}\mathbb{Z}/\mathbb{Z} \bigoplus \sum_{p^*}\{0\}$, where $p$ denotes a finite prime, $p'$ denotes an infinite real prime and $p^*$ denotes an infinite complex prime. Then we have the sequence:

$$\{1\} \longrightarrow \mathcal{B}(K) \xrightarrow{\phi_p} S(K) \xrightarrow{\psi} \mathbb{Q}/\mathbb{Z} \longrightarrow \{1\}$$

where $\psi$ adds the coordinates of the direct sum.
When $K = \mathbb{Q}$ we have:

$$\{1\} \rightarrow B(\mathbb{Q}) \rightarrow B(\mathbb{R}) \bigoplus \sum_p B(\mathbb{Q}_p) \xrightarrow{\psi} \mathbb{Q}/\mathbb{Z} \rightarrow \{1\}$$

where $B(\mathbb{R})$ is identified with $\langle \frac{1}{2} + \mathbb{Z} \rangle$.

For more details on these sequences please see [19], chapter 6. A thorough understanding of the above concepts requires a familiarity with class field theory and crossed product algebras, which arose as a solution to determining the explicit structure of many CSAs including the subclass of cyclic algebras. The latter are discussed in the next two chapters.
Chapter 3

Crossed Products

3.1 Separable Maximal Fields

Let $A$ be an $F$-CSA. Then we know there exists a division algebra $D$ such that $A \cong D \otimes M_k(F)$ for some $k \in \mathbb{N}$. Let $L \subseteq D$ be a maximal subfield such that $L/F$ is separable. Then we have $[D: F] = n^2$ for some $n \in \mathbb{N}$ by Lemma 2.3.4. Since $[D: F] = [L: F]^2$, we have $[L: F] = n$.

Now let $L_1$ be the normal closure of $L$ and suppose $[L_1: L] = m, m \in \mathbb{N}$. We note here that $D \otimes M_m(F) \cong A_1$ where $A_1$ is an $F$-CSA. Claim: $L_1 \subseteq A_1$.

Proof: $L \otimes M_m(F) \cong M_m(L) \subseteq A_1$, since $M_m(L)$ is certainly contained in $M_m(D) \cong D \otimes M_m(F)$. Moreover $L_1 \subseteq M_m(L)$ as a consequence of the Artin-Wedderburn, thus $L_1 \subseteq A_1$. Moreover $[A_1: F] = [D: F][M_m(F): F] = n^2m^2 = [L_1: F]^2$.

Thus we may conclude that for an arbitrary $F$-CSA $A$, we may identify an $F$-CSA $A_1$ such that $[A_1: F] = [L_1: F]^2$ for a normal maximal subfield $L_1$ of $A_1$. We complete this discussion with the fact that in $\mathcal{B}(F)$, $[A_1] = [A]$. Too see this, we appeal to the usual representation of $A$ as $M_k(D)$ and $A_1$ as $M_m(D)$. Thus by definition of $\sim_{\mathcal{B}(F)}$ we have $[A] = [A_1]$.

For the rest of this chapter if $A$ is an $F$-CSA, we assume without loss of
generality that $A$ has a normal and separable maximal subfield $L$. Thus $L/F$ is a Galois extension. Let $G = Gal_F(L)$ and $n = [L : F] = |G|$.

### 3.2 Crossed Product Algebra

Let $A$, $L$ and $G$ be as above and let $\sigma \in G$. The Noether-Skolem Theorem gives us an invertible element $x_\sigma \in A$ such that $\sigma(a) = x_\sigma ax_\sigma^{-1}$ for all $a \in L$.

**Lemma 3.2.1.** $A = \{\sum_{\sigma \in G} x_\sigma a_\sigma : a_\sigma \in L\}$.

**Proof:** We show that the $x_\sigma$'s are linearly independent over $L$ and span $A$. We may write $\sum_\sigma x_\sigma a_\sigma = \sum_\sigma \sigma(a_\sigma)x_\sigma$ where $\sigma(a_\sigma) \in L$. Then if $\sum_\sigma \sigma(a_\sigma)x_\sigma = 0$, then $\sigma(a_\sigma) = 0$ for all $\sigma \in G$, since any element of $A$ can be expressed as an $F$-linear, thus an $L$-linear combination. This implies $a_\sigma = 0$ for all $\sigma \in G$, so we have linear independence. Moreover $|G| = n$, or put another way, $|\{x_\sigma : \sigma \in G\}| = n$. Thus $\text{dim}_L\{\text{Span}_L\{x_\sigma : \sigma \in G\}\} = n$ gives us that $\text{dim}_F\{\text{Span}_L\{x_\sigma : \sigma \in G\}\} = n^2$. So the span of the $x_\sigma$ over $L$ has the same dimension as $A$, therefore $A = \text{Span}_L\{x_\sigma : \sigma \in G\}$. Thus the $x_\sigma$ form a basis for $A$ as a right vector space over $L$ and we have $A = \{\sum_{\sigma \in G} x_\sigma a_\sigma : a_\sigma \in L\}$.

Let $\sigma, \tau \in G$, $a \in L$. Then $(x_\sigma x_\tau)a(x_\sigma x_\tau)^{-1} = x_\sigma x_\tau a x_\tau^{-1} x_\sigma^{-1} = x_\sigma \tau(a)x_\sigma^{-1} = \sigma \tau(a) = x_\sigma \tau x_\sigma^{-1}$. Therefore if $a \in L$ then $x_\sigma \tau(x_\sigma x_\tau)^{-1}a = ax_\sigma \tau(x_\sigma x_\tau)^{-1}$, therefore $x_\sigma \tau(x_\sigma x_\tau)^{-1} \in C_A(L) = L$ since $L$ is maximal. Hence $x_\sigma \tau(x_\sigma x_\tau)^{-1} = l$, $l \in L\{0\}$, so that $x_\sigma x_\tau x_\tau^{-1} = l^{-1}$, that is, $x_\sigma x_\tau = l^{-1}x_\sigma \tau$, giving us that $x_\sigma x_\tau = x_\sigma \tau \sigma \tau(\tau^{-1})$. $\sigma \tau(\tau^{-1}) \in L$ so we set $f(\sigma, \tau) = \sigma \tau(\tau^{-1})$ and conclude that

$$x_\sigma x_\tau = x_\sigma f(\sigma, \tau) \quad (1)$$
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Let \( f: G \times G \to L \setminus \{0\} = L^x \) be the mapping assigning the element \( f(\sigma, \tau) \) to the pair \((\sigma, \tau)\). We investigate some properties of \( f \). Recall \( A \) is associative so that given \( \sigma, \tau, \nu \in G \) we have
\[
x_\sigma(x_\tau x_\nu) = (x_\sigma x_\tau) x_\nu
\]
\[
\Rightarrow x_\sigma x_\tau f(\tau, \nu) = x_\sigma f(\sigma, \tau)x_\nu
\]
\[
\Rightarrow x_\sigma^{-1}x_\sigma x_\tau f(\tau, \nu) = f(\sigma, \tau)x_\nu
\]
\[
\Rightarrow x_\nu^{-1}x_\sigma^{-1}x_\sigma x_\tau f(\tau, \nu) = x_\nu^{-1} f(\sigma, \tau)x_\nu
\]
\[
\Rightarrow (x_\sigma x_\tau)^{-1}x_\sigma x_\tau f(\tau, \nu) = \nu(f(\sigma, \tau)).
\]
Therefore \([x_\sigma x_\tau f(\sigma, \nu)]^{-1}x_\sigma x_\tau f(\sigma, \nu)f(\tau, \nu) = \nu(f(\sigma, \tau))\), so that \( f(\sigma, \nu)^{-1}f(\sigma, \tau \nu)f(\tau, \nu) = \nu(f(\sigma, \tau))\), which gives
\[
f(\sigma, \tau \nu)f(\tau, \nu) = f(\sigma \tau, \nu)\nu(f(\sigma, \tau)) \tag{2}
\]
This identity is called the Factor Set Condition.

**Definition 3.2.2. Factor Set** Let \( L/F \) be a Galois extension with \( G = \text{Gal}_F(L) \). Then a mapping \( f: G \times G \to L^x \) is called a factor set if (2) is satisfied for all \( \sigma, \tau, \nu \in G \).

Note here that if we choose \( \tau = \nu = 1 \in G \) and \( \sigma \) arbitrary then (2) gives \( f(\sigma, 1) = f(1, 1) \). If we choose \( \sigma = \tau = 1 \in G \) and \( \nu \) arbitrary then we have \( f(1, \nu) = \nu(f(1, 1)) \).

**Definition 3.2.3. Crossed Product** Let \( L/F \) be a Galois extension with \( G = \text{Gal}_F(L) \) and let \( f: G \times G \to L^x \) be a mapping. Then we call \((L, G, f)\) a crossed product if the following conditions hold:

i) \((L, G, f) = \{ \sum_{\sigma \in G} x_\sigma a_\sigma: a_\sigma \in L \}\).

ii) Equality and addition in \((L, G, f)\) are term-wise, that is: \( x_\sigma a_\sigma + x_\sigma b_\sigma = x_\sigma(a_\sigma + b_\sigma) \).

iii) Identity 1) above holds for all \( a \in L \).

iv) Identity 2) above holds for all \( \sigma, \tau \nu \in G \).
Theorem 3.2.4. Crossed Products are CSAs  Given a Galois extension $L/F$, $G = Gal_F(L)$ and a factor set $f$, the resulting crossed product $A = (L, G, f)$ is a central simple algebra over $F$.

Proof: If we choose $\sigma = \tau = \nu = 1 \in G$ then iv) gives $(x_1x_1) = x_1f(1, 1)$, that is, $1 = x_1f(1, 1)^{-1}$ so $x_1f(1, 1)^{-1}$ is the unity element for $A$. $A$ is associative since the basis elements are associative by iv). Thus $A$ is an associative algebra with twisted multiplication as defined in iii).

Claim: $Z(A) = F$. Proof: Since $F$ is the fixed field of $G$, if we fix an $a \in F$ we have $\sigma(a) = a$ for each $\sigma \in G$. Multiplication by $x_\sigma$ gives $ax_\sigma = x_\sigma a$, that is $F \subseteq Z(A)$. Conversely, if $x_\sigma \in Z(A)$, then $x_\tau x_\sigma = x_\sigma x_\tau$ for any $\tau \in G$. Moreover $Z(A) \subseteq C_A(L)$, so that $x_\tau x_\sigma = x_\sigma x_\tau$. Thus $\sigma(x_\tau) = x_\tau$ for all $\tau \in G$, so $\sigma = 1$. This gives us that $x_\sigma = x_1$ and $x_1 \in x_1f(1, 1)^{-1}F \cong F$. Therefore $Z(A) \subseteq F$ and we have shown that the centre of $A$ is $F$.

Claim: $A$ is simple. Proof: Let $I \neq \{0\}$ be an ideal of $A$, and let $u \in I, u \neq 0$ be of shortest length in the sense that fewest terms are needed to write $u = \sum \sigma x_\sigma a_\sigma$. Without loss of generality $a_1 \neq 0$, and for any $a \in L$, the element $ua - au \in I$ since $I$ is an ideal. Thus we have $a \sum \sigma x_\sigma a_\sigma - \sum \sigma x_\sigma a_\sigma a \in I$, which gives $\sum \sigma ax_\sigma a_\sigma - \sum \sigma (a)x_\sigma a_\sigma \in I$, so that $\sum \sigma x_\sigma (aa_\sigma - \sigma(a)a_\sigma) \in I$ implies that $\sum \sigma x_\sigma (a - \sigma(a))a_\sigma \in I$. When $\sigma = 1$, $a - \sigma(a) = 0$, so we have constructed an element in $I$ of shorter length than $u$, which is a contradiction.

Thus we must have $\sum \sigma x_\sigma (a - \sigma(a))a_\sigma = 0$ for each $a \in L$. Now given $\sigma \in G$, $\sigma \neq 1$, there exists an $a \in L$ such that $\sigma(a) \neq a$ gives $a - \sigma(a) \neq 0$. Therefore we must have $a_\sigma = 0$, that is $u = x_1a_1 \in I$. However $x_1a_1$ is invertible, so $u^{-1}$ exists in $A$ therefore $uu^{-1} = 1 \in I$, so that $I$ is all of $A$. Thus $A$ is an $F$-CSA. ■

Thus any crossed product $A = (L, G, f)$ is a CSA with centre equal to the base field of $L$. Additionally from our discussion above, given an $F$-CSA $A$ and normal maximal subfield $L$, we can construct the crossed product
\((L,G,f)\) where \(G = \text{Gal}_F(L)\) and \(f : G \times G \to L^\times, f : (\sigma, \tau) \mapsto f(\sigma, \tau)\). This crossed product has the property that in \(B(F)\), 
\([A] = [(L,G,f)]\).

### 3.3 Properties of Crossed Products

**Definition 3.3.1. Equivalence** Let \(G, L\) be as above and let \(f, g : G \times G \to L^\times\) be factor sets. We say \(f\) and \(g\) are equivalent if there exists a map \(\lambda : G \to L\) such that for all \(\sigma, \tau \in G\),
\[ g(\sigma, \tau) = \lambda^{-1}_\sigma \tau(\lambda_\sigma)\lambda_\tau f(\sigma, \tau). \]

**Lemma 3.3.2. Isomorphic Crossed Products** Let \((L,G,f)\) and \((L,G,g)\) be crossed products. Then \((L,G,f) \cong (L,G,g)\) if and only if \(f\) and \(g\) are equivalent.

**Proof:** \((\Rightarrow)\). We have \(\{x_\sigma : \sigma \in G\} \subseteq (L,G,f)\) and properties iii) and iv) of crossed products allow us to choose some \(0 \neq \lambda_\sigma \in L\) such that setting \(y_\sigma = x_\sigma\lambda_\sigma\) for \(\sigma \in G\) gives:

1) \(\text{Span}_L\{y_\sigma : \sigma \in G\} = (L,G,f)\) and
2) \(y_\sigma a = \sigma(a)y_\sigma\ \forall a \in L \forall \sigma \in G\)

Furthermore, \(y_\sigma y_\tau = x_\sigma\lambda_\sigma x_\tau\lambda_\tau = x_\sigma x_\tau\tau(\lambda_\sigma)\lambda_\tau = x_\sigma f(\sigma, \tau)(\lambda_\sigma)\lambda_\tau y_\sigma\lambda_\sigma^{-1}\tau(\lambda_\sigma)\lambda_\tau f(\sigma, \tau)\). Let \(h(\sigma, \tau) = \lambda^{-1}_\sigma \tau(\lambda_\sigma)\lambda_\tau f(\sigma, \tau)\). Then \(y_\sigma y_\tau = y_\sigma h(\sigma, \tau)\) so that we have constructed an algebra \(A\) isomorphic to \((L,G,f)\). Let \(B = (L,G,g)\) and let \(\psi : B \to A\) be an isomorphism. Then without loss of generality \(\psi\) is an inner automorphism, or conjugation map. So we may assume \(\psi\) fixes \(L\) element-wise. This is because \(\psi(L)\) is a maximal subfield and is thus conjugate to \(L\) by Lemma 2.2.9. So we have \(\psi(a) = a\) for each \(a \in L\). Let \(\{z_\sigma : \sigma \in G\} \subseteq B\) be the basis elements, so that \(z_\sigma z_\tau = z_\sigma g(\sigma, \tau)\). Then \(\psi(z_\sigma) = y_\sigma = x_\sigma\lambda_\sigma\). Therefore \(\psi(z_\sigma z_\tau) = \psi(z_\sigma)g(\sigma, \tau)\), so that \(\psi(z_\sigma)\psi(z_\tau) = \psi(z_\sigma)g(\sigma, \tau)\), so that we have \(y_\sigma y_\tau = y_\sigma g(\sigma, \tau)\), which gives us that \(y_\sigma\lambda_\sigma^{-1}\tau(\lambda_\sigma)\lambda_\tau f(\sigma, \tau) = y_\sigma g(\sigma, \tau)\), or equivalently, \(g(\sigma, \tau) = \lambda^{-1}_\tau(\lambda_\sigma)\lambda_\tau f(\sigma, \tau)\). Therefore \(f\) and \(g\) are equivalent.
This direction is essentially a reversal of the above argument and is left to the reader.

Let $f$ be a factor set and set $t = f(1,1)^{-1}$, $\lambda_\sigma = \sigma(t)$. Then if $g(\sigma,\tau) = \lambda_\sigma^{-1}\tau(\lambda_\sigma)\lambda_\tau f(\sigma,\tau)$, therefore $g(\sigma,\tau) = \tau(t) f(\sigma,\tau)$ so $g(\sigma,1) = g(1,1) = f(1,1)^{-1}f(\sigma,1) = f(1,1)^{-1}f(1,1) = 1$ and $g(1,\sigma) = \sigma(t) f(1,1) = \sigma(f(1,1))^{-1}\sigma(f(1,1)) = 1$. If $f$ and $g$ are equivalent, $(L,G,f)$ and $(L,G,g)$ are isomorphic. Thus without loss of generality when we study crossed products we need only consider those with factor sets $f$ satisfying $f(\sigma,1) = f(1,\sigma) = 1$ for all $\sigma \in G$.

**Definition 3.3.3. Factor Set Product** Let $f,g: G \times G \to L^\times$ be factor sets. Define $h: G \times G \to L^\times$ by $h(\sigma,\tau) = f(\sigma,\tau)g(\sigma,\tau)$ $\forall \sigma,\tau \in G$. We call $h$ the product of $f$ and $g$ and write $h = fg$.

A straightforward calculation shows that $h$ is a factor set, so that $(L,G,h)$ is a crossed product. An interesting fact to note here is that all the factor sets for a given pair $L,G$ form a group under the product defined above. The unit element is $f(\sigma,\tau) = 1$ for each $\sigma,\tau \in G$ and the inverse $f^{-1}(\sigma,\tau)$ is defined pointwise by $(f(\sigma,\tau))^{-1}$.

### 3.4 Crossed Products and the Brauer Group

**Lemma 3.4.1.** Let $L,G$ be as above. Then $(L,G,1) \cong M_n(F)$ where $n = [L:F]$.

**Proof:** $[L:F] = n$, which means that $[(L,G,f):F] = n^2$. Now $L \subseteq (L,G,1)$ as a subfield and for all $\sigma \in G$ there is an $x_\sigma \in (L,G,1)$ such that $x_\sigma a = \sigma(a)x_\sigma$ for each $a \in L$ and $x_\sigma x_\tau = x_{\sigma \tau}$ ($\ast$). We define an action $*_x$ of $(L,G,1)$ on $L$ by: for $a \in L$, $x = \sum_\sigma x_\sigma a_\sigma \in (L,G,1)$ $a*_x = \sum_{\sigma \in G} \sigma(a)a_\sigma$. Let $A_F(L)$ be the ring of $F$-linear transformations on $L$. Then using the
relations \((\ast)\) one can show \(\phi: (L,G,1) \rightarrow A_F(L), \ \phi(x) = \ast_x \) is a non-zero module homomorphism. Moreover \((L,G,1)\) is simple, thus \(\phi\) is an injection. Finally, \(\left[(L,G,1): F\right] = n^2 = [A_F(L): F]\), thus \(\phi\) is surjective. Therefore \((L,G,1) \cong A_F(L) \cong M_n(F)\). ■

Of course this means we may now represent the class \([\left(L,G,1\right)]:B(F)\) as \([F] = 1_{B(F)}\). Next we connect multiplication in \(B(F)\) with taking products of factor sets.

**Lemma 3.4.2. Idempotent Multiplication** Let \(L/F\) be a finite normal extension with \(G = \text{Gal} F(L)\). Then \(L \otimes_F L = \bigoplus_{\sigma \in G} e_\sigma(L \otimes 1) = \bigoplus_{\sigma \in G} e_\sigma(1 \otimes L)\), where \(\{e_\sigma: \sigma \in G\}\) are mutually orthogonal idempotents such that \(\forall a \in L, e_\sigma(a \otimes 1) = e_\sigma(1 \otimes \sigma(a)).\)

**Proof:** There is more than one way to prove this lemma, but any proof is minimally relevant to our discussion, so it is omitted. The interested reader is directed to [11], p113 for one version.

**Lemma 3.4.3. Idempotent Representation** Let \(A\) be an \(F\)-CSA and \(0 \neq e\) an idempotent in \(A\). Then in \(B(F)\) we have \([A] = [eAe]\).

**Proof:** Wedderburn-Artin gives \(A = M_m(D)\) for a division algebra \(D\) with centre \(F\), \(m \in \mathbb{N}\) and by Theorem 2.3.11 \([A] = [D]\) in \(B(F)\). Without loss of generality we may write \(e = \begin{pmatrix} I & 0 \\ 0 & 0 \end{pmatrix}\) where \(I_r\) is the \(r \times r\) identity matrix. This is obtained by a change of basis via an inner automorphism of \(A\). From here we see that \(eAe = \begin{pmatrix} I & 0 \\ 0 & 0 \end{pmatrix} M_r(D) \begin{pmatrix} I & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} M_r(D) & 0 \\ 0 & 0 \end{pmatrix}\)

Therefore, \(eAe \cong M_r(D)\), giving us \([eAe] = [D]\) in \(B(F)\) by the definition of \(\sim_B\). Therefore \([A] = [eAe]\) and we are done. ■
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Theorem 3.4.4. Factor Sets in $\mathcal{B}(F)$  Let $L/F$ be a normal extension and $G = \text{Gal}_F(L)$. If $f, g : G \times G \to L^x$ are factor sets then $[(L, G, f)][(L, G, g)] = [(L, G, fg)]$ in $\mathcal{B}(F)$.

Proof: Let $E = (L, G, f) \otimes_F (L, G, g)$ with $L \otimes L \subseteq E$. Applying the Idempotent Multiplication Lemma, we have for all $\sigma \in G$ there exists a non-zero $e_\sigma$ in $L \otimes L$ where the $e_\sigma$ are idempotents such that $e_\sigma e_\tau = 0 \forall \sigma \neq \tau$ and $e_\sigma(a \otimes 1) = e_\sigma(1 \otimes \sigma(a))$ for $a \in L$. Now let $e = e_1$, so that $e(a \otimes 1) = e(1 \otimes a)$ for all $a \in L$. Let $\{x_\sigma : \sigma \in G\}$ be the basis elements for $(L, G, f)$ and $\{y_\sigma : \sigma \in G\}$ the basis elements for $(L, G, g)$. Then we have $x_\sigma^{-1}ax_\sigma = \sigma(a)$ for each $a \in L$, $x_\sigma x_\tau = x_{\tau \sigma}f(\sigma, \tau)$ and $y_\sigma^{-1}ay_\sigma = \sigma(a)$ for each $a \in L$, $y_\sigma y_\tau = y_{\tau \sigma}g(\sigma, \tau)$. We form a new idempotent $e' = (1 \otimes y_\sigma^{-1})e(1 \otimes y_\sigma)$ of $L \otimes L$ such that $e'(1 \otimes a) = (1 \otimes y_\sigma^{-1})e(1 \otimes y_\sigma a) = (1 \otimes y_\sigma^{-1})e(1 \otimes \sigma(a))(1 \otimes y_\sigma) = (1 \otimes y_\sigma^{-1})e(\sigma(a) \otimes 1)(1 \otimes y_\sigma) = (1 \otimes y_\sigma^{-1})e(1 \otimes y_\sigma)(\sigma(a) \otimes 1) = e'(\sigma(a) \otimes 1)$. Thus for all $\sigma \in G$ we have $e' = e_\sigma$, so that $(1 \otimes y_\sigma^{-1})e(1 \otimes y_\sigma) = e_\sigma$, giving us that $e(1 \otimes y_\sigma) = (1 \otimes y_\sigma)e_\sigma$, that is:

$$e(1 \otimes y_\sigma)e = (1 \otimes y_\sigma)e_\sigma e$$  \hspace{1cm} (1)

Now if $\sigma \neq 1$ forces $ee_\sigma = 0$, then we have that $e(1 \otimes y_\sigma)e = 0$. Similarly, defining $e'' = (x_\sigma \otimes 1)e(x_\sigma^{-1} \otimes 1)$ results in

$$e'' = e_\sigma \forall \sigma \in G$$  \hspace{1cm} (2)

Set $w_\sigma = x_\sigma \otimes y_\sigma$. Then we may use (1) and (2) to verify that $w_\sigma e = ew_\sigma$: when $\sigma = 1$ we have $e(1 \otimes y_\sigma) = (1 \otimes y_\sigma)e$ and $e(x_\sigma \otimes 1) = (x_\sigma \otimes 1)e$. On the other hand when $\sigma \neq 1$ we have $w_\sigma e = ew_\sigma = 0$. In turn, this gives $ew_\sigma e = ew_\sigma$. Let $u_\sigma = ew_\sigma$. Then we have $u_\sigma = ew_\sigma e \in eE e$ and $u_\sigma^{-1} = (ew_\sigma)^{-1} = (w_\sigma e)^{-1} = ew_\sigma^{-1}$. Moreover, $u_\sigma u_\tau = ew_\sigma ew_\tau = ew_\sigma w_\tau = e(x_\sigma x_\tau \otimes y_\sigma y_\tau) = e(x_{\sigma \tau}f(\sigma, \tau) \otimes y_{\sigma \tau}g(\sigma, \tau)) = e(x_{\sigma \tau} \otimes y_{\sigma \tau})(f(\sigma, \tau) \otimes g(\sigma, \tau)) = ew_{\sigma \tau}e(f(\sigma, \tau) \otimes g(\sigma, \tau)) = u_{\sigma \tau}e(f(\sigma, \tau)g(\sigma, \tau) \otimes 1)$, that is
$$u_\sigma u_\tau = u_{\sigma,\tau} e(f(\sigma,\tau)g(\sigma,\tau) \otimes 1) \tag{3}$$

In addition, we have

$$u_\sigma(a \otimes 1) e u_\sigma^{-1} = (x_\sigma \otimes y_\sigma)(a \otimes 1)(x_\sigma^{-1} \otimes y_\sigma^{-1}) e = (x_\sigma a x_\sigma^{-1} \otimes y_\sigma y_\sigma^{-1}) e = (\sigma(a) \otimes 1) e,$$

that is

$$u_\sigma(a \otimes 1) e u_\sigma^{-1} = (\sigma(a) \otimes 1) e \tag{4}$$

In summary, identities (3) and (4) along with the fact that $e(L \otimes 1) = (L \otimes 1) e$ lead to the construction of a new crossed product $(e(L \otimes 1), G, e(f \otimes 1)(g \otimes 1))$ contained in $eEe$.

Continuing on, we also have for $a, a' \in L$:

$$e(x_\sigma a \otimes y_\sigma a') e = e(x_\sigma \otimes y_\sigma)(1 \otimes y_\sigma^{-1}y\tau)e(a \otimes a') = u_\sigma e(1 \otimes y_\sigma^{-1}y\tau)e(aa' \otimes 1).$$

If $\sigma \neq \tau$ then $e(1 \otimes y_\sigma^{-1}y\tau)e = e(1 \otimes y_\sigma^{-1})ee(1 \otimes y\tau)e$. But $e(1 \otimes y_\sigma^{-1}) e = 0$, thus $e(1 \otimes y_\sigma^{-1}y\tau)e = 0$. If $\sigma = \tau$, then $e(x_\sigma a \otimes y_\sigma a') e = u_\sigma e(aa' \otimes 1)$. Therefore in either case $eEe \subseteq (e(L \otimes 1), G, e(f \otimes 1)(g \otimes 1))$, so that $eEe = (e(L \otimes 1), G, e(fg \otimes 1))$. Since $e \in L \otimes L$, giving us that $e(L \otimes 1) \cong L$, so that $eEe \cong (L, G, fg)$. Now by the Idempotent Representation Lemma $[E] = [eEe]$, thus $[E] = [(L, G, fg)]$ and this completes the proof. ■

In conclusion, if $\mathcal{H} = \{[(L, G, f)]\}$ as $f$ runs through all factor sets on $G \times G$ then $[(L, G, 1)] = 1_{B(F)} \in \mathcal{H}$, $[(L, G, f)][(L, G, g)] = [(L, G, fg)] \in \mathcal{H}$ and if $[(L, G, f)] \in \mathcal{H}$ then $[(L, G, f)]^{-1} = [(L, G, f^{-1})] \in \mathcal{H}$. Thus $\mathcal{H} \subseteq B(F)$.

This gives us the following theorem:

**Theorem 3.4.5.** Let $A$ be an $F$-CSA. Then $A$ is Brauer equivalent to a crossed product algebra.

Thus in studying $B(F)$, we need only consider the set of classes $\mathcal{C} = \{[(L, G, f)]\}$ such that $L$ runs over all normal extensions of $F$, $G = \text{Gal}_F(L)$ and $f$ is a factor set from $G \times G$ to $L^\times$. 
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3.5 Crossed Products and Cohomology

In this section we briefly introduce some terminology and present two nice results connecting $n^{th}$ cohomology groups with the Brauer group $\mathcal{B}(F)$.

**Definition 3.5.1. G-Module** Let $G, M$ be groups such that $M$ is abelian under $+$. Let $G$ act on $M$ by left multiplication $g \cdot a$, such that:

i) $g \cdot (a + a') = g \cdot a + g \cdot a'$

ii) $(gh) \cdot a = g \cdot (h \cdot a)$

Then we call $M$ a left $G$-module.

Let $G, M$ be as above. Let $C^n(G, M)$ denote the additive group of functions from $G^n$ to $M$, where $G^n$ is the $n$-fold cartesian product. Now define a mapping $\delta^n : C^n \rightarrow C^{n+1}$ by

$$(\delta^n f)(x_1, \ldots, x_{n+1}) = f(x_2, \ldots, x_{n+1}) + \sum_{i=1}^{n} (-1)^{i} f(x_1, \ldots, x_ix_{i+1}, \ldots, x_{n+1}) + (-1)^{n+1} x_{n+1}f(x_1, \ldots, x_n)$$

Then it can be shown that $\delta^n \delta^{n-1} = 0$ for $n > 1$. We also define the following groups: $Z^n = \{ f \in C^n : \delta^n f = 0 \}$ and $B^n = \{ \delta^{n-1} f : f \in C^n \}$. Note that if $\delta^{n-1} f \in B^n$, then $\delta^n(\delta^{n-1} f) = 0$.

**Definition 3.5.2. $n^{th}$ Cohomology Group** Let $G, M$ be as above. Then we define $H^n(G, M) = Z^n/B^n$, this is the $n^{th}$ cohomology group of $G$ in $M$.

Let $L/F$ be a normal extension with $G = \text{Gal}_F(L)$. Then we can view $L^\times$ as a $G$-module with action $\ast$, where $\sigma \ast a = \sigma(a) \in L^\times$. We begin with two simple propositions.

**Proposition 3.5.3. Factor Sets and $H^2$** Let $G, L$ be as above. Then $f : G \times G \rightarrow L^\times$ is a factor set if and only if $f \in Z^2(G, L^\times)$.
Proof: \( f : G^2 \to L^\times \) is a factor set if and only if \( f \) satisfies \( f(\sigma, \tau \nu) + f(\tau, \nu) = f(\sigma \tau, \nu) + \nu(f(\sigma, \tau)) \) for all \( \sigma, \tau, \nu \in G \) if and only if \( f(\tau, \nu) - f(\sigma, \tau \nu) + f(\sigma, \tau \nu) - \nu(f(\sigma, \tau)) = 0 \) for all \( \sigma, \tau, \nu \in G \) if and only if \( (\delta^2 f)(\sigma, \tau, \nu) = 0 \) for all \( \sigma, \tau, \nu \in G \). ■

**Proposition 3.5.4. Factor Sets and \( H^2 \)** Let \( G, L \) be as above. Then two factor sets \( f \) and \( g \) are equivalent if and only if \( fg^{-1} \in B^2(G, L^\times) \).

Proof: Suppose \( fg^{-1} \in B^2(G, L^\times) \), that is \( fg^{-1} = \delta^1 \lambda \) for some \( \lambda \in C^1 \) if and only if \( (\delta^1 \lambda)(\sigma, \tau) = \lambda(\tau) - \lambda(\sigma \tau) + \tau(\lambda(\sigma)) \). We now change notation to the more familiar \( \lambda_\sigma \) for \( \lambda(\sigma) \) to see that our last line is equivalent to \( (\delta^1 \lambda)(\sigma, \tau) = \lambda_\tau - \lambda_\sigma + \tau(\lambda_\sigma) \) if and only if \( f(\sigma, \tau) = \lambda_\tau - \lambda_\sigma + \tau(\lambda_\sigma)g(\sigma, \tau) \) if and only if \( f \) and \( g \) are equivalent. ■

Now we are led to our first result, namely that the set of classes \( \mathcal{H} = [(L, G, f)] \) is isomorphic to \( H^2(G, L^\times) \). This can be seen by noting that a factor set \( f \) is equivalent to 1 if and only if \( f^{-1} = f \in B^2(G, L^\times) \), so that \( Z^2(G, L^\times)/B^2(G, L^\times) \) is precisely the group of factor sets modulo those equivalent to 1. Let \( C \) be as defined in Section 3.4. Then we consider the mapping \( \phi : H^2(G, L^\times) \to C, \phi(f) = (G, L^\times, f) \), which gives us an explicit 1-1 correspondence between \( C \) and \( H^2(G, L^\times) \). We summarize this result below before moving on to our next result.

**Fact 3.5.5.** \( C \cong H^2(G, L^\times) \).

**Lemma 3.5.6. Finite Groups and Finite Quotients** Let \( G \) and \( M \) be groups with \( M \) abelian. If \( |G| = k < \infty \) then \( kH^n(G, M) = \{0\} \) for each \( n \in \mathbb{N} \).

Proof outline: Let \( f \in Z^n(G, M) \). Then if \( (x_1, ..., x_{n+1}) \in G \) we have \( (\delta^n f)(x_1, ..., x_{n+1}) = 0 \). We then write this out explicitly in terms of the definition for \( (\delta^n f) \). Letting \( x_1 \) run over all elements of \( G \), we define \( h(x_2, ..., x_{n+1}) = \ldots \)
\[
\sum_{x_i \in G} f(x_1, \ldots, x_n) \text{ and some arithmetic along with the fact that } \sum_{x_i \in G} f(x_1, x_2, \ldots, x_{n+1}) = h(x_3, \ldots, x_{n+1}) \text{ brings us to } \begin{align*}
&\sum_{x_i \in G} f(x_1, x_2, \ldots, x_{n+1}) = h(x_3, \ldots, x_{n+1}) + \sum_{i=2}^{n} (-1)^i h(x_2, \ldots, x_1 x_{i+1}, \ldots, x_{n+1}) - (-1)^{n+1} h(x_2, \ldots, x_n) = -(\delta^{n-1} h)(x_2, \ldots, x_{n+1}) \in B^n(G, M). 
\end{align*}
\]

We then conclude that \( kZ^n(G, M) \subseteq B^n(G, M) \), thus \( kH^n(G, M) = \{0\} \).

**Theorem 3.5.7.** \( B(F) \) a Torsion Group  Let \( F \) be a field. Then \( B(F) \) is a torsion group.

**Proof:** Let \([A] \in B(F)\). Then we have \([A] = [(L, G, f)]\) for some normal extension \( L/F \). Now we know that \([A] \in H^2(G, L^\times)\) by Fact 3.5.5, thus the above lemma gives us \([A]^k = [(L, G, f)]^k = 1_{B(F)}, \) where \( k = |G| \). Thus an arbitrary element in \( B(F) \) has finite order and we are done. \( \blacksquare \)

Theorem 3.5.7 concludes this chapter, yet opens new discussions on the decomposition of division algebras over a given field. It turns out that if \( D \) is any finite dimensional division algebra over its centre \( F \), we may write \( D \) as a finite tensor product of other division rings \( D_i \) with centre \( F \), such that \([D_i: F] = p_i^{m_i}\) for \( p_i \) prime and \( m_i \in \mathbb{N} \). One can consult [11] for the necessary proofs for this result. We have focused on division algebras with finite dimension over their centres, and their Brauer equivalence to a crossed product. Theorem 3.2.4 leads to the question of whether or not all algebras are in fact isomorphic to a crossed product, a question answered finally by Amitsur and discussed in the next chapter.

---
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Chapter 4

P.I. Algebras

Just as the study of polynomial rings over fields expands our knowledge of the fields themselves, examining identities satisfied by algebras within the appropriate framework allows us to draw some deep conclusions about these algebras. We begin this chapter with some definitions to set up our study of polynomial identity algebras.

4.1 Definitions and Examples

Definition 4.1.1. Free Monoid Algebra  We denote the free monoid by \( X \), the collection of formal monomials or words in a countable set of variables \( x_1, x_2, \ldots \) with juxtaposition as the multiplication and the symbol 1 as the identity. Let \( R \) be a commutative ring and consider the set \( R\{X\} = \{\sum_{x \in X} a_x x : a_x \in R\} \). If we then define an addition \( \sum a_x x + \sum b_x x = \sum (a_x + b_x) x \) and a scalar multiplication \( a \sum a_x x = \sum aa_x x \forall a \in R \), then we may derive the following:

\( R\{X\} \) has a zero element \( \sum_{x \in X}(0x) \) and an additive inverse \( -\sum a_x x = \sum (-a_x) x \) and thus is an \( R \)-module. Moreover, by defining the multiplication \( (\sum_{z \in X} a_z z)(\sum_{y \in X} b_y y) = \sum_{x \in X}(\sum_{z_y = x} a_z b_y) x \), it can be shown that \( R\{X\} \)
is an algebra. The set \( R\{X\} \) with this addition and multiplication is called the free \( R \)-algebra with a countable set of free generators.

**Definition 4.1.2. Monoid Subalgebra** Let \( f \in R\{X\} \) such that \( f \in R\{x_1,\ldots,x_m\} \), the subalgebra with finitely many generators \( x_1,\ldots,x_m \). We call this formal sum of monomials with coefficients in \( R \) a polynomial in \( m \) variables over \( R \).

**Remark 4.1.3. Free Monoid Algebra over a Field** All the statements and derivations above hold if we replace our commutative ring \( R \) with a field \( F \). We use either set of scalars depending on the generality desired.

**Definition 4.1.4. Set of Evaluations** Let \( A \) be any algebra over \( F \). Given a polynomial \( f \) in \( m \) variables, we define the set \( f(A) = \{\text{images of } f \text{ under algebra homomorphisms from } F\{X\} \text{ to } A\} \). In other words we consider all possible evaluations \( x_i \rightarrow a_i \) for all \( a_i \in A \).

**Definition 4.1.5. Polynomial Identity** We call \( f \) a Polynomial Identity (PI) for \( A \) if \( f(A) = 0 \). That is, \( f(a_1,\ldots,a_m) = 0 \) for all \( a_i \in A \). We say \( f \) is satisfied by \( A \). If \( A \) is an algebra over \( F \), we call \( A \) a PI-algebra if \( \exists f \in F\{X\}\{0\} \) such that \( f \) is a PI for \( A \).

Let \( A \) be a commutative algebra over \( F \). A simple example of a polynomial identity is the commutator for rings \( f(x_1, x_2) = x_1x_2 - x_2x_1 = [x_1, x_2] \). Another is if \( B \) is a subalgebra of a PI-algebra \( A/F \), then \( B \) is a PI algebra over \( F \).

**Definition 4.1.6. Standard Polynomial** \( S_k \) Set \( f = S_k = S_k(x_1,\ldots,x_k) = \sum_{\pi}(\text{sgn}\pi)x_{\pi(1)}\cdots x_{\pi(k)} \) where \( \pi \) ranges over all permutations of \( \{1,\ldots,k\} \). \( S_k \) is called the standard polynomial of degree \( k \). \( S_k \) is a PI for any \( F \)-Algebra that is generated by less than \( k \) elements as an \( F \)-module.

A rather technical proof of this result can be found in [12].
Definition 4.1.7. Primitive Algebra Let $A$ be an $F$-algebra. $A$ is called primitive if it contains an irreducible, faithful $A$-module $M$. A similar definition applies for associative rings.

4.2 Kaplansky’s Theorem

Definition 4.2.1. Dense Ring of Linear Transformations

Let $V$ be any vector space and $L$ the ring of linear transformations on $V$. A subring $L \subseteq L$ is called dense if for each $n \in \mathbb{N}$ and for all choices $x_1, \ldots, x_n$ and $y_1, \ldots, y_n$ where the $x_i$ are linearly independent, we have a transformation $\alpha \in L$ such that $\alpha x_i = y_i$, $i = 1, \ldots, n$.

Theorem 4.2.2. Density Theorem Let $A$ be a primitive ring and $M$ a faithful irreducible left $A$-module. Then $A$ is isomorphic to a dense ring of linear transformations on $M$, where we view $M$ as a vector space over $D = \text{End}(M)$.

Proof outline: We begin by appealing to Schur’s Lemma to establish that $D$ is a division ring and we regard $M$ as a left vector space over $D$. It then turns out that in order to show density, it is enough to prove that for $E \subseteq M$ a subspace of finite dimension, if $x \in M \setminus E$ then there exists some $\alpha \in A$ such that $\alpha E = \{0\}$ but $\alpha x \neq 0$. This is proven by induction on the dimension of $E$. For full details please see [11].

Remark 4.2.3. This technical yet deep theorem allows us to regard a seemingly arbitrary primitive ring $A$ as a subring of an endomorphism ring, a result essential to proving Kaplansky’s Theorem.

Theorem 4.2.4. Maximal Subfield Theorem II Let $D$ be a division ring with centre $F$ and let $L$ be a maximal subfield of $D$. Then $L \otimes_F D$ is a dense ring of linear transformations on $D$ as a left vector space over $L$. 
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Proof: We recall that $\text{End}(D)$ is the ring of $F$-linear endomorphisms on $D$; set $D_r = \{ T_a : a \in D \}$ where $T_a : D \to D$, $T_a(x) = xa$ and $L_l = \{ U_k : k \in L \}$ where $U_k : D \to D$, $U_k(x) = kx$. Then $D_r$ and $L_l$ are the right and left multiplications by elements of $D$ and $L$, respectively. One can easily see that $D_r$ and $L_l$ are in $\text{End}(D)$. Moreover let $T_a \in D_r$ and $U_k \in L_l$. Then: $U_k T_a(x) = U_k(xa) = k(xa)$ and $T_a U_k(x) = T_a(kx) = (kx)a$. Thus elements of $D_r$ commute with those of $L_l$. Now, let $d \in D \setminus \{ 0 \}$. Then $dD_r \subseteq D_r$ and $D$ a division ring gives us that for all $b \in D$, $dT_{d^{-1}b} : x \to xd(d^{-1}b) = xb$, thus $dT_{d^{-1}b} = T_b$. Thus $D_r \subseteq dD_r$ so they are equal. If we regard $D$ as a (left) $D_r$-module, it is irreducible. Therefore $D$ as an $L_lD_r$-module is also irreducible.

Now viewing $L_lD_r$ as a subring of $\text{End}(D)$, the action $U_k T_a \to (x \to kxa)$ for each $k \in L$, $x, a \in D$ must be faithful, for $D$ is an integral domain. Thus we see that $D$ is a faithful irreducible $L_lD_r$-module so the Density Theorem allows us to conclude that $L_lD_r$ is isomorphic to a dense ring of linear transformations on $D$ over $L_l$.

Now let $\Delta \subseteq \text{End}(D)$ be the centralizer of $L_lD_r$. Then $\Delta$ centralizes $D_r$ implies that $\Delta \subseteq \{ U_a : a \in D \} = D_l$, the extension of $L_l$ to all elements of $D$. Similarly $\Delta$ centralizes $L_l \subseteq D_l$ and since $L$ is a maximal subfield of $D$ it is not difficult to show that $L_l$ is a maximal subfield of $D_l$. Thus $\Delta \subseteq L_l$ and $L_l \subseteq \Delta$ trivially, so they are equal. It then follows that $L_lD_r$ is isomorphic to a dense ring of linear transformations on $D$ over $L_l$. Now we note that we may identify $L$ with $L_l$ by $L \to L_l$, $k \mapsto U_k$.

In our case $D$ is central simple, being a division ring. Just having established that $L \cong L_l = \Delta$, $\Delta$ centralizes $L_l$ and $F \subseteq L$, we may apply Lemma 1.1.12 to get $L \otimes_F D$ simple. Thus the mapping $L \otimes_F D \to L_lD_r$, $k \otimes a \mapsto U_k T_a$ is injective. Moreover it can be verified as a homomorphism. Lastly by virtue of the definitions of $D_r$ and $L_l$ it is onto. Thus $L \otimes_F D \cong L_lD_r$ so we have $L \otimes D$ isomorphic to a dense ring of linear transformations on $D$ as required.

The idea behind Kaplansky’s Theorem is that when an arbitrary primitive
algebra with centre $R$ satisfies a polynomial identity, we obtain an upper bound on the dimension of $A$, and find that $R$ must be a field.

**Theorem 4.2.5. Kaplansky** Let $A$ be a primitive algebra over its centre $R$ satisfying a PI $f \in R\{X\}$ of degree $k$. Then $R$ is a field, $A$ is simple and finite-dimensional over $R$ and if $\dim_R(A) = n^2$ then $2n \leq k$.

**Proof:** A primitive gives us that there is an $A$-module $M$ such that $M$ is faithful and irreducible, thus $M \cong A/I$, where $I$ is a maximal right ideal of $A$. $I \varsubsetneq A$ and $1 \in A^2$, thus $A^2 \varsubsetneq I$ implies that $I$ is invariant under $R$, so that $A/I$ invariant under $R$. Set $D = \text{End}(M)$. By Schur’s Lemma $D$ is a division ring with centre a field $F$. Consider the embedding $R/(I \cap R) \hookrightarrow D$. This shows a copy of $R$ lies in $D$. It is an embedding because $M \cong A/I$ and there is a copy of $M$ in $D$. Let $f = 0$ be our PI satisfied by $A$. Then $f$ can be made into a multilinear identity, that is, one in which every variable occurs in at most one degree. This is done by considering a non-linear variable, say $x_1$, and applying the definition $g(u, v, x_2, ..., x_k) = f(u + v, x_2, ..., x_k) - f(u, x_2, ..., x_k) - f(v, x_2, ..., x_k)$. We now observe that if the degree of $x_1$ is $n$, it is replaced by two variables each of degree $n - 1$. This process may be repeated as many times as needed until we obtain a multilinear identity $f$. If $f$ is not homogeneous, having variables failing to occur in each term, we simply set those variables to zero. Changing notation, we call this new PI $f$ and its new degree $k$. Note that if we show $k \leq 2n$ for this new PI, it certainly holds for the old degree as well. With relabeling if necessary we have $f = x_1 \cdots x_k + \sum_{\pi \neq \text{id}} x_{\pi(1)} \cdots x_{\pi(k)}$ for some permutations $\pi \in S_k$.

Consider the list of matrices: $e_{11}, e_{12}, e_{22}, e_{22}, ..., e_{ii}, e_{i(i+1)}$ If they are chosen with the appropriate dimension so that we may list $k$ of them (for example, if $k = 5$ then we would need $3 \times 3$ matrices), then substitution into $f$ gives: $f(e_{11}, e_{12}, ...) = e_{11}e_{12}e_{22}... + \text{some permutations of these}$. Only the first term fails to vanish since the only way to ensure a non-zero product of these elements is to have: $e_{ij}e_{kl}$ where $i = k$ or $l$ and $j = k$ or $l$. 
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By the Density Theorem, $A$ is a dense ring of linear transformations on $M$ over $D$. If $A$ was infinite-dimensional we could find $k$ elements of $A$ behaving like the basis vectors $e_{11}, e_{12}, e_{22}, e_{23}, ...$ and spanning a finite-dimensional subspace of $A$, as $A$ consists of linear transformations. Then $f(e_{11}, e_{12}, ...) \neq 0$ so we arrive at a contradiction. Thus $A$ is finite-dimensional and is dense, thus $A$ is a matrix ring over $D$. This tells us that $A$ is a simple algebra with centre a field, we call it $F$ instead of $R$ and write $A \cong M_m(D)$.

Let us now view $D$ as an algebra over $F$: We know that $f$ is a PI for $D$ as well since we may identify $d \in D$ with $dI_m \in A$ where $I_m$ is the $m \times m$ identity matrix. Let $L$ be a maximal subfield of $D$ and consider the tensor product $L \otimes_F D$. Because $L$ is an extension field of $F$, $L \otimes_F D$ is again an algebra over $L$ with a basis isomorphic to that of $D$. One sees that we have extended the base field here from $F$ to $L$. Thus $f$ is a PI for the tensor product $L \otimes D$, therefore by the Maximal Subfield Theorem II $L \otimes D$ is a dense ring of linear transformations on a vector space over $L$. We may also conclude that the dimension of $L \otimes D$ is finite in the same way $A$ over $D$ was shown to be finite-dimensional. Therefore $L \otimes D$ as viewed as a vector space over $F$, and thus over $L$ is also finite. Hence we have $A$ finite-dimensional over $D$ and $D$ finite-dimensional over $F$, so $A$ is finite-dimensional over $F$. We conclude that $\dim_F(A) = n^2$ for some $n$.

Now suppose $k \leq 2n$. We may form a list $e_{11}, e_{12}, e_{22}, e_{23}, ...$ of $k$ elements as before that fails to satisfy our PI. If, however, $k \geq 2n$ then we cannot form $f(e_{11}, e_{12}, e_{22}, e_{23}, ...)$, as we run out of matrices since the elements of $A$ are $n \times n$. Thus $f$ is satisfied as expected and we conclude that $A$ is a simple, finite-dimensional algebra over its centre $F$ such that $[A : F] = n^2$ and $2n \leq k$. This concludes the proof. ■
4.3 Cyclic Algebras

Let us continue our discussion of finite dimensional $F$-CSAs. A specific type of these are called cyclic algebras and were studied by some of the mathematicians most influential to modern algebra.

**Definition 4.3.1. Cyclic Algebra**  Let $A = (L, G, f)$ be a crossed product. Then if $G = \langle \sigma \rangle$ is cyclic we call $A$ a cyclic algebra.

**Theorem 4.3.2. Brauer-Hasse-Noether**  let $D$ be a division algebra with $Z(D) = F$. If $F$ is a number field then $D$ is cyclic.

This theorem was originally published in 1932 and was a notable discovery within both abstract algebra and number theory. It was Dickson who first formulated the construction of cyclic algebras as crossed products, so back then a cyclic algebra was called an algebra of Dickson type. The next step was to verify whether or not every CSA of finite dimension was cyclic. This brings us to a paper by Albert also presented in 1932, in which a finite dimensional non-cyclic CSA is constructed. By then it was already known that the proof of the Brauer-Hasse-Noether could not be extended to include a general field $F$.

Albert constructed a crossed product algebra $A$ over a field $F$ of characteristic 0, such that $[A: F] = 16$, then showed that $A$ was not cyclic. The proof can be found in his paper [1]. After Albert’s results were published, the next big question became whether or not all division algebras are isomorphic to a crossed product algebra. In Chapter 3 we discussed that although every construction of a crossed product is a CSA, given any CSA we find it is only Brauer equivalent to a crossed product. In 1971, Amitsur constructed a CSA that was not a crossed product. We discuss an outline of his proof in section 4.5.
4.4 Generic Matrices

One of the main tools used in Albert’s proof is a PI algebra generated by a countable number of generic matrices. We discover some classical results about them below.

Definition 4.4.1. $F[\mathcal{X}]$ and $F(\mathcal{X})$ Let $\mathcal{X} = \{x_1, x_2, \ldots\}$. We denote by $F[\mathcal{X}]$ the commutative polynomial algebra over $F$. We may construct the field of fractions of $F[\mathcal{X}]$, which we label as $F(\mathcal{X})$.

If $Y_k$ is an $n \times n$ matrix whose entries lie in $\mathcal{X}$, we can then consider the set $Y \subseteq M_n(F[\mathcal{X}])$ as the set of all possible matrices $Y_k$.

Definition 4.4.2. Generic Matrix Algebra Write $F_nY$ to denote the subalgebra of $M_n(F[\mathcal{X}])$ generated by $Y$ and write $F_nY_1, \ldots, Y_m$ to denote the subalgebra generated by a finite subset of $Y$, $\{Y_1, \ldots, Y_m\}$. Then $F_nY$ and $F_nY_1, \ldots, Y_m$ are called generic matrix algebras with generic matrices $Y_k$. We note here that $F_nY$ need not be finite dimensional but is always a finitely generated algebra.

It is always true that a given generic matrix algebra $A$ is an $F$-algebra with $F \subseteq Z(A)$, but its base field $Z(A)$ need not be $F$ itself. In 1980, Formanek and others presented a result on the centre of a generic $2 \times 2$ matrix algebra generated by 2 matrices. Let $F$ be a field and $X$, $Y$ be two $2 \times 2$ generic matrices. We denote by $A$ the algebra $F_2X,Y$. Even in this case, finding $Z(A)$ was non-trivial. We give a summary of the results below.

Definition 4.4.3. Prime Ring Let $R$ be a ring. We call $R$ prime if given $a, b \in R$ with $aRb = \{0\}$, then $a = 0$ or $b = 0$.

Lemma 4.4.4. $A$ is Prime Let $A$ be a generic $n \times n$ matrix algebra. Then $A$ is a prime ring.
Theorem 4.4.5. A is a Domain  Let $A$ be a generic $n \times n$ matrix ring. Then $A$ has no zero divisors.

Proof: Let $\xi$ and $\eta$ be elements of $A$ such that $\xi \eta = \{0\}$. Then one can show that $\xi M_n(W) \eta = \{0\}$, where $W$ is any subspace of $F$ spanned by $A$. For verification of this result see [12], p90. But this implies that $\xi = 0$ or $\eta = 0$ since $M_n(W)$ is always prime. Thus we have $A$ prime. 

The fact that any generic matrix algebra $A$ is a domain, regardless of whether or not it is finite dimensional is used to make conclusions about the classification of division rings for finitely generated algebras. In this case, the central quotient ring $D$ is also always a division ring, a fact used in the final chapter. We now continue our discussion on the centre of generic matrix rings.
Notation 4.4.6. We let the mappings $T, D : A \to F[x_{ij}, y_{ij}]$ denote the trace and determinant respectively. Let $B = F[T(X), T(Y), D(X), D(Y), T(XY)]$ and $S = BI + BX + BY + BXY$, where $I$ is the identity matrix.

By noting that $\{I, X, Y, XY\}$ is an linearly independent set over $F[X, Y]$, we see it is also such over $B$. Consequently one can show that $B = Z(S)$. Moreover by appealing to the Cayley-Hamilton Theorem and performing some arithmetic, one shows that $S = BA$. If we denote by $[A, A]$ the commutator ideal $A(XY - YX)A$, we find that appropriate usage of the Cayley-Hamilton Theorem yields $[A, A] = S(XY - YX)$.

**Theorem 4.4.7. Expressing $A$ as a Vector Space** We denote the $p^{th}$ power of a matrix $X$ by $X^p$. We may view $A$ as a vector space by writing it as a direct sum of $F$-vector spaces: $A = \bigoplus_{p,q \geq 0} FX^p Y^q \bigoplus [A, A]$, where $p, q$ run over all possible exponents.

**Proof:** Let $\pi : A \to A/[A, A]$ be the projection mapping and write $\pi(X) = \overline{X}$, $\pi(Y) = \overline{Y}$. Then one sees immediately that $A/[A, A] = F[\overline{X}, \overline{Y}] = \bigoplus_{p,q \geq 0} F\overline{X}^p \overline{Y}^q$. Moreover since our matrix entries are commutative indeterminants we see this is a commutative polynomial ring over $F$. It then follows that $A = \bigoplus_{p,q \geq 0} FX^p Y^q \bigoplus [A, A]$. 

It is this theorem that allows us to find $Z(A)$ explicitly. We first present a technical lemma.

**Lemma 4.4.8.** $Z(A) \cap [A, A] = B[A, A]^2$.

The details of the proof may be found in [10], p108.

**Theorem 4.4.9. Explicit Form for $Z(A)$** $Z(A) = F \bigoplus B[A, A]^2$. 44
Proof outline: We first make use of Theorem 4.4.7 by supposing we have a $U + V \in Z(A)$ such that $U \in \bigoplus_{p,q} FX^pY^q$ and $V \in [A, A]$. Then we define an $F$-algebra map $\theta$ by $\theta: x_{ii} \mapsto x_{ii}, y_{ii} \mapsto y_{ii}$ for $1 \leq i \leq 2$ and $x_{ij} \mapsto 0, y_{ij} \mapsto 0$ for $i \neq j$. Using the fact that $\theta(U + V)$ is a scalar matrix, we conclude that $U \in F$ and thus by the lemma stated above $V \in B[A, A]^2$.

We see that at this time conclusions about the centre of generic matrix algebras were drawn only for very specific rings. Formanek did publish another paper containing some more general results, including the construction of a family of polynomials in the centre of an $n \times n$ generic matrix algebra over $F$. Even recently the problem of finding central elements of these algebras remained an interesting one. In 1991 for example, Drensky published a result quite like Formanek’s in its specificity: a central polynomial of degree 13 was found for the $4 \times 4$ generic matrix algebra over a field $F$ with $char(F) = 0$. At the present time this problem in its generality remains open.

4.5 A Non-Crossed Product Division Ring

Amitsur constructed a family of division algebras to answer our above question. We now outline his construction but refer the reader to [3] for full details. Let $Q(Y)$ be the generic division ring $D$ from proof 4.4.5, where $Y = \{Y_1, ..., Y_m\}$ is a set of generic matrices.

In what follows, we suppose for contradiction that $Q(Y)$ is a crossed product algebra. Then $Q(Y) = (L, G, f)$ for a maximal normal subfield $L$ of $Z$ and Galois group $G = Gal_Z(L)$.

Lemma 4.5.1. Amitsur I Let $A$ be an $F$-CSA such that $char(F) = 0$. Suppose that $[A: F] = n^2$. Then $A$ is also a crossed product with Galois group $G$ as above.
**Definition 4.5.2. Laurent Series Field** Let $F$ be a field with $\text{char}(F) = 0$ and let $F(t) = \{ \sum_{\nu \geq m} a_{\nu} t^{\nu} \}$ with $a_{\nu} \in F$ and $m > -\infty$. We write $p(t) \in F(t)$. Then $F(t)$ is called a Laurent series field, or a power series field.

**Remark 4.5.3.** If $t_1, ..., t_r$ is a set of indeterminants we can recursively define $F(t_1, ..., t_r) = (F(t_1, ..., t_{r-1}))(t_r)$ with elements $p(t_1, ..., t_r) = \sum_{\nu_1 \geq m_1} \cdot \sum_{\nu_r \geq m_r} a_{\nu_1} \cdots a_{\nu_r} t_1^{\nu_1} \cdots t_r^{\nu_r}$ then $F(t_1, ..., t_r)$ is a field extension of $F(t_1)$ and is also a Laurent series field.

**Lemma 4.5.4. Amitsur II** There exists a Laurent series field $K = F(t_1, ... t_r)$ such that any algebra $A$ over $K$ with $[A: K] = n^2$ is a crossed product with Galois group $G = C_{p_1} \times C_{p_2} \times \cdots C_{p_r}$, where the $C_{p_i}$ are cyclic groups of prime order $p_i$ and the $p_i$ need not be distinct.

**Lemma 4.5.5. Amitsur III** There exists a prime $p$ such that we have a division algebra $\Delta$ over the $p$-adic field $\mathbb{Q}_p$ with the following properties:

1) $[\Delta: \mathbb{Q}_p] = n^2$.
2) For any maximal normal subfields $L \subseteq \Delta$, we have $G = \text{Gal}_{\mathbb{Q}_p}(L)$ such that $C_2 \triangleleft G$ and $G/C_2$ is cyclic.

Thus, Amitsur showed that only for $n = 2^i p_1, ..., p_r, i = 0, 1$ or 2 and $p_1, ..., p_r$ distinct odd primes can there exist Galois groups $G$ of maximal normal subfields $L$ satisfying Amitsur II and with property 2) of Amitsur III. Thus, $G = C \times C_{p_1} \times \cdots C_{p_r}$ where $C$ is either trivial or equal to $C_2$ or $C_2 \times C_2$. This brings us to the following theorem.

**Theorem 4.5.6. Non-Crossed Product Division Algebras** Given a division algebra $\mathbb{Q}(Y)$ over its centre $Z$ with $[\mathbb{Q}(Y): Z]$, we see that if $8 \mid n$ or if $p^2 \mid n$ for some odd prime $p$ then $\mathbb{Q}(Y)$ fails to be a crossed product.
In summary, we have investigated the development of the classification of finite dimensional division algebras with the Brauer group and crossed products as well as PI algebras. By the 1980’s it was known that the class of finite dimensional division algebras over fields is much broader than the class of cyclic algebras or even crossed products. In the final chapters we will discuss a generalization of this study to finitely generated central simple algebras and the tools developed to classify these. One will find that the classification of finitely generated algebras has a different feel to it than the work proceeding it, in that the size of the class of algebras under this description is too large to give us the sense of concreteness that we have gotten used to thus far.
Chapter 5

Growth of Algebras

5.1 Growth of Finitely Generated Groups

In the classical study of finite-dimensional division algebras, tools like crossed products and the Brauer group enabled us to categorize these algebras over given fields up to isomorphism, or at least up to Brauer equivalence. In the cases where we wish to examine infinite dimensional $F$-algebras, we cannot have as concrete a classification. From about the 1970’s growth of groups has been studied in order to find links between groups with certain properties and their growth functions. We begin the section with some definitions and statements.

**Definition 5.1.1. Generated Subgroup**  Let $G$ be a group and let $S \subseteq G$ be any subset. Then we denote by $\langle S \rangle$ the subgroup of $G$ generated by $S$.

**Definition 5.1.2. Length**  Let $G$ be a group and $S \subseteq G$. Let $g \in \langle S \rangle$. We define the length of $g$ with respect to $S$ as $\lambda_S(g) = \min\{m: g = s_1 \cdots s_m, s_i \in S \cup S^{-1}\}$.

**Definition 5.1.3. Growth Function**  Let $G$ be a group and $S \subseteq G$ such that $S$ is finite. The function $\gamma_S: \mathbb{N} \to \mathbb{N}, \gamma_S(m) = \text{Card}\{g \in \langle S \rangle: \lambda_S(g) \leq m\}$. 
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is called the growth function of $S$. For the remainder of this discussion we deal only with finite subsets $S$ of a group $G$.

**Remark 5.1.4.** Let $m, n \in \mathbb{N}$. Then we have $\gamma_S(m + n) \leq \gamma_S(m)\gamma_S(n)$. As a consequence we see that $\gamma_S(m) \leq \gamma_S(1)^m$ gives us that $\gamma_S(m)^{\frac{1}{m}} \leq \gamma_S(1)$.

**Definition 5.1.5. Growth Rate** Let $G$ be a group, $S$ a finite subset of $G$ and $\gamma_S$ as above. Set $e_S = \lim_{m \to \infty} \gamma_S(m)^{\frac{1}{m}}$. If $e_S$ exists we call it the growth rate of $G$ with respect to $S$.

**Proposition 5.1.6.** Let $G$ be a group with finite subset $S$. Then $\lim_{m \to \infty} \gamma_S(m)^{\frac{1}{m}}$ always exists.

The proof of this proposition can be found in a paper by Milnor entitled *A note on curvature and the fundamental group*. It is important to note here that the growth function $\gamma_S$ is dependent on our choice of subset $S$. We now turn to a discussion on groups generated by a finite subset $S$.

**Proposition 5.1.7.** Let $G$ be a group and $S, T \subseteq G$ such that $S$ and $T$ are finite and $\langle S \rangle = \langle T \rangle = G$. Then there exists $a, b \in \mathbb{N}$ such that $\gamma_T(m) \leq \gamma_S(\alpha m)$ and $\gamma_S(m) \leq \gamma_T(\beta m) \forall m \geq 0$. This implies that $e_T \leq e_S^a$ and $e_S \leq e_T^b$.

**Proof:** Set $a = 1 + \max_{g \in T} \lambda_S(g)$ and $b = 1 + \max_{g \in S} \lambda_T(g)$ and the first set of inequalities are satisfied. Moreover we note that $\gamma_T(m)^{\frac{1}{m}} \leq \gamma_S(\alpha m)^{\frac{1}{m}} = \gamma_S(\alpha m)^{\frac{1}{\alpha m}} = \gamma_S(\alpha m)^{\frac{1}{\alpha}} a$. Thus taking limits $e_T \leq e_S^a$. By symmetry we have $e_S \leq e_T^b$. ■

**Corollary 5.1.8.** Let $G$ be a group with finite generating set $S$. Then if $T$ is another generating set for $G$ we have $e_S > 1 \Leftrightarrow e_T > 1$.

**Definition 5.1.9. Exponential Growth** Let $G$ be a group with finite generating set $S$. Then if $e_S > 1$ we say that $G$ has exponential growth rate or is of exponential growth. Otherwise $e_S = 1$ and we say $G$ has polynomial growth rate or is of polynomial growth.
Remark 5.1.10. Given a group $G$ with any finite generating set $S$, the determination of whether the growth rate of $G$ is exponential or polynomial is independent of the choice of generators. We therefore call $e_S$ the growth rate of $G$.

Let $G$ be a group with finite generating set $S$. Let $P(x), Q(x) \in \mathbb{Q}[x]$, and set $d = \text{deg}(P)$, $e = \text{deg}(Q)$ and suppose we have $P(m) \leq \gamma_S(m) \leq Q(m)$ for all but finitely many $m \in \mathbb{N}$. Then we can find positive real constants $A$ and $B$ such that $Am^d \leq \gamma_S(m) \leq Bm^e$. Now let $T$ be another finite generating set for $G$. By the above proposition there exists $a, b \in \mathbb{N}$ such that $\gamma_S(m) \leq \gamma_T(am)$ and $\gamma_T(m) \leq \gamma_S(bm)$ for $m \in \mathbb{N}$. With these inequalities we can show:

1) $\gamma_T$ is bounded below: $\gamma_T(m) \geq \gamma_T(a\lfloor \frac{m}{a} \rfloor) \geq A\lfloor \frac{m}{a} \rfloor^d$, since $\gamma_T(am) \geq \gamma_S(m) \geq Am^d$; moreover $A\lfloor \frac{m}{a} \rfloor^d \geq (\frac{A}{a})^d(m-a)^d$, a polynomial of degree $d$ in $m$.

2) $\gamma_T$ is bounded above: $\gamma_T(m) \leq \gamma_S(bm) \leq B(bm)^e = Bb^e(m^e)$, a polynomial of degree $e$ in $m$.

Thus the bounds on $\gamma_S$ are polynomials of the same degree as those bounding $\gamma_T$. Our discussion leads us to a definition of polynomial growth of groups wherein the degree of growth is independent of the chosen generating set for $G$.

Definition 5.1.11. Polynomial Growth of Degree $d$ Let $G$ be a group with finite generating set $S$. If $\exists d \in \mathbb{N}$ and constants $A, B > 0$ such that $Am^d \leq \gamma_S(m) \leq Bm^d \forall m \in \mathbb{N}$ then we say $G$ has polynomial growth of degree $d$.

Whereas calculating $e_S$ allows distinction between exponential growth and polynomial growth, this definition is useful in distinguishing between various degrees of polynomial growth.
5.2 Growth of Finitely Generated Algebras

The study of algebra growth is younger than the study of group growth and is closely related. We begin this section with some definitions leading to Gelfand-Kirillov dimension, the main tool in the modern classification of algebras.

**Definition 5.2.1. Generating Vector Space** Let $A$ be a finitely generated $F$-algebra, that is: we have $\{a_1, \ldots, a_m\} \subseteq A$ such that every element $a \in A$ has the form $a = \sum_{i=1}^{n} b_i$, where $b_i$ is a monomial in $\{a_1, \ldots, a_n\}$. Then denote by $V_A$ the $F$-vector space spanned by the $a_i$. We write $V$ when the associated algebra is known from context and call $V$ the generating subspace of $A$.

Let $P$ denote the set of sequences of real numbers that eventually become positive and increasing.

**Definition 5.2.2. Ordering on $P$** Let $f, g \in P$. We write $f \leq_P g$ if there exist $c, m \in \mathbb{N}$ so that eventually $f(n) \leq cg(mn)$. We write $f \sim_P g$ if $f \leq_P g$ and $g \leq_P f$.

**Definition 5.2.3. Growth of $f$** Let $f \in P$. Then $G(f) = \{g \in P : f \sim g\}$ is called the growth class, or simply growth, of $f$. We write $(\mathbb{P}, \leq)$ to denote the poset of growth classes.

**Remark 5.2.4.** Let $f = f(x)$ and $g = g(y)$ be monic polynomial functions. Then $G(F) = G(g)$ if and only if $\deg(f) = \deg(g)$.

**Definition 5.2.5.** Let $\epsilon \geq 0$. Then we denote by $P_\epsilon$ the growth of the function $\mathbb{N} \to \mathbb{R}$, $n \mapsto n^\epsilon$. If $\epsilon > 0$, we denote by $E_\epsilon$ the growth of the function $\mathbb{N} \to \mathbb{R}$, $n \mapsto e^{n^\epsilon}$.
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Let $\epsilon, \eta \geq 0$. Then $\epsilon < \eta$ if and only if $E_{\epsilon} < E_{\eta}$. An important example of function growth is logarithmic growth: let $f(n) = \log(n)$. Then $f$ is in $\mathcal{P}$ and $\mathcal{G}(f) > P_0$, however if $\epsilon > 0$ then $\mathcal{G}(f) < P_{\epsilon}$.

**Remark 5.2.6.** Since $(\mathcal{P}, \leq)$ is a poset, there is no guarantee that the growth of two arbitrary functions in $\mathcal{P}$ are comparable.

Given an algebra $A$ finitely generated over $F$, we know from Definition 5.2.1 that $A$ has finite dimensional generating subspaces. Let $V$, $W$ be such subspaces. We label as $d_V(n)$ the dimension of $\sum_{i=0}^{n} V^i$, where $V^0 = F$, $d_W(n)$ the dimension of $\sum_{i=0}^{n} W^i$ and set $A_n = F + V + V^2 + \ldots + V^n = F + W + W^2 + \ldots + W^n$. We note that if $A$ is finite-dimensional, then $A = A_n$ for some $n < \infty$, and in this case $d_V(n) = \dim_F(\sum_{i=0}^{n} V^i) = \dim_F(A_n)$ becomes eventually constant. In all cases we have $A = \bigcup_{n \in \mathbb{N}} A_n$ and $d_V$ is increasing. Similar remarks can be made about $d_W$.

**Lemma 5.2.7. Growth of $d_V$** Let $A$ be a finitely generated algebra over $F$ with generating subspaces $V$ and $W$. Let $d_V(n), d_W(n)$ be as above. Then $\mathcal{G}(d_V) = \mathcal{G}(d_W)$.

**Proof:** $A = \bigcup_{n=0}^{\infty} (F + V + V^2 + \ldots + V^n) = \bigcup_{n=0}^{\infty} (F + W + W^2 + \ldots + W^n)$ so there are $s, t > 0$ such that $W \subseteq \sum_{i=0}^{s} V^i$ and $V \subseteq \sum_{j=0}^{t} W^j$ but this means $d_W(n) \leq d_V(sn)$ and $d_V(n) \leq d_W(tn)$, so by definition $d_V \sim d_W$, thus $\mathcal{G}(d_V) = \mathcal{G}(d_W)$.

**Definition 5.2.8. Growth of $A$** Let $A$ be a finitely generated $F$-algebra and let $V$ be any finite dimensional generating subspace of $A$. Without loss of generality $1 \in V$ so we have $\sum_{i=0}^{n} V^i = V^n$. We define the growth of $A$ to be $\mathcal{G}(d_V)$ and we write $\mathcal{G}(A) = \mathcal{G}(d_V)$. 
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By the above lemma, \( \mathcal{G}(A) \) is independent of the choice of the generating subspace we use to measure it. This is a tool that vastly increases the sizes of algebras we can concretely study. Under this definition of growth, any finite-dimensional algebra \( A \) over \( F \) will have constant growth. More generally we say \( A \) has polynomial growth if \( \mathcal{G}(A) = P_m \) for some \( m \in \mathbb{N} \), exponential growth if \( \mathcal{G}(A) = E_\epsilon \) for some \( \epsilon > 0 \), and subexponential growth if \( P_m < \mathcal{G}(A) < E_1 \) for all \( m \in \mathbb{N} \). At this point we ask whether, given any \( m \), there exists a finitely generated \( F \)-algebra \( A \) such that \( \mathcal{G}(A) = P_m \). We answer this with the following proposition.

**Proposition 5.2.9.** Let \( A = F[x_1, ..., x_d] \) be the commutative polynomial ring in \( d \) variables. Then \( \mathcal{G}(A) = P_d \).

**Proof Outline:** We regard \( A \) as an \( F \)-algebra with generating subspace \( V = Fx_1 + ... + Fx_d \). Then it is not difficult to show that \( dim(V^{n+1}) = \binom{n+d}{d-1} \), which we view as a polynomial \( p(n) \) of degree \( d - 1 \). We have \( d_V(n + 1) - d_V(n) = dim(V^{n+1}) \) and one can show that resultantly, \( d_V(n) \) is a polynomial \( p(n) \) with degree \( d \). For a proof of this, see [16], p8. Thus we have \( \mathcal{G}(A) = \mathcal{G}(d_V(n)) = d \). □

We end this section with another result on finitely generated algebra growth.

**Proposition 5.2.10.** Let \( A \) be a finitely generated \( F \)-algebra such that \( A \) is not finite dimensional. Then \( P_1 \leq \mathcal{G}(A) \leq E_1 \).

A proof of this proposition can be found in [16], p9.

### 5.3 Gelfand-Kirillov Dimension

There are different ways of measuring the growth of algebras, including the GK-dimension. However, this tool also helps us to classify subalgebras such
as division algebras living inside a finitely generated algebra $A$ in an efficient way. The key is to look at the asymptotic behaviour of growth functions. In the study of modern division algebra classification, Gelfand-Kirillov dimension is the most widely used invariant, although there are some others. An example is a paper published in 1976 of Borho and Kraft focusing on the superdimension of an algebra. We begin with introducing the connection between $G(A)$ and GK-dimension.

**Notation 5.3.1.** We write $\log_n f(n)$ to denote $\frac{\log f(n)}{\log n}$ and $\limsup$ for the limit superior.

**Lemma 5.3.2. Relationship Between Logarithm and Growth** Let $f, g \in \mathcal{P}$. Then:

1) $\limsup \log_n f(n) = \inf \{r \in \mathbb{R} : f(n) \leq n^r \text{ for all but finitely many } n\} = \inf \{r \in \mathbb{R} : \mathcal{G}(f) \leq P_r\}$

2) If $\mathcal{G}(f) = \mathcal{G}(g)$ then $\limsup \log_n f(n) = \limsup \log_n g(n)$

**Proof:** For part 1) we set $R = \limsup \log_n f(n)$, $S = \inf \{r \in \mathbb{R} : f(n) \leq n^r \text{ for all but finitely many } n\}$, and $T = \inf \{r \in \mathbb{R} : \mathcal{G}(f) \leq \mathcal{G}(g)\}$. Then if any of $R, S, T$ are infinite, so the others must be. Suppose $f(n) \leq n^r$ for all but finitely many $n$. Then $\mathcal{G}(f) \leq n^r$ so that $\{r \in \mathbb{R} : f(n) \leq n^r \text{ for all but finitely many } n\} \subseteq \{r \in \mathbb{R} : \mathcal{G}(f) \leq \mathcal{G}(g)\}$, therefore $T \leq S$. Now let $\epsilon > 0$. Then $\log_n f(n) \leq R + \epsilon$ for all but finitely many $n \in \mathbb{N}$, that is $f(n) \leq n^{R+\epsilon}$, which gives us $S \leq \inf \{R + \epsilon : \epsilon > 0\}$, therefore $S \leq R$. Suppose now for contradiction that $R > T$ and consider $\epsilon = \frac{R-T}{3}$. Then $\mathcal{G}(f) \leq \mathcal{G}(T + \epsilon)$, so $f(n) \leq (mn)^{T+\epsilon}$ for some $m \in \mathbb{N}$ and all but finitely many $n$. Choose $n$ large enough so that $m^{T+\epsilon} \leq n^\epsilon$. Then $f(n) \leq n^{T+2\epsilon}$ for all but finitely many $n$. This contradicts $\log_n f(n) > \limsup \log_n f(n) - \epsilon = R - \epsilon = T + 2\epsilon$ for all but finitely many $n$. Thus $R \leq T$ and we have established equality. Part 2) is left to the reader, as it is a direct consequence of 1). $\blacksquare$.
Let $C$ be any $F$-algebra, not necessarily finitely generated. The Gelfand-Kirillov (GK) dimension of $C$ is defined as $GKdim(C) = \sup_V \{ \lim \log_n d_V(n) \}$, where $V$ runs over all finite-dimensional subspaces of $C$.

Let $A$ be a finitely generated $F$-algebra. Then the above definition can be written as $GKdim(A) = \lim \log_n d_V(n)$, where $V$ is any finite dimensional generating subspace of $A$. This is because Lemma 5.2.7 tells us the GK-dimension of a finitely generated $F$-algebra will be independent of the choice of generating subspace. We note a similarity to the growth functions of finitely generated groups. We note here that if $V$ is a finite dimensional subspace of any $F$-algebra $C$, it is certainly a generating subspace for a finitely generated subalgebra $A \subseteq C$. Thus we have $GKdim(C) = \sup_A \{ GKdim(A) : A \text{ is a finitely generated subalgebra of } C \}$. The generality of this definition is part of its power. We now investigate some properties of GK-dimension for any $F$-algebra $C$.

**Definition 5.3.3. Locally Finite Dimensional** let $C$ be an $F$-algebra. Then $C$ is called locally finite dimensional if every finitely generated subalgebra $A$ of $C$ is finite dimensional.

Let $C$ be an $F$-algebra. Then $C$ is locally finite dimensional exactly when $GKdim(C) = 0$. Otherwise $GKdim(C) \geq 1$ follows from Proposition 5.2.10. We recall Proposition 5.2.9 to give us that for each $n$ there exists an $A$ such that $GKdim(A) = n$. What about non-integer dimensions? A theorem by Satz shows that if $r \in \mathbb{R}$ such that $2 < r \leq 3$ then there exists an algebra $C$ such that $GKdim(C) = r$. [16] has details on Satz’s construction and in fact there are other methods of constructing these algebras. Moreover we are guaranteed that for any $F$-algebra $C$, $GKdim(C[x_1, \ldots, x_d]) = GKdim(C) + d$. Thus if $r \geq 2$ Satz’s Theorem verifies the existence of an algebra $C$ with $GKdim(C) = r$. Some time passed after this discovery with the existence problem for GK-dimension between 1 and 2 remaining open, but in 1978 Bergman showed that if $r \in \mathbb{R}$ such that $r \in (1, 2)$ then there can be no
algebra with GK-dimension equal to \( r \). The proof of Bergman’s Theorem can be found in [16], pages 15-18.

Our goal remains to classify division algebras over a given field. With such a broad class of algebras at our disposal we must find a way to determine the behaviour of GK-dimension when relating an algebra to its subalgebras and homomorphic images. We focus here on finitely generated \( F \)-algebras; however, many of the results have generalizations to any \( F \)-algebra.

**Proposition 5.3.4. Subalgebras and Homomorphic Images** Let \( A \) be a finitely generated \( F \)-algebra and let \( B \) be a subalgebra or homomorphic image of \( A \). Then \( \text{GKdim}(B) \leq \text{GKdim}(A) \).

**Proof:** For a subalgebra \( B \), the definition of GK-dimension leads immediately to the inequality. Now let \( \pi: A \to B \) be a projection homomorphism. Then if \( V \) is a finite dimensional generating subspace for \( B \) we have \( \dim(V^n) \leq \dim(V^n) \) for all \( n \in \mathbb{N} \), where \( V \) is the generating subspace formed by the pullback of the basis elements of \( V \). ■

**Proposition 5.3.5. Tensor Products** Let \( A_1, A_2 \) be finitely generated \( F \)-algebras. Then \( \text{GKdim}(A_1 \otimes_F A_2) \leq \text{GKdim}(A_1) + \text{GKdim}(A_2) \).

**Proof:** Let \( A_1, A_2 \) be as above and let \( V_1, V_2 \) be finite dimensional generating subspaces for \( A_1, A_2 \) respectively and containing 1. Set \( W = (V_1 \otimes 1_{A_1}) + (1_{A_2} \otimes V_2) \). Then \( W \) is a finite dimensional generating subspace for \( A_1 \otimes A_2 \). Moreover \( V_1^n \otimes V_2^n \subseteq W^{2n} \subseteq V_1^{2n} \otimes V_2^{2n} \), which gives: \( d_{V_1}(n)d_{V_2}(n) \leq d_W(2n) \leq d_{V_1}(2n)d_{V_2}(2n) \). Thus \( \text{GKdim}(A_1 \otimes A_2) = \lim log_n d_W(2n) = \lim \log_n (d_{V_1}(n)d_{V_2}(n)) = \lim (\log_n d_{V_1}(n) + \log_n d_{V_2}(n)) \leq \lim \log_n d_{V_1}(n) + \lim \log_n d_{V_2}(n) = \text{GKdim}(A_1) + \text{GKdim}(A_2) \). ■
Remark 5.3.6. We consider the sequences \( \{ \log_n d_{V_1}(n) \} \), \( \{ \log_n d_{V_2}(n) \} \). Warfield showed that if either of these sequences is convergent then we have \( GKdim(A_1 \otimes A_2) = GKdim(A_1) + GK(A_2) \) (⋆). In particular, if one of the \( A_i \) is such that \( GKdim(A_i) \leq 2 \) then (⋆) holds. Should both \( A_1 \) and \( A_2 \) have \( GK \)-dimension greater than two, then although equality need not hold, we can find lower bounds for the growth of the sum of the dimensions. For example one can show that if \( 2 < GKdim(A_1) \leq GKdim(A_2) \) then \( GKdim(A_2) + 2 \leq GKdim(A_1 \otimes A_2) \leq GKdim(A_1) + GKdim(A_2) \).

In addition to the above, similar results on \( GK \)-dimensions of finitely generated \( F \)-algebras are presented in [16], chapter 3. Although much can be said about \( GK \)-dimension of algebras, we bring our focus now to subfields of division algebras arising from the study of finitely generated \( F \)-algebras and their algebras of central quotients.

5.4 Bell’s Results on Subfields of Division Algebras

This section must overlook certain details to present an overview of some modern results related to classifying algebras. Depending on the properties of a finitely generated algebra \( A \), we can determine the nature of the division algebras that lie in \( A \). Some theorems in this section have proofs which are beyond the scope of this chapter. In these cases a reference is provided.

We recall that we defined the generic division algebra \( D \) associated with a generic matrix algebra \( A \) as \( D = \{ \frac{a}{b} : a \in A, b \in Z(A) \setminus \{0\} \} \), where \( \frac{a}{b} = \frac{a'}{b'} \) if and only if \( ab' = ba' \). Given a field \( F \) and a finitely generated algebra \( A \) over \( F \) with no zero divisors, we can define the quotient algebra as above. We denote by \( Q(A) \) the quotient algebra of \( A \) and note that it always exists but need not be a division algebra. From here on, \( D \) will denote a division subalgebra of \( Q(A) \).
Fact 5.4.1. Quotient Algebras and GK-Dimension Let $A$ be any finitely generated algebra such that $A$ is a domain with finite GK-dimension. Then $Q(A)$ is a division algebra.

The proof of this fact can be found in chapter 4 of the revised edition of [16]. There is no method of determining whether or not $Q(A)$ is a division algebra when $GKdim(A) = \infty$. We present below some results on the subfields of the quotient division rings of algebras with finite GK-dimension.

Suppose our finitely generated domain $A$ is such that $GKdim(A) < 3$ and let $D \subseteq Q(A)$ be a division subalgebra. If $Z(D) = K$ then we consider a field extension $E/K$ such that $K \subseteq E \subseteq D$.

We note here that if we have sets $S \subseteq E$ and $T \subseteq D$, such that $S$ is linearly independent over $K$ and $T$ is right-linearly independent over $E$, then the set $\{ts: s \in S, t \in T\}$ is linearly independent over $K$. This fact was discovered to be essential in proving Smoktunowicz’s Gap Theorem, which deals with the GK-dimension of connected finitely generated domains. A generalization of this theorem is stated below.

Definition 5.4.2. Transcendence Basis and Degree Let $K$ and $E$ be fields such that $K \subseteq E$. We call the set $B \subseteq E$ a transcendence basis of $E$ if $E$ is algebraic over $K(B)$ and $B$ is algebraically independent over $K$. One can show that every field has a transcendence basis and that any two transcendence bases have the same cardinality, called the transcendence degree of $E/K$.

Theorem 5.4.3. Bell I Let $A$ be a finitely generated $F$-algebra with $GKdim(A) < 3$ and with no zero divisors, and let $D$ be a finitely generated division subalgebra of $Q(A)$. If $GKdim(D) \geq 2$ then $Q(A)$ is finite dimensional as a left $D$-vector space.
A proof of this result can be found in [5]

**Lemma 5.4.4.** Let $A$ be a finitely generated $F$-algebra with no zero divisors such that $\dim GK(A) < 3$ and suppose $Z(A) = F$. Then if $F = D_0 \subseteq D_1 \subseteq D_2 \subseteq \ldots \subseteq D_m \subseteq Q(A)$ is a chain of division subalgebras such that $D_i$ is a finitely generated division algebra, yet infinite dimensional as a left vector space over $D_{i-1}$ then $m \leq 2$.

The proof of this lemma can be found in [6].

**Theorem 5.4.5.** Let $F$ be an algebraically closed field and let $A$ be a finitely generated $F$-algebra such that $A$ is a domain with $GK\dim(A) < 3$. If $D$ is a division subalgebra of $Q(A)$, then exactly one of the following must hold:

1) $D$ is a field with transcendence degree at most 1 over $F$
2) $Q(A)$ is finite dimensional as a left and right vector space over $D$.

**Proof Outline:** First we deal with the case where $A$ is a PI-algebra. It then follows that $Q(A)$ is finite dimensional over its centre and thus over $D$. Otherwise, if $D$ is commutative its transcendence degree will be at most 1. Suppose that $D$ is not commutative. Choose $x, y \in D$ such that $xy \neq yx$ and let $D'$ be the division algebra generated by $x$ and $y$. A theorem of Tsen tells us that $D'$ is infinite dimensional as a left $F(x)$-vector space. Thus we may conclude that $F \subseteq F(x) \subseteq D' \subseteq Q(A)$. By the above lemma we have that $Q(A)$ is finite dimensional over $D'$ and $D \supseteq D'$, therefore $Q(A)$ is finite dimensional as a left $D'$-vector space and we are done. ■

The full proof can be found in [5]

A conjecture by Small states that if $A$ is a finitely generated $F$-algebra such that $A$ is a domain, $GKdim(A) = d$ and $A$ is non-PI, then for any subfield $E \subseteq Q(A)$ we have the transcendence degree of $E$ is at most $d - 1$ over $F$. In [5], Small’s conjecture has been proven for several classes of algebras
satisfying the supposition. We appeal to what we saw in chapters 2 and 3 as an illustration of this conjecture’s breadth: maximal subfields are useful tools in studying finite dimensional division algebras, so that in a more general setting it is not difficult to see the same is true for maximal subfields $E$ of division subalgebras of $Q(A)$.

**Definition 5.4.6. Straightening Property** Let $A$ be a finitely generated $F$-algebra such that $GKdim(A) = d$ for some $d \geq 1$. Then $A$ has the straightening property if there are $x_1, ..., x_d \in A$ such that $S = \{x_1^{i_1}x_2^{i_2}...x_d^{i_d} : i_1, ..., i_d \geq 0\}$ is a vector space basis for $A$. In this case we call $S$ a straightening basis for $A$.

The terminology straightening property was invented by Small and used by Bell in discussing the following theorem.

**Theorem 5.4.7. Bell II** Let $A$ be a finitely generated $F$-algebra with $GKdim(A) = d$ for some $d \geq 1$ and suppose $A$ has the straightening property. If $E \subseteq Q(A)$ is a subfield and $Q(A)$ is left algebraic over $F$, then $Q(A)$ is finite dimensional over $F$.

The proof of this theorem can be found in [5].

**Remark 5.4.8.** The end result of [5] is the proof that if an $F$-algebra $A$ satisfies the conditions of Small’s conjecture as well as the straightening property, then Small’s conjecture holds for maximal subfields $E$ of $Q(A)$. Algebras with no zero divisors that have the straightening property include: polynomial rings over any field, certain algebras related to finite dimensional Lie algebras and the tensor product of a finite number of algebras with the property.
5.5 Concluding Remarks

We see that throughout the last 150 years, the classification of division algebras over fields has grown in complexity and generality. As with any mathematical problem, the most basic of cases were studied first, after which more general assertions were made and more abstract questions were posed. Even though one may find that we are currently unable to expand upon the older results, the classical theorems in chapters 2, 3 and 4 will always retain their beauty and remain the foundation of this study. At this time the investigation into properties of finitely generated algebras over fields continues, with broad classification theorems concerning GK-dimension waiting to be discovered and proven.

This Master’s thesis is in no way a complete summary of the classification of division algebras or growth of algebras; rather it highlights many important historical results and provides a small taste of the modern ones. The interested reader is encouraged to take advantage of the bibliographical listings to pursue further reading material on all of the subjects discussed.
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