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Abstract

Nonhomogeneous Poisson Process (NHPP) models are commonly used to model recurrent events (failures or repairs) in repairable systems which fail or break down many times during their lifetime. NHPP models having an intensity of the form \( \lambda(t; \eta) = v \lambda_0(t; \beta) \), for scalar \( v > 0 \) and each component of the vector \( \beta \) positive-valued, are widely used in modelling the times of occurrences of failures in the debugging phase of software development. In software system reliability applications, these models are used to predict future behaviour of the occurrence of failures and to provide information for making decisions on when to stop testing. In this thesis, we have addressed statistical issues pertaining to parameter estimation, model verification, and interval prediction for NHPP models having an intensity of the above form. In Chapter 2, we assess the maximum likelihood estimation procedure used to obtain estimates for \( v \) and \( \beta \) for specific models belonging to the above general family of NHPP models. In particular, we study conditions under which a finite, positive-valued maximum likelihood estimate for \( v \) is obtained, consider choices of parameterization to facilitate estimation, and consider the effects of total test time on these matters. In Chapter 3, we propose a new approach for testing the goodness of fit of NHPP models of the above general form. We also suggest two alternative models that include specific software reliability models of interest. These models are of use for testing the goodness of fit of their submodels. In Chapter 4, we propose a frequentist approach for providing approximate interval predictors of \( N2 = N(T1, T2) \), the number of events in the future time interval \( (T1, T2) \), based on the observed data up to time \( T1 \). We also use this method to assess the effect
of data accumulation on prediction of $N3 = N(T1, \infty)$, the number of remaining events to be eventually observed given data has been observed up to time $T1$. We also discuss how to obtain Bayesian prediction intervals and compare them with the frequentist-based prediction intervals for $N3 = N(T1, \infty)$ in some examples. In Chapter 5, we discuss research areas to be investigated further. The problems presented here are not unique to the software reliability context. In fact, the results of this thesis may be extended to various reliability applications in which NHPP models of the above form are of use.
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Chapter 1

Data, model, and thesis information

1.1 Introduction

Nonhomogeneous Poisson Process (NHPP) models are commonly used to model recurrent events (failures or repairs) in repairable systems which fail or break down many times during their lifetime. Such models are justified when a system has many components that may fail and repairing a failed component has little effect on the overall system reliability. Many examples and references are given in [8], [35], [27], [30], and [26]. The most widely used and discussed NHPP model is the power law process (also known as the “Weibull process” [36]). Its popularity is not only due to its usefulness for modelling systems which are either deteriorating (times between events are getting shorter) or improving (times between events are getting longer), but for the simplicity of statistical inferences associated with the model.
relative to other NHPP models. In particular, a combination of the existence of a closed form maximum likelihood estimation (m. l. e.) solution for this model and the inherent form of its intensity function has lead to nice distributional results for its estimated parameters and their functionals. Constructing confidence intervals and tests of hypotheses for the model's parameters ([9], [28], [29], [29], [42], [70], [79]), prediction intervals ([38]), and goodness of fit tests ([10], [11], [63], [69], [87], [92], [93]) have been discussed at length in the literature. Although it is appropriate for many reliability applications, the power law process may be an inadequate NHPP model in other situations, such as software system reliability.

There has been a rising interest in modelling software system reliability over the last twenty-five years (e.g. of review papers include [16], [47], [85], [96], [98], [99], [100]). A vast literature exists on the modelling strategies used in the various phases of software system development and management. We focus on the testing and repair (debugging) phases of software program development. During this phase, the fundamental objective of assessing the software system's reliability is to predict future behaviour of the occurrence of failures and to provide information for making decisions on when to stop testing. It is during this phase that General Order Statistics (GOS) and NHPP families of models are often used to model the times of occurrences of failures. Although the GOS family has been the most widely used throughout the years, the NHPP family of models has gained popularity in the last ten years, due in part to the existence of an equivalence relationship between the two models and the relative ease of application of the NHPP models compared to those of their GOS counterparts. Regardless of the reasons for choosing the NHPP
family over the GOS family, the increased usage of NHPP models in modelling failures in the debugging phase of software development provides an incentive for obtaining information about how well these models perform in terms of predicting future behaviour of events and providing information for making decisions on when to stop testing.

In this chapter, we first discuss briefly the nature of software reliability data. Secondly, we introduce the GOS and NHPP families of models often used in the analysis of this data followed by a brief discussion on their equivalence. Next, we discuss the ways in which these models are used to predict future behaviour of the occurrence of failures and to provide information for making decisions on when to stop testing. Lastly, we motivate and provide an outline of the research areas covered in this thesis.

1.2 Software reliability data

A brief overview of the basic software reliability modelling definitions and concepts is given in this section. A thorough discussion may be found in [83] and [96]. In this context, a program refers to a particular block (unit) or structure of blocks (module) of software code. Each block or structure of blocks is modelled separately. Although software failures in the program may not be generated at random, it is assumed that the underlying testing process that detects the failures is random. A random testing strategy is one whereby inputs are chosen from the set of all possible inputs in a random manner. The specification of input variables used to test the program and their relative frequencies is called the program's operational profile. A program
test run maps the input variables from the operational profile to a set of output variables in a certain amount of time. One or more failures occur in a run when output variables do not conform to prespecified requirements. Time is often given in units of execution (operation) or calendar time. The former measure of time is generally considered (e.g. [83]) to be the most accurate reflection of software stress and reliability; however, calendar time is used by some to avoid the difficulties in measuring execution time. Numerous methods of measuring execution time exist. Few authors provide detailed remarks on the procedures used to measure execution time.

As mentioned earlier, the GOS and NHPP models are commonly used for modelling the occurrence of failures in the debugging phase of software program development. Although they are not highly realistic in this context, these models have their uses. In Chapter 5, we discuss further improvements to modelling. These models are justified when a software system has many components that may fail and repairing a failed component has little effect on the overall system reliability. The program failures are assumed to be of a similar type and the interaction of software and hardware failures in the computer system is ignored in these models. The data is given in the form of a list of software program failure or interfailure detection times (ungrouped data) or as the number of failures in a given interval (grouped data). There are numerous grouped and ungrouped data sets available in the literature, few of which include supplementary information to the failure times. Both time-truncated and failure-truncated data sets are also available. In time-truncated data sets, the data is collected over a prespecified time interval, whereas
Figure 1.1: Plots of cumulative number of failures versus time for DS1-4.
in failure-truncated data sets, the data is collected until a prespecified number of events have been observed. A description of four typical (ungrouped) data sets that we consider throughout the thesis is given below. Plots of the cumulative number of failures versus time for each of the data sets considered is given in Figure 1.1. This thesis will focus on the ungrouped data case for the most part.

1.2.1 Specific data sets

DS1

The first data set, henceforth denoted as DS1, consists of interfailure time data collected over the complete system test and operational phases of a real-time command and control software system. This well-known data set, originally collected and discussed in [81, system 1], consists of a set of 136 interfailure times, each listed with the corresponding number of working days from the start of the system test until that particular failure. The interfailure times are in seconds, measured in running clock time, which is proportional to execution time. This time-truncated data set was observed until time \( T_1 = 91208 \) seconds. It is also known that nine programmers worked on the 21,700 delivered object instructions of code. This data set has been analyzed and discussed by many other authors, including [2] and [21].

DS2

The second data set, DS2, consists of interfailure data collected over part of the operational phase of a word processing software system. This phase of the system was still underway at the time of the report originally made by [81, sub-system...
The interfailure times are in seconds, measured in execution time. This time-truncated data set was observed until time $T_1 = 54.93336 \times 10^6$ seconds. As far as we know, subsequent failure data on this system has not been released. DS2 consists of a set of 278 interfailure times, also listed with the corresponding number of working days from the start of the operating phase until that particular failure. An unknown number of programmers have worked on the hundreds of thousands of delivered object instructions of code in this system, and it is noted in [81] that the system was subjected to small design changes throughout the period the data was collected. Regardless of these design changes, the system was noted to be more stable than other similar systems considered in that report. Numerous other authors have considered this data, including [21] and [22].

**DS3 and DS4**

We also considered two lesser-known data sets, DS3 and DS4, both analyzed and discussed in [2]. DS3 consists of 86 interfailure times, measured in seconds of execution time, whereas DS4 consists of 207 interfailure times, measured in operating time (no units given). These failure-truncated data sets were observed until time $T_1 = 103,334$ seconds and $T_1 = 16648$ units, respectively. The unique feature in DS4 is that its failures are due to software faults and hardware design faults. DS4 was also analyzed in [55].
1.3 Software model information

1.3.1 GOS family

The original software reliability models that modelled failure or interfailure times (e.g. Jelinski-Moranda [54], Littlewood [73] and [74], Musa [80]) belong to the GOS family of models. Under this family, the initial number of failures in the software is assumed to be an unknown fixed integer $N$. It is supposed further that the times to detecting each software failure are considered order statistics from a sample of $N$ independent failure times that belong to a parametric family, $p(t; \psi)$, where $\psi$ is a parameter vector.

We start with $N$ software failure times and we observe the $n$ smallest over $(0, T1]$ at times $t_1 < t_2 < \ldots < t_n$. With $n$ out of $N$ bugs detected by time $T1$, we can consider the software system as having $n$ “failures” and $N-n$ “survivors” by time $T1$. It then follows from general results on order statistics or on censored samples that the joint probability distribution function (and hence likelihood function) of $n$ and these first $n$ failure times is

$$L(N, \psi) = N^{(n)} \left( \prod_{i=1}^{n} p(t_i; \psi) \right) \{S(T1; \psi)\}^{(N-n)},$$

where $S(T1; \psi) = \int_{T1}^{\infty} p(y; \psi)dy$ is the survival function corresponding to $p(t; \psi)$ and $N^{(n)} = N(N - 1) \cdots (N - n + 1)$ denotes the possible number of ordered samples of size $n$ from $N$. Since it is usually more convenient to work with the log-likelihood, we can take logs (here, $log = log_e$, unless otherwise noted) on both
sides of the above equation to obtain

\[ l(N, \psi) = \sum_{i=1}^{n} \log(N - i + 1) + \sum_{i=1}^{n} \log\{p(t_i; \psi)\} + (N - n) \log\{S(T_1; \psi)\}. \]

Note that \( N \geq n \) and \( \psi \) are to be estimated here.

1.3.2 NHPP family

The NHPP family of models (e.g. Goel-Okumoto [46], Musa-Okumoto [84], Schneidewind [94], Yamada et al. [102]) have recently become more popular in modelling software reliability. Let \( \{N(t); t \geq 0\} \) be a NHPP with intensity function \( \lambda(t; \eta) \) that represents the cumulative number of software failures found by time \( t \). We observe a single sample path of the process over \((0, T_1]\), with \( n \) error detections (events) occurring at times \( t_1 < t_2 < \ldots < t_n \). The probability of observing no events in \((0, t_1)\), one event in \((t_1, t_1 + \delta t_1)\), no events in \((t_1 + \delta t_1, t_2)\), one event in \((t_2, t_2 + \delta t_2)\), and so on up to no events in \((t_n + \delta t_n, T_1)\) is for small \( \delta t_1, \delta t_2, \ldots, \delta t_n \),

\[
L(\eta) = \exp\left(-\int_0^{t_1} \lambda(y; \eta)dy\right) \lambda(t_1; \eta)\delta t_1 \exp\left(-\int_{t_1+\delta t_1}^{t_2} \lambda(y; \eta)dy\right) \lambda(t_2; \eta)\delta t_2 \\
\cdots \exp\left(-\int_{t_n+\delta t_n}^{T_1} \lambda(y; \eta)dy\right).
\]

Dividing through by \( \delta t_1, \delta t_2, \ldots, \delta t_n \) and letting \( \delta t_i \to 0 \) gives us,

\[
L(\eta) = \prod_{i=1}^{n} \lambda(t_i; \eta) \exp(-\int_{0}^{T_1} \lambda(y; \eta)dy). \tag{1.1}
\]
Since we know that the mean value function is simply $E\{N(t)\} = \Lambda(t; \eta) = \int_0^t \lambda(y; \eta)dy$, we can substitute this into the above to obtain the following log-likelihood,

$$l(\eta) = \sum_{i=1}^{n} \log\{\lambda(t_i; \eta)\} - \Lambda(T1; \eta). \quad (1.2)$$

Note that the vector of parameters $\eta$ is to be estimated here.

### 1.3.3 Equivalence of GOS and NHPP models

Although there are fundamental underlying differences in the motivation behind each of the two families, an equivalence relationship exists between the GOS and NHPP models, as shown in general in [77]. For every specified GOS family, one can obtain an "equivalent" NHPP family by relaxing the assumption that $N$ is fixed and assuming further that it is a Poisson random variable with finite mean.

For instance, under an exponential order statistics (EOS) model, $N$ is an unknown fixed constant and $p(t; \psi) = \beta \exp(-\beta t)$. If we assume further that $N$ is distributed as a Poisson random variate with finite mean $\nu$, we obtain the equivalent EOSN (my notation) NHPP model with intensity function $\lambda(t; \psi) = \nu \beta \exp(-\beta t)$. On the other hand, for any NHPP model that has $\Lambda(\infty; \eta) < \infty$, one can obtain an "equivalent" GOS family by conditioning on the value of $N = N(\infty)$. In fact, for a specified NHPP model with intensity function $\lambda(t; \eta)$, the corresponding GOS model will have

$$p(t; \eta) = \frac{\lambda(t; \eta)}{\Lambda(\infty; \eta)}.$$
Table 1.1: A list of NHPP models used in modelling software reliability.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\lambda(t; \eta)$</th>
<th>$\Lambda(t; \eta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>EOSN</td>
<td>$v\beta \exp(-\beta t)$, $v, \beta &gt; 0$</td>
<td>$v[1 - \exp(-\beta t)]$</td>
</tr>
<tr>
<td>GAMN</td>
<td>$v\beta^2 t \exp(-\beta t)$, $v, \beta &gt; 0$</td>
<td>$v[1 - (1 + \beta t) \exp(-\beta t)]$</td>
</tr>
<tr>
<td>WOSN</td>
<td>$v\beta_1 \beta_2 t^{\beta_2-1} \exp(-\beta_1 t^{\beta_2})$, $v, \beta_1, \beta_2 &gt; 0$</td>
<td>$v[1 - \exp(-\beta_1 t^{\beta_2})]$</td>
</tr>
<tr>
<td>POSN</td>
<td>$\frac{v\beta_2 \beta_3^2}{(\beta_1 + 1)(\beta_2 + 1)} t^{\beta_1, \beta_2 &gt; 0}$</td>
<td>$v[1 - (\frac{\beta_1}{\beta_1 + 1})^{\beta_2}]$</td>
</tr>
</tbody>
</table>

For instance, if we assume a NHPP model with $\lambda(t; \psi) = v\beta_1 \beta_2 t^{\beta_2-1} \exp(-\beta_1 t^{\beta_2})$, the corresponding GOS model will have $p(t_i; \eta) = \beta_1 \beta_2 t^{\beta_2-1} \exp(-\beta_1 t^{\beta_2})$. This is simply the Weibull order statistics (WOS) model. At this point, we want to stress that it is not possible to distinguish between a family of NHPP models and their related family of GOS models without proper replication of a recurrent event process. A thorough discussion on this matter is given in [77].

1.3.4 Specific models

Table 1.1 gives a list of the most popular NHPP models used in modelling the times of occurrences of failures in the debugging phase of software development. As noted in [83], the NHPP models widely used in software reliability belong to a family of NHPP models having intensity functions of the particular form, $\lambda(t; \eta) = v \lambda_0(t; \beta)$, for scalar $v > 0$ and each component of the vector $\beta$ positive-valued (henceforth denoted $\beta > 0$). This family is split further into two subfamilies based on the limiting behaviour of a model's mean value function $v \Lambda_0(t; \beta)$, where $\Lambda_0(t; \beta) = \ldots$
The finite subfamily consists of those models which have a mean value function with a finite limit when \( t \to \infty \). In particular, for these models, as \( t \to \infty \), \( \Lambda(t; v, \beta) \to v \) because \( \Lambda_0(t; \beta) \to 1 \). For this to occur, we note that \( \lambda_0(t; \beta) \) has a probability density functional form with corresponding cumulative distribution functional form \( \Lambda_0(T1; \beta) \). Referring to Table 1.1, we note that the finite NHPP models are named according to the probability density functional form \( \lambda_0(t; \beta) \). In other words, the models are named according to the particular \( p(t; \eta) \) that would be assumed in its GOS counterpart. The parameter \( v \) in these models represents the expected number of errors to be eventually detected. Since the fundamental objective of assessing the software system's reliability during the debugging phase is to predict the future behaviour of the occurrence of failures and to provide information for making decisions on when to stop testing, this parameter is of special practical interest. In contrast, the infinite subfamily is one which has a mean value function with infinite limit when \( T1 \to \infty \). The POWN and LOGN infinite NHPP models denote power law and logarithmic Poisson processes, respectively. Although it is rarely appropriate in this context, the POWN model is included because of its popularity in general reliability applications. In software reliability literature, the EOSN model with the parameterization given in Table 1.1 is widely referred to as the Goel-Okumoto [46] model, and with parameterization \( p = v\beta \) and \( \beta = \beta \) is known as the Schneidewind [94] model. The GAMN model is widely known as the "delayed s-shaped" model by Yamada et. al. [102], whereas the LOGN model is widely known as the Musa-Okumoto [84] model. The POSN model is the NHPP equivalent of the Littlewood [73] POS model.
1.4 Software reliability quantities of interest

Recall that the fundamental reason for assessing a software system's reliability during the debugging phases of software program development is to predict future behaviour of the failures and to provide information about when to stop testing or to release the software. An immediate question arises as to what particular quantities are of interest. For repairable systems, such as a software system, it is appropriate to assess the number and pattern of successive failures rather than to consider the time to any particular failure. In other words, it is of interest to assess the behaviour of the entire process as a whole, as opposed to assessing the distribution of time to any particular failure. For a thorough argument on this issue, please refer to [8]. With this in mind, we believe that appropriate measures of interest for predicting future behaviour of the failure process and for providing information about when to stop testing are a) \( N_2 = N(T_1, T_2) \), the number of events in the future time interval \((T_1, T_2)\), and; b) \( N_3 = N(T_1, \infty) \), the number of remaining events to be eventually observed, both measures predicted from observed data up to time \( T_1 \).

Also recall that for the finite subfamily of NHPP models, \( v \) represents the expected number of errors to be eventually detected. This quantity is also of special interest because it can provide information about when to stop testing. An illustrative plot of \( \Lambda(t) \) versus \( t \) is given in Figure 1.2. The data in \((0, T_0)\) generally will not lead to a very precise estimate of \( v \), whereas that in \((0, T_1)\) will. In other words, the amount of information on \( v \) depends on what fraction of the eventual faults has been observed. Since a “good” (defined as having low variability and
Figure 1.2: Illustrative plot of $\Lambda(t)$ versus $t$. 
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low bias) estimate for \( v \) is needed to accurately predict \( N_2 \) and \( N_3 \), an important design issue is to ensure that \( T_1 \) is large enough to obtain good predictions of these quantities.

1.5 Thesis motivation and outline

As mentioned earlier, the main reason for assessing a software system's reliability during the debugging phases of software program development is to predict future behaviour of the failures and to provide information about when to stop testing. Since NHPP models are used to model the occurrence of failures during this phase of development, it is of particular interest to a) ensure there are adequate methods available for using NHPP models to perform these tasks, and; b) determine how well NHPP models perform these tasks. In this section, we will motivate the areas of interest in this thesis and mention how they relate to the above objective in software reliability. We follow with an outline of the thesis.

We argue that since NHPP models are used to predict future behaviour of the failure process to provide information about when to stop testing, it is of prime interest to ensure that there is an adequate method for predicting quantities of interest under an assumed NHPP model. As pointed out in Section 1.4, we are particularly interested in obtaining interval predictors for \( N_2 = N(T_1, T_2] \), the number of events in the future time interval \( (T_1, T_2] \), based on the observed data up to time \( T_1 \). Since there is not an "exact" pivotal available for predicting such quantities in the NHPP scenario, we examined an approach based on approximate pivots that may be used for all NHPP models. We also used this method to assess
the effect of data accumulation on prediction of $N_3 = N(T_1, \infty)$, the number of remaining events to be eventually observed given data has been observed up to time $T_1$. We also obtained Bayesian prediction intervals and compared them with the frequentist-based prediction intervals for $N_3 = N(T_1, \infty)$ in some examples.

With a method available for predictive purposes, it is of interest to assess and reduce the sources of error in prediction. In general, there are three sources of error involved when predicting an unknown quantity of interest. First, there will always be inherent variation in the true process. In other words, even if we assume that the process $\{N(t); t \geq 0\}$ is an NHPP with known intensity function $\lambda(t; \eta) = v \lambda_0(t; \beta)$, for scalar $v > 0$ and each component of the vector $\beta$ is finite valued (henceforth denoted $\beta > 0$), we can not predict exactly the quantity of interest simply due to random variability in the NHPP itself. Essentially, this is an uncontrollable source of variability. Second, another source of error in predictions is due to sampling variation. This arises from having to estimate the parameters in the assumed model based on the observed process. As a result, it is important to be able to assess how well the chosen estimation method performs. In our situation, we estimate $v$ and $\beta$ in the intensity $\lambda(t; \eta) = v \lambda_0(t; \beta)$ using maximum likelihood estimation. It is important to assess how well this estimation procedure performs and to make improvements on the estimation process, if necessary. Lastly, the largest potential source of error in predictions is due to model bias. This may arise in two ways. For one thing, we may have assumed an incorrect model in making the predictions. As a consequence, it is very important to be able to adequately assess the goodness of fit of the assumed model. In our situation, we are particularly interested in having
adequate measures of goodness of fit of NHPP models having an intensity of the form \( \lambda(t; \eta) = v \lambda_0(t; \beta) \). Even though the assumed model does fit the observed data well, another source of model bias may arise when the same model may not hold for the future unobserved process. Unfortunately, there is not much we can do to control this source of error.

A brief outline of the thesis is as follows. In Chapter 2, we assess the maximum likelihood estimation procedure used to obtain estimates for \( v \) and \( \beta \) for specific models belonging to the general family of NHPP models with intensity \( \lambda(t; \eta) = v \lambda_0(t; \beta) \). In particular, we study conditions under which a finite, positive-valued maximum likelihood estimate for \( v \) is obtained, consider choices of parameterization to facilitate estimation, and consider the effects of total test time on these matters. In Chapter 3, we propose a new approach for testing the goodness of fit of NHPP models of the above general form. We also suggest two alternative models that include specific software reliability models of interest. These models are of use for testing the goodness of fit of their submodels. In Chapter 4, we propose a frequentist approach for providing interval predictors of \( N_2 = N(T_1, T_2] \), the number of events in the future time interval \( (T_1, T_2] \), based on the observed data up to time \( T_1 \). We also use this method to assess the effect of data accumulation on prediction of \( N_3 = N(T_1, \infty) \) the number of remaining events to be eventually observed given data has been observed up to time \( T_1 \). We also discuss how to obtain Bayesian prediction intervals and compare them with the frequentist-based prediction intervals for \( N_3 \) in some examples. In Chapter 5, we discuss research areas to be investigated further.
Chapter 2

Maximum likelihood estimation

2.1 Introduction

To make inferences about the true underlying failure process based on the observed data in \((0, T_1]\), we need to estimate the parameters in a chosen NHPP model based on the available data. Although other methods are available (such as the method of least squares), maximum likelihood estimation (m.l.e.) is often used for this purpose. As mentioned in Section 1.5, we want to assess how well (m.l.e.) performs as well as improve the estimation method. In particular, we are interested in a) determining conditions for a positive, finite \(\hat{\lambda} = \hat{\lambda}(\infty)\), and; b) determining the choice of model parameterization for estimation. In this section, we motivate our interest in the above topics. We follow with a chapter outline.
2.1.1 Determining conditions for positive, finite $\Lambda(\infty)$

Estimating the parameter $v = \Lambda(\infty)$ in finite mean value function models is of particular interest because it represents the total number of expected failures to be eventually discovered. For the infinite POWN model in Table 1.1, a closed form solution for $v$ and $\beta$ always exists in the ungrouped data case. In particular, in the time-truncated scenario, the m.l.e.'s for this model are $\hat{\beta} = \sum_i \frac{n}{\log(T_i/t_i)} > 0$ and $\hat{v} = (n/T \hat{\beta}) > 0$. In contrast, a closed-form solution for $v$ and $\beta$ does not exist for the other NHPP models given in Table 1.1. Furthermore, a finite, positive-valued unrestricted solution for $v$ does not always exist for the finite NHPP models.

As an example, let us consider the DS2 data set. A plot of the cumulative number of failures versus cumulative time for this data set is shown in Figure 1.1. For illustrative purposes, we arbitrarily truncate the data at $T = 0.84 (x 10^6)$ seconds to obtain a subset of the complete data set. If we model both the truncated ($n = 22$) and complete data sets ($n = 278$) using the EOSN model, we need to estimate the model parameters. Using maximum likelihood estimation and the log-linear parameterization of the model (to be discussed in Section 2.4), we obtain unrestricted $\hat{\beta} = -1.84$ with a 95% confidence interval $(-3.67, -0.01)$ for the truncated data set, and $\hat{\beta} = 0.02$ with 95% confidence interval $(0.01, 0.03)$ for the entire data set. The corresponding unrestricted estimates of $v$ (and 95% confidence intervals) for the truncated and entire data sets are $\hat{v} = -6.00 (-17.03, -2.11)$ and $\hat{v} = 402.05 (326, 494)$, respectively. Neither set of confidence intervals include zero, which imply that there is no strong evidence at level $\alpha = 0.05$ that $\beta > 0$ (and $v > 0$) using the truncated data, or that $\beta < 0$ (and $v < 0$) using the entire
data. We note that when $\beta < 0$, $v < 0$ and $v$ no longer represents $\Lambda(\infty)$. In fact, $\hat{\Lambda}(\infty) = \infty$ here. To see this, recall that for $v = \Lambda(\infty)$ we need $\lambda_0(t; \beta)$ to be a probability density function integrating to one. The negative estimate for $v$ here is due to the fact that testing has not gone long enough to provide much information about $\Lambda(\infty)$.

To make some decisions in advance on how long one must test to obtain a reliable estimate of $v$, it is of interest to obtain conditions for which $\hat{v} = \hat{\Lambda}(\infty)$ is positive and finite for the models given in Table 1.1. Although work has been published on the conditions under which the m.l.e. does not yield finite positive-valued estimates for $N$ for particular GOS models (EOS: [43], [56], [75]; WOS: [55]; and. POS: [12], [78]), comparatively less work has been done for obtaining finite positive-valued estimates for $v$ in the corresponding NHPP models (EOSN: [78], [105]; WOSN: [55]; and, GAMN: [53], [105]). With the exception of [53], no one has obtained appropriate conditions under a grouped data situation.

### 2.1.2 Choice of parameterization for estimation

To motivate the need for considering different parameterizations of a model, we first provide a brief discussion on the nature of asymptotics applicable to NHPP (and GOS) families of models and then we discuss how this relates to the problem on hand. A thorough treatment of the nature of the asymptotics applicable in this case is given in [55], [72], and [97]. Our emphasis is on the results provided in [97]. As mentioned on [97, page 236], situations arise when it does not make practical sense to have the time variable or the sample size increased in order to
use asymptotic results. To accommodate situations when it makes sense to do so, van Pul ([97]) developed a new asymptotic approach that involves looking at the case when one of the model parameters, rather than time or sample size, is considered large. The asymptotics are in a sense artificial but they do allow the possibility of using standard asymptotic properties (e.g. consistency, asymptotic normality, efficiency) of maximum likelihood estimation to provide standard error approximations for the parameters. For a general class of parametric counting process models, he derived conditions on the intensity function that are sufficient for these asymptotic properties to hold.

To begin with, counting processes are assumed to have an intensity function of the form $\lambda(t; \nu, \beta)$, for scalar parameter $\nu$ and vector of parameters $\beta$. Interest is in estimating the true parameters $\nu_0$ and $\beta_0$ as $\nu_0 \to \infty$. $\nu$ is assumed to represent the "scale or size of the problem". Next, to consider parameter estimation when $\nu_0$ is large, a reparameterized series of counting processes $N_\kappa(t)$, for $\kappa = 1, 2, \ldots$ is introduced with associated intensity functions given by $\lambda_\kappa(t; \gamma, \beta) = \lambda(t; \kappa \gamma, \beta)$. With $\nu = \nu_\kappa = \kappa \gamma$, we now consider the estimation of $\gamma$ and $\beta$ as $\kappa \to \infty$. If the associated intensities are assumed further to have the form $\lambda_\kappa(t; \gamma, \beta) = \kappa \lambda_0(t; \gamma, \beta)$, for an arbitrary non-negative function $\lambda_0$, it is then shown in [97] that these conditions on the intensity are sufficient for the standard asymptotic properties of m.l.e. to hold. It is easily seen that all of the models in Table 1.1 satisfy these conditions, with $\nu = \kappa \gamma$ and $\lambda_0(t; \gamma, \beta) = \kappa \gamma \lambda_0(t; \beta)$.

With standard asymptotic properties of m.l.e. at our disposal when $\nu$ is considered large, one can then obtain likelihood-ratio (LR), Wald or score-based ap-
proximate asymptotic confidence intervals for the parameters. Nevertheless, it is always desirable to check the adequacy of these approximations for small to medium sample sizes. Plotting constant likelihood ratio contours may be of use here. Comparisons may also be made with appropriate plots of Wald and score-based contours. Non-elliptical (in the extreme case, banana-shaped) likelihood contours reflect inadequacy of quadratic approximations. This implies that the shape of the contours may alert one to problems with the performance of the likelihood maximization algorithm to be used and the accuracy of asymptotic likelihood inference. Since the most used optimization algorithms are adaptations of the classical Newton method, it makes sense that they would work best on approximately quadratic functions. Similarly, because the normal approximation is achieved by ignoring the cubic and higher order terms in a Taylor's series expansion of the log-likelihood at the maximum likelihood estimate, its accuracy relies on the size of the cubic or higher terms relative to the quadratic term. When the contours of constant likelihood are roughly elliptical and centered at the m.l.e, the normal approximation is sufficiently accurate. As well, all of the information concerning the parameters is summarized accurately in the point estimate and its measure of precision, the observed or expected Fisher information matrix (to be discussed later). On the other hand, if the likelihood contour plots are not roughly elliptical, approximate inferences based on the asymptotic normality of the estimates, including confidence intervals, will be misleading.

Although likelihood functions are invariant under one-to-one parameter transformations their normal approximations are not invariant. For this reason, it may be
possible to obtain greater accuracy of the normal approximation by reparametriz-
ing the model before taking approximations [58, page 43]. At the same time, there
may be a noticeable improvement in the performance of the likelihood maximiza-
tion algorithm used [95, page 95]. We can then recover approximate confidence
intervals for the old parameters by making use of the invariance property in trans-
forming those obtained for the new parameters. It then follows that it is beneficial
to transform the parameters in the model if the LR- or score-based contours are
not elliptical under the current parametrization.

As an example, we obtained contour plots based on constant relative LR and
Wald test values (variance estimates based on the expected information matrix)
under the EOSN model for data sets DS1.3. The contour plots are given in Figure
2.1. The m.l.e. is denoted by an asterisk. Similar plots based on the score statistic
were also obtained but are not provided, as they are similar to those based on the
Wald statistic. The “banana-shaped” curves in the LR plot for DS3 indicate clearly
that approximate inferences based on the asymptotic normality of the parameters
will be misleading for that data set; hence, it is of interest to reparameterize the
original EOSN model in order to improve the accuracy of a normal approximation.
In addition, we calculated the LR- and Wald-based confidence intervals for the
parameters $v$ and $\beta$ and $u_3 = E(N3) = E(N(T1, \infty))$ for DS1 and DS3. The
results are given in Table 2.1. Although they are equal for $\beta$ in both data sets,
the LR- and Wald-based confidence intervals for $v$ (and the resulting $u_3$) differ in
DS3. This difference in the two confidence intervals reflects further the difference
in the shapes of the LR and Wald contours for DS3. If the shape of the LR
Table 2.1: LR and Wald confidence intervals for $\beta$, $v$, and $u_3$ under the EOSN model and DS1,3.

<table>
<thead>
<tr>
<th>parameter</th>
<th>CI</th>
<th>LR</th>
<th>Wald</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS1: $\hat{\beta} = 0.12$, $\hat{v} = 142$, $T_1 = 25.34$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta$</td>
<td>(0.09, 0.16)</td>
<td>(0.09, 0.16)</td>
<td></td>
</tr>
<tr>
<td>$v$</td>
<td>(115, 178)</td>
<td>(115, 172)</td>
<td></td>
</tr>
<tr>
<td>$u_3$</td>
<td>(3, 12)</td>
<td>(3, 12)</td>
<td></td>
</tr>
<tr>
<td>DS3: $\hat{\beta} = 0.05$, $\hat{v} = 109$, $T_1 = 28.70$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta$</td>
<td>(0.02, 0.09)</td>
<td>(0.02, 0.09)</td>
<td></td>
</tr>
<tr>
<td>$v$</td>
<td>(75, 198)</td>
<td>(75, 150)</td>
<td></td>
</tr>
<tr>
<td>$u_3$</td>
<td>(15, 42)</td>
<td>(11, 42)</td>
<td></td>
</tr>
</tbody>
</table>

contours were more elliptical (as is the case for DS1), then the Wald and LR-based confidence intervals would be the same. It is also of interest to examine LR plots of other models given in Table 1.1 for similar plots. If so, we would be interested in proposing and assessing different parameterizations of these models to be used for estimation purposes.

### 2.1.3 Outline of chapter

In Sections 2.2 and 2.3, we discuss an approach used to obtain m.l.e.'s for the general class of NHPP software models under the ungrouped and grouped scenarios, respectively. For the ungrouped case, we have provided the appropriate m.l.e. equations for the models given in Table 1.1. For the EOSN, GAMN and LOGN models, we have determined necessary and sufficient conditions for which the m.l.e. solution for $v$ is positive and finite-valued. In addition, we have provided results on simulation studies conducted to obtain probability statements on how often these
Figure 2.1: Likelihood ratio and Wald contour plots for EOSN and DS1,3.
conditions do not hold. Although not essential, we have also obtained bounds on
the m.l.e. solution for \( \beta \) (and hence, \( v \)). They are an asset when one needs an
initial first estimate at a solution in the numerical routine used for optimization.
We have not been able to obtain complete conditions for the WOSN and POSN
models, but we give some partial results for these two models. For the grouped
case, we have determined necessary and sufficient conditions for which the m.l.e.
solution for \( v \) is positive and finite-valued for the EOSN and POWN models. In
Section 2.4, we suggest two reparameterizations of the models in Table 1.1 that are
useful for estimation purposes. Our conclusions are given in Section 2.5.

2.2 Conditions for positive, finite \( \hat{\Lambda}(\infty) \) — un-
grouped case

2.2.1 General case

The log-likelihood function for a single realization (ungrouped) of a time-truncated
NHPP with a general intensity function \( \lambda(t; \eta) \) was derived in Section 1.3.2. With
an intensity function of the form \( \lambda(t; \eta) = v \lambda_0(t; \beta) \) and corresponding mean value
function \( \Lambda(T1; \eta) = v \Lambda_0(T1; \beta) \), for scalar \( v > 0 \) and vector \( \beta > 0 \), (1.2) becomes

\[
l(\eta) = n \log(v) + \sum_{i=1}^{n} \log\{\lambda_0(t_i; \beta)\} - v \Lambda_0(T1; \beta). \tag{2.1}\n\]
Differentiating the above with respect to parameters \((v, \beta)\) yields the following set of \(J + 1\) (score) equations to be solved for the maximum likelihood estimators:

\[
\frac{\partial l(\eta)}{\partial v} = \frac{n}{v} - \lambda_0(T1; \beta)
\]

\[
\frac{\partial l(\eta)}{\partial \beta_j} = \sum_{i=1}^{n} \frac{\partial}{\partial \beta_j} \log\{\lambda_0(t_i; \beta)\} - v \frac{\partial}{\partial \beta_j} \lambda_0(T1; \beta), \quad j = 1, \ldots, J.
\]

Solving for \(v\) in the first equation yields

\[
\hat{v} = \frac{n}{\lambda_0(T1; \hat{\beta})}.
\]  

(2.2)

This expression for \(\hat{v}\) can then be substituted into the other \(J\) score functions to obtain

\[
\sum_{i=1}^{n} \left\{ \frac{\lambda_0(t_i; \hat{\beta})}{\lambda_0(t_i; \beta)} - \frac{\dot{\lambda}_0(T1; \beta)}{\lambda_0(T1; \beta)} \right\} = 0,
\]  

(2.3)

for \(\dot{f} = \frac{\partial}{\partial \beta_j} f, \quad j = 1, \ldots, J\). With \(v\) eliminated, we can solve the above equation(s) for \(\hat{\beta}\) and then substitute into the expression for \(\hat{v}\). Since a closed form solution for \(\hat{\beta}\) rarely exists, numerical procedures are used to obtain the solution to the above equations for \(\hat{\beta}\). Of the models we have considered (c.f. Table 1.1) a closed form solution is available only for the POWN (power law) model. If the expected total number of events is large and appropriate conditions on the model hold, we know that \(\hat{\eta}\) is asymptotically normally distributed with mean \(\eta\) and covariance matrix
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$I(\eta)^{-1}$. The Fisher (or expected) information matrix $I(\eta)$ has entries

$$I_{ij}(\eta) = E \left( \frac{-\partial^2 l(\eta)}{\partial \eta_i \partial \eta_j} \right), \quad i, j = 1, ..., J + 1.$$  

We can estimate the above with $I(\hat{\eta})$, or with the observed information matrix $I_0$, which has entries

$$I_{0,ij} = \left( \frac{-\partial^2 l(\eta)}{\partial \eta_i \partial \eta_j} \right)_{\eta=\hat{\eta}}, \quad i, j = 1, ..., J + 1.$$  

In some cases, equation (2.3) will not have an "admissible" solution $\hat{\beta} > 0$, but there may be an "unrestricted" solution with some parameter estimates negative. This corresponds to $l(\eta)$ being maximized at a boundary point for the restricted parameter space with $\beta > 0$ and $v > 0$. For the models we consider, it is possible to extend the parameter space for $\beta$ and $v$ and discuss the solution of equation (2.3). We do this below.

2.2.2 Specific cases

EOSN

Introduction

A necessary and sufficient condition for obtaining an unique positive, finite-valued m.l.e. solution under the ungrouped EOSN (Goel-Okumoto) model is derived in a slightly more difficult manner in [78]. Rather than solving for $\hat{\beta}$ and then substituting in for $\hat{v}$, [78] numerically solves an equation for $\hat{v}$ and then substitutes in its m.l.e. to obtain that for $\hat{\beta}$. It may seem like a slight difference, but it turns
out that the function of \( \hat{v} \) to be solved is more complicated than our function of \( \beta \); hence, finding the necessary and sufficient conditions is more tedious in that situation. In addition, our approach may be applied to all NHPP models, whereas their approach may not. Although upper and lower bounds on the solution are also given in that paper, we have determined a tighter interval in which the solution lies. We also conducted a small simulation study to give some probability statements on how often the necessary and sufficient condition is not obtained. Some comparisons with the results for the EOS model are also given.

**Necessary and sufficient condition for a positive \( \hat{\beta} \)**

For the EOSN model, \( \lambda(t; \eta) = v \beta \exp(-\beta t) \) with corresponding \( \Lambda(T1; \eta) = v[1 - \exp(-\beta T1)] \). In this case, (2.2) is \( \dot{v} = \frac{n}{1 - \exp(-\beta T1)} \). Clearly, \( \dot{v} \) is finite and positive if and only if \( \hat{\beta} > 0 \). After substituting the required derivatives into (2.3), and rearranging some of the terms, we obtain

\[
\frac{1}{\beta T1} - \frac{1}{\exp(\beta T1) - 1} = \frac{1}{n} \sum_{i=1}^{n} t_i \quad (2.4)
\]

If we let \( g(\beta) \) denote the left-hand side of (2.4), a Taylor expansion of the function \( \exp(\beta T1) \) shows that \( \lim_{\beta \to 0} g(\beta) = 1/2 \) and \( \lim_{\beta \to \infty} g(\beta) = 0 \). Furthermore, since \( \frac{\partial g(\beta)}{\partial \beta} < 0 \), for all \( \beta > 0 \), \( g(\beta) \) is monotonically decreasing. Since the right-hand side of (2.4) is always greater than zero, a sufficient condition for the existence of a positive root for (2.4) is

\[
\frac{1}{n} \sum_{i=1}^{n} t_i < 0.5 \quad (2.5)
\]
In addition, since \( g(\beta) \) is monotonically decreasing, condition (2.5) is also necessary for (2.4) to have an unique finite positive root.

**Bounds on solution**

An ad hoc approach was taken to obtain bounds on the solution. Let us first look for an upper bound on the m.l.e. \( \hat{\beta} \), the value of \( \beta \) such that (2.4) holds. Figure 2.2 illustrates that \( \frac{1}{\beta T_1} > g(\beta T_1) \), for all \( x = \beta T_1 \), and that both functions are monotonically decreasing. For a particular value of \( T_{1,AVB} = \frac{1}{n} \sum_{i=1}^{n} t_i/T_1 \), it follows that \( \frac{1}{\hat{\beta} T_1} = T_{1,AVB} \) will occur at a value of \( \beta > \hat{\beta} \). Hence, this value of \( \beta \), say \( \beta_U \), will be an upper bound. Since \( \hat{\nu} = \frac{n}{1 - \exp(-\beta T_1)} \) is a monotonically decreasing function of \( \hat{\beta} \), a lower bound on \( \hat{\nu} \) will be \( \nu_L = \frac{n}{1 - \exp(-\beta_U T_1)} \), where \( \beta_U = \sum_{i=1}^{n} t_i \).

To obtain a lower bound on \( \hat{\beta} \), we found a monotonically decreasing function \( h(x) \) that is always smaller than \( g(x) \). The function was obtained by first taking a Taylor series expansion of \( \exp(x) \) in the denominator of the second term of \( g(x) \) and then ignoring the fourth order and higher terms. It can be expressed as

\[
h(x) = \frac{\frac{1}{2} + \frac{x}{6}}{1 + \frac{x}{2} + \frac{x^2}{6}}.
\]

Figure 2.2 shows that \( h(\beta T_1) < g(\beta T_1) \), for all \( x = \beta T_1 \) and that both functions are monotonically decreasing in \( \beta T_1 \). We also see that \( h(\beta T) = T_{AVB} \) will occur at a value of \( \beta < \hat{\beta} \). Hence, the lower bound on \( \hat{\beta} \) is the value of \( \beta_L > 0 \) that solves the quadratic equation \( h(\beta_L T) = T_{AVB} \). Substituting this lower bound for \( \hat{\beta} \) into the equation for \( \hat{\nu} \) yields the upper bound on \( \hat{\nu} \), \( \nu_U = \frac{n}{1 - \exp(-\beta_U T_1)} \). Our bounds for \( \hat{\nu} \), \( \left( \frac{n}{1 - \exp(-\beta_U T_1)}, \frac{n}{1 - \exp(-\beta_L T_1)} \right) \), are tighter than those found in [78], which are \( \left( n, \frac{(T_{1,AVB} - 1)^2}{(1 - T_{1,AVB})} \right) \).
Figure 2.2: Maximum likelihood estimation plots for EOSN and GAMN.

**EOSN:** Plot of $g(x)$, $1/x$, $h(x)$ vs $x$

**GAMN:** Plot of $g(x)$, $2/x$, $h(x)$ vs $x$
Simulation study

A small simulation study was performed to determine how often a positive, finite-valued m. l. e. solution is not available for the EOSN and EOS models. We generated samples from the EOSN model with $\beta = 1$, $v = 15, 25, 50, 100, 200$, and for two different values of $T1$. The $T1$ were chosen such that roughly 50% and 90% of the expected number of errors to be eventually detected are in fact discovered by $T1$. In other words, $T1$ is determined such that $E\{N(0,T1)\} = v(1 - \exp(-\beta T1)) = av$, for $a = 0.5, 0.9$ and given $\beta$. This implies that $T1 = \frac{-\log(1-a)}{\beta}$. In fact, $T1 = 0.6931, 2.3026$ for $\beta = 1$ and $a = 0.5, 0.9$, respectively.

In particular, 2000 samples were obtained for each combination of $v$ and $T1$ in the following manner:

1. Simulate $N$, a Poisson random variable with mean $v = E\{N(0,\infty)\}$.

2. Simulate $N$ standard exponential random variables. Keep those simulated values that are $\leq T1$. Sort these remaining $N1$ values in ascending order. This now constitutes a sample of $N1$ ordered failures times $t_{i1}^*, \ldots, t_{N1}^*$ for given $T1$ and $v$.

For each sample generated, we calculated (2.5), the condition for which an unique, finite, positive-valued m. l. e. solution is available for the EOSN model. The percentages of the ten sets of simulated data which did not satisfy condition (2.5) for the EOSN model are given in Table 2.2, which is a subset of the results given later in Table 2.3. We clearly see that as $v$ increases, these percentages decrease. In addition, we see that these percentages are substantially lower when we have already observed a large percentage of the expected errors.
Table 2.2: Percentages of the ten sets of simulated data that did not satisfy condition (2.5).

<table>
<thead>
<tr>
<th>$a$ \ $v$</th>
<th>15</th>
<th>25</th>
<th>50</th>
<th>100</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>28.90</td>
<td>26.15</td>
<td>16.70</td>
<td>7.90</td>
<td>2.15</td>
</tr>
<tr>
<td>0.9</td>
<td>1.20</td>
<td>0.20</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

In addition, for each of the above simulated samples, we calculated the condition for which an unique, finite, positive-valued m.l.e. solution is available for the EOS model. This condition, derived by [78], is given by

$$n \ast (T_1 - t_n) + \sum_{i=1}^{n} (i - 1) x_i > \frac{n - 1}{2},$$

(2.6)

where $x_i$ is the $i$th interfailure time; that is, $x_i$ is the time between the $(i - 1)$th and $i$th failure. The results for the entire study are given in Table 2.3. As expected, the results improve as $a$ and $v$ increases. The percentage of the simulated data which did not satisfy condition (2.6) for the EOS model is lower than that for the EOSN model when $a = 0.5$ for all values of $v$. This indicates that there is a larger chance of obtaining an infinite estimate for $\hat{v}$ using the EOSN model than obtaining an infinite estimate for $\hat{N}$ using its equivalent EOS model when $a = 0.5$.

We can show further that since $\sum_{i=1}^{n} t_i = \sum_{i=1}^{n} (n - i + 1) x_i$, we can rewrite equation (2.6) as

$$\frac{1}{n} \sum_{i=1}^{n} t_i < 0.5 + \frac{1}{2n}.$$  

(2.7)

Comparing the above equation with equation (2.5), we see that if (2.5) holds, (2.6)
Table 2.3: Classification of the $B = 2000$ simulations according to the finiteness of $\hat{v}$ in the EOSN model and $\hat{N}$ in the EOS model.

<table>
<thead>
<tr>
<th>Model attributes</th>
<th>$a = 0.5$</th>
<th></th>
<th></th>
<th>$a = 0.9$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EOS</td>
<td>EOS</td>
<td>EOS</td>
<td>EOS</td>
<td>EOS</td>
<td>EOS</td>
</tr>
<tr>
<td></td>
<td>finite</td>
<td>infinite</td>
<td>totals</td>
<td>finite</td>
<td>infinite</td>
<td>totals</td>
</tr>
<tr>
<td>$v = 15$ EOSN</td>
<td>1422</td>
<td>0</td>
<td>1422</td>
<td>1976</td>
<td>0</td>
<td>1976</td>
</tr>
<tr>
<td></td>
<td>351</td>
<td>227</td>
<td>578</td>
<td>19</td>
<td>5</td>
<td>24</td>
</tr>
<tr>
<td>$v = 25$ EOSN</td>
<td>1477</td>
<td>0</td>
<td>1477</td>
<td>1996</td>
<td>0</td>
<td>1996</td>
</tr>
<tr>
<td></td>
<td>287</td>
<td>236</td>
<td>523</td>
<td>4</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>$v = 50$ EOSN</td>
<td>1666</td>
<td>0</td>
<td>1666</td>
<td>2000</td>
<td>0</td>
<td>2000</td>
</tr>
<tr>
<td></td>
<td>143</td>
<td>191</td>
<td>334</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$v = 100$ EOSN</td>
<td>1842</td>
<td>0</td>
<td>1842</td>
<td>2000</td>
<td>0</td>
<td>2000</td>
</tr>
<tr>
<td></td>
<td>52</td>
<td>106</td>
<td>158</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$v = 200$ EOSN</td>
<td>1957</td>
<td>0</td>
<td>1957</td>
<td>2000</td>
<td>0</td>
<td>2000</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>34</td>
<td>43</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

also holds, but not vice versa. We note further that a comparison of these equations indicates that as the observed sample size $n$ increases, the second term in the above equation goes to zero and the two conditions become equal. The simulation results in Table 2.3 confirm further these mathematical results.

GAMN

Introduction

A necessary and sufficient condition for obtaining an unique positive finite-valued m. l. e. solution under the GAMN (Yamada et. al. S-shaped) model as well as bounds on the solution were obtained in a similar manner to that done for the EOSN model. Although [53] derived the same conditions, bounds on the solution were not given.
We also conducted a small simulation study to give some probability statements on how often the necessary and sufficient condition is not obtained.

**Necessary and sufficient condition for a positive \( \hat{\beta} \)**

For the GAMN model \( \lambda(t; \eta) = v \beta^2 t \exp(-\beta t) \) with corresponding \( \Lambda(T1; \eta) = v[1 - (1 + \beta T1) \exp(-\beta T1)] \). In this case, (2.2) is \( \hat{v} = \frac{n}{1 - (1 + \beta T1) \exp(-\beta T1)} \). Clearly, \( \hat{v} \) is finite and positive if \( \hat{\beta} > 0 \). When \( \hat{\beta} T1 = -1, \hat{v} = n \) is also finite and positive; however, this event occurs with probability zero.

After substituting the required derivatives into the equation for \( \beta \), and rearranging some of the terms, we obtain:

\[
\frac{2}{\beta T1} - \frac{\beta T1}{\exp(\beta T1) - (1 + \beta T1)} = \frac{1}{n} \sum_{i=1}^{n} t_i \tag{2.8}
\]

If we let \( g(\beta) \) denote the left-hand side of (2.8), a Taylor expansion of the function \( \exp(\beta T1) \) shows that \( \lim_{\beta \to 0} g(\beta) = 2/3 \) and \( \lim_{\beta \to \infty} g(\beta) = 0 \). Furthermore, since \( \frac{dg(\beta)}{d\beta} < 0 \), for all \( \beta > 0 \). \( g(\beta) \) is monotonically decreasing. Since the right-hand side of (2.8) is always greater than zero, a sufficient condition for the existence of a positive root for (2.8) is

\[
\frac{1}{n} \sum_{i=1}^{n} t_i < \frac{2}{3}. \tag{2.9}
\]

In addition, since \( g(\beta) \) is monotonically decreasing, condition (2.9) is also necessary for (2.8) to have an unique finite positive root.

**Bounds on solution**

A similar approach to that taken for the EOSN model was taken to obtain bounds
on this solution. Figure 2.2 shows that \(\frac{2}{\beta T_1} > g(\beta T_1)\) for all \(x = \beta T_1\), and that both functions are monotonically decreasing in \(\beta T_1\). For a particular value of \(T_{1\text{AVE}} = \frac{1}{n} \sum_{i=1}^{n} t_i / T_1\), it follows that \(\frac{2}{\beta T_1} = T_{1\text{AVE}}\) will occur at a value of \(\beta > \hat{\beta}\). Hence, this value of \(\beta\), say \(\beta_U\), will be an upper bound. Since \(\hat{\upsilon} = \frac{n}{1-(1+\beta T_1) \exp(-\beta T_1)}\) is a monotonically decreasing function of \(\hat{\beta}\), a lower bound on \(\hat{\upsilon}\) will be \(\upsilon_L = \frac{n}{1-(1+\beta_U T_1) \exp(-\beta_U T_1)}\), where \(\beta_U = \frac{2n}{\sum_{i=1}^{n} t_i}\).

Similarly, to obtain a lower bound on \(\hat{\beta}\), we found a monotonically decreasing function \(h(x)\) that is always smaller than \(g(x)\). This function was also obtained by first taking a Taylor series expansion of \(\exp(x)\) in the denominator of the second term of \(g(x)\), this time ignoring the fifth order and higher terms. It can be expressed as

\[
h(x) = \frac{1}{2} + \frac{x}{6} + \frac{x^3}{12}.\]

Figure 2.2 shows that \(h(\beta T_1) < g(\beta T_1)\), for all \(x = \beta T_1\) and that both functions are monotonically decreasing in \(\beta T_1\). We also see that \(h(\beta T_1) = T_{1\text{AVE}}\) will occur at a value of \(\beta < \hat{\beta}\). Hence, the lower bound on \(\hat{\beta}\) is the value of \(\beta_L > 0\) that solves the quadratic equation \(h(\beta_L T_1) = T_{1\text{AVE}}\). Substituting this lower bound for \(\hat{\beta}\) into the equation for \(\hat{\upsilon}\) yields the upper bound on \(\hat{\upsilon}\), \(\upsilon_U = \frac{n}{1-(1+\beta_L T_1) \exp(-\beta_L T_1)}\).

Simulation study

A small simulation study was also performed to determine how often a finite, positive-valued m.l.e. solution is not available for the GAMN model. As for the EOSN model, we generated GAMN samples with \(\beta = 1\), \(\nu = 15, 25, 50, 100, 200\), and for two different values of \(T_1\). In this particular case, \(T_1\) was determined such
that $E\{N(0, T1)\} = v(1 - (1 - \beta T1) \exp(-\beta T1)) = av$, for $a = 0.5, 0.9$. Although $T1$ and $a$ are one-to-one functions, an analytical expression for $T1$ as a function of $a$ is unavailable. A simple numerical method, such as the bisection or Newton-Raphson methods, may be used to obtain $T1$. We used the bisection method to obtain $T1 = 0.6931, 2.3026$ for $a = 0.5, 0.9$, respectively. In particular, 2000 samples were obtained for each combination of $v$ and $T1$ in the following manner:

1. Simulate $N$, a Poisson random variable with mean $v = E\{N(0, \infty)\}$.

2. Simulate $N$ uniform $(0,1)$ random variables, $u_i$'s. A bisection method was used to obtain the $t_i$ for each $u_i$, where $u_i = 1 - (1 - \beta t_i) \exp(-\beta t_i)$. Then, keep those simulated $t_i$'s that are $\leq T1$. Sort these remaining $N1$ values in ascending order. This now constitutes a sample of $N1$ ordered failures times $t_1^*, \cdots, t_{N1}$ for given $T1$ and $v$.

The percentages of the ten set of simulated data which did not satisfy condition (2.9) are given in Table 2.4. The results are similar to those obtained for the EOSN model. The only difference is that these percentages are smaller than for the EOSN model. That is, given the same $v$ and $a$, there is less chance of obtaining negative-valued or infinite m.l.e.'s under the GAMN model than there is for the EOSN model.

LOGN

Introduction

As far as we know, results on the conditions for which a m.l.e. solution is unique, positive and finite-valued for the LOGN (Musa-Okumoto) model have not been
Table 2.4: Percentages of the ten sets of simulated data that did not satisfy condition (2.9).

<table>
<thead>
<tr>
<th>$a$ \ $v$</th>
<th>15</th>
<th>25</th>
<th>50</th>
<th>100</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>14.10</td>
<td>8.30</td>
<td>2.70</td>
<td>0.15</td>
<td>0.00</td>
</tr>
<tr>
<td>0.9</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Published. We have derived such a condition. We also conducted a small simulation study to give some probability statements on how often the necessary and sufficient condition is not obtained.

**Necessary and sufficient condition for a positive $\hat{\beta}$**

For the LOGN model, $\lambda(t; \eta) = v\beta/(1 + \beta t)$ and $\Lambda(T1; \eta) = v\log(1 + \beta T1)$. In this case, (2.2) is $\dot{v} = \frac{n}{\log(1 + \beta T1)}$. After substituting the required derivatives into (2.3), and rearranging some of the terms, we obtain

\[
\frac{\beta T1}{(1 + \beta T1) \log(1 + \beta T1)} = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\beta t_i + 1},
\]

(2.10)

Let $l(\beta)$ and $r(\beta)$ denote the left-hand and right-hand sides of the above equation. Simple calculations show that both $l(\beta)$ and $r(\beta)$ are monotonically decreasing functions because $\frac{\partial l(\beta)}{\partial \beta} < 0$ and $\frac{\partial r(\beta)}{\partial \beta} < 0$. Furthermore, their derivatives are decreasing at an increasing rate since $\frac{\partial^2 l(\beta)}{\partial \beta^2} > 0$ and $\frac{\partial^2 r(\beta)}{\partial \beta^2} > 0$. This implies that both functions will always be concave up.

At this point, it is useful to obtain some information on the behaviour of these functions for large and small values of $\beta$. First, let's consider the case when $\beta$ is small. Simple calculations show that $\lim_{\beta \to 0} l(\beta) = 1$ and $\lim_{\beta \to 0} r(\beta) = 1$. This
implies that both functions $l(\beta)$ and $r(\beta)$ "start off together"; hence, $\beta = 0$ is always a solution to these equations. In addition, $\lim_{\beta \to 0} \frac{\partial l(\beta)}{\partial \beta} = -0.5 T1$ and $\lim_{\beta \to 0} \frac{\partial r(\beta)}{\partial \beta} = -\frac{1}{n} \sum_{i=1}^{n} t_i$. Since $\left| \frac{1}{n} \sum_{i=1}^{n} t_i \right| < T1$, we know further that $0 < \left| \lim_{\beta \to 0} \frac{\partial r(\beta)}{\partial \beta} \right| < T1$. Next, let's consider the case when $\beta$ is large. Simple calculations show that $\lim_{\beta \to \infty} l(\beta) = 0$ and $\lim_{\beta \to \infty} r(\beta) = 0$. In addition, when $\beta$ is large,

$$l(\beta) \approx \frac{1}{\log(1 + \beta T1)} \quad \text{and} \quad r(\beta) \approx \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\beta t_i} = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\beta t_i}.$$

Since $\log(1 + \beta T1) < \beta$, it then follows that

$$\frac{1}{\log(1 + \beta T1)} > \frac{1}{\beta} \quad \Rightarrow \quad \frac{1}{\log(1 + \beta T1)} > \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\beta t_i} \quad \Rightarrow \quad l(\beta) > r(\beta),$$

for large $\beta$.

We are now ready to put the above information together. As mentioned earlier, we know that both functions $l(\beta)$ and $r(\beta)$ "start off together", since $\lim_{\beta \to 0} l(\beta) = \lim_{\beta \to 0} r(\beta) = 1$. We know further that these functions will initially proceed at different slopes because $\left| \lim_{\beta \to 0} \frac{\partial l(\beta)}{\partial \beta} \right| = 0.5 T1$ and $0 < \left| \lim_{\beta \to 0} \frac{\partial r(\beta)}{\partial \beta} \right| < T1$. In particular, one of the following two situations may arise:

$$\left| \lim_{\beta \to 0} \frac{\partial l(\beta)}{\partial \beta} \right| = 0.5 T1 \quad \text{and} \quad 0 < \left| \lim_{\beta \to 0} \frac{\partial r(\beta)}{\partial \beta} \right| < 0.5 T1$$

or

$$\left| \lim_{\beta \to 0} \frac{\partial l(\beta)}{\partial \beta} \right| = 0.5 T1 \quad \text{and} \quad 0.5 T1 < \left| \lim_{\beta \to 0} \frac{\partial r(\beta)}{\partial \beta} \right| < 1.0 T1.$$
In the first case, the slope of \( r(\beta) \) will initially be greater than that of \( l(\beta) \), whereas in the second case, \( r(\beta) \) will initially be less than that of \( l(\beta) \). This implies that \( r(\beta) > l(\beta) \) for small \( \beta \) in the first case, whereas \( r(\beta) < l(\beta) \) for small \( \beta \) in the latter case. Regardless of the differences in the initial slopes of these functions, we know that for large \( \beta \), \( l(\beta) > r(\beta) \). It then follows that \( r(\beta) > l(\beta) \) for small \( \beta \) and \( r(\beta) < l(\beta) \) for large \( \beta \) in the first scenario, while \( r(\beta) < l(\beta) \) for both small \( \beta \) and large \( \beta \) in the second scenario. Since \( l(\beta) \) and \( r(\beta) \) are always concave up, they will cross one another at most once. As shown above, these functions only cross under the first scenario listed above. Since \( \lim_{\beta \to 0} \frac{\partial r(\beta)}{\partial \beta} = -\frac{1}{n} \sum_{i=1}^{n} t_i \), it follows that a necessary and sufficient condition for an unique, positive, finite root is

\[
\frac{1}{n} \sum_{i=1}^{n} t_i \frac{1}{T1} < 0.5. \tag{2.11}
\]

Simulation study

A small simulation study was performed to determine how often condition (2.11) does not hold. We generated samples from the LOGN model with \( \beta = 1, v = 15, 25, 50, 100, 200 \), and for two different values of \( T1 \). For this infinite mean value model, we are not able to simulate samples whereby \( T1 \) is chosen such that a certain percentage of the total expected errors are observed because \( a \infty = \infty \). An alternative would be to choose \( T1 \) such that roughly a certain percentage of the total expected errors under the EOSN model is obtained. The reason for using the EOSN model in this manner is because, for small \( \beta \), these models are approximately equal. We can easily see this if we compare the intensities for these two models, as
Table 2.5: Percentages of the ten sets of simulated data that did not satisfy condition (2.11)

<table>
<thead>
<tr>
<th>$v$ \ $a$</th>
<th>15</th>
<th>25</th>
<th>50</th>
<th>100</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>35.15</td>
<td>29.15</td>
<td>21.95</td>
<td>13.90</td>
<td>6.15</td>
</tr>
<tr>
<td>0.9</td>
<td>7.80</td>
<td>3.50</td>
<td>0.50</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

is done below.

$$
\lambda(t_i; v, \beta)_{EOSN} = v \beta \exp(-\beta t_i)
$$

$$
= \frac{v \beta}{1 + \beta t_i + (\beta t_i)^2/2 + (\beta t_i)^3/3! + \ldots}
$$

$$
\approx \frac{v \beta}{1 + \beta t_i}, \text{ for } \beta \text{ small}
$$

$$
= \lambda(t_i; v, \beta)_{LOGN}
$$

In particular, 2000 samples were obtained for each combination of $v$ and $T1$ in the following manner:

1. Simulate $n$, a Poisson random variable with mean $v \log(1 + \beta T1)$.

2. Simulate $n$ uniform $(0, 1)$ random variables, $u_i$'s, and sort them. The corresponding $t_i$'s are obtained based on the formula

$$
u_i = \frac{\log(1 + \beta t_i)}{\log(1 + \beta T1)}.$$
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WOSN

Introduction

It was stated in [55, page 14881 that there is a possibility that the likelihood under this model "may be maximized at \( v = \infty \)", but no proof was given to substantiate this claim. At this time, we have not been able to obtain conditions for obtaining a positive, finite-valued m.l.e. solution for this model; however, we have worked on bounds to the solution which we anticipate will lead to the required conditions.

Maximum likelihood estimation equations

For the WOS model, \( \lambda(t; \eta) = v \beta_2 t^{\beta_2 - 1} \exp(-\beta_1 t^{\beta_2}) \) and \( \Lambda(T1; \eta) = v[1 - \exp(-\beta_1 T1^{\beta_2})] \). In this case, (2.2) is \( \hat{v} = \frac{n}{1 - \exp(-\beta_1 T1^{\beta_2})} \). After substituting the required derivatives into the equations for \( \beta \), and rearranging some of the terms, we obtain the following equations:

\[
\frac{1}{\beta_1 T1^{\beta_2}} - \frac{1}{\exp(\beta_1 T1^{\beta_2}) - 1} = \frac{1}{n} \sum_{i=1}^{n} t_i^{\beta_2} \tag{2.12}
\]

\[
\frac{1}{\beta_1 T1^{\beta_2}} \frac{\beta_2}{\exp(\beta_1 T1^{\beta_2})} - \frac{1}{\exp(\beta_1 T1^{\beta_2}) - 1} = \frac{1}{n} \frac{1}{T1^{\beta_2}} \sum_{i=1}^{n} (t_i^{\beta_2} - \beta_1^{-1}) \frac{\log t_i}{\log T1} \tag{2.13}
\]

Since both of these equations share a term we can subtract one from the other to obtain:

\[
\frac{1}{\beta_1 T1^{\beta_2}} - \frac{1}{\beta_1 T1^{\beta_2} \log T1} = \frac{1}{n} \frac{1}{T1^{\beta_2}} \sum_{i=1}^{n} \left\{ t_i^{\beta_2} \left( 1 - \frac{\log t_i}{\log T1} \right) + \frac{\log t_i}{\beta_1 \log T1} \right\}.
\]

After multiplying both sides by \( \beta_1 T1^{\beta_2} \) and rearranging some of the terms, we
obtain an expression for \( \beta_1 \),

\[
\beta_1 = \frac{\left[ \log T_1 - \frac{1}{\beta_2} - \frac{1}{n} \sum_{i=1}^{n} \log t_i \right]}{\frac{1}{n} \sum_{i=1}^{n} t_i^{\beta_2} (\log T_1 - \log t_i)}
\]  \hspace{1cm} (2.14)

Equations (2.12) and (2.14) can then be used to solve for the m.l.e.'s of \( \beta_1 \) and \( \beta_2 \).

**Lower bounds on solution**

To obtain bounds on the solution, it is useful to scale the failure times so that \( T_1 \equiv 1 \). We can then write equation (2.12) as

\[
\frac{1}{\beta_1} - \frac{1}{\exp(\beta_1) - 1} = \frac{1}{n} \sum_{i=1}^{n} t_i^{\beta_2},
\]  \hspace{1cm} (2.15)

and equation (2.14) as

\[
\beta_1 = \frac{\frac{1}{n} \sum_{i=1}^{n} [-\log(t_i)] - \frac{1}{\beta_2}}{\frac{1}{n} \sum_{i=1}^{n} t_i^{\beta_2} [-\log(t_i)]}.
\]  \hspace{1cm} (2.16)

The argument for obtaining preliminary bounds on the solution is as follows. First, note that the left-hand side of (2.15) is the same as that in (2.4) with \( T_1 \equiv 1 \). The same reasoning used in obtaining a sufficient condition for the existence of a positive root for (2.4) can then be used to obtain a boundary condition for a positive root for (2.15). Since the left-hand side of (2.15) is largest at 0.5, we know that

\[0.5 > \frac{1}{n} \sum_{i=1}^{n} t_i^{\beta_2} \]

After expanding the right-hand side of the inequality using \( t_i^{\beta_2} = \exp(\beta_2 \log(t_i)) \), disregarding second-order and higher terms, and rearranging the inequality, we
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obtain

\[ \beta_2 > \frac{0.5}{\frac{1}{n} \sum_{i=1}^{n} [-\log(t_i)]}. \]  \hspace{1cm} (2.17)

Another bound on a solution is obtained by considering (2.16). We note that for \( \beta_1 > 0 \), the numerator in (2.16) needs to be positive. This occurs when

\[ \beta_2 > \frac{1}{\frac{1}{n} \sum_{i=1}^{n} [-\log(t_i)]}. \]  \hspace{1cm} (2.18)

Since the right-hand side of (2.17) is always smaller than that of (2.18), the lower bound on \( \beta_2 \) is given by (2.17); however, for \( \beta_1 > 0 \), we require (2.18) to hold. In other words, (2.18) is the lower bound on \( \beta_2 \).

POSEN

Introduction

As far as we know, results on the conditions for which a positive, finite-valued unique m.l.e. solution is obtained for the Posen model have not been published. Just as multiple roots have been observed in some instances for the equivalent POS (Littlewood) model [12], we have observed multiple roots for some data sets under the POSN model. At this time, we have not been able to obtain conditions for obtaining finite m.l.e. solution(s) for this model. We have provided some results for obtaining bounds on the solution.

Maximum likelihood estimation equations

For the POSN model, \( \lambda(t; \eta) = \frac{\nu \beta_2 \beta_2^2}{(\beta_1 + t)\beta_2 + 1} \) and \( \Lambda(T1; \eta) = \nu[1 - \left(\frac{\beta_1}{\beta_1 + T1}\right)^{\beta_2}] \). After
substituting the required derivatives into the equations for $\beta$, and rearranging some of the terms, we obtain the following equations:

$$
\frac{1}{n} \sum_{i=1}^{n} \log \left( 1 + \frac{t_i}{\beta_1} \right) - \frac{1}{\beta_2} = -\frac{\log(1 + \frac{T_1}{\beta_1})}{(1 + \frac{T_1}{\beta_1})\beta_2 - 1} \quad (2.19)
$$

$$
\frac{1}{\beta_2} \left[ \frac{1}{n} \sum_{i=1}^{n} \frac{1}{1 + \frac{t_i}{\beta_1}} \right] - \frac{1}{n} \sum_{i=1}^{n} \frac{\frac{t_i}{\beta_1}}{1 + \frac{t_i}{\beta_1}} = \frac{T_1}{\beta_1} / (1 + \frac{T_1}{\beta_1}) \quad (2.20)
$$

Since the denominator of the expression on each of the right-hand sides is shared by both equations, we can eliminate this term by rearranging each equation and then subtracting one from the other. We then obtain

$$
\frac{1}{\beta_2} \left[ \left( 1 + \frac{T_1}{\beta_1} \right) \left( \sum_{i=1}^{n} \frac{1}{1 + \frac{t_i}{\beta_1}} \right) - \frac{1}{\log(1 + \frac{T_1}{\beta_1})} \right] - \left( 1 + \frac{T_1}{\beta_1} \right) \left( \frac{1}{n} \sum_{i=1}^{n} \frac{\frac{t_i}{\beta_1}}{1 + \frac{t_i}{\beta_1}} \right) + \frac{1}{n} \sum_{i=1}^{n} \log(1 + \frac{t_i}{\beta_1}) - \frac{1}{n} \log(1 + \frac{T_1}{\beta_1}) = 0.
$$

Rearranging the above equation yields an expression for $\beta_2$,

$$
\beta_2 = \frac{\left( 1 + \frac{T_1}{\beta_1} \right) \left( \frac{1}{n} \sum_{i=1}^{n} \frac{1}{1 + \frac{t_i}{\beta_1}} \right) - \frac{1}{\log(1 + \frac{T_1}{\beta_1})} \left( 1 + \frac{T_1}{\beta_1} \right) \left( \frac{1}{n} \sum_{i=1}^{n} \frac{\frac{t_i}{\beta_1}}{1 + \frac{t_i}{\beta_1}} \right)}{\left( 1 + \frac{T_1}{\beta_1} \right) \left( \frac{1}{n} \sum_{i=1}^{n} \frac{\frac{t_i}{\beta_1}}{1 + \frac{t_i}{\beta_1}} \right) - \frac{1}{n} \sum_{i=1}^{n} \log(1 + \frac{t_i}{\beta_1})}. \quad (2.21)
$$

Equations (2.19) and (2.21) can then be used to solve for the m.l.e.'s of $\beta_1$ and $\beta_2$.

**Bounds on solution**

Once again, we found it useful to scale the failure times so that $T_1 \equiv 1$. We can
then write equation (2.19) as

\[
\frac{1}{n} \sum_{i=1}^{n} \log \left( 1 + \frac{t_i}{\beta_1} \right) = \frac{1}{\beta_2} - \frac{\log(1 + \frac{1}{\beta_1})}{(1 + \frac{1}{\beta_1})^\beta_2 - 1},
\]

(2.22)

and equation (2.21) as

\[
\beta_2 = \frac{(\beta_1 + 1) \left( \frac{1}{n} \sum_{i=1}^{n} \frac{1}{1 + \frac{t_i}{\beta_1}} \right) - \frac{1}{\log(1 + \frac{1}{\beta_1})}}{(\beta_1 + 1) \left( \frac{1}{n} \sum_{i=1}^{n} \frac{1}{1 + \frac{t_i}{\beta_1}} \right) - \frac{1}{n} \sum_{i=1}^{n} \frac{\log(1 + \frac{t_i}{\beta_1})}{\log(1 + \frac{1}{\beta_1})}}.
\]

(2.23)

The argument for obtaining preliminary bounds on the solution is as follows. If we let \( g(x, d) \), for \( x = \beta_2 \) and \( d = \log(1 + \frac{1}{\beta_1}) \), denote the right-hand side of (2.22), a Taylor expansion of the function \( \exp(x) \) shows that \( \lim_{x \to 0} g(x, d) = d/2 \) and \( \lim_{x \to \infty} g(x, d) = 0 \). Since the left-hand side is always greater than zero, a sufficient condition for a positive root for (2.22) is

\[
\frac{1}{n} \sum_{i=1}^{n} \log \left( 1 + \frac{z_i}{\beta_1} \right) \frac{1}{\log(1 + \frac{1}{\beta_1})} < \frac{1}{2}.
\]

(2.24)

If (2.24) does not hold, there will not be a solution to (2.15). If this condition does hold, a solution may exist. Setting \( t_i = t_1 \) for all \( i \) yields the lowest value for the left-hand side of (2.24). If we let \( g(x, d) \), for \( x = \beta_1 \) and \( d = t_1 \), denote the left-hand side, we can easily show that \( \lim_{x \to 0} g(x, d) = 1 \), \( \lim_{x \to \infty} g(x, d) = d \) and \( g(x, d) \) is monotonically decreasing in \( x \). A lower bound for \( \beta_1 \) can be obtained if \( d < 0.5 \). In this case, we set \( g(x, d) = 0.5 \) and solve for the positive root for \( x \).

Another bound on a solution is obtained by looking at (2.23). Note that for
\[ \beta_2 > 0, \text{ the numerator in (2.23) needs to be positive. This occurs when} \]
\[ \frac{1}{n} \sum_{i=1}^{n} \frac{1}{1 + \frac{t_i}{\beta_i}} > \frac{1}{(\beta_1 + 1) \log(1 + \frac{1}{\beta_1})}. \]  
(2.25)

Setting \( t_i = t_1 \) for all \( i \) yields the largest value for the left-hand side of (2.25). Similarly, setting \( t_i = t_n \) yields the smallest value. If we let \( g(x, d) \), for \( x = \beta_1 \) and \( d = t_n \) or \( t_1 \), denote the left-hand side, we can easily show that \( \lim_{x \to 0} g(x, d) = 0 \) and \( \lim_{x \to \infty} g(x, d) = 1 \), regardless of the value of \( d \). Unfortunately, \( g(x, d) \) is not monotonically increasing in \( x \) for all values of \( d \).

**2.3 Conditions for positive, finite \( \hat{\Lambda}(\infty) \) - grouped case**

**2.3.1 General case**

The log-likelihood function for a grouped realization of a time-truncated NHPP with the intensity function of the form \( \lambda(t; \eta) = v \lambda_0(t; \beta) \) and corresponding mean value function \( \Lambda(T_1; \eta) = v \Lambda_0(T_1; \beta) \), for scalar \( v > 0 \) and vector \( \beta > 0 \), is

\[ l(\eta) = n \log(v) + \sum_{k=1}^{K} \left\{ n_k \log(\Lambda_0(t_k; \beta) - \Lambda_0(t_{k-1}; \beta)) - \log(n_k!) \right\} - \nu \Lambda_0(T1; \beta), \]  
(2.26)

where \( n_1, \ldots, n_k \) are the numbers of failures in time intervals \( (t_{k-1}, t_k), k = 1, \ldots, K \) and \( 0 = t_0 < t_1 < \ldots < t_k = T1 \). Differentiating the above with respect to parameters \( (v, \beta) \) yields the following set of \( J + 1 \) (score) equations to be solved for
the maximum likelihood estimators:

\[
\frac{\partial l(\eta)}{\partial v} = \frac{n}{v} - \Lambda_0(T1; \beta), \quad \sum_{k=1}^{K} n_k = n
\]

\[
\frac{\partial l(\eta)}{\partial \beta_j} = \sum_{k=1}^{K} \frac{\partial}{\partial \beta_j} \left\{ n_k \log[\Lambda_0(t_k; \beta) - \Lambda_0(t_{k-1}; \beta)] \right\} - v \frac{\partial}{\partial \beta_j} \Lambda_0(T1; \beta), \quad j = 1, \ldots, J.
\]

We first note that solving for \( v \) in the first equation yields the same m.l.e. as that given by (2.2) for the ungrouped scenario. This expression for \( \hat{v} \) can then be substituted into the other \( J \) score functions to obtain

\[
\sum_{k=1}^{K} n_k \left\{ \frac{\hat{\Lambda}_0(t_k; \beta) - \hat{\Lambda}_0(t_{k-1}; \beta)}{\Lambda_0(t_k; \beta) - \Lambda_0(t_{k-1}; \beta)} - \frac{\hat{\Lambda}_0(T1; \beta)}{\Lambda_0(T1; \beta)} \right\} = 0.
\]  

(2.27)

for \( \hat{f} = \frac{\partial}{\partial \beta_j} f, j = 1, \ldots, J. \) With \( v \) eliminated, we can solve the above equation(s) for \( \hat{\beta} \) and then substitute into the expression for \( \hat{v} \). Since a closed form solution for \( \hat{\beta} \) does not exist, numerical procedures are used to obtain the solution to the above equations for \( \hat{\beta} \). Note that a closed form solution is not available for the POWN model in this scenario. As in the ungrouped case, if the expected total number of events is large and appropriate conditions on the model hold, we know that \( \hat{\eta} \) is asymptotically normally distributed with mean \( \eta \) and covariance matrix \( I(\eta)^{-1} \).

As in the earlier case, the Fisher (or expected) information matrix \( I(\eta) \) has entries

\[
I_{ij}(\eta) = E \left( \frac{-\partial^2 l(\eta)}{\partial \eta_i \partial \eta_j} \right), \quad i, j = 1, \ldots, J + 1.
\]
We can estimate the above with \( I(\hat{\eta}) \), or with the observed information matrix \( I_O \), which has entries

\[
I_{O,ij} = \left( \frac{-\partial^2 l(\eta)}{\partial \eta_i \partial \eta_j} \right)_{\eta = \hat{\eta}}, \quad i, j = 1, \ldots, J + 1.
\]

As in the ungrouped case, in some cases, equation (2.27) will not have an "admissible" solution \( \hat{\beta} > 0 \), but there may be an "unrestricted" solution with some parameter estimates negative. This corresponds to \( l(\eta) \) being maximized at a boundary point for the restricted parameter space with \( \beta > 0 \) and \( v > 0 \). For the models we consider, it is possible to extend the parameter space for \( \beta \) and \( v \) and discuss the solution of equation (2.3). We do this below.

### 2.3.2 Specific cases

**EOSN**

*Introduction*

As far as we know, a necessary and sufficient condition for which a m.l.e. solution is unique, positive and finite-valued for the grouped EOSN model has not been published. We have derived such a condition, along with bounds on the solution. We also conducted a small simulation study to give some probability statements on how often the necessary and sufficient condition is not obtained.

* Necessary and sufficient condition for a positive \( \hat{\beta} \)

For the EOSN model, \( \lambda(t; \eta) = v \beta \exp(-\beta t) \) with corresponding \( \Lambda(t; \eta) = v[1 - \exp(-\beta t)] \). After substitute the required derivatives into (2.27), and rearranging
some of the terms, we obtain
\[
0 = \sum_{k=1}^{K} n_k \left\{ \frac{(\exp(\beta T1) - 1)(t_k \exp(\beta(t_{k-1} - t_k)) - t_{k-1})}{(1 - \exp(\beta(t_{k-1} - t_k)))(\exp(\beta T1) - 1)} \right.
\]
\[
- \frac{T1(1 - \exp(\beta(t_{k-1} - t_k))}{(1 - \exp(\beta(t_{k-1} - t_k)))(\exp(\beta T1) - 1)} \right\}.
\]

(2.28)

We let \( g(\beta) \) denote the bracketed term on the right-hand side of (2.28). Using L'Hôpital's rule, we see that \( \lim_{\beta \to \infty} g(\beta) = \sum_{k=1}^{K} n_k(-t_{k-1}) < 0 \). A Taylor expansion of the function \( \exp(\cdot) \) shows that \( \lim_{\beta \to 0} g(\beta) = \frac{1}{2}[nT1 - \sum_{k=1}^{K} n_k(t_k + t_{k-1})] \).

Furthermore, \( g(\beta) \) is monotonically decreasing because we can show that

\[
\frac{\partial g(\beta)}{\partial \beta} = -\exp(\beta(t_{k-1} - t_k)) \left\{ \frac{(t_k^2 - t_{k-1}^2)(1 + \exp(2\beta)) + \exp(\beta)(4t_k t_{k-1} + 2)}{(-1 + \exp(\beta(t_{k-1} - t_k)))^2(\exp(\beta) - 1)^2} \right.
\]
\[
- \frac{(2t_k t_{k-1})(1 + \exp(2\beta))}{(-1 + \exp(\beta(t_{k-1} - t_k)))^2(\exp(\beta) - 1)^2}
\]
\[
- \frac{\exp(\beta)(2t_k^2 - t_{k-1}^2) + \exp(\beta(t_{k-1} - t_k)) + \exp(\beta(t_k - t_{k-1}))}{(-1 + \exp(\beta(t_{k-1} - t_k)))^2(\exp(\beta) - 1)^2} \right\} < 0,
\]

for \( \beta > 0 \). Since the function is monotonically decreasing and its lower limit is negative, it follows that a necessary and sufficient condition for a positive finite solution to (2.28) is for the upper limit to be positive. This occurs when

\[
\frac{1}{n} \frac{1}{T1} \sum_{k=1}^{K} n_k(t_k + t_{k-1}) < 1.
\]

(2.29)

Note that if we substitute \( n_k = 1 \) for all \( k \), we obtain \( K = n \) and this condition reduces to that given for the ungrouped ENSO model, given by (2.5).

**Simulation study**

A small simulation study was performed to determine how often a finite positive-
Table 2.6: Percentages of the thirty sets of 2000 simulated data sets that did not satisfy condition (2.29).

<table>
<thead>
<tr>
<th>$a \setminus v$</th>
<th>15</th>
<th>25</th>
<th>50</th>
<th>100</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K = 5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>32.25</td>
<td>26.90</td>
<td>17.20</td>
<td>9.80</td>
<td>2.90</td>
</tr>
<tr>
<td>0.9</td>
<td>1.60</td>
<td>0.35</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$K = 10$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>30.50</td>
<td>24.50</td>
<td>16.45</td>
<td>7.20</td>
<td>2.20</td>
</tr>
<tr>
<td>0.9</td>
<td>1.15</td>
<td>0.30</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$K = 15$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>30.30</td>
<td>25.40</td>
<td>16.55</td>
<td>8.50</td>
<td>2.50</td>
</tr>
<tr>
<td>0.9</td>
<td>1.50</td>
<td>0.20</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

valued m.l.e. solution is not available for grouped data under the EOSN model. We generated samples from the EOSN model with $\beta = 1$, $v = 15, 25, 50, 100, 200$, $K = 5, 10, 15$, and for $T_1 = 0.6931, 2.3026$. In particular, 2000 samples were obtained for each combination of $v$ and $T_1$ in the following manner:

1. Simulate $K - 1$ uniform $(0, T_1)$ random variables. The sorted values are the interval endpoints, $t_1, \ldots, t_K$. I have set $t_0 = 0$ and $t_K = T_1$.

2. Simulate $n_k$ Poisson random variables with mean given by $v(\exp(-\beta t_{k-1}) - \exp(-\beta t_k))$, for $k = 1, \ldots, K$.

The percentages of the thirty sets of simulated data which did not satisfy condition (2.29) are given in Table 2.6. The results are similar to those obtained for the ungrouped case. The only difference is that these percentages are slightly larger in size.
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POWN

Introduction

As indicated in the introduction to this chapter, a finite, positive-valued closed form solution for $\beta$ (and hence, $v$) always exists in the ungrouped case. Since a closed form solution is not available for the grouped case, it is of interest to obtain a necessary and sufficient condition for which a finite, positive-valued solution for $\beta$ exists for the grouped POWN model. We have shown that an unique, positive solution for $\beta$ always exists for this model. We have also obtained bounds on the solution.

Necessary and sufficient condition for a positive $\hat{\beta}$

For the POWN model, $\lambda(t; \eta) = v \beta t^{\beta-1}$ with corresponding $\Lambda(t; \eta) = vt^\beta$. After substituting the required derivatives into (2.27), and rearranging some of the terms, we obtain

$$0 = \sum_{k=1}^{K} n_k \left\{ \frac{\log(t_k) - \log(t_{k-1})(t_{k-1}/t_k)^\beta - \log(T1)(1 - (t_{k-1}/t_k)^\beta)}{1 - (t_{k-1}/t_k)^\beta} \right\} (2.30)$$

A Taylor expansion of the right-hand side, $g(\beta)$, shows that $\lim_{\beta \to 0} g(\beta) = \infty$ and $\lim_{\beta \to \infty} g(\beta) = \sum_{k=1}^{K} n_k \log(t_k/T1) < 0$. In addition, $g(\beta)$ is monotonically decreasing because we can easily show that

$$\frac{\partial g(\beta)}{\partial \beta} = \frac{(t_{k-1}/t_k)^\beta \log(t_{k-1}/t_k) \log(t_k/t_{k-1})}{(-1 + (t_{k-1}/t_k)^\beta)^2} < 0,$$

for all $\beta$. Since the function is monotonically decreasing and its upper and lower limit is negative and then positive, respectively, it follows that there will always be
an unique positive solution to (2.30).

Bounds on solution

An ad hoc approach was taken to obtain bounds on the solution. First, we will obtain a lower bound on the solution. For convenience, we set $T_1 \equiv 1$. After setting $T_1 \equiv 1$, (2.30) becomes

$$0 = \sum_{k=1}^{K} n_k \left\{ \frac{\log(t_k) - \log(t_{k-1})(t_{k-1}/t_k) \beta}{1 - (t_{k-1}/t_k)^\beta} \right\}. \quad (2.31)$$

Then, rewriting $\frac{t_{k-1}}{t_k} = 1 + (-\frac{t_{k-1}}{t_k})$, we expand $(\frac{t_{k-1}}{t_k})^\beta$ using a binomial expansion. Ignoring the third order and higher terms of this expansion, and rearranging (2.31) yields

$$\sum_{k=1}^{K} n_k \left\{ \frac{\log(t_k) - \log(t_{k-1})(\frac{t_{k-1}}{t_k}) \beta}{\beta(\frac{t_{k-1}}{t_k})} \right\} < 0.$$

After re-writing and expanding $(\frac{t_{k-1}}{t_k})^\beta$ once again, we obtain

$$\sum_{k=1}^{K} n_k \left\{ \frac{\log(t_{k-1}) - \beta(\frac{t_{k-1}}{t_k})(-\log(t_{k-1}))}{\frac{t_{k-1}}{t_k}} \right\} < 0.$$

A simple rearrangement of the above equation yields a lower bound for $\hat{\beta}$,

$$\hat{\beta} > \frac{\sum_{k=1}^{K} n_k(\frac{t_{k-1}}{t_k})\log(t_{k-1})}{\sum_{k=1}^{K} n_k(-\log(t_{k-1}))}.$$

An upper bound is obtained in a similar manner. In this case, we rewrite (2.31) as

$$\sum_{k=1}^{K} n_k \left\{ \frac{(t_k/t_{k-1})^\beta \log(t_k) - \log(t_{k-1})}{1 - (t_{k-1}/t_k)^\beta} \right\}. \quad (2.32)$$
Then, rewriting \( \frac{t_k}{t_{k-1}} = 1 + (\frac{t_k-t_{k-1}}{t_k})^\beta \), we expand \((\frac{t_k-t_{k-1}}{t_k})^\beta\). Ignoring the third order and higher terms of this expansion, and rearranging (2.32) yields

\[
\sum_{k=1}^{K} n_k \left\{ \frac{(\frac{t_k}{t_{k-1}})^\beta \log(t_k) - \log(t_{k-1})}{\beta (\frac{t_k-t_{k-1}}{t_k})} \right\} > 0.
\]

After re-writing and expanding \((\frac{t_k}{t_{k-1}})^\beta\) once again, we obtain

\[
\sum_{k=1}^{K} n_k \left\{ \frac{\log(\frac{t_k}{t_{k-1}}) + \beta (\frac{t_k-t_{k-1}}{t_k}) \log(t_k)}{\frac{t_k-t_{k-1}}{t_k}} \right\} > 0.
\]

A simple rearrangement of the above equation yields an upper bound for \( \hat{\beta} \).

\[
\hat{\beta} < \frac{\sum_{k=1}^{K} n_k (\frac{t_k-t_{k-1}}{t_k}) \log(\frac{t_k}{t_{k-1}})}{\sum_{k=1}^{K} n_k (\log(t_k))}.
\]

### 2.4 Alternative parameterizations

If there is some evidence that the approximate asymptotic inferences based on an original parameterization of a model may be misleading, it is of interest to consider a reparameterization of the model. We examined a pair of parameterizations as alternatives to those in Table 1.1. We first considered the EOSN model. We compared \( \lambda(t; \eta) = \rho \exp(-\beta t) \), for \( \rho = v \beta > 0 \), with \( \lambda(t; \eta) = \exp(\alpha_1 + \alpha_2 t) \), for \( -\infty < \alpha_1 = \log(v \beta) < \infty \) and \( \alpha_2 = -\beta < 0 \). We denote the first one a "Raftery" parameterization because it was first used by him in [90], whereas we denote the latter the "log-linear" parameterization because it is of log-linear form [27]. Preliminary likelihood ratio (LR) plots based on all three parameterizations of the EOSN model for DS1 and DS3 indicate that there is a noticeable improvement
Table 2.7: A list of the intensity functions of common software reliability NHPP models under three different parameterizations.

<table>
<thead>
<tr>
<th>Model</th>
<th>original</th>
<th>Raftery</th>
<th>log-linear</th>
</tr>
</thead>
<tbody>
<tr>
<td>EOSN</td>
<td>$\lambda c(-\beta t)$</td>
<td>$\rho c(-\beta t)$</td>
<td>$e^{(a_1+a_2 t)}$</td>
</tr>
<tr>
<td>GAMN</td>
<td>$\lambda c(-\beta t)$</td>
<td>$\rho t c(-\beta t)$</td>
<td>$e^{(a_1+\log(t)+a_2 t)}$</td>
</tr>
<tr>
<td>WOSN</td>
<td>$\lambda c(-\beta t)$</td>
<td>$\rho t (-\beta t)$</td>
<td>$e^{(a_1+\log(t)+a_2 t)}$</td>
</tr>
<tr>
<td>POWN</td>
<td>$\lambda c(-\beta t)$</td>
<td>$\rho t (-\beta t)$</td>
<td>$e^{(a_1+\log(t)+a_2 t)}$</td>
</tr>
</tbody>
</table>

We can obtain similar "Raftery" and "non-linear" reparameterizations for the other models listed in Table 1.1. Table 2.7 provides a list of the intensity functions for these NHPP models under all three parameterizations. Likelihood ratio contour plots based on the above three parameterizations of the EOSN, GAMN, LOGN, and POWN models are given in Figures 2.3 - 2.6, respectively. Since the WOSN model has three parameters, profile likelihood ratio contour plots were obtained and given in Figures 2.7 and 2.8. For instance, the profile likelihood contour plot for $\beta_1$ was found by 1) setting $\beta_1 = \hat{\beta}_1$, where $\hat{\beta}_1$ was obtained from maximizing the log-likelihood over all parameters; 2) maximizing the log-likelihood over the other two parameters, and; 3) substituting the particular value for $\beta_1$ and the maximized values for the other parameters into the log-likelihood. A noticeable improvement under the two alternative parameterizations is shown in the plotted...
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Figure 2.3: LR contour plots using three parameterizations for EOSN and DS1.3.
Figure 2.4: LR contour plots using three parameterizations for GAMN and DS1,3.
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Figure 2.5: LR contour plots using three parameterizations for LOGN and DS1.3.
Figure 2.6: LR contour plots using three parameterizations for POWN and DS1.3.
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Figure 2.7: Profile LR contour plots using three parameterizations for WOSN and DS1.
Figure 2.8: Profile LR contour plots using three parameterizations for WOSN and DS3.
likelihood contours for DS3 for the EOSN, LOGN, POWN and WOSN models. Raftery's reparameterization seems better under the LOGN and WOSN models, but the log-linear reparameterization seems better for the EOSN and POWN models. The original parameterization is best for the GAMN model.

2.5 Conclusions

With the exception of the POWN model, the maximum likelihood estimation solution for the models given in Table 1.1 is not of closed form. This implies that numerical methods, such as the Newton-Raphson or bisection methods, are needed to obtain the m.l.e.'s. Obtaining the m.l.e.'s is not difficult for these models, with the exception of the POSN model. Further investigation into the possibility of multiple roots is required for this model.

We have determined conditions for which \( \hat{\nu} = \hat{\nu}(\infty) \) is finite and positive-valued for the EOSN, GAMN and LOGN models under the ungrouped data scenario and for the EOSN model under the grouped data scenario. We have shown that an unique, positive solution for \( \beta \) always exists for the POWN model under the grouped data case. In general, the probability statements on how often these conditions do not hold for the EOSN, GAMN and LOGN models will depend on \( \beta \) and \( T1 \) only through the combination \( \beta T1 \) because \( \beta \) is a scale parameter in these models. The simulation studies for these models indicate that when only roughly 50\% of the total expected number of failures have been observed by time \( T1 \) (for given \( \beta \)), there is a substantial probability that we do not obtain positive, finite estimates for \( \nu \). This implies that, in some situations, there is a substantial probability that
there will be insufficient data available to make any valid inferential statements about a finite $v$. Without good estimates for $v$, we can not obtain good predictions of quantities of interest that depend on $v$, such as $N2$ and $N3$. Consequently, for those situations whereby we do not obtain finite, positive-valued estimates for $v$ based on data observed over $(0, T1]$, it is best to continue observing the process for a longer period of time before making any inferences about the process.

In order to improve the adequacy of the asymptotic approximations for obtaining confidence (and prediction) intervals of the quantities of interest, we suggest using either the log-linear or Raftery parameterizations of the model of interest for estimation purposes. There is clearly a noticeable improvement in the shape of the likelihood ratio contours under these parameterizations, with the exception of the GAMN model. Maximum likelihood estimates are easier to obtain iteratively when the parameterizations giving approximately quadratic log-likelihoods are used, and Wald-type confidence interval procedures are more accurate. When there is only a single $\beta$ parameter, we need only one-dimensional iteration to maximize $l(\hat{v}(\beta), \beta)$. so this point about normal approximations is less important for these models. Of course, the plots in this chapter are based on two specific data sets, but they illustrate general features. In practice, we recommend that log-likelihood contours be routinely plotted and examined in order to select good parameterizations.
Chapter 3

Goodness of Fit

3.1 Introduction

There are a variety of goodness of fit methods for assessing the adequacy of a particular NHPP family of models based on one observed realization of a recurrent event process. In this section, we address separately each method and motivate the need for our proposed goodness of fit technique. We follow with a chapter outline.

There are various methods available for testing the validity of the homogeneous (intensity constant over time) Poisson process or renewal process (a nonterminating sequence of independent, identically distributed interarrival times) against specific nonhomogeneous alternatives. Informal methods include an "eye-ball analysis" of an index plot of the interfailure times and a lag one plot of the interfailure times under a log or square root transformation to check for dependence among the interfailure times. For example, Figure 3.1 indicates that there is a gradual increase in the length of the interfailure times over time for DS1-4. The nonhomogeneity
in the interfailure times implies that an HPP or renewal assumption would be inappropriate. Formal methods include the tests for a monotone trend discussed in [8, chapter 3], [10], and [27, chapter 5], such as the Laplace test optimal against the EOSN model and the $\mathcal{U}$ test (same notation used in [8, page 79]) optimal against the POWN model. The point process model, considered by [68], that incorporates both renewal and time trends may also be used to test renewal behaviour against specific forms of time nonhomogeneity. Although they are useful for many reliability applications, the above methods are of limited use in other situations where there is no question of time nonhomogeneity in the process, such as software system reliability. In the situation where we anticipate other patterns of behaviour in addition to time nonhomogeneity in the process, it may be of interest to compare NHPP models with other nonhomogeneous point process models, such as cluster or change-point processes. This can be done by model expansion or nesting (e.g. [68]). Further discussion on change-point processes is given in Chapter 5.

The most common technique used to check the validity of the form of any parametric NHPP model is to "eyeball" the plot of the cumulative number of failures and the estimated model-based mean value function against time. Such plots are given in Figure 3.2. These plots indicate clearly that the estimated mean value functions based on the POWN and GAMN models do not fit the observed cumulative number of failures in DS1-4. In addition, the plots indicate that all of the EOSN, WOSN, and LOGN models seem to fit DS3-4 well. In contrast, there is an apparent lack of fit between the EOSN, WOSN and LOGN models and the observed data sets DS1,2 due to the presence of change-points in the failure behaviour over
Figure 3.1: Plots of the ordered interfailure times for DS1-4.
Figure 3.2: $\Lambda(t; \tilde{\eta})$ versus $t$ for specific models in Table 1.1 and DS1-4. Time is measured in hours.
time. Another informal method that is useful is to graph the generalized residuals.

\[ \hat{e}_i = \int_{t_{i-1}}^{t_i} \lambda(u; \hat{\eta}) \, du, \quad \text{for } i = 1, \ldots, n. \]

If the assumed NHPP model is satisfactory, the residuals should roughly look like a sample of i.i.d. standard exponential random variables. Common graphical checks include exponential probability plots of the \( \hat{e}_i \) and plots of \( \hat{e}_i \) vs. \( i \) or \( \log \hat{e}_i \) vs. \( i \).

A formal technique that may be used for testing the goodness of fit of any parametric NHPP model is to split the interval \((0, T]\) into a number of nonoverlapping intervals \( A_k = (a_{k-1}, a_k] \) in order to check the assumption that \( N(A_k) \) is distributed as a Poisson random variable with mean \([\Lambda(a_k; \eta) - \Lambda(a_{k-1}; \eta)]\) using an appropriate LR-based or Pearson's \( \chi^2 \) test. Unfortunately, choosing the most appropriate \( A_k \)'s is problematic. In addition, this type of test does not use all of the information when ungrouped data is available.

Another set of formal techniques available for testing the parametric form of all NHPP models involves transforming the original data \( t_1 < t_2 < \ldots < t_n \) before applying an empirical cumulative distribution function (e.c.d.f.)-type statistic, such as the Kolmogorov-Smirnov, Cramér-von Mises, and Anderson-Darling, to test the goodness of fit of the specified model against a general alternative. For instance, one type involves transforming the original data into \( u_i = \frac{\Lambda_0(t_i; \beta)}{\Lambda_0(T; \beta)} \) (assuming \( \beta \) is known for now). If the model is correct, the \( u_i \)'s are order statistics from an uniform \((0, 1)\) distribution. This transformation was used in [11], [28], [87], [92], and [93] to test the POWN model. The second type involves transforming further the \( u_i \)'s into \( w_i \)'s, where \( w_i = \frac{-\log(1-u_i)}{\beta} \). If the model is correct, the \( u_i \)'s are order statistics from
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an exponential distribution with parameter $\beta$. This transformation was used in [63], [71], [79], [92], and [93] to test the POWN model, and in [17] to test a general NHPP model. Since $\beta$ is unknown and must be estimated, the above transformed variables are modified by replacing $\beta$ with an estimate, such as its m.l.e. or its unbiased estimator (available for POWN model). In general, when the parameter values are replaced by their estimates, the distribution of the resulting statistic still depends on the population values; however, for the POWN model, the nature of the closed form m.l.e. solution for the parameters enables one to obtain exact distributional results on the estimates. For other NHPP models, we are not able to determine exact distributional results on the parameters because we lack a closed form solution under these models. Consequently, we are unable to obtain exact tests even though we are still able to transform the data.

Since all NHPP models satisfy Aalen's multiplicative intensity model of the form $\lambda(t) = \alpha(t) Y(t)$, for a deterministic function $\alpha(t)$ and an observable indicator process $Y(t) = I(t \leq T1)$, informal and formal asymptotically distribution-free goodness of fit methods available for testing the parametric form of this general model may also be considered for use in the NHPP special case. Many of these methods are discussed in [5, chapter VI]. For instance, we may use the total time on test (TTT) plot and related cumulative TTT statistic defined as $N(T)$ times the area under the TTT plot. The TTT plot was introduced to failure time data by [14] and extensions were made to Aalen's multiplicative intensity counting processes by [1] and [45]. An application of this method to the POWN model is given in [63]. Another possibility is to consider goodness-of-fit statistics based on a distance
measure between the Nelson-Aalen estimator \( \hat{A}(t) = \int_0^t \{ J(s)/Y(s) \} \, dN(s) \) and the estimated parametric function \( A^*(t; \hat{\theta}) = \int_0^t J(s) \alpha(s; \hat{\theta}) \, ds \), for the indicator function \( J(t) = I(Y(t) > 0) \). First considered by [52], these goodness of fit statistics are of the form

\[
\hat{A}(t) - A^*(t; \hat{\theta}) = \int_0^t \frac{J(s)}{Y(s)} \{ dN(s) - \alpha(s; \hat{\theta}) Y(s) \, ds \}.
\]

In addition, we may use an idea by [59] and [60] to transform the above goodness of fit process into a process having a nice limiting distribution, such as the process obtained by asymptotically replacing the process with the process minus its mean value function (compensator). This idea was used to test the Jelinski-Moranda (EOS) model by [44].

Another formal goodness of fit technique that is useful in some situations is to nest the model of interest in a larger parametric family and use any of the three asymptotically equivalent test statistics (LR, score or Wald) to check the significance of the reduction to the actual model of interest. For instance, the WOSN model may be used to test the EOSN model, because the EOSN model is nested within the WOSN model when \( \beta_2 = 1 \). Similarly, the "inflection s-shaped" (SEOSN, my notation) model proposed by [103], with

\[
\lambda(t; \eta) = \frac{v \beta_1 (1 + \beta_2) \exp(-\beta_1 t)}{(1 + \beta_2 \exp(-\beta_1 t))^2},
\]

for \( v, \beta_1, \beta_2 > 0 \) may also be used to test the EOSN model (when \( \beta_2 = 0 \)). Although we have not seen it used in the software reliability literature, another model that
may be useful in this situation is the one introduced by [69] (LEEN, my notation). with

\[ \lambda(t; \eta) = \alpha_1 \alpha_2 t^{\alpha_2 - 1} \exp(-\alpha_3 t), \]

for \( \alpha_1, \alpha_2 > 0 \) and \( -\infty < \alpha_3 < \infty \). The LEEN model reduces to the EOSN (when \( \alpha_2 = 1 \)), GAMN (when \( \alpha_2 = 2 \)), and POWN (when \( \alpha_3 = 0 \)). In contrast, the "k-stage Erlangian" model proposed by [61] with

\[ \lambda(t; \eta) = v \beta \exp(-\beta t) \left( \frac{(\beta t)^{k-1}}{(k-1)!} \right), \]

for \( v, \beta > 0 \) and \( k \) a small integer, can not be used to test the EOSN and GAMN models in this manner, even though the model reduces to EOSN (when \( k = 0 \)) and the GAMN (when \( k = 1 \)). This is due to the fact that \( k \) is assumed known before estimation begins ([61],[62],[105]). In the software reliability context, either of the WOSN, SEOSN or LEEN models may be used to test smaller models. One concern is that they may be too restrictive in that all three models nest only one model (EOSN) that seems to fit software reliability data overall. Although the GAMN model is an adequate fit in some situations, the POWN model is generally inadequate in the software reliability context. Consequently, it is of interest to obtain an NHPP model that would nest more potential models applicable in software reliability applications.

In this chapter, we propose two new methods for testing the goodness of fit of various NHPP models. In Section 3.2, we propose a goodness of fit approach
applicable for testing any NHPP model having an intensity of the form \( \lambda(t; \eta) = v \lambda_0(t; \beta) \). As an example, we conducted a small simulation study using the EOSN model to calculate upper tail critical values. In Section 3.3, we propose a four-parameter NHPP model that nests a larger subset of models — the WOSN, LEEN and EOSN models. We discuss model characteristics and maximum likelihood estimation based on the model. We applied both goodness of fit approaches to DS1.2.4 and compared the results. Our conclusions are given in Section 3.4.

3.2 Proposed general goodness of fit method

In our situation, recall that \( \{N(t): t \geq 0\} \) is assumed to be an NHPP with intensity function \( \lambda(t; \eta) \). We observe a single sample path of the process over \((0, T_1]\) with \( n \) error detections (events) occurring at times \( t_1 < t_2 < \ldots < t_n \). We assume further that the intensity is of the form \( \lambda(t; \eta) = v \lambda_0(t; \beta) \), for scalar \( v > 0 \) and vector \( \beta > 0 \). The corresponding mean value function is defined as \( \Lambda(T_1; \eta) = v \Lambda_0(T_1; \beta) \). In the spirit of [52], we are specifically interested in the goodness of fit measure of the form

\[
H_{n, \hat{\beta}} = \int_0^{T_1} \{\hat{\Lambda}_N(t) - \hat{v}\Lambda_0(t; \hat{\beta})\}^2 d(\hat{v}\Lambda_0(t; \hat{\beta})),
\]

where, in general, \( H_{n, \hat{\beta}} \) depends on \( n \) and \( \hat{\beta} \); hence, the notation. As well, \( \hat{\Lambda}_N(t) \) is the Nelson-Aalen estimator [5], which is just \( \hat{\Lambda}_N(t) = N(t) \) for NHPP models. In other words, we can write \( \hat{\Lambda}_N(t) = n F_n(t) \), where \( F_n(t) \) denotes the e. c. d. f, \( \frac{N(t)}{n} \), for \( 0 \leq t \leq T_1 \). Combining this information with the fact that \( \hat{v} = \frac{n}{\Lambda_0(T_1; \beta)} \). 
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for these models, we can rewrite equation (3.1) as

\[ H_{n,\hat{\beta}} = \int_0^{T_1} \left\{ n F_n(t) - n \frac{\Lambda_0(t; \hat{\beta})}{\Lambda_0(T_1; \hat{\beta})} \right\}^2 \nu d \frac{\Lambda_0(t; \hat{\beta})}{\Lambda_0(T_1; \hat{\beta})} \Lambda_0(T_1; \hat{\beta}). \]

Recall that the quantity \( F_0(t; \beta) = \frac{\Lambda_0(t; \beta)}{\Lambda_0(T_1; \beta)} \) is a cumulative distribution function defined over \((0, T_1]\). With this information, we can rewrite further the above equation to obtain

\[ H_{n,\hat{\beta}} = n^2 \nu \Lambda_0(T_1; \hat{\beta}) \int_0^{T_1} \{ F_n(t) - F_0(t; \hat{\beta}) \}^2 d F_0(t; \hat{\beta}) 
= n^2 \int_0^{T_1} \{ F_n(t) - F_0(t; \hat{\beta}) \}^2 d F_0(t; \hat{\beta}). \quad (3.2) \]

The above expression implies that essentially \( H_{n,\hat{\beta}} \) is an e. c. d. f. -type goodness of fit statistic for the distribution \( F_0(t; \beta) \) that is defined over \((0, T_1]\), except that there is one complication. In particular, for the NHPP time-truncated observed process, \( T_1 \) is fixed and \( n \) is a random variable rather than a fixed sample size. Consequently, to interpret (3.2) in the usual way as an e. c. d. f. test of \( F_0(t; \beta) \), we must condition on \( N(T_1) = n \). This implies that the size or power of this test may be calculated conditionally for values of \( n \) in the usual way, or unconditionally by averaging over the distribution of \( n = N(T_1) \). Furthermore, \( H_{n,\hat{\beta}} = n^2 W^2_{n,\hat{\beta}} \), where \( W^2_{n,\hat{\beta}} \) is a Cramér-von Mises e. c. d. f. -type goodness of fit statistic. For evaluation of \( W^2_{n,\hat{\beta}} \), we can use the well-known expression

\[ W^2_{n,\hat{\beta}} = \frac{1}{12n} + \sum_{i=1}^{n} \left\{ F_0(t_i; \hat{\beta}) - \frac{i - 0.5}{n} \right\}^2. \]
The null hypothesis is rejected in favour of the alternative for large values of $W_{n,\beta}^2$.

### 3.2.1 An application

**Model and data information**

We simulated critical values of $W_{n,\beta}^2$ and $W_{n,\beta}^2$ (where we have used the assumed value for $\beta$) for the EOSN model. We calculated both expressions in order to obtain an estimate of the effect of estimating $\beta$. First, we conducted a simulation study to determine how the critical values of $W_{n,\beta}^2$ and $W_{n,\beta}^2$ change for increasing values of $n$, $\beta$, and $a$, the proportion of the expected number of errors to be eventually detected that are in fact discovered by $T1$. In particular, we generated samples from the EOSN model with $n = 10, 20, 40, 80, 100$ and $T1$ determined such that $E\{N(0, T1)\} = v(1 - \exp\{-\beta T1\}) = av.$ for $a = 0.5, 0.9$ and $\beta = 0.2, 0.5, 1$. This implies that $T1 = \frac{-\log(1-a)}{\beta}$. For example, $T1 = 3.4657, 11.5129$, when $\beta = 0.2$ and $a = 0.5, 0.9$, respectively. Similarly, $T1 = 0.6931, 2.3026$, when $\beta = 1$ and $a = 0.5, 0.9$, respectively. The simulation study was conducted in the following manner with $B = 2000$:

1. Repeat the following process $B = 2000$ times:

   (a) Simulate a sample of $n$ uniform $(0, 1)$ random variables, $u_i$, and sort them.

   (b) Obtain the ordered $t_i$ using $t_i = \frac{-\log(1-u_i)(1-\exp(-\beta T1))}{\beta}$.

   (c) Obtain the m.l.e. $\hat{\beta}$ based on this simulated sample. Note that negative values for $\hat{\beta}$ are not to be discarded.
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(d) Obtain the \( \hat{u}_i \)'s using \( \hat{\beta} \).

(e) Calculate \( W_{n,\beta}^2 \) using the \( u_i \)'s and \( W_{n,\hat{\beta}}^2 \) using the \( \hat{u}_i \)'s.

2. Sort separately the sets of \( B W_n^2 \) and \( W_{n,\hat{\beta}}^2 \) values obtained above. Obtain the 80%, 85%, 90%, 95%, 98%, 99% empirical percentiles of their e. c. d. f.

We then repeated the entire process ten times to obtain the mean and standard deviation of each of the above critical values, as was done in [87]. Next, we conducted similar simulation studies to determine the critical values of \( W_{n,\beta}^2 \) for a given combination of \( \hat{\beta} \) and \( T1 \) values corresponding to those observed for data sets DS1-4. We then calculated the observed value for \( W_{n,\beta}^2 \) and compared it to the appropriate critical values to determine whether the EOSN model fits that particular data set.

Results

First, we discuss the results for the larger simulation study. The 0.20, 0.15, 0.10, 0.05, 0.02, and 0.01 upper critical values of \( W_{n,\beta}^2 \) and \( W_{n,\hat{\beta}}^2 \) were obtained for each combination of \( n, \beta, \) and \( \alpha \) (and hence, \( T1 \)). The same critical values were generated for a given combination of \( n \) and \( \alpha \) (and hence, \( \beta \) \( T1 \) combination). The calculated mean critical values of the ten sets of simulations are given in Table 3.1. The calculated standard deviation for each set of simulations are not given, but the approximate range of values is 0.0004 - 0.0035 for the estimated critical values based on \( W_{n,\beta}^2 \), and 0.0013 - 0.0155 for those based on \( W_{n,\hat{\beta}}^2 \). Referring to the table, we note that the corresponding critical values for \( W_{n,\beta}^2 \) and \( W_{n,\hat{\beta}}^2 \) differ substantially.

It is obvious that we cannot ignore the effect of estimating \( \beta \). We also note that, for given \( \alpha \), the critical values for \( W_{n,\hat{\beta}}^2 \) only differ in the third decimal place as
Table 3.1: Upper critical values of $W_{n,\hat{\beta}}^2$ and $W_{n,\beta}^2$ based on EOSN.

<table>
<thead>
<tr>
<th>Data attributes</th>
<th>0.20</th>
<th>0.15</th>
<th>0.10</th>
<th>0.05</th>
<th>0.02</th>
<th>0.01</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a = 0.50$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n = 10$</td>
<td>0.097</td>
<td>0.109</td>
<td>0.126</td>
<td>0.156</td>
<td>0.194</td>
<td>0.225</td>
</tr>
<tr>
<td>$n = 20$</td>
<td>0.094</td>
<td>0.106</td>
<td>0.123</td>
<td>0.153</td>
<td>0.193</td>
<td>0.223</td>
</tr>
<tr>
<td>$n = 40$</td>
<td>0.094</td>
<td>0.105</td>
<td>0.122</td>
<td>0.151</td>
<td>0.193</td>
<td>0.222</td>
</tr>
<tr>
<td>$n = 80$</td>
<td>0.093</td>
<td>0.104</td>
<td>0.121</td>
<td>0.149</td>
<td>0.191</td>
<td>0.223</td>
</tr>
<tr>
<td>$n = 100$</td>
<td>0.093</td>
<td>0.104</td>
<td>0.121</td>
<td>0.151</td>
<td>0.190</td>
<td>0.219</td>
</tr>
<tr>
<td>$a = 0.90$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n = 10$</td>
<td>0.106</td>
<td>0.120</td>
<td>0.139</td>
<td>0.173</td>
<td>0.217</td>
<td>0.249</td>
</tr>
<tr>
<td>$n = 20$</td>
<td>0.104</td>
<td>0.118</td>
<td>0.137</td>
<td>0.172</td>
<td>0.218</td>
<td>0.254</td>
</tr>
<tr>
<td>$n = 40$</td>
<td>0.104</td>
<td>0.117</td>
<td>0.137</td>
<td>0.171</td>
<td>0.218</td>
<td>0.252</td>
</tr>
<tr>
<td>$n = 80$</td>
<td>0.103</td>
<td>0.116</td>
<td>0.135</td>
<td>0.170</td>
<td>0.218</td>
<td>0.254</td>
</tr>
<tr>
<td>$n = 100$</td>
<td>0.103</td>
<td>0.116</td>
<td>0.135</td>
<td>0.171</td>
<td>0.218</td>
<td>0.254</td>
</tr>
</tbody>
</table>

$n$ increases. In other words, to two decimal places, the critical values are roughly the same for $n > 20$. A similar result was found for the calculated Cramér-von Mises e.d.f-type goodness fit statistic for the POWN model obtained in [87]. It also appears that, as $a$ increases from 0.5 to 0.90, the 0.20 critical value increases slightly, whereas the 0.01 critical value increases relatively more.

Next, we calculated the observed $W_{n,\hat{\beta}}^2$ values based on the estimated $\hat{\beta}$ and $T1$ values for the EOSN model for DS1-4 and compared these values to the simulated
Table 3.2: Critical values of $W^2_{n,\hat{\beta}}$ and $W^2_{n,\beta}$ based on EOSN using $\hat{\beta}$ and $T1$ from DS1-4.

<table>
<thead>
<tr>
<th></th>
<th>0.80</th>
<th>0.85</th>
<th>0.90</th>
<th>0.95</th>
<th>0.98</th>
<th>0.99</th>
</tr>
</thead>
<tbody>
<tr>
<td>$DS1$</td>
<td>0.112</td>
<td>0.126</td>
<td>0.145</td>
<td>0.185</td>
<td>0.238</td>
<td>0.286</td>
</tr>
<tr>
<td>$DS2$</td>
<td>0.095</td>
<td>0.108</td>
<td>0.125</td>
<td>0.155</td>
<td>0.195</td>
<td>0.227</td>
</tr>
<tr>
<td>$DS3$</td>
<td>0.097</td>
<td>0.110</td>
<td>0.129</td>
<td>0.159</td>
<td>0.202</td>
<td>0.236</td>
</tr>
<tr>
<td>$DS4$</td>
<td>0.097</td>
<td>0.110</td>
<td>0.130</td>
<td>0.163</td>
<td>0.209</td>
<td>0.239</td>
</tr>
</tbody>
</table>

critical values based on the same values for $\hat{\beta}$ and $T1$. The simulated critical values of $W^2_{n,\beta}$ are given in Table 3.2 and the observed values for $W^2_{n,\beta}$ are given in Table 3.3. We reject the null hypothesis that the EOSN model is an appropriate model at the $\alpha$ level if the observed statistic is greater than the simulated $1 - \alpha$ critical value. For example, the observed value for $W^2_{n,\beta}$ is 0.423 for $DS1$. Since this value is greater than the 95% simulated critical value, 0.185, we have strong evidence to reject the null hypothesis that the EOSN model is an adequate model. After performing the same tests for the other data sets, we observe that we also reject the EOSN model for $DS2$, but we do not have evidence to reject the EOSN model for $DS3$ and $DS4$.

Overall, we believe the $W^2_{n,\beta}$ statistic is useful for testing the goodness of fit of the EOSN model. The parameter $\beta$ is a scale parameter and it may be shown that the critical values of the distribution of $W^2_{n,\beta}$ depend on $\beta$ and $T1$ only through the combination of $\beta T1$ (and hence, $\sigma$). Our results indicate that the difference for varying $\beta T1$ (or $\sigma$) is in the first decimal place - even for large $n$. Consequently, it seems that the asymptotic distribution of the $W^2_{n,\beta}$ statistic depends slightly on the $\beta T1$ combination. Although we chose to calculate the critical values of $W^2_{n,\beta}$
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Table 3.3: Observed values of $W^2_{n, \beta}$ based on EOSN for DS1-4.

<table>
<thead>
<tr>
<th>DS1</th>
<th>DS2</th>
<th>DS3</th>
<th>DS4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.423</td>
<td>0.318</td>
<td>0.055</td>
<td>0.050</td>
</tr>
</tbody>
</table>

conditional on $N(T1) = n$, unconditional results may be obtained by averaging over the distribution of $n = N(T1)$. Since our results indicate that the critical values are essentially the same (up to two decimal places) for $n > 20$, we believe that the averaged unconditional results will be similar to the conditional results. Further discussion is provided in Section 3.4.

3.3 Nested models

To obtain an NHPP model that nests the LEEN and WOSN models, we compared their corresponding intensity functions. Recall that for the WOSN model, $\lambda(t; \eta) = v \beta_1 \beta_2 t^{\beta_2-1} \exp(-\beta_1 t^{\beta_2})$, and, for the LEEN model $\lambda(t; \eta) = \alpha_1 \alpha_2 t^{\alpha_2-1} \exp(-\alpha_3 t)$. Note that the essential difference is in the exponents. The WOSN model has $t$ raised to a power in the exponent, while the LEEN model does not. Thus, we propose an NHPP model with intensity $\lambda(t; \eta) = \alpha_1 \alpha_2 t^{\alpha_2-1} \exp(-\alpha_3 t^{\alpha_4})$, for $\alpha_1, \alpha_2, \alpha_3, \alpha_4 > 0$. The corresponding mean value function is

$$\Lambda(t; \eta) = \begin{cases} 
\alpha_1 t^{\alpha_2} & \text{if } \alpha_3 = 0 \\
\alpha_1 (\frac{\alpha_4}{\alpha_3}) \int_0^{t^{\alpha_4}} u^{\frac{\alpha_4-1}{\alpha_3}} \exp(-u) \, du & \text{otherwise}
\end{cases}$$

First, we notice that when $\alpha_3 \approx 0$, regardless of the value of $\alpha_4$, the exponent term in $\lambda(t; \eta)$ is essentially equal to one; hence, we obtain the POWN model. Furthermore,
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this new general model "NEWN" reduces to the LEEN model when $\alpha_4 = 1$, to the WOSN model when $\alpha_2 = \alpha_4$, and to the EOSN model when $\alpha_2 = \alpha_4 = 1$.

Next, we note that the above model is not of the form $\lambda(t; \eta) = v \lambda_0(t; \beta)$ with corresponding mean value function $\Lambda(T_1; \eta) = v \Lambda_0(T_1; \beta)$, for scalar $v > 0$ and vector $\beta > 0$. To obtain a reparameterization of the model that will have an intensity of this form we altered the mean value function, and then obtained the corresponding intensity from that. In particular, we note that, when $\alpha_3 \neq 0$, we can write $\Lambda(t; \eta) = \alpha_1 \gamma \alpha_3^{-\gamma} \Gamma(\gamma) \cdot I G(\alpha_3 t^{\alpha_4}, \gamma)$, where $\gamma = \frac{\alpha_2}{\alpha_4}$ and $I G(z, d) = \frac{1}{\Gamma(d)} \int_0^z u^{d-1} e^{-u} du$ is the incomplete gamma function. Since the $IG(\cdot)$ function is of the form of a truncated cumulative distribution function, we need to set $v = \alpha_1 \gamma \alpha_3^{-\gamma} \Gamma(\gamma)$ to obtain $\Lambda(t; \eta) = v I G(\alpha_3 t^{\alpha_4}, \gamma)$. The resulting mean value function is of the form $\Lambda(t; \eta) = v \Lambda_0(t; \beta)$. The corresponding intensity is then

$$\lambda(t; \eta) = \frac{v \alpha_4 \alpha_2^2}{\Gamma(\gamma)} t^{\gamma \alpha_4 - 1} \exp(-\alpha_3 t^{\alpha_4}),$$

for $v, \gamma, \alpha_3, \alpha_4 > 0$. Under this new parameterization, $\Lambda(t; \eta)$ looks like $v$ times the c. d.f. for a lifetime model where $T^{\alpha_4}$ is distributed as a two parameter Gamma with shape parameter $\gamma$ and scale parameter $\alpha_3^{-1}$. When $\gamma = 1$, the NEWN model reduces to the WOSN model. In this case, $T^{\alpha_4}$ is distributed as a two parameter Gamma with shape parameter one and scale parameter $\alpha_3^{-1}$. When $\alpha_4 = 1$, the NEWN model reduces to the LEEN model. In this case, $\Lambda(t; \eta)$ looks like $v$ times the c. d. f. for a lifetime model where $T$ is distributed as a two parameter Gamma with shape parameter $\gamma$ and scale parameter $\alpha_3^{-1}$. When $\gamma \to \infty$, the shape of the p. d. f. for this distribution (and hence, the shape of $\lambda_0(t; \eta)$) becomes similar.
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To the normal p.d.f. As the p.d.f. tends to that of the normal, the resulting c.d.f. (and hence, \( \Lambda(t; \eta) \)) will become s-shaped. When \( \gamma \to \infty \) and \( \alpha_3^{-1} \to \infty \), the p.d.f. becomes similar to a very spread out normal density. When \( \gamma = \alpha_4 = 1 \), the NEWN model reduces to the EOSN model.

### 3.3.1 Maximum likelihood estimation

For this model, we have

\[
\lambda(t; \eta) = \frac{\alpha_3 \alpha_4^7}{\Gamma(\gamma) t^{\gamma \alpha_4} - 1} \exp(-\alpha_3 t^{\alpha_4}).
\]

In this case \((2.2)\) is \( \hat{\theta} = \frac{n}{\sum(t_{i}^{\alpha_4})} \). After plugging in the required derivatives into \((2.3)\), and rearranging some of the terms, we obtain

\[
\frac{\int_0^{\alpha_4 T_{1}^{\alpha_4}} u^{\gamma - 1} \log(u) \exp(-u) \, du}{IG(\alpha_3 T_{1}^{\alpha_4}, \gamma)} = \log(\alpha_3) + \frac{\alpha_4 \sum_{i=1}^{n} \log(t_i)}{n}
\]

\[
(\alpha_3 T_{1}^{\alpha_4})^{\gamma} \exp(-\alpha_3 T_{1}^{\alpha_4}) = \gamma - \alpha_3 \frac{\sum_{i=1}^{n} t_i^{\alpha_4}}{n}
\]

\[
(\alpha_3 T_{1}^{\alpha_4})^{\gamma} \exp(-\alpha_3 T_{1}^{\alpha_4}) = \frac{1}{\alpha_4 \log(T)} + \frac{\gamma}{n \log(T)} \sum_{i=1}^{n} \log(t_i)
\]

\[
-\alpha_3 \frac{1}{n \log(T)} \sum_{i=1}^{n} \log(t_i) t_i^{\alpha_4}
\]

Since the left-hand side of the two latter equations are equal, we can equate and rearrange these equations to obtain

\[
\alpha_3 = \frac{n + \alpha_4 \gamma \sum_{i=1}^{n} \log(t_i/T)}{\alpha_4 \sum_{i=1}^{n} t_i^{\alpha_4} \log(t_i/T)}.
\]

Equation \((3.4)\) and any two equations in \((3.3)\) can then be used to solve for the m.l.e.'s of \( \gamma, \alpha_3, \) and \( \alpha_4 \).
Figure 3.3: Profile LR contour plots of $\alpha_1$, $\alpha_2$, $\alpha_3$, and $\alpha_4$ for the NEWN model and DS1.
Figure 3.4: Profile LR contour plots of $\alpha_1$, $\alpha_2$, $\alpha_3$, and $\alpha_4$ for the NEWN model under the original parameterization and DS4.
Figure 3.5: Profile LR contour plots of $v, \gamma, \alpha_3,$ and $\alpha_4$ for the NEWN model and DS1.
Figure 3.6: Profile LR contour plots of $v$, $\gamma$, $\alpha_3$, and $\alpha_4$ for the NEWN model and DS4.
Figure 3.7: Profile likelihood plots of $\gamma$ and $\alpha$ for DSI, DS4.
Figure 3.8: Profile likelihood plots of $\alpha_4$ and $\gamma$ for DS2, DS3.
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It is also of interest to determine which parameterization is best to use for the NEWN model. We fitted the NEWN model to DS1-4 using both parameterizations. We were not able to obtain m.l.e.'s for DS3 (see discussion below). Profile likelihood ratio contour plots of $\alpha_1$, $\alpha_2$, $\alpha_3$, and $\alpha_4$ under the original parameterization for DS1,4 are given in Figures 3.3 and 3.4, respectively. The corresponding plots of $v$, $\gamma$, $\alpha_3$, and $\alpha_4$ under the reparameterized model are given in Figures 3.5 and 3.6. A comparison of the plots shows that the reparameterized model is preferable because the two-by-two contours are less banana-shaped than that for the original parameterization. Profile likelihood plots of $\alpha_4$ and $\gamma$ for DS1-4 are given in Figures 3.7 and 3.8. For instance, the profile likelihood for $\alpha_4$ was found by 1) setting a particular value for $\alpha_4$ and maximizing the log-likelihood over the other parameters, and; 2) plugging in the particular value for $\alpha_4$ and the maximized values for the other parameters into the log-likelihood. The process is repeated for various values of $\alpha_4$. These plots indicate that there is only one maximum for $\alpha_4$ and $\gamma$, as a function of the other parameters. Unfortunately, in some situations (such as for DS3), $\alpha_4$ is maximized at zero. This implies further that $\gamma \rightarrow \infty$ because $\gamma = \frac{\alpha_4}{\alpha_1}$ in this parameterization. The fact that these plots indicate that one parameter is tending to zero and another parameter is tending to infinity for this data set may explain the reason we were not able to obtain a m.l.e. for the NEWN model for DS3. In general, further investigation is needed to obtain a good feel for the case where we can not obtain m.l.e.'s.
3.3.2 An application to goodness of fit

We fitted the WOSN, SEOSN, LEEN and NEWN models to DS1-4 and tested their submodels using the generalized likelihood ratio test statistic, \( LR_g = -2[l_R(\hat{\eta}) - l_U(\hat{\eta})]/r \), where \( l_R \) refers to the restricted likelihood under the null hypothesis, \( l_U \) refers to the unrestricted likelihood under the alternative hypothesis, and \( r \) is the number of restrictions made on the parameters. Under the null hypothesis, the \( LR_g \) statistic is asymptotically distributed as a \( \chi^2 \) random variable. For comparative purposes, we also calculated the Akaike information criterion (AIC) for each data set. Although it has been used in many other fields, this model selection criterion has only been recently used for selecting NHPP models by [62]. It is defined to be 
\[ 2l(\hat{\eta}) - 2(J + 1) \]
where \( l(\cdot) \) is the log-likelihood evaluated at its m.l.e. and \( J + 1 \) are the number of parameters in \( \eta \). An advantage of using the AIC is that the models do not need to be subsets of one another, whereas for the generalized LR statistic, the model under the null hypothesis must be a subset of the model given under the alternative.

Results

The observed generalized LR statistic and corresponding p-value (given in parentheses) are given in Table 3.4. The starred values are statistically significant at \( \alpha = 0.05 \). No results are available for testing the NEWN model with its subsets for DS3 because we were not able to obtain m.l.e.'s in this case. In other words, we reject the null hypothesis that the nested (restricted) model is appropriate when the observed p-value is less than \( \alpha = 0.05 \). Similar results were obtained for test-
Figure 3.9: $\Lambda(t; \hat{\eta})$ versus $t$ for the NEWN, LEEN, and WOSN models and DS1-4.
Table 3.4: A comparison of the NEWN, LEEN and WOSN models with their subsets for DS1-4.

<table>
<thead>
<tr>
<th>Model</th>
<th>$DS_1$</th>
<th>$DS_2$</th>
<th>$DS_3$</th>
<th>$DS_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>WOSN vs EOSN</td>
<td>17.45 (0.00)*</td>
<td>1.58 (0.21)</td>
<td>0.24 (0.62)</td>
<td>0.92 (0.34)</td>
</tr>
<tr>
<td>SEOSN vs EOSN</td>
<td>8.30 (0.00)*</td>
<td>1.32 (0.25)</td>
<td>0.57 (0.45)</td>
<td>0.07 (0.78)</td>
</tr>
<tr>
<td>LEEN vs EOSN</td>
<td>16.51 (0.00)*</td>
<td>2.11 (0.15)</td>
<td>0.17 (0.68)</td>
<td>1.07 (0.30)</td>
</tr>
<tr>
<td>LEEN vs POWN</td>
<td>9.493 (0.00)*</td>
<td>3.68 (0.05)</td>
<td>3.73 (0.05)</td>
<td>8.49 (0.00)*</td>
</tr>
<tr>
<td>LEEN vs GAMN</td>
<td>137.25 (0.00)*</td>
<td>92.81 (0.00)*</td>
<td>25.45 (0.00)*</td>
<td>70.47 (0.00)*</td>
</tr>
<tr>
<td>NEWN vs WOSN</td>
<td>0.04 (0.84)</td>
<td>4.35 (0.04)*</td>
<td>—</td>
<td>0.72 (0.40)</td>
</tr>
<tr>
<td>NEWN vs LEEN</td>
<td>0.03 (0.87)</td>
<td>3.82 (0.05)</td>
<td>—</td>
<td>0.57 (0.45)</td>
</tr>
<tr>
<td>NEWN vs EOSN</td>
<td>16.54 (0.00)*</td>
<td>5.93 (0.05)</td>
<td>—</td>
<td>1.64 (0.44)</td>
</tr>
<tr>
<td>NEWN vs GAMN</td>
<td>137.27 (0.00)*</td>
<td>96.63 (0.00)*</td>
<td>—</td>
<td>71.04 (0.00)*</td>
</tr>
</tbody>
</table>

As indicated by Figure 3.2, the GAMN model is rejected clearly in favour of the LEEN and NEWN alternatives for all data sets. Although it is rejected clearly for DS1 and DS4, we have some reservations about rejecting the POWN model in favour of the LEEN model for DS2 and DS3 since the observed p-value, 0.05, is on the borderline. This result is unexpected because Figure 3.2 indicates that the POWN model does not fit DS2 and DS3. Neither the WOSN nor the LEEN model was rejected in favour of the NEWN model for DS1 and DS4. On the other hand, there is slight evidence for rejecting the WOSN model and slight evidence for not rejecting the LEEN model in favour of the NEWN model for DS2. These results verify those indicated by Figure 3.9, a plot of the cumulative number of failures and the estimated model-based mean value function against time for the NEWN,
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Table 3.5: AIC values for various models fitted to DS1-4.

<table>
<thead>
<tr>
<th>Model</th>
<th>$DS_1$</th>
<th>$DS_2$</th>
<th>$DS_3$</th>
<th>$DS_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>EOSN</td>
<td>272.60</td>
<td>1084.72</td>
<td>29.06</td>
<td>1199.29*</td>
</tr>
<tr>
<td>GAMN</td>
<td>151.86</td>
<td>994.01</td>
<td>3.78</td>
<td>1129.89</td>
</tr>
<tr>
<td>WOSN</td>
<td>287.09</td>
<td>1084.30</td>
<td>27.30</td>
<td>1198.21</td>
</tr>
<tr>
<td>POWN</td>
<td>279.62</td>
<td>1083.14</td>
<td>25.49</td>
<td>1191.86</td>
</tr>
<tr>
<td>LOGN</td>
<td>285.42</td>
<td>1082.64</td>
<td>29.73*</td>
<td>1198.61</td>
</tr>
<tr>
<td>LEEN</td>
<td>287.11*</td>
<td>1084.83</td>
<td>27.23</td>
<td>1198.35</td>
</tr>
<tr>
<td>NEWN</td>
<td>285.13</td>
<td>1086.65*</td>
<td>-</td>
<td>1196.93</td>
</tr>
<tr>
<td>SEOSN</td>
<td>278.89</td>
<td>1084.04</td>
<td>27.64</td>
<td>1197.37</td>
</tr>
</tbody>
</table>

LEEN and WOSN models. Although the fit is very similar for DS1 and DS4, there is a slight difference among the fit of the NEWN, LEEN and WOSN models to DS2. The generalized LR test picked up this slight difference.

The observed AIC values are given in Table 3.5. The starred values denote the model with the highest AIC and hence the “best” model for the data set according to this criterion. The table indicates that the LOGN and EOSN models are considered “best” for DS3 and DS4, whereas the LEEN and NEWN models are considered “best” for DS1 and DS2, respectively. Both the generalized LR statistic and the AIC criterion indicate a slight difference among the fit of the NEWN, LEEN and WOSN models in DS2. Although the generalized LR statistic was not able to do so, the AIC indicates a slight difference in the LEEN and WOSN models for DS1. In addition, the AIC indicates a slight differences in the LOGN and EOSN models for DS3.
3.4 Conclusions

We believe that the easiest, if not the best, informal technique for checking the validity of the parametric form of any NHPP model is to "eyeball" the plot of the cumulative number of failures and the estimated model-based mean value function against time. Any departures in the model may be detected easily from this plot.

As for formal techniques of goodness of fit, we believe $W_{n,\beta}^2$ is useful for testing any NHPP model having an intensity of the general form $\lambda(t; \eta) = n \lambda_0(t; \beta)$. In general, the critical values of its distribution will depend on the vector $n$, $\beta$ and $T1$. Simulation of these critical values for given $n$, $\beta$ and $T1$ is relatively easy to implement. Although we chose to calculate the critical values of $W_{n,\beta}^2$ conditional on $N(T1) = n$, unconditional results may be obtained by averaging over the distribution of $n = N(T1)$. Since our results under the EOSN model indicate that the critical values are essentially the same (up to two decimal places) for $n > 20$, we believe that the averaged unconditional results will be similar to the conditional results. For those models which have a single $\beta$ scale parameter, such as the GAMN and EOSN model, the critical values will depend on $\beta$ and $T1$ only through the combination of $\beta T1$ (and hence, $\alpha$). Our results for the EOSN model indicate that the difference for varying $\beta T1$ is in the first decimal place - even for large $n$. Consequently, it seems that the asymptotic distribution of the $W_{n,\beta}^2$ statistic depends slightly on this combination $\beta T1$. We expect that for NHPP models with unknown shape parameters (such as the WOSN, POSN, LEEN and NEWN models), the distribution of the $W_{n,\beta}^2$ statistic will depend on the underlying true values of these parameters (even in the asymptotic case). This makes sense
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given the known e. c. d. f. goodness of fit results with unknown shape parameters for the censored and uncensored data situations, as discussed at length in [31]. We also believe that the above conditional results will hold for testing the goodness of fit of truncated data from a particular distribution.

We also suggest nesting specific models of interest within larger families in order to test whether the submodel is an appropriate model. The WOSN, SEOSN, and the LEEN models are useful in these situations. The NEWN model may also be useful, though we do not yet have a good feel for the case where we can not obtain m.l.e.'s. In addition, since the NEWN model is a four-parameter model, we expect that a large amount of data is required to differentiate among it, the LEEN, and the WOSN models. For these models, we expect further that T1 must also be large enough so that a substantial amount of the total expected number of failures will have already been observed by T1.
Chapter 4

Prediction

4.1 Introduction

As we argued in Section 1.4, we are specifically interested in obtaining interval predictors for $N_2 = N(T_1, T_2]$, the number of events in the future time interval $(T_1, T_2]$ based on the observed data up to time $T_1$, for the general NHPP model under the time-truncated sampling scheme. In addition, for the finite subfamily of NHPP models, we are interested in assessing the effect of data accumulation on the prediction of the number of remaining events to be eventually observed given data has been observed up to time $T_1$. This quantity is $N_3 = N(T_1, \infty]$, where $N_3$ is $N_2$ with $T_2 \equiv \infty$. In general, there are Bayesian and frequentist approaches to prediction. In this section, we address separately each approach. We argue that there is a need for our frequentist-based approach to predicting $N_2$ and $N_3$ for the general NHPP family of models. We follow with a chapter outline.
4.1.1 Bayesian approach

In principle, the Bayesian approach to prediction, regardless of whether an underlying NHPP model is used, is well-defined and relatively straightforward. To obtain the appropriate predictive distribution for $N_2$ and $N_3$ we need to make some assumptions about the prior density of the parameters as well as about the model. First, as in the frequentist scenario, we assume a particular NHPP family model for the data. We denote the general likelihood given by equation (1.1) as $L(D_{0,T1} | \eta)$, where the data set $D_{0,T1}$ consists of the data observed in $(0,T1]$. Second, we formulate a joint prior density for the parameters, $p(\eta)$. Once the likelihood and the prior have been specified, the posterior density, $p(\eta | D_{0,T1})$, is defined as being proportional to the product of the likelihood and the joint prior. Furthermore, since our focus is on predicting the number of events in a future time interval, as opposed to drawing inferences about the parameters, we also need to specify $p(N_2 | \eta)$. In the NHPP scenario, it turns out that once the model has been chosen, $p(N_2 | \eta)$ is automatically defined to be the Poisson distribution with mean

$$u(\eta) = \int_{T_1}^{T_2} \lambda(t; \eta) dt.$$  

It immediately follows that $p(N_3 | \eta)$ is the Poisson distribution with mean

$$u(\eta) = \int_{T_1}^{\infty} \lambda(t; \eta) dt.$$  

With all this information on hand, the resulting predictive distribution for $N_2$ is given by

$$p(N_2 = r | D_{0,T1}) = \int_{\eta} p(N_2 = r | \eta) p(\eta | D_{0,T1}) d\eta, \quad (4.1)$$

for $r = 0, 1, \ldots, \infty$, and integration is over the parameter vector $\eta$. It follows that $p(N_3 = r | D_{0,T1})$ is similarly defined with $N_2$ replaced with $N_3$ in the above equation. Point estimates of either $N_2$ or $N_3$ may be obtained from (4.1) by
combining it with an appropriate loss function. Interval estimates of $N2$ or $N3$, such as highest density regions or one-sided intervals may also be obtained from (4.1).

Since the method of prediction under the Bayesian framework is relatively straightforward once a model for the data and a prior for the model parameters have been chosen, it makes sense that the Bayesian approach to prediction has been considered by many authors in the software reliability literature ([2], [13], [21], [22], [23], [24], [25], [48], [51], [64], [65], [66], [90], [91]). With the exception of [2], [21], and [22], the above authors have considered the NHPP framework. While most have looked at one NHPP family in particular (LOGN: [24], [25]; and, POWN:[13], [23], [48], [51], [66]), a few have looked at approaches for the general NHPP ([64], [65], [90], [91]). The main focus in most of the above work is on the prediction of $T_{n+k}$, the time until the $k$th future event, based on the $n$ events observed under an event-truncated sampling scheme. The exceptions are [24], [25], [13] and [66], who have also considered prediction of $N2$ and $N3$. Since the Bayesian approach to prediction has been considered by many authors, we are not particularly interested in developing any new methodology in this situation. Instead, we provide some general comments about the choice of prior and numerical integration techniques for evaluating the integrals of interest.

Choosing a prior

There are many approaches available for choosing a prior density for the parameters, as discussed in introductory texts in Bayesian analysis (e.g. [19], [86]). Within the NHPP model framework where the intensity function is of the form
\( \lambda(t; \eta) = v \lambda_0(t; \beta) \), for scalar \( v > 0 \) and vector \( \beta > 0 \), most authors have assumed the parameters \( v \) and \( \beta \) are jointly independent apriori and have selected marginal priors for each of the model parameters. The priors are often chosen for mathematical convenience. In fact, the uniform, gamma, or a combination of both families is often chosen for the marginal priors. The joint prior for the parameters is then simply the product of the marginal priors. The exceptions are ([24], [25]), who consider elicitation of expert opinion to obtain the joint prior, and ([89], [90], [91]). who consider a joint conjugate prior under the “Raftery” parameterization.

The likelihood based on the original parameterization of the NHPP models given in Table 1.1 is not of exponential family form; however, reparameterizing the model using either the Raftery or log-linear parameterizations given in Table 2.7 may yield a likelihood of exponential family form. In fact, this occurs for the EOSN, POWN, and GAMN models. For these models, a natural family of conjugate prior densities exists. In contrast, the likelihoods based on these parameterizations for the WOSN and POSN models may be considered “conditionally” exponential in that they are of exponential family form given \( \alpha_2 \) is known. In these cases, a natural family of conjugate prior densities exists for the joint density of the parameters \( \alpha_1 \) and \( \alpha_2 \) given \( \alpha_3 \). At this point, for mathematical convenience, one may assume that the joint prior for \( \alpha_1 \) and \( \alpha_2 \) is independent of the marginal prior for \( \alpha_3 \); however, this may not be appropriate, as suggested by the plots given in Figure 2.8 on page 61.

Choosing a numerical integration technique

There are many techniques and approaches available for numerically approximating integrals, and it is often difficult to choose which ones are the best to use in any
given situation (e.g. [40], [41], [49]). Since the choice of the technique is dependent on the form of the integral to be evaluated, using only one particular technique for evaluating all of the required integrals is often not possible. In our situation, it so happens that we do not have too many integrals to evaluate numerically. In particular, to obtain the constant of proportionality for the posterior density \( p(\eta | D_0, T_1) \) and to obtain the predictive distribution \( p(N_3 | D_0, T_1) \), we need to integrate over the parameter vector \( \eta \). It turns out that integrating over the scale parameter \( v \) ( \( p \) and \( \alpha_1 \) in the Raftery and log-linear parameterizations, respectively) may usually be done analytically, so the above two multiple integrals of dimension \( J + 1 \) is reduced by one. For those models given in Table 1.1, the above implies that we will have at most a two-dimensional integral to approximate numerically. As recommended in [40] and [41], asymptotic methods, importance (adaptive) sampling, multiple quadrature, and subregion adaptive integration are methods of choice for lower-dimensional integrals. Simulation methods, such as Markov chain Monte Carlo (MCMC) methods, may also be used (e.g. [64] and [65]). An illustration of the Bayesian approach is given in Section 4.3.

### 4.1.2 Frequentist approach

In general, based on an observed random vector \( Y \), a frequentist \( 100(1 - \alpha)\% \) prediction interval is defined to be a random set \( (L, U) = \{L(Y), U(Y)\} \) which covers a value of an as yet unobserved random scalar \( Y^* \) with coverage probability \( CP(L, U) = Pr\{L \leq Y^* \leq U\} = 1 - \alpha \), for prespecified nominal probability \( \alpha \). The distribution of \( Y^* \) is assumed to be related to that of \( Y \) in the sense that
both depend on an unknown parameter vector $\eta$. There are numerous methods of constructing prediction intervals, many of which are discussed in the review papers [50] and [88]. The most common approach involves inverting pivotal quantities. The pivotal $Q(Y, Y')$ is defined to be a function of statistics based on the past and future samples whose distribution does not depend on the parameter vector $\eta$.

There is limited statistical literature available on the frequentist approach to prediction in the NHPP framework ([38], [70], [94]). While [38] and [70] consider the POWN model, [94] considers the EOSN model. With the exception of [94], the main focus in their work is on the prediction of $T_{n+k}$, the time until the $k$th future event, based on the $n$ events observed under an event-truncated sampling scheme. We consider here some useful methods for predicting $N2$.

### 4.1.3 Outline of chapter

In Section 4.2, we discuss our strategy for constructing and assessing frequentist-based interval predictors for $N2$ (and hence, $N3$). In particular, we have obtained a set of five interval predictors based on ad hoc approximate pivots obtained from well-known NHPP results. In Section 4.3, we discuss both the Bayesian and frequentist strategy for assessing the effect of data accumulation on $N3$. We follow each section with an application using the EOSN model. Our conclusions are given in Section 4.4.
4.2 Proposed frequentist interval predictors

Recall that, in our situation, \( \{N(t); t \geq 0\} \) is assumed to be an NHPP with intensity function \( \lambda(t; \eta) \). We observe a single sample path of the process over \((0, T]\), with \( n \) error detections (events) occurring at times \( t_1 < t_2 < \ldots < t_n \). We are interested in obtaining prediction intervals for the future value of \( N_2 \) applicable to the entire family of NHPP models. Since we have not found any exact pivotals, we use some ad hoc approximate pivotals obtained from well-known NHPP results to construct the predictors to be considered. First, we consider pivotals based on the distribution of \( N_2 \). Since the counts in non-overlapping intervals are independent in a NHPP, we know that \( N_2 \) will be independent of \( N_1 = N(0, T_1] \). We know further that \( N_2 \) is Poisson distributed with mean \( u(\eta) = \int_{T_1}^{T} \lambda(t; \eta) dt \). If \( \eta \) was known, the distribution of \( N_2 \) would be known. For convenience, the approximate pivotals based on this distribution can easily be found. For instance, for large mean \( u(\eta) \), it is well-known that \( \frac{N_2 - u(\eta)}{\sqrt{u(\eta)}} \) is approximately distributed as a standard normal random variable. We can then simply invert this pivotal into a prediction limit for \( N_2 \). The crux is that \( \eta \) will not be known in practice. One will need to obtain \( \hat{\eta} \) based on the observed data, and then use it somehow to estimate \( N_2 \).

The simplest method of incorporating the observed data would be to assume that \( N_2 \) is Poisson distributed with mean (and hence, variance) \( u(\hat{\eta}) \). One could then obtain prediction limits for \( N_2 \) by simply inverting the standardized approximate pivotal \( \frac{N_2 - u(\hat{\eta})}{\sqrt{u(\hat{\eta})}} \). Unfortunately, using \( u(\hat{\eta}) \) as the estimated variance for \( N_2 - u(\hat{\eta}) \) would underestimate the variation in the process. Note that
we can write

\[ N2 - u(\hat{\eta}) = [N2 - u(\eta)] - [u(\hat{\eta}) - u(\eta)]. \]

Since the two bracketed quantities are independent for NHPP models, we obtain the exact result

\[ \text{Var}[N2 - u(\hat{\eta})] = u(\eta) + \text{Var}[u(\hat{\eta})]. \]

It then follows that one way of capturing the added uncertainty in estimating \( \eta \) would be to “improve” the estimated variance by estimating the above quantity with

\[ \tilde{\text{Var}}[N2 - u(\hat{\eta})] = u(\hat{\eta}) + \tilde{\text{Var}}[u(\hat{\eta})]. \]

Note that an exact expression for \( \text{Var}_\eta[u(\hat{\eta})] \) may be difficult to obtain in practice and approximations to its value may be more feasible. For instance, one may consider using the well-known delta method (e.g. [67, appendix C]). A reasonable standardized approximate pivotal that incorporates this “improved” estimated variance formula would then be

\[ R_1 = \frac{N2 - u(\hat{\eta})}{\sqrt{u(\hat{\eta}) + \tilde{\text{Var}}_\eta[u(\hat{\eta})]}}. \]
A one-sided upper \((1 - \alpha)\)100\% prediction interval generated from \(R_1\) is of the form

\[
D_1 = \left[0, u(\hat{\eta}) + r_{1,\alpha}^* \sqrt{u(\hat{\eta}) + \hat{VAR}[u(\hat{\eta})]} \right],
\]

where \(r_{1,\alpha}^*\) is the \((1 - \alpha)\) quantile of the distribution of \(R_1\).

For comparative purposes, we next considered approximate pivotals based on well-known variance stabilizing and normalizing transformations of the Poisson family. Although there are many available [57, page 162], only those that can be easily inverted into prediction intervals for \(N_2\) are suitable for our purposes. Two well-known variance stabilizers for the Poisson family, first given in [15], are \(\sqrt{N_2}\) and \(\sqrt{N_2 + 1/2}\). They are both known to be approximately normally distributed with variance \(1/4\) and mean \(\sqrt{u(\eta)}\) and \(\sqrt{u(\eta) + 1/2}\), respectively. Although they are very similar, the latter transformation is often preferable because \(u(\eta)\) need not be large for this transformed variable to be approximately normally distributed. A better variance stabilizer, originally given in [6], is the transformation \(\sqrt{N_2 + 3/8}\). Regardless of the size of \(u(\eta)\), it is known to be approximately normally distributed with variance \(1/4\) and mean \(\sqrt{u(\eta) + 3/8}\). Note that all of the above variance transformations are of the form \(\sqrt{N_2 + c}\), for \(c = 0, 3/8, 1/2\), respectively.

As suggested earlier, one could simply consider using a set of standardized approximate pivotals based on "plugged-in" estimates of \(\eta\). These would be of the form \(2 \{\sqrt{N_2 + c} - \sqrt{u(\hat{\eta}) + c}\}\), for each \(c\) considered above. For the same reasons given earlier, it would make sense to incorporate the uncertainty of estimating \(\eta\) into the variance estimator. In this case, the set of "improved" standardized
pivotals would be of the form,

\[
\mathcal{R}_2 = \frac{\sqrt{N^2 + c} - \sqrt{u(\hat{\eta})} + c}{\sqrt{\text{Var}(\sqrt{N^2 + c} - \sqrt{u(\hat{\eta})} + c)}} \approx \frac{\sqrt{N^2 + c} - \sqrt{u(\hat{\eta})} + c}{\sqrt{1/4 + \text{Var}_{\hat{\eta}}(\sqrt{u(\hat{\eta})} + c)}}
\]

for each \( c = 0, 3/8, 1/2 \). As in the earlier case, \( \text{Var}_{\hat{\eta}}[\sqrt{u(\hat{\eta})} + c] \) will need to be approximated. The one-sided upper \((1 - \alpha) \times 100\%\) prediction interval generated from \( \mathcal{R}_2 \) will be of the form

\[
\mathcal{D}_2 = \left[ 0, \left\{ \sqrt{u(\hat{\eta})} + c + r_{2,\alpha}^2 \sqrt{\frac{1}{4} + \text{Var}_{\hat{\eta}}[\sqrt{u(\hat{\eta})} + c]} \right\}^2 - c \right].
\]

where \( r_{2,\alpha}^2 \) is the \((1 - \alpha)\) quantile of the distribution of \( \mathcal{R}_2 \).

An excellent normalizer for the Poisson family, originally given in [7], is \([N^2]^{2/3}\). It is shown to be approximately normally distributed with mean \([u(\eta)]^{2/3}\) and variance \(\frac{4}{9}[u(\eta)]^{1/3}\). An approximate pivotal that incorporates the uncertainty of estimating \( \eta \) is

\[
\mathcal{R}_3 = \frac{[N^2]^{2/3} - [u(\hat{\eta})]^{2/3}}{\sqrt{\text{Var}[N^{2/3} - u(\hat{\eta})^{2/3}]} \approx \frac{[N^2]^{2/3} - [u(\hat{\eta})]^{2/3}}{\sqrt{\frac{4}{9}[u(\hat{\eta})]^{1/3} + \text{Var}_{\hat{\eta}}([u(\hat{\eta})]^{2/3})}}.
\]

Once again, \( \text{Var}_{\hat{\eta}}([u(\hat{\eta})]^{2/3}) \) will need to be approximated. The one-sided upper
(1 - \alpha) \times 100\% prediction interval generated from \mathcal{R}_3 is of the form

\[ D_3 = \left[ 0, \left\{ \left( u(\hat{\eta}) \right)^{2/3} + \tau_{\alpha}^* \sqrt{\frac{4}{9} \left( u(\hat{\eta}) \right)^{1/3} + \text{Var}(\hat{\eta}) \left[ \left[ u(\hat{\eta}) \right]^{2/3} \right]} \right\}^{3/2} \right], \]

where \tau_{\alpha}^* is the (1 - \alpha) quantile of the distribution of \mathcal{R}_3.

### 4.2.1 Approximating the distributions of \mathcal{R}_i

As indicated in the previous section, one needs to determine the appropriate \alpha (and possibly 1 - \alpha) quantiles of the distribution for each \mathcal{R}_i in order to calculate the prediction intervals. Ideally one would like to obtain exact distributions for each \mathcal{R}_i; however, realistically this is not possible. In fact, there is no single distribution in general because these will depend on \eta. It seems more reasonable to approximate their distributions for given \eta. The required quantiles are then obtained from this approximated distribution. We consider two methods of approximating these distributions.

First, we consider the standard normal distribution as an approximation to those of the \mathcal{R}_i's. It seems reasonable to do this because of the way the \mathcal{R}_i's were generated. We indicated in the previous section that if \eta were completely known and certain specific conditions were met (depending on the \mathcal{R}_i considered, \eta large or \eta large), then the distribution of that particular \mathcal{R}_i would be approximately standard normal.

Next, we consider the parametric bootstrap-t (some prefer, bootstrap critical value) method (e.g. [33], [34]), to obtain a bootstrap distribution of each \mathcal{R}_i. The empirical quantiles of this distribution are then used in obtaining the required
prediction intervals. Note that \( B \), the number of independent parametric bootstrap samples to be generated, is to be at least 1000, and possibly more like 2000, as mentioned in [33] and [34, section 12.5]. We found \( B = 1000 \) adequate for the simulation study discussed below. In particular, the following algorithm may be used:

1. Calculate the maximum likelihood estimates, \( \hat{\eta} \), based on the data set of interest.

2. Repeat the following process \( B \) times:
   
   (a) Simulate \( N1^\star \), a Poisson random variable with mean \( \Lambda(T1; \hat{\eta}) \).
   
   (b) Simulate \( N2^\star \), a Poisson random variable with mean \( u(\hat{\eta}) \).
   
   (c) Simulate \( N1^\star \) random variables with p.d.f. \( f(t; \hat{\eta}) = \lambda(t; \hat{\eta})/\Lambda(T1; \hat{\eta}) \), for \( 0 \leq t \leq T1 \). Sort these values in ascending order. This now constitutes a new simulated sample of \( N1^\star \) ordered failure times \( t1^\star, \ldots, tN1^\star \).
   
   (d) Calculate the maximum likelihood estimates, \( \hat{\eta}^\star \), based on this new simulated sample (keep those parameter estimates which are outside allowable range).
   
   (e) Calculate \( R_i^\star \), for each \( i \), based on \( N2^\star \) and the \( \hat{\eta}^\star \) for this new simulated sample.

3. Sort the \( B \) \( R_i^\star \) values in ascending order, for each \( i \).

4. Obtain the empirical quantile \( r_{i,\alpha}^\star \), based on this ordered set of \( R_i^\star \) values.
4.2.2 Assessing interval predictors

The conditional coverage probability of a prediction interval \((L, U)\) for the random quantity \(Y^*\), based on the observed random vector \(Y\), is defined as \(CP_c(L, U) = \Pr\{L \leq Y^* \leq U|Y\}\). As defined earlier, the corresponding coverage probability of the prediction interval is defined as \(CP(L, U) = \Pr\{L \leq Y^* \leq U\}\). Although some authors consider both (e.g. [18], [20]), we will focus on the latter measure of interval coverage. In general, to assess the accuracy of interval predictors, various summary measures of the closeness of the observed coverage probabilities to the prespecified nominal level \(\alpha\) are calculated and comparisons are made of their expected values for different predictors of interest. The mean, standard deviation and mean square error of these coverage probabilities are examples of measures considered. Since many interval predictors may have close-to-nominal coverage, a comparison of the narrowness of the interval lengths is also important. Various measures of this narrowness can be used, such as average length. When exact expressions are difficult to obtain, approximate estimates of these measures, such as those based on asymptotic or simulation results, are compared. In our particular case, we will obtain approximate coverage probabilities and average lengths of the intervals based on simulation results for the five predictors discussed earlier. Nominal levels will be set at \(\alpha = 0.05, 0.10\). Comparisons of the approximate coverage probabilities to the nominal levels and the average lengths will be made among the five interval predictors of \(Y^* = N2\) for each NHPP model given in Table 1.1.
4.2.3 An application

Model and data information

We obtained one- and two-sided prediction intervals for $N2$ under the EOSN model. Rather than maximizing the log-likelihood based on the original parameterization, we maximized the log-likelihood based on the log-linear reparameterization given in Table 2.7, for reasons given in Section 2.4. We did not ignore those cases for which $\alpha_2 > 0$ (and hence, $\beta, v < 0$). Under this parameterization, $u(\eta) = \frac{\exp(\alpha_1)}{\alpha_2^2} [\exp(\alpha_2 T2) - \exp(\alpha_2 T1)]$. The variance estimates for the parameters $\alpha_1$ and $\alpha_2$ were obtained using the expected information matrix under this parameterization and $\text{Var}_{\tilde{\eta}}[u(\tilde{\eta})]$ was obtained using the delta method.

First, we obtained one- and two-sided 95% prediction intervals based on the EOSN model for DS3 and DS4. We chose these particular data sets as examples because the EOSN model fits well for both models based on evidence gathered in Chapter 3. We split the two data sets at $T1 = 15.00$ (hours) and $T1 = 2.50$ (hours), respectively. We then used the observed data over $(0, T1)$ to obtain predictions of $N2$ over $(T1, T2]$, where $T2$ is the actual truncation time for these data sets. In particular, $T2 = 28.71$ (hours) and $T2 = 4.62$ (hours) for the respective data sets. The resulting prediction intervals are given in Table 4.1. The actual $N2$ for both truncated data sets is included in all the prediction intervals. For both data sets, we see that $\mathcal{D}_{n1}^*, \mathcal{D}_{n2}^*$, and $\mathcal{D}_{n3}^*$ are the same and that they differ slightly from $\mathcal{D}_{T1}^*$ and $\mathcal{D}_{T2}^*$. Overall, the normal-based prediction intervals are shorter than those based on the bootstrap distribution. We believe that bigger differences in the prediction intervals might be seen if $u(\hat{\eta})$ were smaller.

Next, we obtained prediction intervals for twelve simulated data sets. We gener-
Table 4.1: One- and two-sided 95% prediction intervals of N\textsubscript{2} based on EOSN for DS3-4. Time is measured in hours.

<table>
<thead>
<tr>
<th>Data</th>
<th>(D_1)</th>
<th>(D_{21})</th>
<th>(D_{22})</th>
<th>(D_{33})</th>
<th>(D_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DS3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(T_1 = 15.00, T_2 = 28.71, N_2 = 26, u(\bar{y}) = 19)</td>
<td>[6.52]</td>
<td>[6.50]</td>
<td>[6.50]</td>
<td>[6.50]</td>
<td>[6.51]</td>
</tr>
<tr>
<td></td>
<td>[0.38]</td>
<td>[4.43]</td>
<td>[4.43]</td>
<td>[4.43]</td>
<td>[3.41]</td>
</tr>
<tr>
<td><strong>DS4</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(T_1 = 2.50, T_2 = 4.62, N_2 = 60, u(\bar{y}) = 45)</td>
<td>[22.86]</td>
<td>[23.85]</td>
<td>[23.85]</td>
<td>[23.85]</td>
<td>[23.85]</td>
</tr>
<tr>
<td></td>
<td>[16.74]</td>
<td>[20.78]</td>
<td>[20.78]</td>
<td>[20.78]</td>
<td>[19.76]</td>
</tr>
</tbody>
</table>

Simulated samples from the EOSN model with \(\beta = 1, v = 50, 100, 200\). and for two different values of \(T_1\) and \(T_2\). The \(T_1\) were chosen such that roughly 50% and 90% of the expected number of errors to be eventually detected are in fact discovered by \(T_1\). In other words, \(T_1\) is determined such that \(E\{N(0, T_1]\} = v(1 - \exp\{-\beta T_1\}) = av\), for \(a = 0.5, 0.9\). Two values of \(T_2\), \(T_2 = 2T_1\) and \(T_2 = 5T_1\), were also chosen. In general, the results will depend on the product \(\beta T_1\) and \(\beta T_2\). In this case, since \(T_2\) is a function of \(T_1\) and \(T_1\) is a function of \(a\) and we chose \(\beta = 1\), the results will hold for \(\beta = 1\) and the two values of \(a\). The twelve samples were simulated for each combination of \(T_1, T_2\) and \(v\) similar to that that done in Section (2.2.2). In particular, we did the following:

1. Simulate \(N\), a Poisson random variable with mean \(v = E\{N(0, \infty)\}$. 
2. Simulate $N$ standard exponential random variables. Keep those simulated values that are $\leq T_1$. Sort these remaining $N_1$ values in ascending order. This now constitutes the sample of $N_1$ ordered failures times $t_1^*, \ldots, t_{N_1}$ for given $T_1$ and $\nu$.

3. The number of left-over simulated values that are $\leq T_2$ constitute the sample of $N_2$ failure times.

**Results of simulation study**

**Introduction**

For each of the twelve samples that were generated, we obtained two-sided 90% and 95% prediction intervals for $N_2$ based on the various $R_i$'s. Both the normal distribution and the parametric bootstrap-t distribution (with $B = 1000$) were used as approximates to the distributions of the $R_i$'s. The above process was repeated 1000 times to obtain coverage probabilities (CP's) and average lengths (AL's) of the prediction intervals. That is, prediction intervals were calculated for 1000 sets of twelve samples, and coverage probabilities and average lengths were calculated using these 1000 prediction intervals.

**Comparison of the $R_i$**

We first compared the distributions of the simulated parametric bootstrap samples for each of the five $R_i$'s, based on $B = 1000$ and various sets of values for $\nu$, $T_1$ and $T_2$. The sample mean ($\bar{x}$), variance ($\sigma^2$), skewness ($\gamma_1$) and kurtosis ($\gamma_2$) coefficients calculated for each sample in one set of simulations are given in Table 4.2. Interaction plots for these quantities are also given in Figures 4.1-4.4. Normal probability plots were also obtained but are not provided in the interest of space. To begin with, the table values and plots indicate that the generated bootstrap
<table>
<thead>
<tr>
<th>Data</th>
<th>r</th>
<th>r_2</th>
<th>r_3</th>
</tr>
</thead>
<tbody>
<tr>
<td>110</td>
<td>r</td>
<td>r_2</td>
<td>r_3</td>
</tr>
</tbody>
</table>

Table 4.2: Sample means (\bar{x}), variances (\sigma^2), skewness (\gamma_1) and kurtosis (\gamma_2) coefficients for one set of bootstrap distributions based on BOSN.
Figure 4.1: Plots of the sample mean ($\bar{z}$) as $T2$ increases from $2 \times T1$ to $5 \times T1$ and $v$ increases from 50 to 200 for one set of bootstrap distributions based on EOSN.
Figure 4.2: Plots of the sample variance ($\hat{\sigma}^2$) as $T2$ increases from $2 \times T1$ to $5 \times T1$ and $\nu$ increases from 50 to 200 for one set of bootstrap distributions based on EOSN.
Figure 4.3: Plots of the sample skewness ($\hat{\gamma}_1$) as $T_2$ increases from $2 \times T_1$ to $5 \times T_1$ and $v$ increases from 50 to 200 for one set of bootstrap distributions based on EOSN.
Figure 4.4: Plots of the sample kurtosis ($\gamma_4$) as $T_2$ increases from $2T_1$ to $5T_1$ and $v$ increases from 50 to 200 for one set of bootstrap distributions based on EOSN.
Table 4.3: Two-sided 95% prediction intervals of $N_2$ for one set of twelve simulated samples from the EOSN model.

<table>
<thead>
<tr>
<th>Data</th>
<th>$D_1$</th>
<th>$D_{21}$</th>
<th>$D_{22}$</th>
<th>$D_{23}$</th>
<th>$D_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v = 50$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_1=0.69$ $T_2=2T_1$, $N_2=11$, $u(\hat{\eta})=10$</td>
<td>[1.42]</td>
<td>[1.39]</td>
<td>[1.39]</td>
<td>[1.39]</td>
<td>[1.40]</td>
</tr>
<tr>
<td>boot</td>
<td>[0.25]</td>
<td>[0.31]</td>
<td>[0.31]</td>
<td>[0.31]</td>
<td>[0.29]</td>
</tr>
<tr>
<td>normal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_2=5T_1$, $N_2=22$, $u(\hat{\eta})=16$</td>
<td>[5.116]</td>
<td>[4.115]</td>
<td>[4.117]</td>
<td>[4.117]</td>
<td>[4.114]</td>
</tr>
<tr>
<td>boot</td>
<td>[0.50]</td>
<td>[0.69]</td>
<td>[0.69]</td>
<td>[0.69]</td>
<td>[0.61]</td>
</tr>
<tr>
<td>normal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_1=2.30$ $T_2=2T_1$, $N_2=5$, $u(\hat{\eta})=8$</td>
<td>[1.74]</td>
<td>[1.69]</td>
<td>[1.70]</td>
<td>[1.70]</td>
<td>[1.71]</td>
</tr>
<tr>
<td>boot</td>
<td>[0.18]</td>
<td>[1.21]</td>
<td>[0.21]</td>
<td>[0.21]</td>
<td>[0.19]</td>
</tr>
<tr>
<td>normal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_2=5T_1$, $N_2=5$, $u(\hat{\eta})=9$</td>
<td>[2.84]</td>
<td>[2.81]</td>
<td>[2.81]</td>
<td>[2.81]</td>
<td>[2.82]</td>
</tr>
<tr>
<td>boot</td>
<td>[0.22]</td>
<td>[0.27]</td>
<td>[0.27]</td>
<td>[0.27]</td>
<td>[0.25]</td>
</tr>
<tr>
<td>normal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v = 100$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_1=0.69$ $T_2=2T_1$, $N_2=24$, $u(\hat{\eta})=25$</td>
<td>[7.69]</td>
<td>[8.67]</td>
<td>[8.67]</td>
<td>[8.67]</td>
<td>[8.68]</td>
</tr>
<tr>
<td>boot</td>
<td>[0.51]</td>
<td>[5.57]</td>
<td>[5.57]</td>
<td>[5.57]</td>
<td>[4.55]</td>
</tr>
<tr>
<td>normal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_2=5T_1$, $N_2=45$, $u(\hat{\eta})=43$</td>
<td>[17.193]</td>
<td>[15.204]</td>
<td>[14.204]</td>
<td>[14.204]</td>
<td>[16.199]</td>
</tr>
<tr>
<td>boot</td>
<td>[0.110]</td>
<td>[2.136]</td>
<td>[2.136]</td>
<td>[1.136]</td>
<td>[0.125]</td>
</tr>
<tr>
<td>normal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_1=2.30$ $T_2=2T_1$, $N_2=9$, $u(\hat{\eta})=10$</td>
<td>[2.24]</td>
<td>[2.23]</td>
<td>[2.23]</td>
<td>[2.23]</td>
<td>[2.24]</td>
</tr>
<tr>
<td>boot</td>
<td>[0.20]</td>
<td>[2.23]</td>
<td>[2.23]</td>
<td>[2.23]</td>
<td>[1.22]</td>
</tr>
<tr>
<td>normal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_2=5T_1$, $N_2=10$, $u(\hat{\eta})=12$</td>
<td>[3.29]</td>
<td>[3.28]</td>
<td>[3.28]</td>
<td>[3.28]</td>
<td>[3.29]</td>
</tr>
<tr>
<td>bootstrap</td>
<td>[0.23]</td>
<td>[2.26]</td>
<td>[2.26]</td>
<td>[2.26]</td>
<td>[1.25]</td>
</tr>
<tr>
<td>normal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v = 200$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_1=0.69$ $T_2=2T_1$, $N_2=48$, $u(\hat{\eta})=44$</td>
<td>[18.93]</td>
<td>[18.91]</td>
<td>[18.91]</td>
<td>[18.91]</td>
<td>[18.92]</td>
</tr>
<tr>
<td>boot</td>
<td>[10.78]</td>
<td>[16.84]</td>
<td>[16.84]</td>
<td>[16.84]</td>
<td>[14.82]</td>
</tr>
<tr>
<td>normal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_2=5T_1$, $N_2=92$, $u(\hat{\eta})=75$</td>
<td>[33.246]</td>
<td>[30.252]</td>
<td>[30.252]</td>
<td>[30.252]</td>
<td>[31.250]</td>
</tr>
<tr>
<td>boot</td>
<td>[0.162]</td>
<td>[13.187]</td>
<td>[13.187]</td>
<td>[13.187]</td>
<td>[8.177]</td>
</tr>
<tr>
<td>normal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_1=2.30$ $T_2=2T_1$, $N_2=17$, $u(\hat{\eta})=32$</td>
<td>[15.59]</td>
<td>[15.59]</td>
<td>[15.59]</td>
<td>[15.59]</td>
<td>[15.59]</td>
</tr>
<tr>
<td>bootstrap</td>
<td>[11.52]</td>
<td>[14.55]</td>
<td>[14.55]</td>
<td>[14.55]</td>
<td>[13.54]</td>
</tr>
<tr>
<td>normal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_2=5T_1$, $N_2=19$, $u(\hat{\eta})=38$</td>
<td>[18.75]</td>
<td>[18.74]</td>
<td>[18.74]</td>
<td>[18.74]</td>
<td>[18.74]</td>
</tr>
<tr>
<td>boot</td>
<td>[10.65]</td>
<td>[15.70]</td>
<td>[15.70]</td>
<td>[15.70]</td>
<td>[14.68]</td>
</tr>
</tbody>
</table>
Table 4.4: Coverage probabilities and average lengths of two-sided 95% prediction intervals of $N_2$ based on EOSN.

<table>
<thead>
<tr>
<th>$v$ = 50</th>
<th>$D_1$</th>
<th>$D_{21}$</th>
<th>$D_{22}$</th>
<th>$D_{23}$</th>
<th>$D_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1=0.69 T_2=2T_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>boot</td>
<td>98.2</td>
<td>96.8</td>
<td>96.6</td>
<td>96.6</td>
<td>97.3</td>
</tr>
<tr>
<td>normal</td>
<td>88.7</td>
<td>94.3</td>
<td>94.2</td>
<td>94.2</td>
<td>92.5</td>
</tr>
<tr>
<td>$T_2=5T_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>boot</td>
<td>89.9</td>
<td>91.8</td>
<td>91.9</td>
<td>91.6</td>
<td>91.9</td>
</tr>
<tr>
<td>normal</td>
<td>82.0</td>
<td>80.8</td>
<td>81.0</td>
<td>80.9</td>
<td>85.9</td>
</tr>
<tr>
<td>$T_1=2.30 T_2=2T_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>boot</td>
<td>98.4</td>
<td>97.9</td>
<td>97.7</td>
<td>97.6</td>
<td>98.3</td>
</tr>
<tr>
<td>normal</td>
<td>92.4</td>
<td>96.3</td>
<td>96.3</td>
<td>96.4</td>
<td>94.9</td>
</tr>
<tr>
<td>$T_2=5T_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>boot</td>
<td>93.9</td>
<td>95.0</td>
<td>95.2</td>
<td>95.1</td>
<td>94.6</td>
</tr>
<tr>
<td>normal</td>
<td>92.2</td>
<td>95.8</td>
<td>96.1</td>
<td>96.3</td>
<td>94.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$v$ = 100</th>
<th>$D_1$</th>
<th>$D_{21}$</th>
<th>$D_{22}$</th>
<th>$D_{23}$</th>
<th>$D_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1=0.69 T_2=2T_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>boot</td>
<td>96.6</td>
<td>96.0</td>
<td>96.0</td>
<td>95.1</td>
<td>96.4</td>
</tr>
<tr>
<td>normal</td>
<td>91.6</td>
<td>95.1</td>
<td>95.1</td>
<td>95.1</td>
<td>93.4</td>
</tr>
<tr>
<td>$T_2=5T_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>boot</td>
<td>88.2</td>
<td>92.5</td>
<td>92.5</td>
<td>92.5</td>
<td>91.6</td>
</tr>
<tr>
<td>normal</td>
<td>84.8</td>
<td>89.6</td>
<td>89.6</td>
<td>89.6</td>
<td>87.8</td>
</tr>
<tr>
<td>$T_1=2.30 T_2=2T_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>boot</td>
<td>98.2</td>
<td>97.8</td>
<td>97.9</td>
<td>97.9</td>
<td>97.9</td>
</tr>
<tr>
<td>normal</td>
<td>94.4</td>
<td>96.2</td>
<td>96.3</td>
<td>96.3</td>
<td>96.0</td>
</tr>
<tr>
<td>$T_2=5T_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>boot</td>
<td>97.3</td>
<td>97.5</td>
<td>97.5</td>
<td>97.5</td>
<td>97.5</td>
</tr>
<tr>
<td>normal</td>
<td>93.7</td>
<td>96.6</td>
<td>96.8</td>
<td>96.8</td>
<td>95.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$v$ = 200</th>
<th>$D_1$</th>
<th>$D_{21}$</th>
<th>$D_{22}$</th>
<th>$D_{23}$</th>
<th>$D_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1=0.69 T_2=2T_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>boot</td>
<td>96.5</td>
<td>96.3</td>
<td>96.2</td>
<td>96.2</td>
<td>96.3</td>
</tr>
<tr>
<td>normal</td>
<td>93.2</td>
<td>95.3</td>
<td>95.3</td>
<td>95.3</td>
<td>94.5</td>
</tr>
<tr>
<td>$T_2=5T_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>boot</td>
<td>91.1</td>
<td>93.8</td>
<td>93.8</td>
<td>93.8</td>
<td>93.4</td>
</tr>
<tr>
<td>normal</td>
<td>89.0</td>
<td>92.4</td>
<td>92.3</td>
<td>92.3</td>
<td>91.2</td>
</tr>
<tr>
<td>$T_1=2.30 T_2=2T_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>boot</td>
<td>96.1</td>
<td>95.3</td>
<td>95.3</td>
<td>95.3</td>
<td>95.5</td>
</tr>
<tr>
<td>normal</td>
<td>94.2</td>
<td>95.5</td>
<td>95.7</td>
<td>95.8</td>
<td>95.0</td>
</tr>
<tr>
<td>$T_2=5T_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>boot</td>
<td>95.5</td>
<td>95.2</td>
<td>95.2</td>
<td>95.2</td>
<td>95.3</td>
</tr>
<tr>
<td>normal</td>
<td>94.1</td>
<td>95.7</td>
<td>95.7</td>
<td>95.7</td>
<td>94.9</td>
</tr>
</tbody>
</table>
Figure 4.5: Plots of the coverage probabilities of the 95% prediction intervals as $T^2$ increases from $2 \cdot T_1$ to $5 \cdot T_1$ and $v$ increases from 50 to 200.
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Figure 4.6: Plots of the average lengths of the 95% prediction intervals as \( T2 \) increases from \( 2 \times T1 \) to \( 5 \times T1 \) and \( v \) increases from 50 to 200.
Table 4.5: Coverage probabilities and average lengths of two-sided 90% prediction intervals of $N^2$ based on EOSN.

<table>
<thead>
<tr>
<th>Data</th>
<th>$D_1$</th>
<th>$D_{21}$</th>
<th>$D_{22}$</th>
<th>$D_{23}$</th>
<th>$D_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v = 50$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_1 = 0.69$ $T_2 = 2T_1$</td>
<td>boot</td>
<td>95.4 (37)</td>
<td>93.9 (35)</td>
<td>93.7 (35)</td>
<td>93.7 (35)</td>
</tr>
<tr>
<td></td>
<td>normal</td>
<td>85.1 (26)</td>
<td>91.4 (30)</td>
<td>91.1 (30)</td>
<td>91.1 (30)</td>
</tr>
<tr>
<td></td>
<td>boot</td>
<td>80.4 (24)</td>
<td>87.7 (28)</td>
<td>87.5 (29)</td>
<td>87.4 (29)</td>
</tr>
<tr>
<td></td>
<td>normal</td>
<td>79.4 (26)</td>
<td>82.8 (12)</td>
<td>82.9 (12)</td>
<td>82.7 (12)</td>
</tr>
<tr>
<td>$T_1 = 2.30$ $T_2 = 2T_1$</td>
<td>boot</td>
<td>95.6 (14)</td>
<td>94.0 (14)</td>
<td>94.2 (14)</td>
<td>93.9 (13)</td>
</tr>
<tr>
<td></td>
<td>normal</td>
<td>90.0 (11)</td>
<td>92.6 (12)</td>
<td>92.8 (12)</td>
<td>93.2 (12)</td>
</tr>
<tr>
<td></td>
<td>boot</td>
<td>89.5 (14)</td>
<td>93.6 (16)</td>
<td>94.0 (16)</td>
<td>94.0 (16)</td>
</tr>
<tr>
<td>$v = 100$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_1 = 0.69$ $T_2 = 2T_1$</td>
<td>boot</td>
<td>93.9 (49)</td>
<td>92.2 (48)</td>
<td>92.2 (48)</td>
<td>92.2 (48)</td>
</tr>
<tr>
<td></td>
<td>normal</td>
<td>87.5 (44)</td>
<td>91.5 (44)</td>
<td>91.5 (45)</td>
<td>91.4 (45)</td>
</tr>
<tr>
<td></td>
<td>boot</td>
<td>84.2 (247)</td>
<td>88.3 (273)</td>
<td>88.3 (274)</td>
<td>88.3 (274)</td>
</tr>
<tr>
<td></td>
<td>normal</td>
<td>81.6 (139)</td>
<td>86.5 (172)</td>
<td>86.5 (172)</td>
<td>86.5 (172)</td>
</tr>
<tr>
<td>$T_1 = 2.30$ $T_2 = 2T_1$</td>
<td>boot</td>
<td>96.3 (18)</td>
<td>95.3 (18)</td>
<td>95.3 (18)</td>
<td>95.3 (18)</td>
</tr>
<tr>
<td></td>
<td>normal</td>
<td>90.9 (17)</td>
<td>93.1 (17)</td>
<td>93.3 (17)</td>
<td>93.4 (17)</td>
</tr>
<tr>
<td></td>
<td>boot</td>
<td>94.2 (23)</td>
<td>94.1 (22)</td>
<td>94.2 (22)</td>
<td>94.3 (22)</td>
</tr>
<tr>
<td></td>
<td>normal</td>
<td>91.1 (21)</td>
<td>93.2 (21)</td>
<td>93.2 (21)</td>
<td>93.3 (21)</td>
</tr>
<tr>
<td>$v = 200$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_1 = 0.69$ $T_2 = 2T_1$</td>
<td>boot</td>
<td>92.1 (68)</td>
<td>91.6 (68)</td>
<td>91.6 (68)</td>
<td>91.6 (68)</td>
</tr>
<tr>
<td></td>
<td>normal</td>
<td>89.1 (65)</td>
<td>91.6 (65)</td>
<td>91.5 (65)</td>
<td>91.5 (65)</td>
</tr>
<tr>
<td></td>
<td>boot</td>
<td>85.7 (290)</td>
<td>89.2 (307)</td>
<td>89.2 (308)</td>
<td>89.2 (309)</td>
</tr>
<tr>
<td></td>
<td>normal</td>
<td>85.5 (227)</td>
<td>89.4 (242)</td>
<td>89.4 (242)</td>
<td>89.4 (242)</td>
</tr>
<tr>
<td>$T_1 = 2.30$ $T_2 = 2T_1$</td>
<td>boot</td>
<td>91.6 (24)</td>
<td>91.3 (24)</td>
<td>91.2 (23)</td>
<td>91.2 (23)</td>
</tr>
<tr>
<td></td>
<td>normal</td>
<td>90.8 (23)</td>
<td>91.8 (23)</td>
<td>91.8 (23)</td>
<td>91.8 (23)</td>
</tr>
<tr>
<td></td>
<td>boot</td>
<td>90.3 (28)</td>
<td>90.2 (28)</td>
<td>90.2 (28)</td>
<td>90.2 (28)</td>
</tr>
<tr>
<td></td>
<td>normal</td>
<td>91.3 (28)</td>
<td>91.5 (28)</td>
<td>91.6 (28)</td>
<td>91.6 (28)</td>
</tr>
</tbody>
</table>
empirical distributions for all the $R_i^*$'s are positively skewed ($\hat{\gamma}_1 >> 0$), thick-tailed ($\hat{\gamma}_2 >> 0$) and non-normal when $v = 50$ and $T2 = 5T1$. For the larger values of $v$ and same $T2$, the distributions seem approximately normal, except for those based on the $R_i^*$. We also see that as $v$ increases, the distributions within each set of $R_i^*$'s become closer to normally distributed. The samples based on $R_i^*$ are relatively more positively skewed, thick-tailed and non-standard normal than those based on the other $R_i^*$'s, regardless of the values of $v$, $T1$ and $T2$. Similar behaviour occurs for $R_3^*$, but not as pronounced as that for $R_1^*$. As for the samples based on the $R_i^*$'s, the ones for $R_{22}^*$ and $R_{23}^*$ within each sample have almost identical table values and plots. Overall, the samples based on these two $R_i^*$'s are approximately normal, with the exceptions cited earlier. Lastly, the distributions based on $R_{21}^*$ exhibit similar behaviour to those of the other $R_i^*$'s when $v$ is large, but are slightly less normal when $v = 50$.

Comparison of the $D_i^*$

We next compared the 95% prediction intervals for various sets of twelve simulated samples. The results for one set of simulations are given in Table 4.3. When $T1 = 0.6931$ and $T2 = 5T1$, regardless of the size of $v$, the prediction intervals for all the $R_i^*$'s are extremely long. This behaviour makes sense because if one has only observed roughly 50% of the total expected failures, one would anticipate that there would be more uncertainty attached to predicting the expected number in a rather large future time interval. Regardless of the size of $v$, we see that $D_{21}^*$, $D_{22}^*$, and $D_{23}^*$ are virtually the same, except that the limits may differ by one or two when $v = 50$. This is not surprising, given the results for their respective $R_i^*$'s. The $D_3^*$'s also agree well with those given by the above three $D_i^*$'s. There are some slight differences, but none that are appreciably large. Overall, the normal-based prediction intervals are shorter than those based on the bootstrap distribution. In
those situations for which the $R_i^*$'s are non-normal in shape, there are relatively large differences in the prediction limits of the bootstrap intervals compared to those based on the normal-based ones. One would not want to obtain prediction intervals based on the normal approximation to the $R_i^*$'s in these situations.

Comparison of the CP and AL

Both 95% and 90% prediction intervals were calculated for 1000 sets of twelve samples, and coverage probabilities and average lengths were calculated using these prediction intervals. The results are given in Tables 4.4 and 4.5. The CP are recorded in percentages and the AL are given in parentheses in both tables. Interaction plots for the CP and AL of the 95% prediction intervals are also given in Figures 4.5-4.6. The relatively large difference in the AL's between the 95% and 90% prediction intervals indicate that the distribution of the approximate pivotals has a long tail. Since the results are similar for both, the remaining discussion is based on those for the 95% prediction intervals. When $T_1 = 0.6931$ and $T_2 = 5T_1$, regardless of the value of $v$ and approximation used, the calculated CP's for all the $\mathcal{D}_i^*$'s are slightly smaller than the nominal value and the AL's are extremely long. This agrees with the results given above for the respective $R_i^*$'s and $\mathcal{D}_i^*$'s for one set of simulations. For a given sample and approximation, the CP's and AL's for all the $\mathcal{D}_2$'s are equal. The CP's and AL's obtained using the normal approximation appear smaller than those based on the bootstrap.

Overall, for the EOSN model, both the normal- and the bootstrap-based prediction intervals have coverage probabilities close to the nominal values (either 0.95 or 0.90). The exception is when roughly 50% of the total number of expected failures $v$ have been observed by $T_1$. The normal-based prediction intervals are relatively shorter and have smaller coverage probabilities than those based on the bootstrap, regardless of which $R_i^*$ is used. A conservative, but more computer-intensive,
approach would be to use the bootstrap approximation all the time, or at least when \( v \) is expected to be small. Nonetheless, for \( v \) known to be large, the quick and easy normal-based approximation seems appropriate for those prediction intervals based on any of the \( R_2 \)'s and possibly the \( R_3 \). We do not recommend using the normal-based approximation for those based on \( R_1 \), unless \( v \) is known to be very large. Regardless of the \( R_i \) used and the value of \( v \), there is a lot of uncertainty observed for predicting \( N_2 \) for large \( T_2 \) when roughly 50% of the total number of expected failures \( v \) have been observed by \( T_1 \). This behaviour is reflected in the extreme average lengths and the less-than-nominal coverage probabilities of all the prediction intervals for \( N_2 \) based on both approximations to the \( R_i \)'s. Further discussion is provided in Section 4.4.

4.3 Prediction with the accumulation of data

4.3.1 Introduction

As more information becomes available - that is, as \( T_1 \) increases - \( N_3 \) decreases and prediction of \( N_3 = N(T_1, \infty) \) becomes more precise. This information may be useful for design purposes and for determining when to stop testing. In this section, we first discuss the frequentist and Bayesian approaches to repeated predictions. We follow with an application using the EOSN model.

4.3.2 Bayesian approach

To assess the effect of data accumulation on prediction, it may be easiest to think in terms of the Bayesian framework. Updating the appropriate predictive distribution is usually relatively easy to implement. Since we are interested particularly in
assessing the effect of data accumulation on prediction of $N3$, we need to update the predictive distribution as more data becomes available. For illustrative purposes, let us assume that we observe another time-truncated sample $D_{T1,T2}$ over the time interval $(T1, T2]$, where $0 < T1 < T2 < \infty$.

$$p(\eta|D_{0,T1}, D_{T1,T2}) \propto p(\eta) L(D_{0,T1}, D_{T1,T2}|\eta) \propto p(\eta) p(D_{0,T1} | \eta) p(D_{T1,T2} | \eta) \propto p(\eta|D_{0,T1}) p(D_{T1,T2} | \eta).$$

Note that $p(\eta|D_{0,T1})$ effectively becomes the new prior density. It follows that the updated predictive distribution for $N3$ is given by

$$p(N3 = r|D_{0,T1}, D_{T1,T2}) = \int_\eta p(N3 = r|\eta) p(\eta|D_{0,T1}, D_{T1,T2}) d\eta,$$

for $r = 0, 1, \ldots, \infty$. The updated point and interval estimates are then obtained using this updated predictive distribution. In the example below, we calculate 95\% one- and two-sided highest density regions (HDR's) for the predictive distribution for $N3$. In this situation, the $100\alpha\%$ HDR for $N3$ is defined to be $I = \{N3 : p(N3|D_{(*)}) \geq c\}$, where $c$ is chosen such that $\sum_I p(N3|D_{(*)}) = \alpha$.

### 4.3.3 Frequentist approach

In addition to the Bayesian approach, we consider a frequentist approach to assess the effect of data accumulation on the prediction of $N3 = N(T1, \infty)$. Although probability calculations are clear, there is no straightforward approach to assessing joint confidence levels in the frequentist scenario. Our approach is to simply give repeated 95\% (say) prediction intervals. The frequentist prediction intervals are then
Figure 4.7: A plot of $A(T_1; \eta)$ vs. $T_1$ overlaid with a plot of $\sqrt{\text{Var}[N3 - u(\eta)]}$ vs. $T_1$ for the EOSN model and simulated data.
compared to the appropriate Bayesian HDR’s as $T1$ increases. We also consider plots that show how $\sqrt{\text{Var}[N3 - u(\hat{\eta})]}$ changes as more data becomes available. For example, we may look at a plot of $\Lambda(T1; \hat{\eta})$ versus $T1$ overlaid with a plot of $\sqrt{\text{Var}[N3 - u(\hat{\eta})]}$ versus $T1$ to see how these curves relate to one another as $T1$ increases. As an illustration, we generated some data from the EOSN model with $\beta = 1$ and $\nu = 50$. We calculated and plotted the relevant quantities. The plot is given in Figure 4.7. We notice immediately that in the region where there is not much information about $v = \Lambda(\infty)$ (as discussed in Section 1.4), $\sqrt{\text{Var}[N2 - u(\hat{\eta})]}$ is relatively large. As more information becomes available, the asymptotic standard error decreases to zero.

### 4.3.4 An application

**Model and data information**

We obtained Bayesian and frequentist prediction intervals for the EOSN model. For reasons given in Section 2.4, we used the log-linear parameterization of the model. Under this parameterization, $u3(\eta) = \frac{-\exp(\alpha1)}{\alpha2}[\exp(\alpha2 T1)]$. The frequentist prediction intervals for $N3$ were calculated in the same manner as those for $N2$, as described in Section 4.2. The relevant quantities used to calculate the Bayesian HDR’s are given below.

**Bayesian model information**

For the log-linear parameterization,

$$L(D0,T1|\alpha1,\alpha2) \propto \exp \left\{ n \alpha1 + \alpha2 S - \frac{\exp(\alpha1)}{\alpha2} [\exp(\alpha2 T1) - 1] \right\}, \quad (4.2)$$

where $S = \sum_{i=1}^{n} t_i$, $-\infty < \alpha1 < \infty$, and $\alpha2 < 0$. We chose to use a joint conjugate
prior. In particular, we used the natural family of conjugate joint priors of the form

$$p(\alpha_1, \alpha_2) \propto \exp \left\{ k_1 \alpha_1 + k_2 \alpha_2 + k_3 \frac{\exp(\alpha_1)}{\alpha_2} [\exp(\alpha_2 T_1) - 1] \right\},$$

where $k_1$, $k_2$ and $k_3$ are the hyper parameters that need to be specified. In particular, we chose an improper prior of the form

$$p(\alpha_1, \alpha_2) \propto \exp \{ k_1 \alpha_1 \}, \text{ for } k_1 \leq 0,$$

by setting $k_3 \equiv 0$ because we want the prior to be independent of the stopping time $T_1$, and $k_2 \equiv 0$ because this was done in [90] and [91]. For the comparative study, we preassigned $k_1 = 0, -1$. We chose $k_1 = -1$ because it corresponds to the noninformative conjugate prior under the “Raftery” parameterization used by [90] and [91] in their analysis. This prior is not invariant to changes in the time variable because both $\alpha_1$ and $\alpha_2$ are scale parameters under this parameterization. We also considered the time invariant conjugate prior with $k_1 = 0$.

Multiplying equations (4.2) and (4.3) yields the following posterior density

$$p(\alpha_1, \alpha_2 | D_0, T_1) = c^{-1} \exp \left\{ (k_1 + n) \alpha_1 + S \alpha_2 - \frac{\exp(\alpha_1)}{\alpha_2} [\exp(\alpha_2 T_1) - 1] \right\},$$

where the constant $c$ is obtained by integrating the above equation with respect to both parameters. In particular,

$$c = \Gamma(n + k_1) \int_0^\infty \exp[-\beta] \left( \frac{\beta}{1 - \exp(-\beta T_1)} \right)^{n+k_1} d\beta.$$

Evaluation of the above integral requires numerical approximation methods. Since it is not a multiple integral, simple quadrature integration techniques, such as the
trapezoidal rule, may be implemented to approximate the integral with a high
degree of accuracy. Before implementing the numerical integration method, it is
useful to plot the integrand for the specific case on hand. Since the integrand is
bell-shaped with rapidly decreasing tails in most cases, we can integrate over a
closed region, say \((c_L, c_U)\), instead of integrating over \((0, \infty)\). The values for \(c_L\) and
\(c_U\) are chosen such that area under the curve is essentially zero outside this closed
region. Trial and error is usually needed to ensure that you have picked appropriate
values for \(c_L\) and \(c_U\).

With \(a_3(\eta)\) given above, the predictive distribution for \(N_3\) is given by

\[
p(N_3 = r | D_{0,T1}) = \int_{-\infty}^{0} \int_{-\infty}^{\infty} p(r | \alpha_1, \alpha_2) p(\alpha_1, \alpha_2 | D_{0,T1}) d\alpha_1 d\alpha_2
\]

\[
\propto \frac{\Gamma(n + k1 + 1) \Gamma(n + k1 + 1)}{r! c} \left( \frac{1}{T1 r + S} \right)^{n+k1+1}
\]

\[
\propto (n + k1) \prod_{i=-k1}^{n-2} (r + n - i - 1) \left( \frac{1}{T1 r + S} \right)^{n+k1+1}
\]

where the constant of proportionality \(c\) is given above, and \(r = 0.1, \ldots, \infty\). Nu-
merical evaluation of integrals is not required in this case. In fact, numerically
integrating the integral for \(c\) is not required as long as the calculated values for
\(p(N_3 = r | D_{0,T1})\) are scaled so that \(\sum_{r=0}^{\infty} p(N_3 = r | D_{0,T1}) = 1\). We verified for
specific cases that the infinite series \(\sum_{r=0}^{\infty} p(N_3 = r | D_{0,T1})\) converges for \(k1 \leq 0\)
using the integral test for the region of the series for which \(p(N_3 = r | D_{0,T1})\) is a
decreasing sequence of values as \(r\) increases.

Data information

First, we calculated one- and two-sided 95% frequentist and Bayesian prediction
intervals for \(N_3\) for DS3-4. These data sets were chosen for the same reasons given
in the last section. As was done in the last section, we split the two data sets at
$T_1 = 15.00$ and $T_1 = 2.50$, respectively. $T_2$ was chosen to be the actual truncation times for the data sets. We then used the observed data over $(0, T_1)$ to obtain estimates of $N_3$ over $(T_1, \infty)$ and then used the entire data set $(0, T_2)$ to obtain estimates of $N_3$ over $(T_2, \infty)$.

Next, we calculated one- and two-sided 95% frequentist and Bayesian prediction intervals for $N_3$ for a set of three simulated samples from the EOSN model. Three samples from the EOSN model were generated for $\beta = 1$ and $v = 50, 100, 200$. The updated truncated times $T_1$ and $T_2$ were determined such that roughly 50% and 90% of the expected number of errors to be eventually detected are in fact discovered by these times, respectively. An outline of the simulation study is as follows:

1. Simulate $N$, a Poisson random variable with mean $v = E\{N(0, \infty)\}$.

2. Simulate $N$ standard exponential random variables and sort them.

3. Segment the data set into two separate sections. In particular, $D_{0,T_1}$ consists of the data in $(0, T_1]$ with corresponding $N_3$ given by the number of remaining simulated values; and, $D_{T_1,T_2}$ consists of the data in $(T_1, T_2]$, with corresponding $N_3$ given by the number of left-over simulated values.

4. Obtain the Bayesian and frequentist prediction intervals of $N_3$ based on $D_{T_1}$ and $D_{T_2} = D_{T_1} \cup D_{T_1,T_2}$.

Results

First, we discuss the results for DS3-4. Plots of the Bayesian predictive distributions for $N_3$ based on the two prior densities are given in Figures 4.8 and 4.9. Regardless of the prior used, the predictive distributions are skewed. As $T_1$ is increased,
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Figure 4.8: Plots of the predictive distribution with $k_1 = -1$ for N3, DS3,4 and two values of T1.

DS3 (T1=15.0)

- median=33
- mean=47
- mode=21

DS3 (T1=28.70)

- median=25
- mean=29
- mode=19

DS4 (T1=2.50)

- median=78
- mean=89
- mode=63

DS4 (T1=4.62)

- median=52
- mean=55
- mode=46
Figure 4.9: Plots of the predictive distribution with $k_1 = 0$ for N3, DS3,4 and two values of $T_1$. 

DS3 ($T_1=15.0$) 

- Median: 29
- Mean: 41
- Mode: 19

DS3 ($T_1=28.70$) 

- Median: 23
- Mean: 28
- Mode: 18

DS4 ($T_1=2.50$) 

- Median: 74
- Mean: 85
- Mode: 60

DS4 ($T_1=4.62$) 

- Median: 50
- Mean: 54
- Mode: 45
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Table 4.6: Two-sided 95% prediction intervals of N3 based on EOSN for DS3-4 and two values of T1. Time is measured in hours.

<table>
<thead>
<tr>
<th>Data attributes</th>
<th>Prediction intervals</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DS3</strong></td>
<td></td>
</tr>
<tr>
<td>$T1 = 15.0$</td>
<td>$u(\hat{\eta}) = 30, \hat{V}(\hat{u}) = 459.30$</td>
</tr>
<tr>
<td>frequentist</td>
<td>$D_1$</td>
</tr>
<tr>
<td>bootstrap</td>
<td>[14,137]</td>
</tr>
<tr>
<td>normal</td>
<td>[0,73]</td>
</tr>
<tr>
<td>Bayesian</td>
<td>$k1 = -1, k2 = 0$</td>
</tr>
<tr>
<td>$T1 = 28.70$</td>
<td>$u(\hat{\eta}) = 23, \hat{V}(\hat{u}) = 140.32$</td>
</tr>
<tr>
<td>frequentist</td>
<td>$D_1$</td>
</tr>
<tr>
<td>bootstrap</td>
<td>[9,66]</td>
</tr>
<tr>
<td>normal</td>
<td>[0,48]</td>
</tr>
<tr>
<td>Bayesian</td>
<td>$k1 = -1, k2 = 0$</td>
</tr>
<tr>
<td>$T1 = 28.70$</td>
<td>$u(\hat{\eta}) = 23, \hat{V}(\hat{u}) = 140.32$</td>
</tr>
<tr>
<td>frequentist</td>
<td>$D_1$</td>
</tr>
<tr>
<td>bootstrap</td>
<td>[9,66]</td>
</tr>
<tr>
<td>normal</td>
<td>[0,48]</td>
</tr>
<tr>
<td>Bayesian</td>
<td>$k1 = -1, k2 = 0$</td>
</tr>
<tr>
<td>$T1 = 2.50$</td>
<td>$u(\hat{\eta}) = 75, \hat{V}(\hat{u}) = 1140.17$</td>
</tr>
<tr>
<td>frequentist</td>
<td>$D_1$</td>
</tr>
<tr>
<td>bootstrap</td>
<td>[40,192]</td>
</tr>
<tr>
<td>normal</td>
<td>[6,143]</td>
</tr>
<tr>
<td>Bayesian</td>
<td>$k1 = -1, k2 = 0$</td>
</tr>
<tr>
<td>$T1 = 4.62$</td>
<td>$u(\hat{\eta}) = 50, \hat{V}(\hat{u}) = 263.45$</td>
</tr>
<tr>
<td>frequentist</td>
<td>$D_1$</td>
</tr>
<tr>
<td>bootstrap</td>
<td>[25,97]</td>
</tr>
<tr>
<td>normal</td>
<td>[15,84]</td>
</tr>
<tr>
<td>Bayesian</td>
<td>$k1 = -1, k2 = 0$</td>
</tr>
</tbody>
</table>
Table 4.7: One-sided 95% prediction intervals of N3 based on EOSN for DS3-4 and two values of $T1$. Time is measured in hours.

<table>
<thead>
<tr>
<th>Data attributes</th>
<th>prediction intervals</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DS3</strong></td>
<td></td>
</tr>
<tr>
<td>$T1 = 15.0$</td>
<td>$u(\dot{\eta}) = 30, \dot{V}(\ddot{u}) = 459.30$</td>
</tr>
<tr>
<td>frequentist</td>
<td></td>
</tr>
<tr>
<td>bootstrap</td>
<td></td>
</tr>
<tr>
<td>normal</td>
<td></td>
</tr>
<tr>
<td>Bayesian</td>
<td></td>
</tr>
<tr>
<td>$k_1 = -1, k_2 = 0$</td>
<td></td>
</tr>
<tr>
<td>$k_1 = k_2 = 0$</td>
<td></td>
</tr>
<tr>
<td>$D_1$</td>
<td>0.106</td>
</tr>
<tr>
<td>$D_{21}$</td>
<td>0.109</td>
</tr>
<tr>
<td>$D_3$</td>
<td>0.108</td>
</tr>
<tr>
<td>$D_1$</td>
<td>0.66</td>
</tr>
<tr>
<td>$D_{21}$</td>
<td>0.77</td>
</tr>
<tr>
<td>$D_3$</td>
<td>0.73</td>
</tr>
<tr>
<td>$T1 = 28.70$</td>
<td>$u(\dot{\eta}) = 23, \dot{V}(\ddot{u}) = 140.32$</td>
</tr>
<tr>
<td>frequentist</td>
<td></td>
</tr>
<tr>
<td>bootstrap</td>
<td></td>
</tr>
<tr>
<td>normal</td>
<td></td>
</tr>
<tr>
<td>Bayesian</td>
<td></td>
</tr>
<tr>
<td>$k_1 = -1, k_2 = 0$</td>
<td></td>
</tr>
<tr>
<td>$k_1 = k_2 = 0$</td>
<td></td>
</tr>
<tr>
<td>$D_1$</td>
<td>0.56</td>
</tr>
<tr>
<td>$D_{21}$</td>
<td>0.55</td>
</tr>
<tr>
<td>$D_3$</td>
<td>0.56</td>
</tr>
<tr>
<td>$D_1$</td>
<td>0.44</td>
</tr>
<tr>
<td>$D_{21}$</td>
<td>0.48</td>
</tr>
<tr>
<td>$D_3$</td>
<td>0.47</td>
</tr>
<tr>
<td><strong>DS4</strong></td>
<td></td>
</tr>
<tr>
<td>$T1 = 2.50$</td>
<td>$u(\dot{\eta}) = 75, \dot{V}(\ddot{u}) = 1140.17$</td>
</tr>
<tr>
<td>frequentist</td>
<td></td>
</tr>
<tr>
<td>bootstrap</td>
<td></td>
</tr>
<tr>
<td>normal</td>
<td></td>
</tr>
<tr>
<td>Bayesian</td>
<td></td>
</tr>
<tr>
<td>$k_1 = -1, k_2 = 0$</td>
<td></td>
</tr>
<tr>
<td>$k_1 = k_2 = 0$</td>
<td></td>
</tr>
<tr>
<td>$D_1$</td>
<td>0.167</td>
</tr>
<tr>
<td>$D_{21}$</td>
<td>0.167</td>
</tr>
<tr>
<td>$D_3$</td>
<td>0.167</td>
</tr>
<tr>
<td>$D_1$</td>
<td>0.132</td>
</tr>
<tr>
<td>$D_{21}$</td>
<td>0.143</td>
</tr>
<tr>
<td>$D_3$</td>
<td>0.138</td>
</tr>
<tr>
<td>$T1 = 4.62$</td>
<td>$u(\dot{\eta}) = 50, \dot{V}(\ddot{u}) = 263.45$</td>
</tr>
<tr>
<td>frequentist</td>
<td></td>
</tr>
<tr>
<td>bootstrap</td>
<td></td>
</tr>
<tr>
<td>normal</td>
<td></td>
</tr>
<tr>
<td>Bayesian</td>
<td></td>
</tr>
<tr>
<td>$k_1 = -1, k_2 = 0$</td>
<td></td>
</tr>
<tr>
<td>$k_1 = k_2 = 0$</td>
<td></td>
</tr>
<tr>
<td>$D_1$</td>
<td>0.86</td>
</tr>
<tr>
<td>$D_{21}$</td>
<td>0.86</td>
</tr>
<tr>
<td>$D_3$</td>
<td>0.86</td>
</tr>
<tr>
<td>$D_1$</td>
<td>0.78</td>
</tr>
<tr>
<td>$D_{21}$</td>
<td>0.83</td>
</tr>
<tr>
<td>$D_3$</td>
<td>0.81</td>
</tr>
<tr>
<td>$D_1$</td>
<td></td>
</tr>
<tr>
<td>$D_{21}$</td>
<td></td>
</tr>
<tr>
<td>$D_3$</td>
<td></td>
</tr>
</tbody>
</table>
they become less skewed and the median, mean and mode decrease. The calculated Bayesian and frequentist two- and one-sided 95% prediction intervals, \( u(\hat{\eta}) \) and \( \hat{V}(\hat{u}) \) are given in Tables 4.6 and 4.7, respectively. As expected, \( \hat{V}(\hat{u}) \) decreases when \( T1 \) is increased. For the most part, similar results hold for the one-sided as for the two-sided 95% prediction intervals. The exception is that, although they are slightly wider overall, the bootstrap-based one-sided prediction intervals are comparable to the Bayesian intervals based on the prior density with \( k1 = 0 \), while the two-sided bootstrap-based prediction intervals are comparable to the Bayesian intervals based on the prior with \( k1 = -1 \). As expected, the normal-based prediction intervals are narrower than the bootstrap-based prediction intervals. The Bayesian intervals based on the prior with \( k1 = 0 \) are slightly narrower than those based on the prior with \( k1 = -1 \).

Next, we discuss the results for the simulation study. Plots of the Bayesian predictive distributions for \( N3 \) based on the two prior densities are given in Figures 4.10 and 4.11. The plots are similar to those observed for DS3-4. Regardless of the prior used, the predictive distributions are skewed. As \( T1 \) is increased, they become less skewed and the median, mean and mode decrease a substantial amount. The calculated Bayesian and frequentist two- and one-sided 95% prediction intervals, \( u(\hat{\eta}) \), and \( \hat{V}(\hat{u}) \) are given in Tables 4.8 and 4.9, respectively. Similar results to those found for DS3-4 were obtained, with two noticeable exceptions. For one thing, regardless of the size of \( v \), \( \hat{V}(\hat{u}) \) decreased substantially when \( T1 \) was increased to reflect a change from 50% to 90% of the expected total number of failures to have been observed by \( T1 \). Secondly, the upper limits for the bootstrap-based prediction intervals are infinite for \( v = 50 \) (for one- and two-sided intervals) and \( v = 100 \) (for two-sided intervals only). This occurs because we have not ignored those cases for which we did not obtain a finite, positive-valued m.l.e. for \( v \). Recall that for
Figure 4.10: Plots of the predictive distribution with $k1 = -1$ for N3 and the three simulated samples from EOSN.
Figure 4.11: Plots of the predictive distribution with $k_1 = 0$ for N3 and the three simulated samples from EOSN.
Table 4.8: Two-sided 95% prediction intervals of $N3$ for three simulated samples from the EOSN model.

<table>
<thead>
<tr>
<th>Data attributes</th>
<th>prediction intervals</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v = 50$</td>
<td></td>
</tr>
<tr>
<td>$T1 = 0.69$</td>
<td>$N3 = 30$, $u(\hat{v}) = 16, V(\hat{u}) = 351.76$</td>
</tr>
<tr>
<td>frequentist</td>
<td>boot</td>
</tr>
<tr>
<td></td>
<td>normal</td>
</tr>
<tr>
<td>Bayesian</td>
<td>$k1 = -1, k2 = 0$</td>
</tr>
<tr>
<td>$T1 = 2.30$</td>
<td>$N3 = 5$, $u(\hat{v}) = 9, V(\hat{u}) = 36.05$</td>
</tr>
<tr>
<td>frequentist</td>
<td>boot</td>
</tr>
<tr>
<td></td>
<td>normal</td>
</tr>
<tr>
<td>Bayesian</td>
<td>$k1 = -1, k2 = 0$</td>
</tr>
<tr>
<td>$v = 100$</td>
<td></td>
</tr>
<tr>
<td>$T1 = 0.69$</td>
<td>$N3 = 51$, $u(\hat{v}) = 45, V(\hat{u}) = 1459.55$</td>
</tr>
<tr>
<td>frequentist</td>
<td>boot</td>
</tr>
<tr>
<td></td>
<td>normal</td>
</tr>
<tr>
<td>Bayesian</td>
<td>$k1 = -1, k2 = 0$</td>
</tr>
<tr>
<td>$T1 = 2.30$</td>
<td>$N3 = 10$, $u(\hat{v}) = 11, V(\hat{u}) = 27.03$</td>
</tr>
<tr>
<td>frequentist</td>
<td>boot</td>
</tr>
<tr>
<td></td>
<td>normal</td>
</tr>
<tr>
<td>Bayesian</td>
<td>$k1 = -1, k2 = 0$</td>
</tr>
<tr>
<td>$v = 200$</td>
<td></td>
</tr>
<tr>
<td>$T1 = 0.69$</td>
<td>$N3 = 111$, $u(\hat{v}) = 78, V(\hat{u}) = 2429.06$</td>
</tr>
<tr>
<td>frequentist</td>
<td>boot</td>
</tr>
<tr>
<td></td>
<td>normal</td>
</tr>
<tr>
<td>Bayesian</td>
<td>$k1 = -1, k2 = 0$</td>
</tr>
<tr>
<td>$T1 = 2.30$</td>
<td>$N3 = 17$, $u(\hat{v}) = 38, V(\hat{u}) = 157.13$</td>
</tr>
<tr>
<td>frequentist</td>
<td>boot</td>
</tr>
<tr>
<td></td>
<td>normal</td>
</tr>
</tbody>
</table>
Table 4.9: One-sided 95% prediction intervals of $N3$ for three simulated samples from the EOSN model.

<table>
<thead>
<tr>
<th>Data attributes</th>
<th>Prediction intervals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu(\bar{u}) = 16, \hat{V}(\bar{u}) = 351.76$</td>
</tr>
<tr>
<td>$v = 50$</td>
<td>$T_1 = 0.69$</td>
</tr>
<tr>
<td>$T_1 = 0.69$</td>
<td>$N3 = 30$, $u(\bar{u}) = 16, \hat{V}(\bar{u}) = 351.76$</td>
</tr>
<tr>
<td>$T_1 = 0.69$</td>
<td>$N3 = 5$, $u(\bar{u}) = 9, \hat{V}(\bar{u}) = 36.05$</td>
</tr>
<tr>
<td>$T_1 = 2.30$</td>
<td>$N3 = 5$, $u(\bar{u}) = 9, \hat{V}(\bar{u}) = 36.05$</td>
</tr>
<tr>
<td>$v = 100$</td>
<td>$T_1 = 0.69$</td>
</tr>
<tr>
<td>$T_1 = 0.69$</td>
<td>$N3 = 51$, $u(\bar{u}) = 45, \hat{V}(\bar{u}) = 1459.55$</td>
</tr>
<tr>
<td>$T_1 = 0.69$</td>
<td>$N3 = 10$, $u(\bar{u}) = 11, \hat{V}(\bar{u}) = 27.03$</td>
</tr>
<tr>
<td>$v = 200$</td>
<td>$T_1 = 0.69$</td>
</tr>
<tr>
<td>$T_1 = 0.69$</td>
<td>$N3 = 111$, $u(\bar{u}) = 78, \hat{V}(\bar{u}) = 2429.06$</td>
</tr>
<tr>
<td>$T_1 = 2.30$</td>
<td>$N3 = 17$, $u(\bar{u}) = 38, \hat{V}(\bar{u}) = 157.13$</td>
</tr>
</tbody>
</table>
the original parameterization of the model, \( u_3(\eta) = v \beta \exp(-\beta T_1) \). From this expression, we see that when \( \hat{v} \) is infinite, \( u_3(\hat{\eta}) \) is also infinite. If we refer back to Table 2.2, we note that when only 50% of \( v = 50,100 \) have not occurred by time \( T_1 \), approximately 16.70% and 7.90% of the estimated values for \( v \) will not be finite and positive-valued. With these results in mind, one can easily see why the upper limits of the bootstrap distribution for \( N_3 \) are infinite for these cases. These calculated prediction intervals simply reflect the fact that insufficient information is available for making adequate inferences about \( N_3 \).

4.4 Conclusions

The proposed frequentist-based interval predictors for \( N_2 = N(T_1, T_2] \), the number of events in the future time interval \((T_1, T_2]\) based on the observed data up to time \( T_1 \), may be used for any NHPP model observed under the time-truncated sampling scheme. For the general NHPP model, the critical values of the distribution for any of the approximate pivotals \( R_i \)'s used to obtain the prediction intervals will depend on the values for \( \beta, T_1 \) and \( T_2 \). For those models which have a single \( \beta \) scale parameter, such as the GAMN and EOSN model, the critical values will depend on \( \beta, T_1 \) and \( T_2 \) only through the combination of \( \beta T_1 \) and \( \beta T_2 \).

For the EOSN model, both the normal- and the bootstrap-based prediction intervals for \( N_2 \) have coverage probabilities close to the nominal values (either 0.95 or 0.90). The exception is when roughly 50% of the total number of expected failures \( v \) have been observed by \( T_1 \). The normal-based prediction intervals for \( N_2 \) are relatively shorter and have smaller coverage probabilities than those based on the bootstrap-t, regardless of which \( R_i^* \) is used. A conservative, but more computer-intensive, approach would be to use the bootstrap approximation all the time, or
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at least when \( v \) is expected to be small. Nonetheless, for \( v \) known to be large, the quick and easy normal-based approximation seems appropriate for those prediction intervals based on any of the \( \mathcal{R}_i \)'s and possibly the \( \mathcal{R}_3 \). We do not recommend using the normal-based approximation for those based on \( \mathcal{R}_1 \), unless \( v \) is known to be very large.

Regardless of the \( \mathcal{R}_i \) used and the value of \( v \), there is a lot of uncertainty observed for predicting \( N2 \) for large \( T2 \) when roughly 50\% of the total number of expected failures \( v \) have been observed by \( T1 \). This behaviour is reflected in the extreme average lengths and the less-than-nominal coverage probabilities of all the prediction intervals for \( N2 \) based on both approximations to the \( \mathcal{R}_i \)'s. Similar behaviour was observed for predicting \( N3 \) in the same context. This makes sense because we have inadequate data available to provide good predictions of \( v \) (and hence, \( N2 \) and \( N3 \)) in these situations. As discussed in Chapter 2, more data is required in order to obtain good predictions.

Similar results hold for the one-sided as for the two-sided 95\% prediction intervals, with one noticeable exception. It was observed for DS3-4 that, although they are slightly wider overall, the bootstrap-based one-sided prediction intervals for \( N3 \) are comparable to the Bayesian intervals based on the prior density with \( k1 = 0 \), while the two-sided bootstrap-based prediction intervals are comparable to the Bayesian intervals based on the prior with \( k1 = -1 \). Even though we did not obtain Bayesian prediction intervals for \( N2 \), we anticipate similar comparative results between the Bayesian and bootstrap-based prediction intervals.
Chapter 5

Further work

5.1 Continuation of current research

In Chapter 2, we determined conditions for a positive, finite \( \hat{v} = \hat{A}(\infty) \) for specific models belonging to the general family of NHPP models with intensity \( \lambda(t; \eta) = v \lambda_0(t; \beta) \). For NHPP models (other than the EOS model) which have an equivalent GOS model, it is of interest to compare the conditions needed to obtain positive, finite-valued m.l.e. solutions. In particular, if the likelihood under the NHPP model is maximized at \( v = \infty \), does this imply that the equivalent GOS likelihood is also maximized at \( N = \infty \)? Our results comparing the EOSN and EOS models indicate that there is a greater probability of obtaining \( v = \infty \) using the EOSN model, than obtaining \( N = \infty \) using the EOS model in certain situations. It would be nice to know if this holds for the other models.

In Chapter 3, we proposed a new approach for testing the goodness of fit of NHPP models having the above general form. We obtained conditional (on \( n \)) critical values of the \( W^2_{n, \beta} \) statistic, it is also of interest to examine the conditional and unconditional power of the test for various models. In addition, we also proposed
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A four-parameter NEWN model that nests the EOSN, GAMN, WOSN and LEEN models. We want to investigate further the differences in the NEWN, WOSN and LEEN models by looking at their respective intensities and the extent to which we can discriminate among them with typical data.

In Chapter 4, we proposed a frequentist approach for providing approximate interval predictors of \( N2 = N(T1, T2) \), the number of events in the future time interval \( (T1, T2] \), based on the observed data up to time \( T1 \). We also used this method to assess the effect of data accumulation on prediction of \( N3 = N(T1, \infty) \), the number of remaining events to be eventually observed given data has been observed up to time \( T1 \). We also discussed how to obtain Bayesian prediction intervals and compared them with frequentist-based prediction intervals in some examples with the EOSN model. In addition, it would be of interest to conduct similar simulation studies for the other models in Table 1.1. Some preliminary results (not given) on the prediction intervals constructed using the bootstrap-t and normal approximations to the \( R_i \)'s for the real data sets D1-4 indicate that the results will be similar for the other models. Lastly, we are interested in assessing how the predictions of \( N2 \) and \( N3 \) based on various models will differ for specific data sets.

5.2 Additional research of interest

As mentioned in Section 1.2, both the GOS and NHPP families of models are not highly realistic models for modelling the occurrence of failures in the debugging phase of software program development. If more reported information about the underlying failure detection process were available, more ambitious models could be used to incorporate this information. In addition, a thorough understanding of
the underlying failure detection process could be used to evaluate the underlying assumptions of the GOS and NHPP models in this context.

As shown in Figure 3.2, there is an apparent lack of fit between the estimated mean value functions based on the models in Table 1.1 to the cumulative number of failures of DS1-2. This lack of fit is due mainly to the presence of change-points in the failure time behaviour over time. In order to reduce the model bias for predictive purposes, it is of interest to formulate tractable models that a) incorporate one or more change-point effects, and; b) can be used to test the statistical significance of these effects against an appropriate NHPP model alternative.

A change-point in the intensity $\lambda(t; \eta)$ of a NHPP can be generally defined as the point at which $\lambda(t; \eta)$ changes its trend or its functional form. Usually the change-point is unknown. Poisson models which take into account a change-point in the process have been investigated by some authors ([3], [76], [89], [102], [103]).

It is of interest to develop and compare models that take into account change-point behaviour in the intensity function. For those models with an intensity function that is a function of the change-point $\tau$, we will initially assume $\tau$ to be known, but we anticipate relaxing this assumption. When $\tau$ is considered unknown, it is of interest to test for the presence of the change-point. Complications arise in that under the null hypothesis, $\tau$ is meaningless and the m.l.e. $\hat{\tau}$ does not satisfy regularity conditions required for standard asymptotic theory (the parameter space under the null is on the boundary), as discussed in [3], [76], and [89].

Within the software reliability context, [102] and [103] attributed change-point behaviour to learning and skill improvements made by the programmers during the debugging phase of the failure process. They developed the "s-shaped" (GAMN) and "inflection s-shaped" (SEOSN) NHPP models to model change-point behavior. The intensity for the SEOSN model is given in Section 3. A particular feature shared
Figure 5.1: $\hat{A}(t; \eta)$ versus $t$ for the EOSN, SEOSN, and GAMN models and DS1-4. Time is measured in hours.
by both models is that their intensity is not a function of $\tau$. The SEOSN model is more flexible than the GAMN model in that it is not forced to be “s-shaped”. The $\beta_2$ inflection parameter adds flexibility to the model. Plots of the estimated mean value functions under the EOSN, GAMN and SEOSN models and the cumulative number of failures versus time for DS1-4 are given in Figure 5.1. While GAMN does not fit the data, the SEOSN model fits well overall. In fact, the SEOSN and EOSN models give very similar fits. Since the EOSN model is a subset of the SEOSN model, a LR test may be performed to test the null hypothesis that the EOSN model is appropriate. At the $\alpha = 0.5$ level, we can not reject the null for DS2-4, but we can reject the null hypothesis for DS1. The observed AIC value was also obtained for the SEOSN model and given in Table 3.5. The SEOSN model is not the preferred model for any of the data sets, including DS1. In fact, the WOSN, LOGN, LEEN and NEWN models perform better than the EOSN model for DS1.

Non-Bayesian and Bayesian approaches to inference under a change-point HPP model that has an intensity that changes from $\lambda_1$ to $\lambda_2$ at $\tau$ is considered by [3] and [89], respectively. The change-point $\tau$ is considered unknown, as are $\lambda_1$ and $\lambda_2$. A log-linear NHPP change-point model with intensity

$$\lambda(t; \eta) = \begin{cases} 
\exp(\alpha_1 + \alpha_2 t) & \text{for } 0 \leq t \leq \tau \\
\exp(\alpha_1 + \delta_1 + \alpha_2 t) & \text{for } \tau < t \leq T1,
\end{cases}$$

for unknown parameters $\alpha_1$, $\alpha_2$, $\delta_1$ and change-point $\tau$, is considered by [76]. We are also interested in developing similar $\tau$-dependent models in our context. Note that the above model used by [76] is a special case of the model given by

$$\lambda(t; \eta) = \begin{cases} 
\lambda(t; \eta) & \text{for } 0 \leq t \leq \tau \\
\delta \lambda(t; \eta) & \text{for } \tau < t \leq T1,
\end{cases}$$

(5.1)
where $\lambda(t; \eta) = \exp(\alpha_1 + \alpha_2 t)$, $\delta_1 = \exp(\delta)$ and $\tau$ unknown. This intensity is simply that of the log-linear reparameterized EOSN model.

It is of interest to compare the models given by equation (5.1) to their appropriate counterparts given by

$$
\lambda(t; \eta) = \begin{cases} 
\lambda(t; \eta) & \text{for } 0 \leq t \leq \tau \\
\delta \lambda(\delta t; \eta) & \text{for } \tau < t \leq T1 
\end{cases}
$$

(5.2)

Our motivation for considering such models arises from a possible change-point effect due to a change in the testing compression factor, as discussed in detail in [82] and [83]. It is mentioned in both papers that stress (inputs) placed upon the software system during testing is often accelerated, as is done in hardware testing. The resultant effect is that the time-scale is multiplied by the testing compression factor. Although it seems more reasonable to anticipate the stress load placed on the software system to change often, we will only consider the case when it is assumed to change once; hence, the model given in equation (5.2). In addition to that of the EOSN model, it would be of interest to use the LOGN and POWN intensities in equations (5.1) and (5.2). Since the GAMN model already accounts for change-point behaviour, it does not seem reasonable to consider it. The WOSN and POWN models already have three parameters, so a fourth could make them more intractable. As discussed earlier, it seems reasonable to first assume that the change-point $\tau$ is known for models given by equations (5.1) and (5.2) in order to check the possibility of using these models under this situation. One may then relax this assumption and then check on their feasibility again.
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