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Abstract 
 

Wireless Sensor Networking is envisioned as an economically viable paradigm and a 

promising technology because of its ability to provide a variety of services, such as 

intrusion detection, weather monitoring, security, tactical surveillance, and disaster 

management. The services provided by wireless senor networks (WSNs) are based on 

collaboration among small energy-constrained sensor nodes. The large deployment of 

WSNs and the need for energy efficient strategy necessitate efficient organization of the 

network topology for the purpose of balancing the load and prolonging the network 

lifetime. Clustering has been proven to provide the required scalability and prolong the 

network lifetime. Due to the bottle neck phenomena in WSNs, a sensor network loses its 

connectivity with the base station and the remaining energy resources of the functioning 

nodes are wasted. 

 

This thesis highlights some of the research done to prolong the network lifetime of 

wireless sensor networks and proposes a solution to overcome the bottle neck phenomena 

in cluster-based sensor networks. Transmission tuning algorithm for a cluster-based 

WSNs is proposed based on our modeling of the extra burden of the sensor nodes that 

have direct communication with the base station. Under this solution, a wireless sensor 

network continues to operate with minimum live nodes, hence increase the longevity of 

the system. 

 

An information theoretic metric is proposed as a cluster head selection criteria for 

breaking ties among competing clusters, hence  as means to decrease  node reaffiliation  , 
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and hence increasing the stability of the clusters, and prolonging the network lifetime. 

This proposed metric attempts to predict undesired mobility caused by erosion. 
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Chapter 1  

 

Introduction 

A bridge broke into sections and collapsed into the Mississippi River last summer, 

sending vehicles, concrete, and twisted metal crashing into the water. Police reported 

more than nine people dead and 60 were seriously wounded [1]. This disaster could have 

been avoided if the bridge had been equipped with a wireless sensor network (WSN). 

Such a network would have provided enough lead time to either shut down the bridge or 

trigger a precautionary maintenance to prevent serious failures.  

 

Wireless sensor networking has been introduced to provide wide-scale connectivity to the 

physical world at a lower cost than that of the wired alternative. In addition to the cost 

advantage, wireless sensor networks provide self-configuring, robustness against node 

failure because of their distributed operation, ease of deployment, high spatial resolution 

because of their close proximity to the physical phenomena, uniform coverage, low 

obtrusiveness, and reliable service. They can also be deployed in difficult terrain where 

placing a wireline network is difficult. In what follows, I briefly define WSNs, showing 

its benefits, applications, and challenges. 
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1.1 Wireless Sensor Networks 

 

A wireless sensor network typically consists of a large number of inexpensive, small, 

low-power communication devices called sensor nodes and one or more computing 

centres. Advances in energy-efficient design and wireless technologies have enabled the 

manufacture of the small devices to support several important wireless applications, 

including real-time multimedia communication [2], medical application, surveillance 

using WSNs [3,5,6,7], and home networking applications [4,8].In WSNs, the  sensor 

nodes have the ability to sense, process data, and communicate with one another. Figure 

1.1 shows the main hardware components of a sensor node: memory that stores programs 

and intermediate data, a controller that processes all the data and controls the other 

components, a limited power supply (e.g., battery), a transceiver that performs the 

functions of both a transmitter and receiver with a limited transmission range, and a 

sensor device that senses the ambient environment. Figure 1.2 shows examples of modern 

sensor nodes. Sensor nodes collaborate to detect events or phenomena depending on the 

application, to collect and process data, and to transmit the sensed information to the 

computing center (base station) by hopping the data from node to node. Although the 

sensor nodes individually have limited capabilities, their collaboration to perform a 

specific task produces an enhanced view of the physical world. 
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Figure 1.1: Basic sensor node hardware  
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Figure 1.2: Examples of Sensor nodes  
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1.1.1 Applications 

 

WSNs can be used in a wide range of exciting applications, such as target field imaging, 

intrusion detection, weather monitoring, security and tactical surveillance; distributed 

computing; the detection of ambient conditions such as temperature, movement, sound, 

and light or the presence of specific objects, inventory control, and disaster management. 

 

Most applications fall into one of four classes: environmental data collection, security 

monitoring, node tracking, and hybrid networks. In environmental data collection [9,10],a 

scientist wishes to collect several readings from sensor nodes over a long period of time 

(i.e. several months or years) in order to detect trends and interdependencies. This type of 

application is characterized by a large number of randomly deployed nodes continually 

sensing and transmitting data to a base station that stores the data to be analyzed later. 

The Great Duck Island project [11] is one example of this class of applications. 

 

Security monitoring in which a moderate number of sensor nodes deployed in 

predetermined locations. The main difference between security monitoring and 

environmental monitoring is that the nodes transmit sensed data only when a security 

violation occurs or a predefined threshold is exceeded. These applications are thus event 

driven. Node-tracking applications, on the other hand, represent the third class. Unlike 

the first two classes, in this class of application, the topology continually changes as the 

targets that are being tracked move through the network. Node-tracking applications are 

characterized by having a moderate number of sensor nodes that are deployed at fixed 

 4



locations and send data in an event-driven fashion to base station. The fourth class, 

hybrid networks contain aspects of the other three classes. 

 

WSNs applications differ widely in their characteristics and QoS requirements. A protocol 

designed to support one application may not be appropriate for another. Therefore, the design 

of protocols for such networks should take their diverse characteristics into consideration. 

 

1.1.2 Challenges and Mechanisms 

 

Sensor nodes are resource constrained: They have limited processing speed; storage 

capacity; communication bandwidth; and most importantly, energy supply. These 

constraints lead to a number of challenges that must be addressed and problems that must 

be resolved before these applications can become reality. WSNs require special 

mechanisms to efficiently utilize the limited resources. In the following, I summarize 

some of these required mechanisms and challenges. 

 

• Network lifetime is an important of WSN .It is defined as the time until the first 

node runs out of battery. Due to the limited energy supply (e.g., battery) and the 

difficulty, if not impossibility, of recharging the battery, WSNs have stringent 

requirements with respect to power consumption. Therefore, an energy-efficient 

mechanism is required to save energy and prolong the network lifetime. Other 

more related lifetime requirements have been used, including the requirement that 

as long as there is a sensor node alive, the network is considered to be alive. 
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• Most applications need a large number of nodes to provide good coverage of the 

sensed phenomena. Since sensor nodes have limited transmission ranges, multi-

hop wireless communication is essential for the network nodes to connect with 

one another. Another requirement is scalability: all protocols at different layers 

must be able to scale to a large number of nodes. 

 

• Central control is an impractical approach for WSNs because it is expensive in 

terms of energy consumption for each node to send its neighborhood’s 

information to the base station (BS) so that the BS can determine the routing 

table, sleeping schedule, etc. Sensor networks favour distributed approach in 

which sensor nodes exchange their information locally (one-hop neighborhood). 

For WSNs to use distributed techniques, the network must be able to configure 

itself into a connected network.  

 

• The close proximity of the sensor nodes results in redundant information coming 

from neighboring nodes, i.e., ones with correlated data. This redundancy can be 

exploited so that the network is able to tolerate faults that arise when a node dies 

or when the wireless link is interrupted. The reliability of the information can 

also be determined with the use of redundancy. In some applications, a single 

sensor is not able to decide whether an event has happened; instead several sensor 

nodes must collaborate to detect an event and only the joint data of many sensors 

provides enough information to be aggregated and produce a reliable 
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measurement. Furthermore, the aggregation process can be done by nodes to 

produce reliable data and reduce the amount of data that is transmitted to the base 

station.    

 

1.2 Motivations and Objective 
 
 

The most essential requirements of WSNs are the ability to scale to hundreds or even 

thousands of sensor nodes and to operate for a long period of time. Clustering has been 

proven to be an effective technique that prolongs the network lifetime by reducing energy 

consumption and provides the required scalability [16, 17, 18, 19].. Essentially, a 

clustering algorithm determines a set of nodes that can provide a backbone to connect the 

network to the base station. This set of nodes is called cluster head (CH) set and the rest 

of nodes are called member nodes (or regular nodes). The clustering algorithm assigns 

each regular node to be a member of one of the cluster head nodes. Thus the network is 

partitioned into groups called clusters, and each cluster has one cluster head node that 

works as a coordinator of this cluster. The main objective of this thesis is to propose 

techniques that can employed in clustering algorithms to further prolong the network 

lifetime. This objective is broken down into two areas of concerns. 

 

Firstly, a cluster head node has an extra burden as it must receive messages from its 

cluster members, aggregate them, transmit the aggregated massage to the next hop 

towards the BS, and relay the aggregated messages originated by other cluster head 

nodes. Re-clustering the network is often necessary in order to achieve load balancing; 
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however, re-clustering consumes energy as well, thus, to maximize the benefit of the 

clustering algorithm this energy consumption must be minimized. 

 

Environmental monitoring applications have a “convergecast” traffic pattern [69] in 

which traffic is oriented towards the BS. As a result, the nodes that lie in the 

neighborhood of the BS become a bottleneck for the network [12, 13], and hence these 

nodes run out of energy faster than the other nodes, consequently isolating the network 

from the BS. The objective here is to model the extra burden of the nodes that have direct 

communication with the BS, so as to derive transmission range tuning mechanism that 

balances energy consumption among clusters. As a result, the network lifetime will be 

prolonged without compromising the performance of its nodes. 

 

Secondly, there are often situations where the nodes of the network are deployed to be 

stationary in hostile environments. However, such sensors may be subjected to external 

forces such as wind erosion, water erosion, etc. this results in undesirable movement of 

the nodes leading to degraded performance due to the wireless links connecting the 

cluster head nodes and their members being interrupted. The interruptions invoke the 

process of re-clustering, hence more energy is consumed. The objective is to propose a 

metric that can be used to predict the movement of the sensor nodes as such less re-

clustering effort is needed. To this end, an information theoretic metric is introduced as a 

measure of relative mobility of nodes. 

 

 

 8



 
1.3 Thesis Organization 
 
 
 
This thesis is organized into five chapters. Chapter 2 presents a literature review to 

provide the background necessary for a general understanding of challenges related to 

WSNs. In Chapter 3, a Novel algorithm for tuning sensor transmission  in clustered WSN 

is proposed. Chapter 4 describes an information theoretic metric that predicts  undesired 

mobility of sensor nodes. Conclusions and future work are presented in Chapter 5. 
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Chapter 2  
 
 
Background and Literature Review 

 
 

 

Designing Energy-efficient algorithms is an essential requirement for extending the 

network lifetime, or the longevity, of a network due to the limited energy supply. The 

random deployment of sensor nodes in a hash environment, such as being dropped by a 

helicopter, make the power supply difficult, if not impossible, to replace. Furthermore, 

most WSN applications require lager number of sensor nodes to cover a vast area and 

provide reliable information. Energy-aware algorithms able to scale to a large number of 

sensor nodes are therefore needed. Energy can be wasted due to idle listening, 

overhearing, retransmitting collided packets, and control packets. Many medium access 

control (MAC) algorithms have been devolved in order to address these issues and 

attempt to reduce energy consumption [47, 42, 50, 51]. The aim of many routing 

protocols for WSNs is to provide the route to the base station that requires low overhead 

and as few of the control packets as possible [53, 52, 41, 39]. Clustering is an important 

component that can provide a scalable architecture and prolong the network lifetime. In 

[54,55],several design issues and techniques for WSNs describing the physical 

constraints on sensor nodes, applications, architectural attributes, and the protocols 

proposed in all layers of the network stack  
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2.1 Clustering 

 

The process of partitioning the network into groups is known as clustering, and it has 

been proven to prolong the longevity of the network and provide the required scalability 

[16,17]. The old clustering techniques, such as K-means and G-means [19], are not 

applicable to WSNs because they iteratively optimize a cost function in a centralized 

fashion. Rather, a distributed low-complexity clustering algorithm is desired because the 

goal is to reduce, not increase, energy consumption.  Each cluster has a coordinator, often 

referred as a master node or cluster head. Based on specific criteria, the sensor node may 

elect a cluster head or the cluster head is chosen through pre-assignment by the network 

designer. In environment monitoring applications, the cluster head is elected from sensor 

nodes that have the same capabilities. In a cluster-based network, a routing protocol 

needs to consider only the set of cluster heads. Building a routing table for a subset of the 

sensor node that is much smaller than the whole set is cheaper and more energy efficient. 

Clustering also efficiently utilize the communication bandwidth since it localizes the 

interactions among the nodes, which improves the performance of the MAC protocols. In 

addition to facilitating the functionality of the routing and MAC protocols, clustering 

reduces the topology maintenance overhead because sensor nodes are concerned about 

connecting only with their cluster heads. The main objective of the clustering algorithms 

varies according to the application and the network model. This review surveys the class 

of distributed clustering algorithms because of their simplicity, feasibility, and 

effectiveness in providing energy efficiency, load balancing, and scalability. Clustering 

algorithms have been intensively investigated as either stand alone algorithms, e.g., [62], 
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[15], [63], [14], [64], [17], or in the context of routing, e.g., [60], [65], [66], [16]. Among 

the early distributed clustering algorithms for WSNs proposed in the literature is the 

linked cluster algorithm (LCA) [20]. This algorithm favours sensor nodes with higher 

identifiers (IDs), assuming that every node has a unique identifier and that these 

identifiers are uniformly assigned throughout the field. The LCA is a distributed 

algorithm, has a variable convergence time (O (n)), and focuses on maximizing network 

connectivity. Time-based medium access is assumed so that each node is assigned a 

unique time slot in the frame. This assumption is not feasible for distributed algorithms 

since a centralized control to provide the unique time slot assignment. At the set-up stage, 

each node broadcasts its ID in its designated time slot and listens to the transmissions of 

other nodes. Each node has a list of its neighbors and, the node with the highest ID is 

elected as a cluster head. The LCA induces a large number of cluster heads in order to 

insure a maximum inter-cluster connectivity and thus a large routing overlay. In [21], an 

extension is proposed to reduce the number of CHs. Neither the LCA nor the LCA2 may 

be suitable for WSNs because they favor some energy-constrained sensor nodes 

regardless of the residual energy.  

 

In [14], a Max-Min clustering algorithm is proposed as an extension of the LCA that will 

produce fewer cluster heads and, hence, a smaller routing overlay. The Max-Min 

algorithm has two broadcast stages. First, each node broadcasts its CH, set initially as the 

node’s ID, to its entire one-hop neighbors, then chooses the highest ID to be the new CH, 

and continues for d rounds. This process is denoted as floodmax. Second, the same 

process is repeated for another d rounds, but this time the lowest ID is favoured. This 
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distributed algorithm has a very high complexity compared with constant convergence 

time algorithms. The Max-Min algorithm assumes a routing infrastructure in place, and 

again, cluster head selection based on the node ID does not ensure that the nodes with 

high energy can become cluster heads. In other words, the nodes with the lowest IDs 

might be the ones with the highest residual energy, and the role of cluster head is thus 

restricted to the ones with high IDs. 

 

Most clustering algorithms periodically trigger re-clustering in order to balance the load 

because of the over use of the cluster head nodes compared with the regular nodes. This 

factor is also the focus of a number of studies in [1][2][3][4]. Amis and Prakash proposed 

a load-balancing algorithm to be built on top of the LCA and LCA2 since these two 

algorithms do not consider load balancing [34]. 

 

Low energy adaptive clustering hierarchy (LEACH) is one of the most poplar clustering 

algorithms for WSNs [16]. LEACH predetermines the optimal number of cluster head k 

given the number of sensor nodes N and the field’s dimensions MM ×  using the 

computation and communication energy models provided. 

 

                                        
mp

fs

CH
opt

N
d
Mk

πε
ε

22=  

 

LEACH is divided into rounds, each of which has a clustering phase and a steady-state 

phase. Initially in the clustering phase, each node elects itself to be a cluster head with a 
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probability , so that the expected number of cluster heads given  is the optimal 

number of cluster heads k. The role of being a cluster head is rotated among the sensor 

nodes, thus providing load balancing among the nodes. LEACH performs a randomized 

rotation by having each node choose a random number between 0 and 1. A node becomes 

a cluster head in the current round if the number is less than , which is assigned a value 

of zero if the node has already been a cluster head. The nodes are assumed to have a long 

transmission range so that they are all within one another’s range and have a direct link 

with the base station. This assumption is not feasible for large networks since the regular 

nodes are usually deployed in large numbers over a wide area. The probabilistic criteria 

for selecting cluster heads also not does guarantee that the nodes with low residual energy 

will not become cluster heads. An attempt is made to ensure that the node has a 

probability  that is a function of its energy. However, each node must then have an 

estimate of the total energy of all the nodes, resulting in a very high overhead. In general, 

LEACH motivated a number of new algorithms [17, 28], has a constant convergence 

time, and is distinguished by the improvement of the network lifetime. 

iP

iP

iP

iP

 

The weighted clustering algorithm (WCA) is another important clustering algorithm that 

has motivated the development of many contemporary clustering algorithms [15]. This 

algorithm was originally proposed for mobile ad hoc networks, since mobility is 

considered as one of the criteria for selecting cluster heads. Most of the distributed 

algorithms favor one metric for cluster head selection criteria and use another metric as a 

fitness function for breaking ties. A regular node must choose which cluster head to 

subscribe to when it hears an advertisement message (ADV) from more than one cluster 
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head at the same time. This process is known as breaking ties. The WCA favors a 

combined weight metric that takes into consideration four metrics, with each metric 

assigned a weight indicating the importance of that particular metric compared with the 

others so that each node v has a weight, as follows:  

 

                                   vvvvv PwMwDwwW 4321 +++Δ=  

 

The first metric is the difference between a node degree’s and a pre-defined threshold. 

This threshold is the ideal number of nodes in a cluster (cluster size). In general, a node 

that has   the smallest sum of distances ( ), the lowest mobility, and the lowest power 

consumption among it neighbor is elected as a cluster head.  In the WCA, each node 

broadcasts its ID along with its weight and stores the neighbors’ weights it receives. This 

process continues until all the nodes have information about the entire network. A global 

solution is claimed to be found with a very high overhead in spite of the fact that a local 

minima with low overhead would be sufficient. Another approach is considered in which 

all the information is processed at the base station. However, such a centralized approach 

is not feasible for ad hoc networks in general, including WSNs.  

vD

 

In [31], the centralized WCA is optimized by simulated annealing to provide the optimal 

set of CHs. Yu-Xuan Wang proposed an entropy-based weight clustering algorithm 

(EWCA) as a variation of WCA [30]. Another variation of the centralized approach of 

WCA is proposed in [29]. Using a method similar to that of WCA, a combined metric is 
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used as the cluster head selection criterion. The information is processed and optimized 

using a genetic algorithm to provide the optimal set of CHs at the base station. 

 

In [32], a different method of entropy-based clustering is proposed. The different node 

parameters are characterized in terms of entropy, in particular, mutual information. Every 

node collects a history of the broadcast message received from its neighbor during a 

specific period of time. These statistics allow an approximation of the distribution, and 

the mutual information between a nodes and its CH will determines the stability of the 

cluster. Cluster heads are selected based on the combined metric of the energy 

consumption uncertainty and the mutual information as follows: 

 

                                            energymobilitytotal HwHwH 21 +=  

 

The exact algorithm operation is not addressed in the paper, indicating that the same 

WCA process is adopted, since they refer to WCA.  The idea of using an information 

theoretic metric is very effective if the mobility distribution is provided in advance rather 

than being built as the data is being collected. Estimating the mobility distribution is a 

very expensive process because of the need to collect the statistical information, store it, 

and then exchange the collected information.  

 

Hybrid energy-efficient distributed (HEED) clustering algorithm is considered to be a 

state-of-art distributed clustering algorithm for WSNs [17]. HEED favors nodes with high 

residual energy to become cluster heads and periodically executes re-clustering to 
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achieve load balancing. The nodes that have been cluster heads will have a low 

probability of becoming cluster heads again, thus ensuring that all the nodes will carry 

the role of being a cluster head equally. HEED uses node degree as a fitness function if 

the requirement is to distribute the load among the cluster heads, the inverse of the node 

degree if the requirement is to create a dense cluster, or the mean of the minimum power 

levels required by all the nodes within the node’s transmission range to reflect the 

communication cost within a cluster. In the clustering phase, each node sets its 

probability of becoming a cluster head as follows: 

 

                                                         
maxE

E
CP residual

i ×=   

 

maxE corresponds to a fully charged battery,  is the current residual energy, and C 

is to limit the initial announcement messages because it should be a small percentage. 

Each node iteratively doubles its probability until the probability reaches one. It 

announces itself as a cluster head, and the nodes that hear the ADV message will 

withdraw from the election process and join the advertised cluster head. If it hears from 

more that one cluster, a regular node breaks ties according to one of the above fitness 

function. The announcement messages are delayed based on the node’s residual energy, 

meaning that the nodes with high residual energy will advertise themselves before the 

low-energy ones do. HEED assumes that a node has two levels of transmission range: 

low-level transmission range for intra-cluster communication and a high-level 

transmission range for inter-cluster communication that should be at least double the low-

level one to ensure inter-cluster communication since HEED does not adapt the use of 

residualE
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gateways to provide the desired connectivity. HEED is completely distributed, terminates 

within a fixed number of iterations, produces well-distributed clusters over the field in 

terms of cluster size, scales for very large networks, and significantly increases the 

network lifetime. 

 

As a variation of HEED, time delay based clustering (TDC) is introduced in [28]. In 

TDC, all nodes compete to be CH until they hears ADV message, and then withdraw 

from the election process and subscribe to one of the elected cluster heads. As with 

HEED the announcement message is delayed, but with a slightly different delay 

mechanism. In HEED, the nodes are delayed by a simple iterations mechanism as 

discussed above. In TDC, three time delay schemes are studied: fully randomized, fixed 

slope, and steeping slope.  

 

Qin and Zimmermann propose a voting-based clustering algorithm (VCA) in [33]. In the 

VCA, each node exchanges residual energy with its neighbors and casts a vote for itself 

and its neighbors as follows: 
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  denotes the residual energy of sensor node so that the node with the highest residual 

energy will become a cluster head. VCA resembles HEED in many ways: nodes with 

ie iv
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high residual energy receive the highest number of votes and become CHs in VCA in the 

same way that in HEED high-residual-energy nodes are the fastest to send the 

announcement messages and then become CHs. 

 

Most of the above algorithms adopt a simple radio and energy consumption model that 

was originally developed in [16]. An analysis of the energy consumption and lifetimes of 

WSNs is discussed in [26]. An attempt to mathematically model the energy consumption 

of a d-hop cluster-based network given the number of hops (d) and the transmission range 

(r) is introduced in [27]. 

 

Abbasi and Younis survey different clustering algorithms specifically for WSNs, 

highlighting their objectives, features, etc [22]. In [23], developments and deployment 

challenges are discussed, and some of the open issues in this area are addressed. Wei and 

Chan survey clustering schemes for ad hoc networks in general and classify them into ad 

hoc sensor network clustering schemes and mobile ad hoc clustering schemes [24].In 

[25], clustering schemes for mobile ad hoc networks are surveyed providing description 

of the mechanisms, evaluation of their performance and cost, and discussion of the 

advantages and disadvantages of each clustering schemes. 
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2.2 Routing 

 

Routing protocols that were originally developed for wireless networks such as DSDV 

[35], DSR [37], AODV [36], TORA [38], etc in both forms, proactively and reactive, are 

not applicable for WSNs. These IP-based protocols require a high overhead and a global 

addressing scheme. Providing unique ID for a large number of sensor nodes and the high 

maintenance required is not feasible for WSNs. Furthermore, for the base station the data 

is more important than identifying the source. IP-based protocols are also not suitable for 

WSNs due to resource limitation (e.g., energy, memory). Flooding-based routing protocol  

do not require global addressing scheme, thus avoiding the above difficulty. However, 

conventional flooding techniques consume a large amount of energy due to implosion 

and packet overlap. Although, gossiping routing-based protocols overcome the problem 

of implosion, they still have high energy consumption and large delay [56].     

 

Directed diffusion (DD) is one of the most popular routing protocols for WSNs [39, 40]. 

Directed diffusion consists of several elements: interests, data messages, gradients, and 

reinforcement. The base station floods the network with a query about events they are 

interested in. The query is called the interest in the sensor networks. Each interest 

contains a description of the sensing task. The data messages are the events generated by 

a single node or a group of nodes in response to the query sent by the base station. In 

directed diffusion, a query is named using attribute value pairs. The interest queries are 

propagated throughout the network setting up the gradients within the network in order to 

draw events back to the BS. A gradient is direction state created in each node that 
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receives an interest. The source node sends the events back to the base station along 

multiple gradient paths with a low data rate. The base station reinforces one particular 

path in order to draw down data with high transmission rate. Aggregation techniques are 

applied along the path to reduce the amount of data due to data redundancy. Hence, the 

communication cost is reduced, and the longevity of the network is increased. However, 

directed diffusion may not be applied to applications that require continuous data delivery 

to the base station. 

 

Braginsky and Estrin proposed a variation of directed diffusion in [41], called rumour 

routing. Rumour routing is a probabilistic protocol for matching queries with data events. 

Flooding only the nodes that have observed interested events reduces the cost of the 

initial flooding process. Rumour routing utilizes long-lived packets, known as agents, that 

are stored in a local table. Every source node floods the entire network with agents 

advertising its sensed data so that the injected query will be directed to the source nodes. 

Rumour routing outperforms directed diffusion only when the number of events is small. 

 

Minimum Cost Forwarding Algorithm (MCFA) proposed in [52] is intended for 

applications that have stationary sensor nodes and a fixed base station. Each nodes in the 

network maintains a cost field. The cost field specifies the minimum cost required to 

reach the base station. To forward a packet to the base station, the nodes check the cost 

field associated with a neighbour and then choose the rout with the minimum cost. The 

cost field can store any metric, such as hop-count, energy, latency or loss. The MCFA is a 

simple protocol with low overhead and has no need to maintain the path information. 
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However, the same link is used every time, causing these nodes to fail much faster than in 

the other networks. 

 

The authors in [53] proposed a two-tier data dissemination (TTDD) protocol intended for 

applications that have multiple mobile base stations and location-aware stationary nodes. 

A data source node builds a grid structure to be used in disseminating data to the mobile 

BSs. Each data source node chooses itself as the starting crossing point of the grid, and 

sends an announcement message to each of its four adjacent crossing points using simple 

greedy geographical forwarding to build the grid structure. One node that is close to the 

crossing point is chosen as a dissemination point, and the process continues until the 

massage stops at the border of the network. When the grid structure is in place, a BS can 

flood to the dissemination points. TTDD has a high overhead associated with maintaining 

and recalculating the grid.  

 

Combined clustering and route setup has also been considered for maximizing networks 

lifetime [57, 60, 61]. Two cluster-based routing protocols called threshold-sensitive 

energy efficient protocol (TEEN), and adaptive periodic threshold-sensitive energy 

efficient protocol (APTEEN) are proposed in [58] and [59], respectively. Every member 

node receives a hard threshold, which is the threshold value of the sensed attribute and a 

soft threshold, which is a small change of the attribute value form its cluster head. These 

thresholds enable the network administrator to reduce the amount of the transmitted data 

as a trade-off between energy efficiency and data accuracy. APTEEN includes count 

time, which is the maximum period between two successive reports sent by a node. The 
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count time is included to overcome the drawback of TEEN, which is, if the thresholds are 

not received, the node will never communicate. 

 

2.3 Medium Access Control  

 

Mac protocols are used to create predefined ways for multiple users to share a channel. 

WSNs require designing an energy-efficient MAC protocol that reduces wasteful energy 

consumption, such as idle listening, overhearing, and retransmitting collided packets. 

However, the evolution of MAC protocols and the fact that every new protocol is an 

extension of an exiting protocol requires an understanding us of the historical 

development of MAC protocols. There are two fundamentally different ways to share the 

channel bandwidth among different nodes: fixed-assignment channel-access methods, 

such as time-division multiple access (TDMA), frequency-division multiple access 

(FDMA), and space-division multiple access (SDMA), and random access methods, such 

as IEEE 802.11, carrier sense multiple access (CSMA), multiple access collision 

avoidance (MACA), and MACA for wireless (MACAW). 

 

Fixed-assignment MAC protocols allocate each user a given amount of bandwidth, 

slicing the spectrum according to time (TDMA), frequency (FDMA), code (CDMA), or 

space (SDMA). Since each node is allocated a unique part of the spectrum, there are no 

collisions among the data. However, fixed assignment schemes are inefficient when not 

all nodes have data to send, since scarce resources are allocated to nodes that are not 

using them. Random-access methods, on the hand, do not assign users fixed resources. 
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These are contention-based schemes, in which nodes that have information to transmit try 

to obtain bandwidth while minimizing collisions with other nodes’ transmissions. These 

protocols are more efficient than fixed-assignment MAC protocols when node have 

bursty data. However, they suffer from possible collisions of the data, as all nodes are 

contending for the resources. Often protocols use a hybrid approach, e.g., combining 

TDMA and FDMA by allocating a certain time and frequency slot for each node. MAC 

protocols can be evaluated in terms of energy dissipation, fairness, and throughput: the 

protocol is typically optimized to minimize energy dissipation, give each node its fair 

share of the bandwidth, and achieve high throughput. 

 

CSMA is an important contention protocol [47]. Its central idea is listening before 

transmitting. The purpose of listening is to detect whether the medium is busy, also 

known as a carrier sense. There are several variant of CSMA, including non-persistent 

CSMA, 1-persistent CSMA, and p-persistent CSMA. In non-persistent CSMA, if a node 

detects an idle medium, it transmits immediately. If the medium is busy, it waits a 

random amount of time and starts the carrier sense again. In 1-persistent CSMA, a node 

transmits if the medium is idle. Otherwise, it continues to listen until the medium 

becomes idle, and then transmits immediately. In p-persistent CSMA, a node transmits 

with a probability p if the medium is idle and with a probability (p-1) to back off and 

restart the carrier sense. Woo and Culler examined the performance of CSMA with 

various configurations when it is used in wireless sensor networks [44]. They proposed a 

MAC protocol for sensor networks, which combined CSMA with an adaptive rate control 
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mechanism. This protocol is based on a specific network setup in which there is a base 

station that tries to collect data equally from all sensors in the field.  

 

In a multi-hop wireless network, however, the CSMA alone is not sufficient due to the 

hidden terminal problem. The CSMA with collision avoidance (CSMA/CA) was 

developed to address the hidden terminal problem and has been adopted by the wireless 

LAN standard IEEE 802.11 [45]. The basic mechanism in a CSMA/CA is to establish a 

brief handshake between a sender and a receiver before the sender transmits data. The 

handshake starts from the sender by sending a short request-to-send (RTS) packet to the 

intended receiver. The receiver then replies with a clear-to-send (CTS) packet. The 

sender starts sending data after it receives the CTS packet. The purpose of RTS-CTS 

handshake is to make an announcement to the neighbors of both the sender and the 

receiver. 

 

Based on CSMA/CA, Karn [48] proposed MACA, which added a duration field in both 

RTS and CTS packets to indicate the amount of data to be transmitted so that other nodes 

know how long they should back off. Bharghavan further improved the performance of 

MACA in their protocol MACA for wireless network (MACAW) [49]. MACAW 

proposed several additions to MACA, including use of an acknowledgement (ACK) 

packet after each data packet, thus allowing rapid link-layer recovery from transmission 

errors. The transmission between a sender and a receiver follows the sequence of RTS-

CTS-DATA-ACK. 
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IEEE 802.11 adopted all the features of CSMA/CA, MACA, and MACAW in its 

distributed coordination function (DCF) and made various enhancements, such as virtual 

carrier sense, binary exponential back off, and fragmentation support. DCF is designed 

for ad hoc networks, while the point coordination function (PCF), also known as 

infrastructure mode, adds support when designated access points (or base stations) mange 

wireless communication. 

 

Both Piconet and the 802.11 PS modes try to save energy by reducing the idle-listening 

time. They do not address the overhearing problem. PAMAS, proposed by Singh and 

Raghavendra [47], avoids the overhearing problem by putting nodes into a sleep state 

when their neighbors are transmitting. PAMAS uses two channels, one for data and one 

for control. All control packets are transmitted in the control channel. After a node wakes 

up from sleep, it probes the control channel to find any possible ongoing transmissions 

and their duration. Probing the control channel avoids interfering with a neighbour’s 

transmission in the data channel, and the neighbour is able to answer the probe in the 

control channel without interrupting its data transmission. However, the requirement of 

separate control channels and data channels makes PAMAS more difficult to deploy, 

since multiple channels require multiple radios or additional complex channel allocation. 

PAMAS also does not reduce idle listening.  

  

S-MAC is a low power RTS-CTS protocol for wireless sensor networks inspired by 

PAMAS and 802.11[42]. S-MAC periodically sleeps, wakes up, listens to the channel, 

and then returns to sleep. Each active period is of a fixed size, 115 ms, with a variable 
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sleep period. The length of the sleep period dictates the duty cycle of S-MAC. At the 

beginning of each active period, nodes exchange synchronization information (SYNC). 

Following the SYNC period, data may be transferred for the reminder of the active period 

using RTS-CTS. In a follow-up paper [43], the authors add adaptive listening: when a 

node overhears a neighbor’s RTS-CTS packets, it wakes up for a short period at the end 

of the neighbour’s transmission to immediately transmit its own data. By changing the 

duty cycle, S-MAC trades off energy for latency. S-MAC includes a fragmentation 

mechanism that uses RTS-CTS to reserve the channel and then transmits packets in a 

burst. Although S-MAC achieves low-power operation, it does not meet the goals of 

simple implementation, scalability, and tolerance to changing networks conditions. As 

the size of the network increases, S-MAC must maintain an increasing number of 

neighbors’ schedules or incur additional overhead through repeated rounds of 

resynchronization.  

 

T-MAC improves on S-MAC’s energy usage by using a very short listening window at 

the beginning of each active period [50]. After the SYNC section of the active period, 

there is a short window for sending or receiving RTS and CTS packets. If no activity 

occurs in that period, the nodes return to sleep. By changing the protocol to have an 

adaptive duty cycle, T-MAC saves power at the cost of reduced throughput and 

additional latency. In variable workloads, T-MAC, uses one-fifth the power of S-MAC. 

In homogeneous workloads, T-MAC and S-MAC perform equally well. T-MAC suffers 

from the same complexity and scaling problems encountered in S-MAC. Shortening the 
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active window in T-MAC reduces the ability to snoop on surrounding traffic and to adapt 

to changing network conditions. 

 

One example of a good MAC protocol for wireless sensor networks is B-MAC [51]. B-

MAC is highly configurable and can be implemented with a small code and memory size. 

It has an interface that allows it to choose only the functionality needed for a particular 

application. B-MAC consists of four main parts: clear channel assessment (CCA), packet 

backoff, link layer acks, and low-power listening. For CCA, B-MAC uses a weighted 

moving average of samples when the channel is idle in order to assess the background 

noise and to better detect valid packets and collisions. The packet backoff time is 

configurable and is chosen from a linear range as opposed to the exponential backoff 

scheme typically used in other distributed systems. This feature reduces delay and works 

well because of the typical communication patterns found in a wireless sensor network. 

B-MAC also supports a packet-by-packet link layer acknowledgement: only important 

packets are allocated resources. A low-power listening scheme is employed when a node 

cycles between awake and sleep cycles. While awake, it listens to the preamble long 

enough to assess whether it needs to stay awake or can return to sleep mode. This scheme 

saves significant energy. Many MAC protocols use a request to send (RTS) and clear to 

send (CTS) style of interaction. This works well for ad hoc mesh networks in which 

packet sizes are large (thousands of bytes). However, the overhead of RTS-CTS packets 

to set up a packet transmission is not acceptable in wireless sensor networks in which 

packet sizes are in the order of 50 bytes. B-MAC, therefore, does not use an RTS-CTS 

scheme.  
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2.4 Summary 
 
 
This chapter presented and discussed clustering algorithms developed for  WSNs. It also  

briefly discussed routing protocols and MAC protocols.   A review of Research work that 

aimed at reducing energy consumption so as to increase  network lifetime was provided. 

Clustering was shown to prolong the network lifetime, providing the required scalability, and 

functionality of both routing and MAC protocols. 

 

It has been shown that despite the diversity and richness of research in this area,  existing 

work does not fully address the unique characteristic of WSNs, namely, overuse of the nodes 

that are within the neighborhood of the BS and undesired mobility due to external factors.  
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Chapter 3 
 
 
Transmission Range Tuning of Clustered 
Wireless Sensor Networks with Topological 
Consideration 
 
 
 
 
 
 
It is well acknowledged that the hierarchy provided by a clustering algorithm is an 

efficient way to save energy and prolong the network lifetime of a wireless sensor 

network (WSN). However, none of the existing clustering approaches considers the 

location of the sensor nodes relative to the base station (BS). It is obvious that the nodes 

that are close to the base station become a bottleneck in the network, as shown in Figure 

3.1. 

 

Most WSN applications have a convergecast communication pattern [69], in which 

sensor nodes detect or sense events and send messages to an information center (BS) by 

hopping the message until it reaches the destination. Consequently, the nodes within the 

transmission range of the base station relay messages originated by the nodes that have 

no direct communication with the information centre. Since these nodes are burdened 

with extra overhead, they deplete their energy and fail or die much faster than other 

nodes. Furthermore, the network loses its connectivity and the base station becomes 

isolated from the network. 
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Figure 3.1: Cluster-based network 

 

 

In general, one of the important requirements of WSNs is to have distributed algorithms 

and protocols and to be self-configuring. If the network is self-configuring, it continues to 

function, and the nodes continue transmitting sensed messages to neighbouring nodes 

within the range without knowing that the network has lost its connectivity with the base 

station. Therefore, the energy remaining in the alive or functioning nodes is wasted. 

 

In a cluster-based network, a source communicates with a far-off destination (i.e., a BS or 

a common sink) by sending the message to its cluster head (intra-cluster communication), 

and the cluster head can then communicate with the base station through an overlay 

network of cluster heads that form a virtual backbone (inter-cluster communication). As 

with the individual nodes, cluster heads that have direct communication with the base 

station run out of energy faster than the other cluster heads, and the network becomes 

isolated from the information centre.  
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Compared to the other techniques; clustering has been proven to prolong network lifetime 

[17, 28, 15, 16]. The goal of most clustering algorithms is to cluster the network in a 

uniform distributed fashion, meaning that the number of nodes within each cluster is the 

same in order to achieve load balancing, and then rotate to the role of cluster head among 

the nodes by repeating the clustering process. However, load balancing can not be 

achieved without a consideration of the extra burden of some of the nodes. Therefore, the 

clusters should be uniform in terms of energy consumption rather than the number of 

nodes. Only if all nodes have the same level of energy consumption, will being uniform 

in terms of the number of nodes provide load balancing.  

 

In the next section, the philosophy of load balancing is introduced. In section 3.3, the 

extra burden that the nodes that lie within the neighbourhood of the base station is 

formulated as extra virtual member nodes. In section 3.4, a pre-clustering algorithm is 

given based on the formulation. Experimental work is shown in section 3.5, and a 

summary and conclusions are presented in section 3.6. 

 

3.1 Topological Considerations   

 

Load balancing is an important factor in achieving better performance and improving the 

longevity of the network (network lifetime). A clustering algorithm has two levels of load 

balancing. First, the energy consumption among the nodes and their cluster head must be 

equalized. Thus, all the nodes must carry the load of the cluster head equally. Second, the 
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energy dissipation among cluster heads must be equalized as well. Therefore, the cluster 

heads that are burdened with extra duties must be assigned fewer member nodes, which 

means that these cluster heads must have a smaller transmission range. 

 

A method of classifying the nodes is needed so that they can have different transmission 

ranges. Thus, the network should be divided into n regions. The number of regions (n) is 

the ratio between the transmission ranges of the sensor nodes and the length of the field. 

Accordingly, the sensor nodes are categorized into n classes. For instance, the nodes that 

fall into region 1 are called region 1 nodes. Figure 3.2 a. illustrates a cluster-based 

network that is divided into three regions (n=3). Region 1 is denoted as the rear region 

and region n as the front region. If the extra burden can be estimated as extra virtual 

member nodes, then the transmission range can be tuned to reduce the number of real 

member nodes. This indicates that the transmission range of the front region nodes must 

be smaller than the transmission range of the rear region nodes in order to achieve load 

balancing. As a result, the number of clusters in the front region will be larger than  in the 

rear region as shown in Figure 3.2 b. 

  
Region 3 Region 2 Region 1 

a) Typical clustering algorithm

Region 3 Region 2 Region 1 

b) The proposed approach 

 

 

 
 
 
 
 
 

Figure 3.2: Cluster-based networks based on topological consideration  
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Furthermore, the optimal number of clusters is inversely proportional to the distance to 

the base station, as equation 1 implies []. The nodes that communicate directly with the 

base station prefer to send their own messages directly to the BS rather than sending them 

to a cluster head and then having the cluster head sends them to the base station. In other 

words, the cost to communicate directly with the base station is almost the same as the 

cost to communicate with the cluster head, so why should the cluster head be burdened 

when it is more efficient to send the data directly to the base station? Again this 

arrangement explicitly states that the number of clusters in region i  should be larger than 

the number of cluster in region 1−i . 
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The network lifetime has been defined in various ways. The most common are the time 

until the first node dies and the time until the last node dies. However, the latter definition 

is useless when the network loses its connectivity with the base station. Therefore, it 

should be redefined as the time until the failure of the last node that has a direct link with 

the information centre. 
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3.2 Quantitative Analysis with Topological Considerations  

 

This section introduces formulation of the extra burden as virtual nodes. The radio 

communication and energy consumption described in [16] is adopted: for short distance 

transmission, such as intra-cluster communication, the energy consumed by a transmiting 

amplifier is proportional to 2r and for long distance transmission, such as inter-cluster 

communication, the energy consumption is proportional to 4r . Using the given radio and 

energy consumption models, the energy consumed in transmitting one message among 

cluster heads for a distance d is given by 

4
nodefstTX dllEE ε+=  (3) 

 

Similarly, the energy consumed when the senor node works as a regular (member) node, 

that is, the energy consumed in transmitting a massage within a cluster for a short 

distance d, is given by 

2
nodefstnode dllEE ε+=  (4) 

 

2
nodefstnode dllEE ε+=  (5) 

 

The energy consumed in receiving a message is given by 

tRX lEE =  (6) 
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The duties of a cluster head are to receive messages from n members; aggregate the 

messages, including its own sensed message; transmit the aggregated message to the next 

hop (neighboring cluster head); and relay messages coming from neighboring cluster 

heads. Thus, the energy consumed by a cluster head is given by 

 

relayCHmptaggregaterCH EdllEnlEnlEE +++++= 4)1( ε  (7) 

 

The energy consumed in relaying a message, when a cluster head receives the message 

originating from another cluster head and transmits it to the next cluster head closer to the 

base station, is given by 

 

4
CHmptrrealy dllElEE ε++=  (8) 

 

However, the energy consumption varies from one cluster head to another depending on 

which reign it falls into. Let  denote the energy dissipated in relaying packets by the 

nodes in region . The energy dissipated in relaying messages by the nodes of region  is 

equivalent to the energy consumption of relaying packets by the nodes of 

regions . This energy must be considered when the energy consumption of 

cluster head nodes is defined. Since the nodes of region 1 do not realy any messages, 

is equal to zero. Similarly, let denote the energy consumption of a region 

cluster head: 

irelayE

i

2

i

1,....,,1 −− ii

1relayE

i

iCHE

 

 36



ii relayCHCH EEE +=  (9) 
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where is the number of clusters in region j. Assuming a uniform distribution of relayed 

packets in region  among the cluster head of this region; Equation 9 becomes 
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In order to achieve connectivity of in cluster-based network, the transmission range of the 

cluster heads ( ) must be at least double the transmission range of the member nodes 

( ) [heed,it ref]. Therefore, the ratio between and can be approximated as 

follows: 

CHd
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where m is the number of member nodes assigned to a cluster head. Similarly, the ratio 

between and  can be approximated to relayE nodeE
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Substituting Equations 12 and 13 in Equation11, results in 
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Equation 14 shows that the clusters in region i have a burden of an extra 
i

i

j
j

n

n∑
−1

1.2  nodes, 

as if these clusters have extra member nodes. It should be noted that the energy 

consumption rate of a cluster head depends on the number of its member nodes. 

 

3.3 Transmission Range Tuning of Cluster-Based Networks 

 
The transmission range controls the number of clusters: large transmission ranges 

produce a small number of clusters and vice versa. If a clustering algorithm achieves the 

maximum lifetime of a network with a specific number of clusters (k) using r as a 

transmission range, the lifetime can be  further improved by using a smaller transmission 

range in the front region and a lager transmission range in the rear region to produce the 

same number of clusters ( ). These clusters are uniform in terms 

of energy consumption but not in terms of the size ( ). Figure 3.2 

b depicts a cluster-based network divided into three regions and shows that the nodes of 

each region have different transmission radiuses. This network has the same number of 

clusters as the network shown in Figure 3.2 a. 
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The number of member nodes depends on the number of neighboring nodes. For 

instance, if the number of neighboring nodes is decreased by x, then most likely the 

number of member nodes is decreased by x as well. The number of neighboring nodes 

can be estimated by the following equation: 

2# rdesityneighbors ×=  (15) 

 

Since the nodes are assumed to be uniformly distributed, the density of the nodes is given 

as follows: 

A
Ndensity =  (16) 

 

where N is the number of nodes and A is the area of the network field. The transmission 

range of region i   can be obtained from the following:. 
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(17) 

 

Since it is not assumed that the nodes have location awareness, the network is divided 

into two regions (front and rear). The front region nodes are the ones that can 

communicate directly with the base station. The rest of the nodes are classified as the rear 

region nodes. Initially, each node has a transmission radius identifier (r-idf) assigned to 
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be zero. The base station broadcasts a message at the initial setup; the nodes that receive 

the broadcast message set their transmission range identifier to one. 

 

If the number of clusters is provided by the network designer, i.e., centralized approach 

[15,16], then the new radius can be calculated using equation 17. Otherwise, initially 

clusters are formed with the original transmission range and each cluster head sends a 

small packet. The base station counts the number of these packets, and the number of 

clusters in the rear region can then be estimated. In either scenario, the new transmission 

radiuses can be obtained using.   

 

Since different transmission ranges are allowed for, two nodes A and B are considered 

neighbors when A falls within the range of B and B falls within the range of A. Figure 3.3 

shows two nodes A and B in a situation  in which they are not neighbors. 

 

 

  

 

 

 

. 

 

 

 

 
Figure 3.3: Nodes with different transmission ranges 
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Therefore, regular nodes are assigned to be a member of a cluster head only when they 

are neighbors based on the above condition. For instance, if a node hears an 

advertisement message from a cluster head, it withdraws from the cluster head election 

and considers itself a member of a cluster head that is out of its range. Figure 3.4 shows 

the pseudo code of the new algorithm as a pre-clustering algorithm. 

 

 

I. Pre-clustering 

1. BS broadcast a message 

2. if a node hears the massage 

3. r-idf                    one 

4. 

n
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5. else 

6. r-idf                     zero 

7. end 

8. Snbr                   {v:v lies within my transmission range and vice versa} 

 
Figure 3.4: Pre-Clustering Algorithm 
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3.4 Experimental Results 

 

The HEED algorithm is considered a state-of-art distributed algorithms [17]. Therefore, 

its performance is evaluated in the next section, and the impact of the proposed algorithm 

on HEED is experimentally investigated. 

 

  3.4.1 Network Setup 

 

For theses experiments, a network of N sensor nodes in a  area is 

considered. The N nodes are assumed to be uniformly distributed over the area. Each 

node collects the data periodically and sends them to its cluster head until it runs out of 

battery. The cluster head conveys the aggregated message to the base station through a 

multi-hop of cluster heads. The base station is assumed to be located outside the network, 

and a node that depletes its energy resource is considered failed or dead. The shortest 

path algorithm is used as a routing algorithm for the inter-cluster network. All parameters 

are given in Table 3.1. A simple radio model that also can be found in [16] has been 

adopted. 

100100× 2m
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Parameter Value 

Network size 100100×  
Number of nodes 200 

BS At (50, -20) 
eleE  50nJ/bit 

fsε  10 pJ/bit/m2 

ampε  0.0013 pJ/bit/m4 
Data packet size 500 

Broadcast packet size 50 
Packet header size 25 

Initial energy 1J 

 

 

 

 

 

 

Table 3.1:    Simulation parameters  

 

3.4.2 Performance Analysis of HEED 

 

Based on the above setup the HEED algorithm was implemented and tested using Matlab. 

 Figure 3.5 shows the clustering results of the HEED algorithm using different 

transmission ranges. It is obvious that the number of clusters induced depends on the 

transmission range. After the clusters are formed, the transmission radius of each regular 

node is tuned to reach its cluster head (most likely a smaller radius than the original), and 

the new cluster head’s transmission range is doubled. Figure 3.6 shows inter-cluster 

networks at various transmission ranges. As can be seen from Figure 3.6 a, the virtual 

backbone of cluster heads has a transmission radius of 30 meters (15 meter doubled). 
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Figure 3.7 depicts the residual energy of individual nodes sorted according to the 

proximity to the base station in an ascending order when the network loses its 

connectivity. The nodes of the front region are dead, and the nodes of the rear region still 

have some energy that will be wasted since they will continue to operate until they die 

with no messages received by the BS. This is common for distributed algorithms. Table 

3.2 shows the average remaining energy of the alive node at different transmission 

radiuses. 

 

 

 

 

 

Transmission Range The Average Remaining Energy 

15 94% 
20 80% 
25 75% 
30 85% 
35 98% 

 
Table 3.2: The average remaining energy  
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a) Transmission radius=15 m b) Transmission radius=20 m 

c) Transmission radius=25  d) Transmission radius=30 

 
 
 

Figure 3.5: The Clustering results of the HEED algorithm at different 
transmission radiuses 
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c) Transmission radius=25 m d) Transmission radius=30 m 

e) Transmission radius=35 m 

Figure 3.6: The inter-cluster network at different transmission ranges 

a) Transmission radius=15 m b) Transmission radius=20 m 
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a) Transmission radius=15 b) Transmission radius=20  
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c) Transmission radius=25 
d) Transmission radius=30 

e) Transmission radius=35 

Figure 3.7:  Residual energy of individual nodes at different transmission 
radiuses 



Figure 3.8 shows the throughput of the system achieved by HEED at various transmission 

radii until the last sensor that has a direct communication with the base station depletes 

its energy. The best throughput of HEED is achieved at a 25 m transmission radius. 

 

 

 

 

 

 

 

 

 

Figure 3.8: The throughput of the system from each node   

 

It is interesting to notice that the network of 28 clusters, shown in Figure 3.5 a., 

outperforms the network of 19 clusters, shown in Figure 3.5 b., in terms of the 

throughput. A possible reason is that the BSs in the two networks have 6-k connectivity 

and 4-k connectivity, respectively. Thus, the node of the front region lasts longer in the 

first network than in the second network resulting in a longer lifetime. Figures 3.5. d and 

3.5. e show two networks: 9-cluster network and 8-cluster network, respectively. 

Although, there is only a one-cluster difference between the two networks, and both of 

them have the same number of clusters in the front region, the first one outperforms the 
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second because the second network has an extra cluster in the rear region, which results 

in a longer inter-cluster transmission range and the nodes in the rear region run out of 

energy faster than in the first network. Thus, it can be concluded that it is favourable to 

have fewer clusters in the rear region and more clusters in the front region, which verify 

the above discussion. 

 

3.4.3 Performance Evaluation of the Proposed Algorithm 

 

This section examines the impact of the proposed algorithm on HEED. The best 

performance of HEED is achieved at the 25m transmission range; so the impact of pre-

processing HEED with the proposed algorithm is investigated at this particular radius.  

The network is divided into two regions, front and rear, since we assume that the nodes 

are unaware of their location. The transmission range obtained by equation 17 for this 

scenario of the front region nodes is 10 meters. Various transmission ranges were tested 

to verify that the best performance is achieved with 10-meter radius in the front region. 

Figure 3.9 shows that preprocessed HEED outperforms HEED by 35% in terms of the 

throughput of the system until the network loses its connectivity with the BS. 

Furthermore, the network sustains connectivity with the base station until the very last 

node dies.  
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Table 3.3 shows the improvement of preprocessing HEED with the proposed algorithm. 

A MAC protocol designed to operate over hundred of nodes would not be affected by a 

slight increase in the number of clusters. 

 

 

Transmission Range # of clusters Percentage improvement 

r1=25,r2=10m 25 35.9% 
r1=25,r2=15m 18 7.95% 

25 15 3.46% 
30 13 2.72% 
35 13 ___ 

 

Figure 3.9: Throughput of the system from each node  

Table 3.3: Performance evaluation of the proposed algorithm 
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Figure 3.10 a shows that preprocessed HEED at various transmission ranges outperforms 

HEED in terms of the throughput of the last front-region node. The performance of 

HEED at the bottom and at the top preprocessed HEED at a 10 meter radius in the front 

region. Figure 3.10 b illustrates the average throughput per node when the network loses 

its connectivity with the base station arranged in a similar manner to figure 3.10 a. Many 

clustering algorithms have been evaluated in terms of the lifetime of the network until the 

last or the first node dies. However, the lifetime of each node on average is more 

important, and preprocessed HEED outperforms HEED in terms of the average 

throughput per node. 

 

 

 

 mrmr 10,25 21 == mrmr 10,25 21 ==  mr 25= mr 25=
 

Figure 3.10: Performance comparisons between preprocessed HEED and HEED  
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3.5 Summary  

 

This chapter, we formulated the extra burden of the front region nodes and proposed a 

transmission-tuning algorithm that can be built on top of any clustering algorithm for 

maximizing the lifetime of wireless sensor networks. The algorithm tries to balance the 

energy consumption of all clusters in order to sustain the connectivity with the sink till 

last node dies by allowing for different transmission radius. We showed that pre-

processed HEED outperforms the actual HEED. As a future work, we need to study the 

effect on the functionality of the MAC protocols since we slightly increase the number of 

clusters in the front region. 
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Chapter 4 

Improving the Performance of Clustered 
Wireless Sensor Networks by Considering 
Undesired Mobility 
 

 

In nature erosion has an enormous effect and can be caused by many factors, such as 

wind, water, and ice. Given enough time, water can wear away just about any substance, 

as shown by the carving of the Grand Canyon by the Colorado River [5]. Wind, however, 

has a much greater frictional component in situations such deserts. A large mass of ice, 

moved by gravity, carries pieces of rocks, soil, and vegetation with it. Figure 4.1 

illustrates the effect of water erosion. Small light-weight sensor nodes, deployed in such 

environments, are affected by erosion as well. The unpredicted movements of these 

sensor nodes disrupt the stability of the system and induce frequent topology changes.  

 

In wireless sensor networks, mobility is usually not considered because of the common 

assumption that sensor nodes are stationary. In fact, most, if not all, applications require 

sensor nodes to be immobile. In such cases, clustering is the most effective technique for 

saving energy and prolonging the network lifetime. However, undesired mobility arises 

as a result of erosion or drifting, which drive nodes out of their clusters. They then detach 

themselves from their current cluster heads and try to join another cluster. This process is 

known as reaffiliation. If a node fails to reaffiliate, it triggers reclustering for the whole 
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network. Obviously, a higher frequency of reaffiliation increases the communication 

overhead. Hence, energy consumption increases and the network lifetime degrades. 

. 

Undesired mobility caused by erosion has inspired the modeling of the impact of such 

mobility and the proposal of a metric that can be used as a cluster head selection criterion 

in order to provide a more stable network. Section 4.1 describes the types of mobility in 

WSNs. In section 4.1.1, cluster head selection considering undesired mobility is 

discussed. In section 4.2, a simple mobility model is introduced. Section 4.3 describes the 

use of divergence or relative entropy a metric to capture the effect of a node’s mobility .A 

information theoretic metric that is a function of the mean and the variance derived from 

the divergence is also introduced. 

     

 

 

 

 

                                                                       

 

 

 

Figure 4.1: An example of real world environment   
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4.1 Desired Mobility vs. Undesired Mobility 

 
Mobility in WSNs is often caused by external factors such as erosion, ocean current, etc. 

This type of mobility is known as uncontrolled mobility. Controlled mobility is desired to 

provide a level of control on network topology and increase the network capacity 

[73].Since controlled mobility is considered costly in terms of hardware resources, 

navigational need, and energy consumption; it is not feasible for most of WSNs 

applications or scenarios.  In [70], two alternatives to provide controlled mobility are 

introduced: infrastructural support such as cableway or track, or limiting range of motion. 

 

Uncontrolled mobility has been considered as an extra overhead to which the network 

must adapt, possibly at a loss of performance, which is called undesired mobility in this 

case. However, such mobility is desired form network coverage point of view in the sense 

that uncovered areas become covered as sensors move through them and covered areas 

become uncovered as sensors move away. The research in [71] studies the effect of 

uncontrolled mobility on the network coverage. Ma and Zhang formulated the law of 

motion using steepest decent method in optimization and proposed parallel and 

distributed network dynamics (PDND) that attempts to guide the node movements[72]. 

Their aim is improving WSNs sensing coverage 
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4.1.1 Cluster Head Selection Considering Undesired Mobility  

 

Uncontrolled mobility is undesired from the clustering and energy consumption 

prospective. The clustering process should depend not only on the initial configurations 

but also on the mobility behavior of the sensor nodes. Although the distributed algorithms 

can adapt to a changing environment and re-compute a new set of cluster heads, more 

energy is consumed. The objective is to reduce the reaffiliation frequency in order to 

decrease energy consumption. 

 

The randomness of node’s mobility makes it difficult to predict the future location of the 

node. This randomness has a significant impact on the performance of a clustering 

algorithm. Predicting whether a cluster head and its members will remain neighbors, 

leads to fewer topology changes and more stable network.  

 

Consider a set of sensory nodes indexed by set {i=1,2,…}. The current  position of a 

sensor node i is denoted at time t as  and t+1  as)(tPi )1( +tPi . Three types of neighbors 

can be defined:  

 

Definition 1. Current neighbors: nodes that are within range of each other at  (the 

current position). 

)(tPi

 

Definition 2. Future neighbors nodes that will be within range each other at  (the 

next position). 

)1( +tPi
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Definition 3. Relative neighbors: nodes that are current and future neighbors.  

 

In the clustering procedure, a regular node should be assigned to a cluster head when they 

are relative neighbors. The election of cluster heads in most distributed clustering 

approaches is based on local properties, such as node ID, or residual energy. Because of 

the lack of information from neighbors about their undesired mobility, cluster formations 

generated by existing distributed clustering algorithms are often unsatisfactory in terms 

of stability. For example, in Figure 4.2, sensors A, B, and C all have the same 

communication range. Nodes A and C are elected as cluster heads and B is a regular 

node. Although node B is closer to A at time t, it should be assigned as a member of node 

C because nodes B and C are relative neighbors while nodes B and A are just current 

neighbors.  

 

 

 

 

 

 

 

 

 

 

 

tC  

tB  
tA  

1+tB  

1+tC  

1+tA

Figure 4.2: Sensor node movements 
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4.2 Mobility Model 

 

Sensor nodes in relative motion can be assumed to be stationary. However, oscillation 

around the initial location or the movement trajectory of a sensor node is introduced 

because of external forces, e.g., obstacles along the drifting path. We consider a network 

consisting of a large number of sensors placed in a vast two-dimensional geographical 

region. For the initial configuration, we assume that, at time t = 0, the locations of these 

sensors are uniformly and independently distributed in the region. Such a random initial 

deployment is desirable in scenarios where prior knowledge of the region of interest is 

not available. 

 

The random movement of a sensor is characterized by its initial location and range of 

motion. This movement is assumed to follow a Normal random distribution. This 

assumption is justifiable as the oscillation around a point over a sufficient period of time 

can be approximated as a Normal distribution, according to the central limit theorem. The 

standard deviation of the sensor’s mobility is randomly chosen from a finite 

range , according to a uniform distribution. The mobility of each sensor, due 

to disturbance, is assumed to follow a Normal distribution. To simplify the analysis it is 

assumed that the 2-dimensional motion disturbances acting on the sensor to be 

uncorrelated. Thus, and , respectively, are governed by the two probability 

distribution functions p(x), p(y). Figure 4.3 shows a typical Normal distribution capturing 

tendency in the 2 dimensions X and Y. The disturbed location of the sensor therefore can 

be described as:   

],0[ maxRR∈

xP yP
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xxx tPtP η+=
Δ

)()(  (18) 

 

yyy tPtP η+=
Δ

)()(  (19) 

 

Where the motion disturbances xη and yη follow  Normal distributions , and 

, respectively. 

),0( 2
xN σ

),0( 2
yN σ

 

 
 ),( yx PPpdf

 

 

 

 

 

 
yP  
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)( yPpdf)( xPpdf 

 

 

xσ  yσ 

 
xP  yP

 xμ  yμ 

 Figure 4.3: 3-D Normal distribution and its cross sections 
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4.3 Information Theoretic Metric to Capture the Effect of Undesired 

Mobility 

 

Relative entropy, or Kullback–Leibler divergence, is a measure of the difference between 

two probability distributions. In addition, the divergence is used as a distance measure 

that captures the proximity at the current time and in the future as well. Considering one 

motion dimension x, If and are the mobility distributions of a node and its 

neighbor, respectively, then the relative motion entropy is described as Kullback–Leibler 

divergence . The divergence is given by  

)(xp )(xq

)//( qpD

 

∫= dxxqxpxpqpD )(/)(ln()()//(  (20) 

 

The mobility distribution of a node can be denoted as and a 

neighboring node mobility distribution as .  The distributions of a 

node and its neighbor are as follows: 

),()( 11

2
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Substituting Equations 21 and 22 in Equation18 produces the following expression:  

dx
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Distributing the ln operation decomposes the expression into three terms, as follows: 

dx
mxmx

xp
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The expected value of a random variable and the expected value of a squared random 

variable are shown in the following Equations, respectively: 

dxxpxmXE x ∫ ⋅== )()(
11  (25) 

 

dxxpxXE ∫ ⋅= )()( 22
1  (26) 

 

Hence, the expression becomes 
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Since the expected value of a squared random variable is equal to the variance and the 

mean squared, shown as the following: 

222
1 11

)( xx mXE += σ  (28) 

The expression becomes as follows: 
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Similarly the divergence in the y dimension can be modeled as follows: 
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The final expression is a function of the mean and the variance of both distributions. 

Hence, the value of the divergence can be easily obtained. The exact value of the 

mobility would normally be determined by modeling it as a multivariate random variable. 

However, because considering the two dimensions separately provides sufficient 

information to describe the mobility, an exact value is not needed. A simpler approach is 

to calculate the divergence in each dimension individually and then add them to capture 

the proximity and relevance of the two distributions. Equation 30 shows the divergence 

of a node in two dimensions: 

yx qpDqpDqpD )//()//()//( +=  (31) 

Since the divergence is not symmetric, meaning that does not 

equal , the total the divergence between two nodes is defined as: 

)//( qpD

)//( pqD

)//()//( pqDqpDDT +=  (32) 

 

This formula can be used as a metric to be considered when cluster heads are elected. For 

example, in [15] two separate metrics, proximity and mobility, can be replaced by this 

metric. Furthermore, the exact mobility is not defined in WCA while it is modeled in this 
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work. As for HEED, this metric can be used as a combined primary metric with the 

residual energy or as a secondary metric to break ties among cluster head. 

 

4.4 Divergence Based Member Election Algorithm   

 

In a clustering algorithm, every sensor node is a candidate to be a cluster head 

until it hears an ADV message form a cluster head; it withdraws from the election 

process and joins the cluster head. A regular node needs to choose one cluster 

head to join when it hears an ADV from more than one cluster head. The cluster 

that has the smallest cost function is chosen. Figure 4.4 shows the pseudo code for 

breaking ties algorithm. The proposed mobility divergence metric is used as the 

cost function as apposed to Euclidian distance.  

 

 
1. if listen (node, CHS ) is true then 

2. if length( CHS )>1 

3. for i=1 to length( CHS ) 

4. if cost function of CHS (i) is smallest then 

5. my_cluster_head                    CHS (i) 

6. else go to 3 

7. else my_cluster_head                    CHS (1) 

Figure 4.4: Algorithm pseudo code 
  

 63



4.5 Experimental Work  

The impact of using the proposed metric to break ties among cluster heads instead of the 

distance on HEED was examined. In our experiment, we consider a network of N sensor 

nodes in a 1 m rea. The nodes in the network are uniformly distributed over the 

area. One hundred random topologies are generated, and every node moves 100 times 

according to a normal distribution with the initial location of the node as the mean. The 

movement range of a node is controlled by the variance, which is generated according to 

a uniform distribution so that each node has different random variance value. 

10000×  2 a

  

Figure 4.4 shows that using the proposed metric to break ties, reduces the number of 

reaffiliated nodes at different variance values. A variety of transmission ranges were 

tested in order to verify the effectiveness of our metric. 

 

 

 

 

 

 

 

 

 

 

a) Transmission range=20m 
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 b) Transmission range=25m 

 

 

 

 

 

 

 

 

 

 

c) Transmission range=35m  

Figure 4.5: Number of reaffiliated nodes at various transmission ranges 
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4.5 Summary 

 

In this chapter, undesired mobility caused by erosion is introduced as a disturbance 

factor. To increase the stability of a cluster-based network subject to such a disturbance 

factor, only a CH’s relative neighbor should subscribe to it. Relative neighbor are defined 

as the neighboring nodes that remain neighbors at their next position. An information 

theoretic metric is introduced and applied to the HEED algorithm in order to reduce the 

ripple effect and prolong the network lifetime. The proposed metric is shown to decrease 

the number of reaffiliated nodes, which reduces the energy consumption and increases 

the longevity of the network. 
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Chapter 5 
 
 
Conclusions and Future Work 

 
 

 
The lower cost and easier installation of the WSNs than the wired counterpart pushes 

industry and academia to pay more attention to this promising technology. Large scale 

networks of small energy-constrained sensor nodes require techniques and protocols 

which are scalable, robust, and energy-efficient. Hierarchy provided by clustering 

techniques is an efficient approach to meet such requirements. Furthermore, data 

aggregation techniques are only performed by CHs.  

 

 
In this thesis, the extra burden of the nodes that are within the neighborhood of the base 

station in a cluster-based network has been modeled as extra virtual member nodes. We 

virtually divide the network into regions according to the proximity to the BS denoting 

the closest region as the front region and the farthest region as the rear region. The nodes 

have been classified according to the region that they fall in. Based on our model, 

transmission tuning algorithm for cluster-based WSNs has been proposed to balance the 

load among cluster heads that fall in different regions. This algorithm is applied prior to a 

cluster algorithm to improve the performance of the clustering algorithm without 

affection the performance of individual sensor nodes. As a result, the network lifetime 

has been prolonged.  
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Undesired mobility caused by erosion is addressed in this work and modeled as a normal 

distribution. The nodes that are current neighbors and remain neighbors for a specific 

period of time are defined as relative neighbors. An information theoretic metric is 

proposed in an attempt to predict the random mobility of sensor nodes and is used as a 

metric to define the relative neighbors. The proposed metric has been used as a fitness 

function to break ties among cluster heads. 

 

In the proposed implementation, a typical radio and energy consumption models are used 

for wireless sensor networks. The shortest path algorithm (Dijkstra’s algorithm) is used to 

provide routs to the BS. Sensor nodes periodically transmit data to the information centre. 

A node is considered dead when it residual energy falls below a threshold assigned a 

value of . HEED algorithm has been implemented and evaluated at various 

transmission radiuses. Our experiments shows that preprocessing HEED with the 

proposed algorithm increase the network lifetime by 35%. 

nodeE

 

The effect of the undesired mobility is studied in another set of experiments. In theses 

experiments each node   moves according to a normal distribution model. The nodes that 

move out of their clusters are countered. Using our proposed metric as a fitness function 

has been shown to decrease the number of the reaffiliated nodes. 

 

The  proposed metric was used as a fitness function to break ties among CHs. However, it 

also can be combined with any other cluster head selection criteria, more research is 

needed  to investigate the impact of such metric.  
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