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Abstract

Cooperative diversity has been proposed as a powerful means to enhance the performance of high-rate communications over wireless fading channels. It realizes spatial diversity advantages in a distributed manner where two or more nodes share their antennas to mimic a virtual antenna array. Most of the current research on cooperative diversity assumes the availability of perfect channel state information (CSI) at the receiver. However, in practice, the fading channel coefficients need to be first estimated and then can be used in the detection process.

The first part of the thesis presents a comparative performance evaluation of so-called cascaded channel estimation (C-CE) and disintegrated channel estimation (D-CE) techniques proposed for amplify-and-forward (AaF) relaying. Our results demonstrate that C-CE is particularly attractive for low-complexity AaF relaying systems. C-CE is therefore our main focus in the later parts of this thesis.

In the second part of the thesis, we analyze the error rate performance of AaF relaying with partially-coherent and mismatched-coherent receivers. For both receiver types, we demonstrate the achievable diversity orders for cooperation protocols under consideration and quantify the impact of channel estimation through the derivation of pairwise error probability.

Finally, we propose an optimal power allocation scheme for performance optimization of AaF cooperative system in the presence of channel estimation training. Considering average received signal-to-noise ratio at the destination node as the objective function, we formulate an optimization problem for a single-relay scenario and determine how much power should be allocated to training and data transmission periods and how much training/data power should be allocated to broadcasting and relaying phases. Our results indicate that optimized power allocation scheme demonstrates significant performance gains over its equal power allocation competitor.
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Chapter 1

Introduction

The introduction of commercial wireless telephone systems dates back to the late 1940s when AT&T Labs implemented the first public mobile telephony in USA. These early systems allowed mobile users to connect each other within a restricted area and its performance was limited by low user capacity and poor speech quality. After many improvements, the first cellular radio networks emerged in late 1970s. With the introduction of the cellular concept, capacity and mobility of communication systems increased and further developments in semiconductor and microprocessor technology have given rise to low cost, high-speed communications with more compact user terminals.

A series of generations have been introduced in the technological history of wireless communications [1]. First-generation (1G) cellular systems appeared in the early 1980s. These systems provided only voice communications based on analog transmission techniques. As the number of cellular subscribers grew, the need for better system capacity and better transmission quality was perceived. Therefore, second-generation (2G) systems were developed using digital technologies to support better voice quality, enhanced security features for privacy, and larger capacity. The development of third-generation (3G) systems has been initiated by the need for higher data rates to support a wide range of high-speed applications such as multimedia transmission, internet access, and video telephony.

Cellular networks require a central base station to transmit one user’s information to another. On the other hand, built on a decentralized architecture, wireless ad-hoc networks allow peer-to-peer communications without the support from a fixed infrastructure. In these networks, each node forwards data on behalf of the other nodes enabling
communication in a distributed manner. Such systems have a number of application areas such as home networking, sensor networks, redundant link in disaster recovery and relief efforts, and military operations in areas without a fixed infrastructure. The introduction of wireless ad-hoc networks to mobile phones would enable local communications between personal devices without the need of a base station. Unfortunately, as the number of users in such networks increases, maintaining a reliable communication becomes more challenging due to network coverage and interference problems; and for the present, there is no standard for ad-hoc applications in cellular communications [2].

In the current wireless market, there exist several wireless technologies (e.g. Wi-Fi, Wi-Max, Bluetooth) supporting different service types and data rates. The idea of next generation (4G) systems has been born with the vision of integrating all these technologies in a single standard. 4G technology aims to provide voice, data, and multimedia services to users anytime and anywhere at lower costs [3].

1.1 Diversity Techniques for Wireless Fading Channels

Wireless communication systems experience severe performance degradations due to unpredictable channel characteristics. The main impairments which significantly affect the integrity and thus efficiency of digital data transmission can be classified as long-term path loss/shadowing and short-term multipath fading. Wireless radio channels demonstrate multipath behavior because of reflections and refractions of the transmitted signal on the way from transmitter to receiver. Due to randomly delayed, reflected, and scattered signal components, significant attenuations in the received signal strength are observed in such environments. There are different statistical models to describe the envelope of multipath fading. For typical mobile wireless channels where there is no line of sight propagation, amplitude of the multipath fading follows a Rayleigh distribution. In terms of error rate performance, Rayleigh fading converts the exponential dependency of the bit-error probability on the signal-to-noise ratio (SNR) for the classical additive white
Gaussian noise (AWGN) channel into an approximately inverse linear one, resulting in a large SNR penalty.

A common technique to combat destructive effects of fading is to utilize two or more communication channels. If independent channels are provided to transmit multiple versions of the same signal, the probability that all replicas simultaneously experience deep fading is significantly reduced. This technique is called diversity. The four most common diversity schemes can be identified as time, frequency, space, and polarization diversity [4], [5].

In time diversity, replicas of the same signal are transmitted at different time instants separated by an interval longer than the coherence time of the channel. Although this technique performs very well in fast fading environments, it is not as effective in slow fading channels unless significant delays can be tolerated.

In frequency diversity, independence among diversity channels is ensured by sending the same signal over different carriers, whose frequencies are separated by more than the coherence bandwidth of the channel. The need for multiple frequencies makes this technique bandwidth inefficient.

Space diversity, also known as antenna diversity, utilizes more than one antenna at the transmitter and/or the receiver. To ensure independent fading channels, adjacent antennas must be spaced many carrier wavelengths apart. Although this technique is bandwidth efficient, it requires complex hardware circuitry which leads to higher power dissipation. Therefore, space diversity is usually not preferred at small mobile handsets.

In polarization diversity, diversity is achieved based on different propagation characteristics of the vertically and horizontally polarized electromagnetic waves. By using dual polarized antennas at the base station, the probability that the signals received on the two differently polarized antennas undergo a deep fading simultaneously is reduced. The advantage of polarization diversity over space diversity is the reduced cost for installation
and the smaller space needed in comparison to space diversity. On the other hand, the number of independently faded diversity branches is limited to two in polarization diversity.

1.2 Receive and Transmit Diversity

Space diversity is a practical way of enhancing the reliability of data transmission without requiring an excessive bandwidth expansion. Space diversity, in the form of multiple antenna deployment at the receive side (i.e., receive diversity), has been successfully used in uplink transmission (i.e., from mobile station to base station) of the cellular communication systems for many years. In receive diversity, using different diversity combining techniques, the signals on independent diversity branches associated with multiple receive antennas are processed together to obtain a single signal. The most common diversity combining techniques can be classified as selection, equal gain, and maximal ratio combining [4]. In selection combining (SC), only the received signal with the highest SNR is used. Therefore, SC requires the monitoring of each branch simultaneously and the ability to switch to the strongest one. Disregarding the information obtained from all branches except the one with highest SNR makes this technique’s performance inferior. In equal gain combining (EGC), the signals on all diversity branches are combined linearly and weighting coefficients of the linear combination are computed by considering only channel phase information. Since the signals from all branches are taken into account, the performance of EGC is superior to that of SC. In maximal-ratio-combining (MRC), by using both phase and amplitude information, the SNR of linearly combined diversity branches is maximized. Although MRC achieves the best performance compared to the other two techniques, EGC can be preferred in practical systems because of its reduced complexity while achieving near-optimal MRC performance. A detailed treatment of diversity combining systems can be found in [4], [5] and the references therein.
Although the deployment of multiple receive antennas at the base stations yield high performance for uplink transmission, the use of more than one antenna at the mobile handsets is not possible due to size, power, and hardware complexity limitations. A popular technique to overcome this problem is transmit diversity which uses multiple transmit antennas at the base station for downlink transmission.

Transmit diversity techniques are classified as open loop or close loop based on whether they need channel state information (CSI) at the transmit side. Close loop transmit diversity requires CSI feedback from the receiver to the transmitter to compute weighting coefficients. Rapidly varying channel conditions and imperfections on the feedback link may cause outdated and erroneous channel observations at the transmitter. Unlike close loop schemes, open loop transmit diversity does not require CSI knowledge at the transmitter. Using linear processing to transmit information over multiple antennas enables full diversity with simple decoding techniques at the receiver. The schemes proposed by Wittneben [6], [7] are the earliest open loop transmit diversity techniques. Converting the operating frequency-flat fading channel intentionally into a frequency-selective channel, Wittneben’s so-called delay diversity provides a diversity order that is equal to the number of transmit antennas [8]. The need to design channel codes for multiple-antenna systems has later resulted in the introduction of space-time trellis codes [9].

1.3 Space-Time Coding

Space-time trellis coding (STTC) is an open loop transmission technique which effectively provides diversity advantages and coding gain [9]. The receiver structure of this scheme relies on Maximum Likelihood Sequence Estimation via Viterbi Algorithm and its decoding complexity increases exponentially with the transmission rate for a fixed number of transmit antennas. Space-time block coding (STBC) [10], [11] has been proposed to extract full diversity gains with a much lower receiver complexity. STBCs of [10], [11] were inspired by Alamouti’s earlier work in [12] which introduced a simple
open loop scheme that provides the same diversity order as MRC with two receive antennas. In Alamouti’s code, symbols transmitted from the two antennas are mapped into space and time domains in a manner to ensure that transmissions from both antennas are orthogonal to each other. This allows receiver to use very simple linear processing techniques to perform decoding. More detailed overview of this topic can be found in [13], [14], [15].

1.4 Cooperative Diversity

Space-time coding has been acknowledged as one of the most efficient ways to improve link reliability and spectral efficiency, to the extent that it has been already incorporated into 3G wireless standards. The use of space-time coding in mobile terminals is not however practical due to size, power, and hardware limitations. The particular technique that allows single antenna mobiles to reap the benefits of space-time coding is introduced under the name of “cooperative diversity” or “user cooperation”. In cooperative diversity, broadcast nature of the wireless medium allows cooperating nodes (named as “partners” or “relays”) to transmit each other’s message. Hence, a virtual antenna array is created to extract the spatial diversity advantages in a distributed manner.

The concept of cooperative diversity can be traced back to the work of Meulen [16] where he has analyzed a three terminal relay network and introduced a two hop communication system instead of point-to-point communication between source and destination. In [17], considering AWGN channels, Cover et al. have developed upper and lower bounds on capacity for a single-relay system. In [18] and [19], Sendonaris et al. have generalized the work of [17] for fading channels and shown that cooperating nodes in a wireless network provide higher data rates. Laneman et al. [20], [21] have proposed a cooperation protocol built upon a two phase transmission scheme and demonstrated that the receiver can achieve full diversity by user cooperation. In [20], authors have further studied so-called Amplify-and-Forward (AaF) and Decode-and-Forward (DaF) relaying
techniques. These techniques differ from each other in how the received signal is processed at the relay station before it is sent to the destination. In DaF relaying, the relay terminal decodes the source node’s message and then re-encodes it before transmitting to the destination. On the other hand, in AaF relaying, the relay amplifies and retransmits its received noisy signal without decoding it. Although the noise of the partner is amplified in this scheme, the destination still receives independently faded versions of the signal. In [22], Laneman et al. have applied conventional space-time codes to user cooperation systems in a distributed manner. Their proposed use of STBC implements coding across the relay nodes assuming a scenario with more than one relay. Considering a single relay scenario, Nabar et al. [23] have also studied distributed STBC; however their setup realizes coding across the source and the relay nodes. Particularly, they consider the three following cooperation protocols:\(^1\):

- **Transmit Diversity (TD) Protocol:** In the first transmission phase (broadcasting phase), the source terminal broadcasts to the relay and destination terminals. During the second transmission phase (relaying phase), both the relay and source terminals communicate with the destination terminal. TD Protocol in conjunction with AaF relaying is referred as “Non Orthogonal Amplify and Forward (NAF) protocol” in [25].

- **Receive Diversity (RD) Protocol:** The source terminal communicates with the relay and destination terminals in broadcasting phase. In the relaying phase, the source stops transmission and only the relay terminal communicates with the destination. This protocol is the same as proposed in [20] and also referred as “Orthogonal Amplify and Forward (OAF) protocol” in [25].

\(^1\) These protocols are referred as Protocol I, Protocol II, and Protocol III in [23]. Here, we use the protocol names as proposed in [24].
• **Simplified Transmit Diversity (STD) Protocol:** This is similar to TD protocol except that the destination terminal does not receive from the source during the first transmission phase for reasons which are possibly imposed from the upper-layer networking protocols. For example, the destination terminal may be engaged in data transmission to another terminal during the first phase.

In RD protocol, the signal conveyed to the relay and destination terminals over the two phases is the same and RD protocol effectively realizes receive diversity in a distributed manner. On the other hand, both TD and STD protocols can potentially convey different signals to the relay and destination terminals. This makes possible the deployment of various conventional space-time codes (originally proposed for co-located antennas) in a distributed scenario.

## 1.5 Motivation and Thesis Outline

The current literature on cooperative diversity has been mainly limited to some idealistic assumptions such as the availability of perfect CSI at the receiver. However, in practical systems, fading channel coefficients need to be estimated for detection stage. The quality of channel estimates inevitably affects the overall performance of relay-assisted transmission and might become a performance limiting factor. In this thesis, our main focus will be the analysis and optimization of channel estimation schemes for cooperative communications. We consider AaF relaying throughout the work and consider a single-relay cooperative network unless otherwise noted.
1.5.1 Cascaded versus Disintegrated Channel Estimation

Channel estimation problem in the context of DaF relaying basically consists of individual estimation of source-to-relay and relay-to-destination channels. On the other hand, in AaF relaying, a cascaded channel from source-to-destination links needs to be estimated. Moreover, for this relaying mode, knowledge of source-to-relay CSI may also be required at the relay depending on the adopted scaling factor [26], [27].

In Chapter 2 of this thesis, we investigate the performance of RD protocol in AaF mode considering two different pilot-symbol-assisted channel estimation methods which we name as cascaded channel estimation (C-CE) and disintegrated channel estimation (D-CE). In C-CE, the cascaded channel consisting of source-to-relay and relay-to-destination links is estimated at the destination terminal. In D-CE, the estimation of cascaded channel is disintegrated into separate estimations of source-to-relay and relay-to-destination links which are carried out at the relay and destination terminals, respectively. D-CE method involves feed-forwarding a quantized version of the source-to-relay channel estimate to the destination terminal. Considering two different power scaling constraints of [27], we compare the performances of C-CE and D-CE by conducting extensive Monte-Carlo simulations. Our results demonstrate that cascaded channel estimator outperforms its competitor with small number of quantization bits. As the number of employed quantization bits increase, disintegrated channel estimator approaches to its competitor eventually outperforming it. However, this better performance comes at the cost of equipping the relay with channel estimator and vector quantizer. Therefore, C-CE is particularly attractive for low-complexity AaF relaying systems and will be our main focus in Chapter 3 and Chapter 4. The main results of this chapter have been already presented in [28].

1.5.2 Mismatched-Coherent and Partially-Coherent Detection for AaF Relaying

For a coherent wireless communication system, the fading channel coefficients need to be first accurately and efficiently estimated during the training period and then used in
the detection process. In the literature, coherent detection with imperfect channel estimation for AaF relaying has been first addressed by Mheidat and Uysal in [29], [30] and independently by Patel and Stuber in [31]. The main focus in [30] is actually the derivation of a non-coherent detector based on a maximum likelihood sequence estimator for distributed STBCs whereas the performance of a mismatched-coherent receiver (i.e., coherent detection with imperfect channel estimation) is studied as a benchmark. On the other hand, [31] considers a multi-hop relay scenario, derives a channel estimator tailored for cascaded Rayleigh fading channel, and further presents an approximate bit error rate performance analysis for a mismatched-coherent receiver.

In Chapter 3 of this thesis, we investigate the effects of channel estimation on the performance of both RD and TD protocols. Based on C-CE technique, we study mismatched-coherent and partially-coherent receivers at the destination terminal. In mismatched-coherent receiver, the channel coefficients are first estimated through pilot symbols based on a linear minimum-mean-square-error (LMMSE) estimation approach and then fed to a coherent maximum likelihood (ML) decoder as if the channel was perfectly known. In partially-coherent receiver, the estimates of channel phase information are obtained through a phase lock loop (PLL) while no effort is made for the estimation of channel amplitudes. For both receiver types, we analyze the achievable diversity orders for cooperative protocols under consideration and quantify the impact of channel estimation through the derivation of pairwise error probability. Our performance analysis reveals that a second order diversity order is obtained for the considered single-relay scenario indicating that full diversity is extracted. Furthermore, our performance results show that partially-coherent receiver presents a similar performance to mismatched-receiver for sufficiently large loop SNRs although channel amplitude is completely ignored. The main contributions of this chapter have been already presented in [32] and also submitted for publication [33].
1.5.3 Training Power Optimization for AaF Relaying

In the literature, there have been some research efforts on resource optimization for AaF relaying [34]-[36]. In [34], Wang et.al. have aimed to optimize the training and data powers with average received SNR as their objective function. Their transmission scenario is mainly limited to a multi-hop scenario where there is no direct link between the source and destination. On the other hand, in [35], Cui et.al. have considered RD protocol which allows direct link transmission and includes multi-hop scheme as a special case. The focus of [35] is to determine the optimum training pilot symbol sequence and relay precoding structure. Zhang and Gursoy [36] have also considered the RD protocol and formulated a training power allocation problem between relay and source nodes based on the maximization of a lower bound on the capacity. In their work, they assume that channel estimation is carried out both at the relay and destination nodes through D-CE technique. As earlier emphasized, this requires that the relay node should be equipped with a channel estimator. A feed-forward control channel should be deployed as well for the transmission of the quantized source-to-relay channel estimate.

In Chapter 4 of this thesis, we investigate the optimum power allocation scheme for an AaF relaying cooperative system with channel estimation. Similar to [35] and [36], we consider RD protocol, however we assume that the relay node is not equipped with a channel estimator to keep its complexity as low as possible (i.e., C-CE). Based on the maximization of the average received SNR at the destination node, we formulate an optimization problem and taking into account the effect of relay location, we attempt to answer the following questions:

1) How should the overall transmit power be shared between training and data transmission periods?
2) How should training power be allocated to broadcasting and relaying phases?
3) How should data power be allocated to broadcasting and relaying phases?
For the single-relay cooperative system under consideration, we derive the optimum power allocation rules to maximize the average received SNR of the destination node. Our simulation results demonstrate that optimized scheme significantly outperforms the original scheme with equal power allocation. The key results of this chapter have been submitted for publication [37].
Chapter 2

Cascaded versus Disintegrated Channel Estimation for AaF Relaying

Introduction

In this chapter, we investigate the performance of AaF relaying with two different pilot-symbol-assisted channel estimation methods. In the first estimation method, which we call “Cascaded Channel Estimation (C-CE)”, the cascaded channel consisting of source-to-relay and relay-to-destination links is estimated at the destination terminal. In the so-called “Disintegrated Channel Estimation (D-CE)” method, the estimation of cascaded channel is disintegrated into separate estimations of source-to-relay and relay-to-destination links which are carried out at the relay and destination terminals, respectively.

2.1 Transmission Model

We consider a cooperative system with half-duplex nodes each of which is equipped with a single pair of transmit and receive antennas (Fig. 2.1). We assume a channel model which takes into account both long-term path loss and short-term fading. The path loss is proportional to $d^{-a}$ where $d$ is the propagation distance and $a$ is the path loss coefficient. Typical values of $a$ range from 1.6 to 6 [38]. Let $d_{SD}$, $d_{SR}$, and $d_{RD}$ denote the distances of source-to-destination (S→D), source-to-relay (S→R), and relay-to-destination (R→D) links, respectively, and $\theta$ is the angle between lines S→R and R→D.
Normalizing the path loss in $S \rightarrow D$ to be unity, the relative geometrical gain of $S \rightarrow R$ and $R \rightarrow D$ links are defined, respectively, as $G_{SR} = \left( \frac{d_{SD}}{d_{SR}} \right)^a$ and $G_{RD} = \left( \frac{d_{SD}}{d_{RD}} \right)^a$ [24]. They can be related to each other by $G_{SR}^{-\frac{2}{a}} + G_{RD}^{-\frac{2}{a}} - 2G_{SR}^{-\frac{1}{a}}G_{RD}^{-\frac{1}{a}} \cos \theta = 1$ through the cosine theorem. $h_{SR}$, $h_{SD}$, and $h_{RD}$ denote the Rayleigh fading coefficients over $S \rightarrow R$, $S \rightarrow D$, and $R \rightarrow D$ links and are modeled as zero-mean complex Gaussian random variables with variance of $\sigma_{h_{SR}}^2$, $\sigma_{h_{SD}}^2$, and $\sigma_{h_{RD}}^2$ under a quasi-static channel assumption.

We consider RD protocol which is earlier described in Section 1.4. Without loss of generality, we assume single-relay network for the brevity of the presentation in this section. In the first signaling interval, the source communicates with the relay and destination terminals. In the second signaling interval, the relay normalizes its received signal and forwards it to the destination. Let $x$ denote the $M$-PSK (phase shift keying) modulation signal transmitted from the source in the first time slot with power $E$. Considering path-loss effects, the received signals at relay and destination terminals are given by

$$r_R = \sqrt{G_{SR}}Eh_{SR}x + n_R,$$  \hspace{1cm} (2.1)

$$r_{D1} = \sqrt{E}h_{SD}x + n_{D1}.$$  \hspace{1cm} (2.2)

The relay terminal normalizes the received signal by a factor of $\sqrt{\text{E}[ r_R^2 ]}$ and then retransmits the normalized signal within the second time slot. The received signal model at the destination in the second time slot is therefore given by

$$r_{D2} = \sqrt{G_{RD}E}h_{RD} \frac{r_R}{\sqrt{\text{E}[ r_R^2 ]}} + n_{D2}.$$  \hspace{1cm} (2.3)
In (2.1)-(2.3), $n_R$, $n_{D1}$, and $n_{D2}$ are the independent samples of zero-mean complex Gaussian random variables with variance $N_0/2$ per dimension and model the additive noise terms.

We consider Average Power Scaling (APS) and Instantaneous Power Scaling (IPS) constraints of [27] for the normalization of the received signal at the relay. In APS constraint, an average output power is maintained by performing the expectation operation in $\sqrt{\mathbb{E}[|r_R|^2]}$ with respect to both $n_R$ and $h_{SR}$. On the other hand, in IPS power constraint, the expectation is carried only over $n_R$. Therefore, IPS constraint needs the estimate of $h_{SR}$ to be available at the relay before the normalization of the received signal $r_R$.

Considering these different power scaling constraints, the received signal in (2.3) can be rewritten as

$$r_{D2} = \begin{cases} 
\sqrt{\frac{G_{SR}G_{RD}E^2}{G_{SR}E\sigma_{hSR}^2 + N_0}}h_{SR}h_{RD} + \sqrt{\frac{G_{RD}E}{G_{SR}E\sigma_{hSR}^2 + N_0}}h_{RD}n_R + n_{D2}, & \text{for APS} \\
\sqrt{\frac{G_{SR}G_{RD}E^2}{G_{SR}E\hat{h}_{SR}^2 + N_0}}h_{SR}h_{RD} + \sqrt{\frac{G_{RD}E}{G_{SR}E\hat{h}_{SR}^2 + N_0}}h_{RD}n_R + n_{D2}, & \text{for IPS} 
\end{cases} \quad (2.4) \quad (2.5)$$

where $\hat{h}_{SR}$ is the estimate of source-to-relay link.

At the receiver side, the received signals are first normalized and then, along with the channel estimates of underlying links are fed to a maximum likelihood (ML) decoder. In the following section, we elaborate on the channel estimation methods under consideration.

### 2.2 Channel Estimation

We consider two pilot-symbol-assisted approaches for channel estimation in AaF relaying. The first approach is to estimate the cascaded $S \rightarrow R \rightarrow D$ channel at the destination terminal. The second one is to disintegrate the cascaded channel into individual links and separately estimate $S \rightarrow R$ and $R \rightarrow D$ links at the relay and destination terminals, respectively.
2.2.1 Cascaded Channel Estimation (C-CE)

In this channel estimation method, only the destination is equipped with a channel estimator. Therefore, the relay node cannot employ IPS power constraint which requires the knowledge of $h_{SR}$ to compute the scaling term. For channel estimation purposes, prior to data transmission, the source terminal transmits a pilot symbol $p$ with unit power. Let the received signals at destination terminal during training period be denoted as $r_{D1,p}$ and $r_{D2,p}$ which are simply obtained by replacing $x$ in (2.2) and (2.4) with $p$. The destination processes received signals $r_{D1,p}$ and $r_{D2,p}$ and obtains channel estimates $\hat{h}_{SD}$ and $\hat{h}_{SRD}$ for $S\rightarrow D$ and cascaded $S\rightarrow R\rightarrow D$ links through LMMSE (Linear Minimum Mean Squared Error Estimation) [39].

During the data transmission, to normalize the received signal $r_{D2}$ in (2.4), the destination uses the scaling factor $\sqrt{1+G_{RD}E\sigma_{RD}^2/(G_{SR}E\sigma_{hSR}^2+N_0)}$ [23] by replacing $|h_{RD}|^2$ with its variance $\sigma_{hRD}^2$ since it does not have access to individual estimate of $h_{RD}$. This normalization yields

$$\tilde{r}_{D2} = \sqrt{B_{1}E}h_{SR}h_{RD}x + \tilde{n}_{D2},$$

(2.6)

where $\tilde{n}_{D2}$ is approximated as a zero-mean complex additive Gaussian noise with a variance of $N_0$ [31], [40] and $B_{1}$ is given by

$$B_{1} = \frac{G_{SR}G_{RD}E/N_0}{1+\sigma_{hSR}^2G_{SR}E/N_0+\sigma_{hRD}^2G_{RD}E/N_0}.$$  

(2.7)

Defining $\mathbf{r} = [\tilde{r}_{D2} \ r_{D1}]^T$, $\mathbf{n} = [\tilde{n}_{D2} \ \mathbf{n}_{D1}]^T$, $\mathbf{h} = [h_{SR} \ h_{RD} \ h_{SD}]^T$ and $\mathbf{X}_D = \text{diag}(\sqrt{B_{1}E}, \sqrt{E})x$, the received signals over two time slots can be rewritten in a compact matrix form as $\mathbf{r} = \mathbf{X}_D\mathbf{h} + \mathbf{n}$. The received signals along with channel estimate vector $\hat{\mathbf{h}} = [\hat{h}_{SRD} \ \hat{h}_{SD}]$ are fed to a ML mismatched-coherent decoder [41] given by

$$\arg \min_{\mathbf{X}_D} \|\mathbf{r} - \mathbf{X}_D\hat{\mathbf{h}}\|^2.$$  

(2.8)
2.2.2 Disintegrated Channel Estimation (D-CE)

In D-CE, both relay and destination nodes are equipped with an LMMSE channel estimator. Therefore, the relay can obtain an estimate of $S\rightarrow R$ channel, i.e. $h_{SR}$, through pilot symbols. Before sending this estimate to the destination through a feed-forward control channel, the relay quantizes $h_{SR}$ as $h_{SR,b}$ where $b$ indicates the number of quantization bits per dimension (assuming the deployment of a vector quantizer). Moreover, the relay also transmits a “clean” pilot symbol so that $R\rightarrow D$ link can be later estimated as $h_{RD}$ at the destination.

In this channel estimation method, possessing $h_{SR}$ information enables the relay to employ not only APS but also IPS power constraint. Considering APS and IPS power constraints, the destination normalizes $r_{D2}$ in (2.4) and (2.5) either by
\[ \sqrt{1+G_{RD}E\left|h_{RD}\right|^2/(G_{SR}E\sigma_{h_{SR}}^2+N_0)} \] or \[ \sqrt{1+G_{RD}E\left|h_{RD}\right|^2/(G_{SR}E\left|h_{SR,b}\right|^2+N_0)} \], yielding
\[ \bar{r}_{D2} = \begin{cases} \sqrt{B_2Eh_{SR}h_{RD}x + \tilde{n}_{D2}}, & \text{for APS} \\ \sqrt{B_3Eh_{SR}h_{RD}x + \tilde{n}_{D2}}, & \text{for IPS} \end{cases} \] (2.9) (2.10)

where $\tilde{n}_{D2}$ is approximated as a zero-mean complex additive Gaussian noise with a variance of $N_0$ [31], [40]. In (2.9) and (2.10), $B_2$ and $B_3$ are given by
\[ B_2 = \frac{G_{SR}G_{RD}E/N_0}{1+\sigma_{h_{SR}}^2 G_{SR}E/N_0 + \left|h_{RD}\right|^2 G_{RD}E/N_0}, \] \[ B_3 = \frac{G_{SR}G_{RD}E/N_0}{1+\left|h_{SR,b}\right|^2 G_{SR}E/N_0 + \left|h_{RD}\right|^2 G_{RD}E/N_0 + \left|h_{SR}\right|^2 G_{SR}E/N_0}. \] (2.11) (2.12)

Using the quantized $S\rightarrow R$ channel information, the destination terminal constructs the estimate for the cascaded link as $\hat{h}_{SRD} = \hat{h}_{SR,b}\hat{h}_{RD}$. The received signals over two time slots can be rewritten as $r = X_p h + n$. The received signals are then fed to the decoder given by (2.8) where the channel estimate vector is defined as $\hat{h} = [\hat{h}_{SR,b} \hat{h}_{RD} \hat{h}_{SD}]$. 
2.3 Simulation Results

In this section, we present Monte Carlo simulations to demonstrate the error rate performance of AaF relaying with C-CE and D-CE methods under consideration. In our simulations, we consider \( a=2, \ \theta = \pi, \) and 4-PSK modulation, and take the channel variances as \( \sigma_{h_{SR}}^2 = \sigma_{h_{RD}}^2 = \sigma_{h_{SD}}^2 = 1. \) For quantization and transmission of \( h_{SR} \) which is required for D-CE method, we employ a vector quantizer with Generalized Lloyd Algorithm [42] and assume an error-free and delay-free feedforward control channel.

In Figs. 2.2-2.5, we present the bit error rate (BER) performance of a single-relay AaF scheme for different relay locations. Specifically, we consider two scenarios where the relay is located close to the source \( \left( G_{SR}/G_{RD} = 30 \text{ dB} \right) \) and close to the destination \( \left( G_{SR}/G_{RD} = -30 \text{ dB} \right) \). In these figures, we illustrate the performance of AaF relaying with C-CE and D-CE methods along with APS and IPS power constraints assuming the availability of various number of quantization bits. The performances of genie-aided receivers for C-CE (i.e., perfect \( h_{SD} \) and \( h_{SR}h_{RD} \) knowledge available at the destination) and D-CE (i.e., perfect \( h_{SD} \), \( h_{SR} \), and \( h_{RD} \) knowledge available at the destination) under APS and IPS constraints are also included as benchmarks. From the figures, we can make the following observations:

a. C-CE is superior to D-CE (either with APS or IPS) which experiences an error floor when the number of quantization bits \( b \) is less than 2 bits/dimension (see Figs 2.2-2.5). As \( b \) increases, quantization error experienced at the destination decreases and the performance of D-CE significantly improves eventually outperforming C-CE. At a target bit error rate of \( 10^{-3} \), assuming \( b =5 \text{ bits/dimension} \), D-CE with APS outperforms C-CE by 0.8 dB and 2.5dB, respectively, for \( G_{SR}/G_{RD} = 30 \text{ dB} \) and \( G_{SR}/G_{RD} = -30 \text{ dB} \), while the performance difference between D-CE with IPS and C-CE is 2.5dB for both relay locations.
b. For D-CE, \( b = 5 \) bits/dimension is sufficient to provide a nearly identical performance with perfectly quantized \( \hat{h}_{SR} \) (which requires an infinite number of quantization bits).

c. For relay locations close to the source, D-CE with IPS outperforms D-CE with APS (see Figs 2.2 and 2.3). Specifically, at BER=10\(^{-3}\), their performance difference is approximately 2dB for \( b = 5 \) bits/dimension. However, as \( b \) decreases, the performance of APS approaches to that of IPS and eventually, they show nearly identical performance.

d. When the relay is located close to the destination, the performance of D-CE with APS coincides with that of D-CE with IPS when the number of quantization bits is large (see Figs 2.4 and 2.5). As \( b \) decreases, APS becomes superior to IPS. At a target bit error rate of 2.10\(^{-2}\), APS with \( b = 1 \) bits/dimension outperforms IPS by approximately 3.8dB. Our observations indicate that under the considered channel estimation method, IPS is advantageous only when the relay is close to source and large quantization bits are employed. When the relay is far away from the source and feedback is limited to a few bits, IPS has no gain over APS.

e. For perfectly quantized \( \hat{h}_{SR} \), we can observe that DCE with APS achieves its best performance for \( G_{SR}/G_{RD} = -30 \) dB (see Figs 2.2 and 2.4).

f. For perfect quantization case, the performances of D-CE with APS and that of with IPS are observed to be the same when the relay is located close to the destination (See Figs 2.4 and 2.5). This can be explained by the fact that (2.11) and (2.12) simply reduce to \( B_2 = B_3 = 1/|\hat{h}_{RD}|^2 \) for this relay location (i.e., \( G_{RD} >> 1, \ G_{SR} = 1 \)). Moreover, by comparing Figs 2.3 and 2.5, it can be also observed that the performance of D-CE with IPS is identical for both \( G_{SR}/G_{RD} = -30 \) dB and \( G_{SR}/G_{RD} = 30 \) dB. Same conclusions can be driven by considering the corresponding genie receivers.
Fig. 2.2: BER of C-CE and D-CE with APS in a single-relay AaF network for $G_{SR}/G_{RD} = 30$ dB.

Fig. 2.3: BER of C-CE and D-CE with IPS in a single-relay AaF network for $G_{SR}/G_{RD} = 30$ dB.
Fig. 2.4: BER of C-CE and D-CE with APS in a single-relay AaF network for $G_{SR}/G_{RD} = -30$ dB.

Fig. 2.5: BER of C-CE and D-CE with IPS in a single-relay AaF network for $G_{SR}/G_{RD} = -30$ dB.
In Figs. 2.6 and 2.7, we demonstrate the BER performance of AaF relaying with multiple relays. Specifically, we consider two and four relays which apply Alamouti space-time block coding (STBC) [12] and rotated quasi-orthogonal STBC [43] across their received signals before forwarding to the destination. From these figures, it is observed that for lower values of quantization bits (c.f., plots for \( b=1,2,3 \)), severe error floors are experienced by D-CE due to quantization error accumulation at the destination, which is proportional to the number of relay nodes. However, as \( b \) increases, error floors are observed only in very high SNRs and performance of D-CE improves. For 2-relay case, D-CE with \( b=4 \) is able to outperform the C-CE. For 4-relay case, it requires \( b=5 \) quantization bits/dimension for D-CE to outperform its competitor.

Fig. 2.6: BER of C-CE and D-CE in an AaF network with two relays. Alamouti STBC is applied \((G_{SR}/G_{RD} = 30 \text{ dB})\).
Fig. 2.7: BER of C-CE and D-CE in an AaF network with four relays. Rotated quasi-orthogonal STBC is applied ($G_{SR}/G_{RD} = 30$ dB).
Chapter 3

Performance Analysis of AaF Relaying with Imperfect Channel Estimation

Introduction

Our results in Chapter 2 demonstrate that C-CE is more advantageous when the quantization rate in D-CE is limited to a few bits. As the quantization rate increases, D-CE is able to outperform its competitor. However, it should be kept in mind that D-CE’s better performance comes at the cost of equipping the relay with channel estimator and vector quantizer. Therefore, C-CE becomes particularly attractive for low-complexity AaF relaying and it will be our choice of channel estimation technique in this chapter.

The aim of the current chapter is to analyze the performance of AaF relaying and determine the available diversity in the presence of imperfect channel estimation. We consider both RD and TD protocols and assume two receiver architectures: In the mismatched-coherent receiver, which has been also used in Chapter 2, the complex fading channel coefficients (i.e., both phase and amplitude) are estimated based on LMMSE approach and fed to a coherent ML decoder as if the channels were perfectly known. In the partially-coherent receiver, channel amplitude is ignored and channel phase is estimated by a phase locked loop. For both receiver types, we derive pairwise error probability (PEP) expressions to determine the achievable diversity orders for cooperative protocols under consideration and to quantify the impact of channel estimation. Monte Carlo simulations are further conducted to provide a comprehensive performance comparison among the receiver structures under consideration.
3.1 Transmission Model

Our transmission model is based on a single-relay scenario where each of the half-duplex nodes is equipped with a single pair of transmit and receive antennas (Fig.2.1). We consider RD and TD cooperation protocols which are described in Section 1.4. As earlier emphasized, signal conveyed to the relay and destination terminals over the two time slots is same for RD protocol whereas TD protocol can convey different signals to the relay and destination terminals. Therefore, TD protocol can successfully deploy various conventional space-time codes in a distributed fashion.

3.1.1 TD Protocol

Although any conventional space-time code can, in principle, be used in conjunction with TD protocol, we consider the Golden code of [44], which has been recently shown to achieve optimum diversity-multiplexing tradeoff in the single relay AaF case [45]. Let \( x = [x_1 \ x_2 \ x_3 \ x_4]^T \) denote M-PSK modulation signals with normalized power, i.e., \( E[|x_i|^2] = 1 \). Before transmission, the modulation signals are fed into an encoder given by

\[
P = \begin{bmatrix}
\alpha & \alpha \Theta & 0 & 0 \\
0 & 0 & i\bar{\alpha} & i\bar{\alpha} \Theta \\
0 & 0 & \alpha & \alpha \Theta \\
\bar{\alpha} & \bar{\alpha} \Theta & 0 & 0
\end{bmatrix}
\]  

(3.1)

where \( \Theta = \left(1 + \sqrt{5}\right)/2 \), \( \overline{\Theta} = \left(1 - \sqrt{5}\right)/2 \), \( \alpha = (1 + i - \Theta) \sqrt{5} \), \( \alpha = (1 + i - \overline{\Theta}) \sqrt{5} \). The output of the encoder is given by \( c = P x = [c_1 \ c_2 \ c_3 \ c_4]^T \) where \( c_1 = \alpha (x_1 + \Theta x_2) \), \( c_2 = i\bar{\alpha} (x_3 + \overline{\Theta} x_4) \), \( c_3 = \alpha (x_3 + \Theta x_4) \) and \( c_4 = \overline{\alpha} (x_1 + \overline{\Theta} x_2) \). In the first signaling interval, the codeword \( c_1 \) is transmitted from the source with power \( E \). Considering path-loss effects, the received signals at the relay and destination are given as

\[
r_{R1} = \sqrt{G_{SR} E h_{SR} c_1} + n_{R1} , \tag{3.2}
\]
\[
r_{D1} = \sqrt{E h_{SD} c_1} + n_{D1} . \tag{3.3}
\]
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The relay terminal normalizes the received signal by a factor of $\sqrt{E[|r_{R1}|^2]}$ to have average unit power and then re-transmits the normalized signal within the second time slot. The source terminal simultaneously transmits the codeword $c_2$. Therefore, the destination receives a superposition of the signals transmitted by the relay and source transmission as

$$r_{D2} = \sqrt{G_{RD} \frac{E}{2} h_{RD}} \frac{r_{R1}}{\sqrt{E[|r_{R1}|^2]}} + \sqrt{\frac{E}{2} h_{SD} c_2} + n$$

(3.4)

where scaling by $1/\sqrt{2}$ is included to ensure the total power consumption limited by $E$ in a particular time slot. In (3.2)-(3.4), $h_{SR}$, $h_{SD}$ and $h_{RD}$ are modeled as zero-mean complex Gaussian random variables with variance of 0.5 per dimension. $n_R$, $n_D$, and $n$ are the independent samples of zero-mean complex Gaussian noise with variance $N_0/2$ per dimension.

Considering APS power constraint, we insert $\sqrt{E[|r_{R1}|^2]} = \sqrt{G_{SR}E\kappa + N_0}$ with $\kappa = |\alpha|^2 \left(1 + \Theta^2\right)$ in (3.4) and obtain

$$r_{D2} = \sqrt{0.5G_{SR}G_{RD}E^2} h_{SR} h_{RD} c_1 + \sqrt{0.5E} h_{SD} c_2 + \tilde{n}_1$$

(3.5)

where $\tilde{n}_1 = \sqrt{0.5G_{RD}E/(G_{SR}E\kappa + N_0)} h_{RD} n_{R1} + n$. Due to the term involving $h_{RD} n_{R1}$, $\tilde{n}_1$ is of non-Gaussian nature which makes the analysis intractable. However, as in [31], [40], [52], we can treat it as Gaussian noise with the same average power. Therefore, $\tilde{n}_1$ is assumed to be complex Gaussian with statistics $\tilde{n}_1 \sim CN\left(0, N_0 \left[1 + 0.5G_{RD}E\sigma_{h_{RD}}^2 / (G_{SR}E\kappa + N_0)\right]\right)$. The destination terminal normalizes $r_{D2}$ by a factor of $\sqrt{1 + (0.5G_{RD}E)\sigma_{h_{RD}}^2 / (G_{SR}E\kappa + N_0)}$ yielding

$$r_{D2} = \sqrt{A_1} E h_{SR} h_{RD} c_1 + \sqrt{A_2} E h_{SD} c_2 + n_{D2}$$

(3.6)

where $n_{D2}$ is assumed to be zero mean complex Gaussian random variable with a variance of $N_0$. In (3.6), $A_1$ and $A_2$ are defined as

$$A_1 = \frac{0.5G_{SR}G_{RD} E/N_0}{1 + G_{SR}\kappa E/N_0 + 0.5G_{RD}\sigma_{h_{RD}}^2 E/N_0},$$

(3.7)
The codewords $c_3$ and $c_4$ are transmitted from the source in the third and fourth time slots, respectively. The corresponding received signal models are obtained, similar to (3.3) and (3.6), as

$$r_{d3} = \sqrt{E} h_{SD} c_3 + n_{D3},$$

$$r_{d4} = \sqrt{A_1} E h_{SR} h_{RD} c_3 + \sqrt{A_2} E h_{SD} c_4 + n_{D4}. \quad (3.10)$$

Defining $r = [r_{d1} \quad r_{d2} \quad r_{d3} \quad r_{d4}]^T$, $n = [n_{D1} \quad n_{D2} \quad n_{D3} \quad n_{D4}]^T$ and $h = [h_{SR} h_{RD} \quad h_{SD}]^T = [h_{SR} \quad h_{SD}]^T$, the received signals over four time slots can be rewritten in a compact matrix form as $r = X_D h + n$ where $X_D$ is given by

$$X_D = \begin{bmatrix} 0 & \sqrt{A_1 E} c_1 & 0 & \sqrt{A_1 E} c_3 \\ 0 & \sqrt{A_2 E} c_2 & \sqrt{E} c_3 & \sqrt{A_2 E} c_4 \end{bmatrix}^T. \quad (3.11)$$

### 3.1.2 RD Protocol

As earlier described in Chapter 2, RD protocol realizes receive diversity in a distributed fashion. Let $x$ be the M-PSK signal transmitted by the source. The received signals at the destination are given by

$$r_{d1} = \sqrt{E} h_{SD} x + n_{D1} \quad (3.12)$$

$$r_{d2} = \sqrt{B_1 E} h_{SR} h_{RD} x + n_{D2} \quad (3.13)$$

where $B_1$ is defined as

$$B_1 = \frac{G_{SR} G_{RD} E/N_0}{1 + G_{SR} E/N_0 + \sigma_{RD}^2 G_{RD} E/N_0}. \quad (3.14)$$

Defining $r = [r_{d1} \quad r_{d2}]^T$ and $n = [n_{D1} \quad n_{D2}]^T$, the received signals can be written in a matrix form as $r = X_D h + n$ where $X_D$ is given by

$$X_D = \begin{bmatrix} 0 & \sqrt{E} \\ \sqrt{B_1 E} & 0 \end{bmatrix} x. \quad (3.15)$$
3.2 Mismatched-Coherent and Partially-Coherent Receivers

In this section, we consider two different pilot-symbol-assisted receiver architectures: In the first receiver, the complex fading channel coefficients (i.e., both phase and amplitude) are estimated based on a LMMSE approach and fed to a ML mismatched-coherent receiver [41]. In the second receiver, channel amplitude is ignored. Only phase information of the channels is estimated by a PLL and these estimates are used in a partially-coherent receiver [46].

Let $X_{IT}, \ l = 1,2,...,N,$ and $X_{JD}, \ j = 1,2,...,M$ denote the pilot and data matrices transmitted by the source terminal at transmission blocks $l$ and $j$. Here, $N$ and $M$ denote the number of training and data transmission blocks, respectively. The length of data transmission block is equal to the codeword length which is 2 and 4 for RD and TD protocols, c.f., (3.11) and (3.15). The received signal is therefore given by

$$X_{Tot} = [X_{IT} \cdots X_{NT}] X_{TD}^{-1}$$

(3.16)

3.2.1 Mismatched-coherent detection with LMMSE estimator

The LMMSE estimate of the channel matrix can be obtained as $\hat{h} = Br_T$ where $r_T = X_T h + n_T$ is the received signal during the training period and $B$ is a matrix obtained through the minimization of $E\|Br_T - h\|^2$. This minimization yields [39]

$$B = E(hr_T^H) E(r_T r_T^H)^{-1}.$$  

(3.17)

Using $E(hh^H) = I_2$, the channel estimate $\hat{h} = h - e$ is obtained as

$$\hat{h} = [\hat{h}_{SRD} \hat{h}_{SD}] = X_T (X_T X_T^H + N_0 I_2)^{-1} r_T.$$  

(3.18)

The covariance matrix of estimation errors $e = [e_{SRD} \ e_{SD}]^T$ is given by

$$C_e = E(hh^H) - BE(r_T r_T^H) B^H = N_0 (X_T X_T^H + N_0 I_2)^{-1}.$$  

(3.19)

The channel estimate $\hat{h}$ is then used to minimize the following coherent ML metric

$$\arg\min_{X_T} \|r - X_T \hat{h}\|^2$$

(3.20)

as if the channel was perfectly known.
3.2.2 Partially-coherent detection with PLL estimator

Let $h_{SRD} = |h_{SRD}|e^{j\phi_{SRD}}$ and $h_{SD} = |h_{SD}|e^{j\phi_{SD}}$ be the polar coordinates representations of the complex fading coefficients. $\phi_{SRD}$ and $\phi_{SD}$ are the phases introduced by $S\rightarrow R\rightarrow D$ and $S\rightarrow D$ channels. We assume a first-order PLL at the destination terminal. Upon receiving the signal $r_t$ during the training phase, PLL first compares the phases of the input signal and the locally generated oscillator output, then generates a control signal that is a function of the phase difference which is minimized to produce phase estimates $\hat{\phi}_{SD}$ and $\hat{\phi}_{SRD}$. The estimation errors are denoted as $\varepsilon_{SRD} = \phi_{SRD} - \hat{\phi}_{SRD}$ and $\varepsilon_{SD} = \phi_{SD} - \hat{\phi}_{SD}$ for $S\rightarrow R\rightarrow D$ and $S\rightarrow D$ links, respectively. Their distribution can be well approximated by Tikhonov probability density function \[ p(\varepsilon) = \frac{\exp\left(\rho_L \cos \varepsilon\right)}{2\pi I_0(\rho_L)} \quad -\pi \leq \varepsilon \leq \pi \] (3.21)

where we drop the index $S\rightarrow R\rightarrow D$ and $S\rightarrow D$ for notational convenience. Here, $I_0(.)$ is the zeroth order modified Bessel function of the first kind \[ \rho_L = \frac{\xi}{B_LT} \] (3.22)

where $T$ denotes the symbol duration, $B_L$ is the loop bandwidth, and $\xi$ is the instantaneous received signal-to-noise-ratio \[ \sigma_e^2 = 1/\rho_L \]. If PLL is assumed to be in lock position, $\varepsilon$ is sufficiently small; therefore, phase errors can be approximated as zero mean Gaussian random variables with variance $\sigma_e^2 = 1/\rho_L$. These phase estimates are used in partially-coherent detection to minimize the metric

\[ \arg \min_{\hat{\phi}} \|r - X_D\hat{\phi}\|^2 \] (3.23)

where $\hat{\phi} = [e^{j\phi_{SRD}} \ e^{j\phi_{SD}}]^\top$ and channel amplitudes are taken equal to one \[ [46]. \]
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#### 3.3 Diversity Gain Analysis

In this section, we investigate the achievable diversity order for the cooperative schemes under consideration through the derivation of PEP. PEP is the building block for the derivation of union bounds to the error probability. It is widely used in the literature to predict the attainable diversity order where the closed-form error probability expressions are unavailable. Let $P(X_D \rightarrow \hat{X}_D)$ denote PEP where the transmitted codeword vector and the erroneously-decoded codeword matrices are given by $X_D$ and $\hat{X}_D$, respectively. Following the derivation steps in Appendix A, PEP for TD protocol with Golden code and mismatched-coherent receiver can be found as

$$
P(X_D \rightarrow \hat{X}_D) < \frac{4SNR_{eff}^{-2}/(\lambda_{\min}^2 \kappa_1 \kappa_2)}{(1-\sigma_{\varepsilon_{SD}}^2)(1-\sigma_{\varepsilon_{SR}}^2)(1-\sigma_{\varepsilon_{RD}}^2)} \exp \left( \frac{2SNR_{eff}^{-1}/(\lambda_{\min} \kappa_2)}{(1-\sigma_{\varepsilon_{SD}}^2)(1-\sigma_{\varepsilon_{SR}}^2)} \right) \\
\times \Gamma \left( 0, \frac{2SNR_{eff}^{-1}/(\lambda_{\min} \kappa_2)}{(1-\sigma_{\varepsilon_{SD}}^2)(1-\sigma_{\varepsilon_{SR}}^2)} \right) 
$$

(3.24)

where $SNR_{eff} = E / (2 \Lambda)$. Here, $\Lambda$ is trace of the covariance matrix for effective noise which contains both additive Gaussian channel noise and channel estimation error and is given by (A.5) of Appendix A. In the above, $\kappa_1, \kappa_2$ are defined by $\kappa_1 = \kappa + A_2 \kappa'$ and $\kappa_2 = A_1 \kappa$ where $\kappa = |\alpha|^2 (1 + \Theta^2)$ and $\kappa' = |\alpha'|^2 (1 + \Theta')$. $\lambda_{\min}$ denotes the minimum value of $\lambda_1 + \lambda_3$ and $\lambda_2 + \lambda_4$ where $\lambda_1, \lambda_2, \lambda_3$ and $\lambda_4$ are the eigenvalues of $(x - \hat{x})(x - \hat{x})^H$. $\sigma_{\varepsilon_{SD}}^2, \sigma_{\varepsilon_{SR}}^2$ and $\sigma_{\varepsilon_{RD}}^2$ denote variances of $S \rightarrow D, S \rightarrow R$ and $R \rightarrow D$ channel estimation errors and are, respectively, given by

$$
\sigma_{\varepsilon_{SD}}^2 = (E/N_0)^{-1}/\left[ N(2\kappa + \kappa') + (E/N_0)^{-1} \right],
$$

(3.25)

$$
\sigma_{\varepsilon_{SR}}^2 = (E/N_0)^{-1}/\left[ 2NG_{SR} \kappa + (E/N_0)^{-1} \right],
$$

(3.26)

$$
\sigma_{\varepsilon_{RD}}^2 = (E/N_0)^{-1}/\left[ NG_{RD} \kappa + (E/N_0)^{-1} \right].
$$

(3.27)

For large $SNR_{eff}$ values, exponential term in (3.24) goes to zero and we can use the approximation $\lim_{t \to 0} \Gamma(0,t) = -\log(t)$ for the gamma term [50]. Then, $P(X_D \rightarrow \hat{X}_D)$ reduces to
Chapter 3

\[ P\left( X_D \rightarrow \hat{X}_D \right) \leq \frac{4SNR_{\text{eff}}^{-2}}{\lambda_{\min}^2 \kappa_1 \kappa_2 \left( 1-\sigma_{eSD}^2 \right) \left( 1-\sigma_{eSR}^2 \right) \left( 1-\sigma_{eRD}^2 \right)} \log \left( \frac{SNR_{\text{eff}} \lambda_{\min}^2 \kappa_2 \left( 1-\sigma_{eSR}^2 \right) \left( 1-\sigma_{eRD}^2 \right)}{2} \right) \] \quad (3.28)

Under high SNR_{\text{eff}} assumption, \log(SNR_{\text{eff}}) term can be ignored with respect to the dominating term \( SNR_{\text{eff}}^{-2} \). Thus, asymptotically, second order diversity is achieved, extracting the full diversity for the considered scenario with single relay. We observe that the presence of channel estimation errors does not affect the diversity order. The PEP expression for the perfect CSI case can be simply obtained when the estimation error variances become zero. Let \( P_{\text{genie}}(X_D \rightarrow \hat{X}_D) \) denote the PEP for perfect CSI, then the performance degradation due to channel estimation is given by

\[ \Xi = \frac{P\left( X_D \rightarrow \hat{X}_D \right)}{P_{\text{genie}}(X_D \rightarrow \hat{X}_D)} = \frac{\left( \Lambda/N_0 \right)^2}{\left( 1-\sigma_{eSD}^2 \right) \left( 1-\sigma_{eSR}^2 \right) \left( 1-\sigma_{eRD}^2 \right)} \log \left( \frac{E\lambda_{\min}^2 \kappa_2 \left( 1-\sigma_{eSR}^2 \right) \left( 1-\sigma_{eRD}^2 \right)}{4 \Lambda} \frac{1}{N_0} \right). \quad (3.29) \]

By increasing the number of pilot symbols or pilot symbol power, estimation error variances approach zero (i.e., \( \sigma_{eSRD}^2, \sigma_{eSD}^2 \rightarrow 0 \) ) leading to \( \log \Xi = \log 1 = 0 \).

PEP for RD protocol with mismatched coherent receiver is given by (see Appendix B for details of the derivation)

\[ P\left( X_D \rightarrow \hat{X}_D \right) \leq \frac{4SNR_{\text{eff}}^{-2}/\left( \lambda^2 B_1 \right)}{\left( 1-\sigma_{eSD}^2 \right) \left( 1-\sigma_{eSR}^2 \right) \left( 1-\sigma_{eRD}^2 \right)} \exp \left( \frac{2SNR_{\text{eff}}^{-1}/\left( \lambda B_1 \right)}{\left( 1-\sigma_{eSR}^2 \right) \left( 1-\sigma_{eRD}^2 \right)} \right) \Gamma \left( 0, \frac{2SNR_{\text{eff}}^{-1}/\left( \lambda B_1 \right)}{\left( 1-\sigma_{eSR}^2 \right) \left( 1-\sigma_{eRD}^2 \right)} \right) \] \quad (3.30)

where \( \lambda = \|x-\hat{x}\|^2 \) and \( SNR_{\text{eff}} = E/(2\Lambda) \). \( \Lambda \) contains both channel estimation error and additive noise variances and is given by (A.18) of Appendix B. In (3.30), \( \sigma_{eSD}^2, \sigma_{eSR}^2 \) and \( \sigma_{eRD}^2 \) denote variances of S→D, S→R and R→D channel estimation errors for this receiver type and are, respectively, given by

\[ \sigma_{eSD}^2 = \left( E/N_0 \right)^{-1}/\left( N + \left( E/N_0 \right)^{-1} \right), \quad (3.31) \]

\[ \sigma_{eSR}^2 = \left( E/N_0 \right)^{-1}/\left( NG_{SNR} + \left( E/N_0 \right)^{-1} \right), \quad (3.32) \]
\[ \sigma_{RD}^2 = \left( \frac{E}{N_0} \right)^{-1} / \left( NG_{RD} + \left( \frac{E}{N_0} \right)^{-1} \right). \tag{3.33} \]

For large SNR\(_{\text{eff}}\) values, (3.30) reduces to
\[
P(X_D \rightarrow \hat{X}_D) \leq \frac{4SNR_{\text{eff}}^2 / \left( \lambda^2 B_1 \right)}{\left( 1 - \sigma^2_{eSD} \right) \left( 1 - \sigma^2_{eSR} \right) \left( 1 - \sigma^2_{eRD} \right)} \log \left( \frac{SNR_{\text{eff}} \lambda B_1 \left( 1 - \sigma^2_{eSR} \right) \left( 1 - \sigma^2_{eRD} \right)}{2} \right). \tag{3.34} \]

Similar to TD protocol, a second order diversity is obtained. Performance degradation due to channel estimation is given by
\[
\Xi = \frac{(\Lambda/N_0)^2}{\left( 1 - \sigma^2_{eSD} \right) \left( 1 - \sigma^2_{eSR} \right) \left( 1 - \sigma^2_{eRD} \right)} \log \left( \frac{EAB_1}{4} \left[ \left( 1 - \sigma^2_{eSR} \right) \left( 1 - \sigma^2_{eRD} \right) \right] - \frac{1}{N_0} \right) \tag{3.35} \]
As \(\sigma_{eSRD}^2, \sigma_{eSD}^2 \rightarrow 0\), (3.34) reduces to perfect CSI case reported in [51] and \(\log \Xi\) becomes 0.

Finally, for RD protocol with partially-coherent receiver, we obtain the PEP as (see Appendix C for details of the derivation)
\[
P(X_D \rightarrow \hat{X}_D) \leq \frac{SNR_{\text{eff}}^2}{B_1^2 \Delta_1^2} \left\{ \frac{(\lambda_2 B_1 T / (2\Delta_1 + 2B_1 \Delta_1))^2}{\Delta_1^2 + SNR_{\text{eff}}^{-1}} \exp \left( \frac{\Delta_2 B_1 T}{2} + \frac{SNR_{\text{eff}}^{-1}}{B_1^2 \Delta_1^2} \right) \right\} \times K_1 \left( \frac{\Delta_2 B_1 T}{2 + 2B_1} + \frac{(\lambda_2 B_1 T / (2 + 2B_1))^2}{\Delta_1^2} \frac{SNR_{\text{eff}}^{-1}}{B_1^2 \Delta_1^2} \right) \tag{3.36} \]
where \(\Delta_1 = (1 - \cos(\theta_\Delta)), \quad \Delta_2 = (1 - \cos(\theta_\Delta) - 2 \sin(\theta_\Delta)), \quad \cos(\theta_\Delta) = \text{Re} \{\chi \chi^*\}\) and \(SNR_{\text{eff}} = E / [2N_0(1 - \cos(\theta_\Delta))(1 + B_1)]\). For large values of \(SNR_{\text{eff}}\), we use the approximation \(K(z) \approx 0.5 \Gamma(z)(2/\pi)^z\), \(z < 1\) [50] reducing (3.36) to
\[
P(X_D \rightarrow \hat{X}_D) \leq \frac{SNR_{\text{eff}}^2}{B_1^2 \Delta_1^4} \exp \left( \frac{\Delta_2 B_1 T}{2} \right) \log \left( SNR_{\text{eff}} B_1^2 \Delta_1^2 \right) \tag{3.37} \]
indicating a second order diversity. Performance degradation with respect to partially-coherent receiver having perfect channel phase knowledge is given by
\[\Xi = \exp \left( \frac{\Delta_2 B_1 T}{2} \right). \tag{3.38}\]
As the loop signal-to-noise ratio (which is inversely proportional to $B_L T$) increases, estimation of the channel phases in PLL become error free and therefore the term in (3.38) approaches one.

### 3.4 Effect of Relay Location on the Quality of Channel Estimates

In this section, we investigate the effect of relay location on the quality of channel estimates. Let $\Sigma_{SRD}$ denote mean square error (MSE) of $S \rightarrow R \rightarrow D$ channel estimate. To minimize MSE with respect to relay location, we need to solve the following constrained optimization problem

$$\begin{align*}
\text{minimize} & \quad \Sigma_{SRD} \\
\text{s.t.} & \quad G_{SR}^{-2a} + G_{RD}^{-2a} - 2G_{SR}^{-t/a}G_{RD}^{-t/a} \cos \theta = 1
\end{align*}$$

where the constraint equation is obtained through law of cosines between relative gains $G_{SR}$ and $G_{RD}$, considering the relay geometry (c.f., Fig.2.1). For Golden-coded pilot symbols $p_{ii}$ and $p_{3j}$, replacing $X_T = [\sqrt{A_i E} p_{i1} \quad \sqrt{A_i E} p_{i3} \ldots \sqrt{A_i E} p_{iN}]^T$ in $N_0 (X_T^H X_T + N_0 I_2)^{-1}$ we obtain $\Sigma_{SRD}$ of TD protocol as

$$\Sigma_{SRD} = \frac{(E/N_0)^{-1}}{2A_1 N \kappa + (E/N_0)^{-1}}$$

where $A_1$ is a function of $G_{SR}$ and $G_{RD}$, c.f., (3.7). Assume a scenario with path loss coefficient $a = 2$ and $\theta = \pi$. Then we have $G_{RD} = (1 + 1/\sqrt{\eta})^2$, $G_{SR} = \eta (1 + 1/\sqrt{\eta})^2$ with $\eta = G_{SR}/G_{RD}$. Taking the derivative of (3.40) with respect to $\eta$ and equating to zero, we have

$$\frac{\partial \Sigma_{SRD}}{\partial \eta} = \left(\frac{EN \kappa}{N_0}\right)^2 v^3 \left(-2/\sqrt{\eta} + v/\eta + v \chi_1/m_1\right)/\left((\eta m_1)^2 + 1\right)^2 = 0$$

where $v = \sqrt{\eta} + 1$, $m_1 = 1 + v E(\kappa + 1/2\eta)/N_0$ and $\chi_1 = v E(\kappa + 1/2\eta - v/2\eta \sqrt{\eta})/(\sqrt{\eta} N_0)$. The numeric solutions of (3.41) for various $E/N_0$ are provided in Table 3-1.
Table 3-1: Relay locations that minimize MSE (TD protocol with $N=1$)

<table>
<thead>
<tr>
<th>$\eta = G_{SR}/G_{RD}$ [dB]</th>
<th>$\theta = \pi$ (dB)</th>
<th>$\theta = 3\pi/4$ (dB)</th>
<th>$\theta = 2\pi/3$ (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E/N_0 = 10$dB</td>
<td>-6.21</td>
<td>-7.55</td>
<td>-9.32</td>
</tr>
<tr>
<td>$E/N_0 = 25$dB</td>
<td>-6.021</td>
<td>-7.2</td>
<td>-8.74</td>
</tr>
<tr>
<td>$E/N_0 = 35$dB</td>
<td>-6.021</td>
<td>-7.19</td>
<td>-8.73</td>
</tr>
<tr>
<td>$E/N_0 = 100$dB</td>
<td>-6.020</td>
<td>-7.19</td>
<td>-8.73</td>
</tr>
</tbody>
</table>

It can be readily checked that $\Sigma_{SRD}$ is a convex function of relay location $\eta$. Therefore, the results in Table 3-1 are in fact, global minimums of the optimization problem. We observe from the table that relay location which minimizes MSE remains nearly constant for a wide range of SNR values. Negative values of $\eta = G_{SR}/G_{RD}$ (in dB) indicate that quality of channel estimation improves when relay is closer to the destination. Similar observations can be made for other values of $\theta$ presented in Table 3-1. As $\theta$ decreases, optimum relay location comes even closer to destination.

For RD protocol, replacing $X_T = [\sqrt{B_1}E_{p_1} \ldots \sqrt{B_1}E_{p_N}]^T$ in $N_0(XX^H + N_0I_N)^{-1}$, $\Sigma_{SRD}$ can be obtained as

$$\Sigma_{SRD} = \frac{(E/N_0)^{-1}}{B_1N + (E/N_0)^{-1}}$$  \hspace{1cm} (3.42)

where $B_1$ is a function of $G_{SR}$ and $G_{RD}$, c.f. (3.14). Taking the derivative of (3.42) with respect to $\eta = G_{SR}/G_{RD}$, we have

$$\frac{\partial \Sigma_{SRD}}{\partial \eta} = \frac{(EN/K_0)^2v^2\left(-2/\sqrt{\eta} + \sqrt{\eta} + \sqrt{\eta} \chi_2/m_2\right)/(\eta m_2^2)}{\left((EN/v^2/K_0)^2/(\eta m_2^2) + 1\right)^2} = 0$$  \hspace{1cm} (3.43)

where $m_2 = 1 + v^2E(1 + 1/\eta)/K_0$ and $\chi_2 = \sqrt{E(1 + 1/\eta - v/\sqrt{\eta} \sqrt{\eta} \sqrt{\eta} N_0)}$. Solving (3.43), we obtain $\eta = 0$ dB independent of $E/N_0$ and $\theta$. Hence, minimum MSE is obtained when relay is at the mid-point between source and destination.
3.5 Simulation Results

In this section, we present the results of a Monte-Carlo simulation study to demonstrate the performance of RD and TD protocols with mismatched-coherent and partially-coherent receivers. In our simulations, we consider TD protocol with Golden code assuming 4-PSK modulation. This achieves a throughput of 2 bits/sec/Hz. To make a fair comparison, we consider RD relaying and non-cooperative direct transmission with 16-PSK and 4-PSK, respectively.

In Fig. 3.1, we present the BER performance of Golden-coded TD protocol with a mismatched-coherent receiver for a scenario in which the relay is located in the midway of source-to-destination link, i.e., $G_{SR}/G_{RD} = 0$ dB. We assume $a = 2$ and $\theta = \pi$. The performance of genie-aided receiver (i.e., perfect CSI), non-cooperative direct transmission (i.e., no relaying), and TD protocol with Alamouti code are further included as benchmarks. It is observed that Golden-coded TD protocol with both perfect and imperfect channel estimation yields a diversity order of two confirming our PEP analysis. The mismatched-coherent detection results in a performance loss of approximately 1.5 dB at $\text{BER}=5 \times 10^{-3}$ with respect to the genie bound. Although Alamouti-coded TD protocol extracts a diversity order of two as well, it is significantly outperformed by its Golden-coded counterpart. Specifically, at $\text{BER}=5 \times 10^{-3}$, we observe a performance difference of 4 dB between two codes. Our results further demonstrate that Golden code has a slightly better robustness than Alamouti in the presence of imperfect channel estimation.
In Fig. 3.2, we demonstrate MSE and BER performance of TD protocol as a function of relay location at SNR values of 10dB and 28dB. From Fig.3.2.a and 3.2.b, we observe that the relay location which minimizes the estimation error takes place approximately at \( G_{SR}/G_{RD} = -6 \text{dB} \). This confirms our earlier analytical derivations in Section 3.4. For low SNR values, we observe from Fig.3.2.c that error rate performance of Golden code improves slightly as relay continues to move away from the destination. However for high SNRs, a better error rate performance is obtained when the relay is close to the destination (i.e., farther than \(-6 \text{dB}\) location). For such large negative values, relay is close to the destination and in such a scenario, cooperative scheme mimics the behavior of a receive diversity scheme with two co-located antennas. This demonstrates that nature of the cooperation protocol dominates the BER performance rather than the channel estimation quality.
Fig. 3.2: MSE and BER of TD protocol with respect to relay location ($E/N_0 = 10\text{dB}$ and $28\text{dB}$).

- **Fig. 3.2.a:** $E/N_0 = 10\text{dB}$
- **Fig. 3.2.b:** $E/N_0 = 28\text{dB}$
- **Fig. 3.2.c:** $E/N_0 = 10\text{dB}$
- **Fig. 3.2.d:** $E/N_0 = 28\text{dB}$
In Fig. 3.3, we present BER performance of RD relaying with mismatched-coherent and partially-coherent receivers for $G_{SR}/G_{RD} = 0\text{dB}$ along with the genie bound. For partially-coherent detection with PLL-aided phase estimation, we consider two different $B_L T$ values. For $B_L T = 0.03$ and 0.3, performance degradations with respect to genie bound are, respectively, 1.1 dB and 4dB at BER=$5.10^{-3}$. This is an expected result as large $B_L T$ values result in inefficient phase estimation; whereas for small $B_L T$ values the estimation error variance tends to zero. It is interesting to note that partially-coherent detector with $B_L T = 0.03$ is able to slightly outperform the mismatched-coherent receiver although no effort is made for channel amplitude estimation. This points out that a reliable channel phase information is more essential in the detection process than the channel amplitude. Further comparison of Figs. 3.1

![Fig. 3.3: BER of RD protocol with mismatched-coherent and partially-coherent receivers with relay location of $G_{SR}/G_{RD} = 0\text{dB}$.](image)
and 3.3 reveal that TD protocol with Alamouti code provides an identical performance to that of RD protocol. This observation has been earlier reported in [51] for perfect CSI case. Since Golden-coded TD protocol has a much superior performance over both RD and Alamouti-coded TD, it becomes the obvious choice for distributed implementation.

In Fig. 3.4, we provide MSE and BER performance of RD relaying as a function of relay location. Both mismatched-coherent and partially-coherent receivers are considered. We observe from Fig.3.4.a and Fig.3.4.b that RD protocol experiences the minimum estimation error when the relay is in the mid-point confirming our derivations in Section 3.4. Our results in Fig.3.4.c and Fig.3.4.d demonstrate that error rate performance improves as relay moves closer to the destination. This is similar to our earlier observations for Fig. 3.2. Specifically, for $G_{sr}/G_{rd} = -30$ dB and SNR=28dB, the performance degradations with respect to genie bound are, respectively, $1.5 \times 10^{-4}$, $1.6 \times 10^{-4}$, $5.6 \times 10^{-4}$ dB for mismatched-coherent receiver, partially-coherent receivers with $B_L T = 0.03$ and $B_L T = 0.3$. For $G_{sr}/G_{rd} = 30$ dB, the performance degradations are $4.2 \times 10^{-4}$, $1.2 \times 10^{-4}$ and $5.4 \times 10^{-4}$ respectively.
Fig. 3.4: MSE and BER of RD protocol with respect to relay location \((E/N_0 = 10\text{dB} \text{ and } 28 \text{ dB})\).
Chapter 4

Training Power Optimization for AaF Relaying

Introduction

In the previous chapter, we have shown that the diversity order is preserved even in the presence of channel estimation errors. However, further performance gains are possible through proper resource optimization. In this chapter, we aim to optimize the performance of AaF relaying through power allocation. Considering average received SNR at the destination node as the objective function, we formulate an optimization problem for a single-relay scenario with RD cooperation protocol to answer the following fundamental questions:

1) How should the overall transmit power be shared between training and data transmission periods?;
2) How should training power be allocated to broadcasting and relaying phases?;
3) How should data power be allocated to broadcasting and relaying phases?

4.1 Transmission Model

We consider a single-relay AaF cooperation system illustrated in Fig.2.1, where source, relay and destination terminals are equipped with single transmit and receive antennas. We assume mismatched-coherent detection with C-CE. Since we consider a quasi-static fading channel, the placement of pilot symbols is irrelevant in our optimization. In our work, we assume that training symbols precede the data symbols and consider a frame length of $T = T_i + T_d$ symbols where $T_i$ and $T_d$ denote the length of training and data symbols, re-
respectively. Let $2ET$ be the total available energy consumed during the transmission of $T$ symbols, yielding an average power of $E$ (per time slot). Over the two time slots (required to transmit a symbol for the cooperation protocol under consideration), $2E_i$ and $2E_d$ are, respectively, assigned for the transmission of a training and data symbol. Therefore, we have $2E_iT_i + 2E_dT_d = 2ET$. We further introduce a parameter $0 < \rho < 1$ to relate $E_d$ and $E_i$ as $E_d = \rho ET/T_d$ and $E_i = (1-\rho)ET/T_i$. This parameter will be later used in the optimization procedure to determine how much power should be allocated to data or training symbol transmission.

The transmission model under consideration builds upon RD cooperation protocol which conveys the same information to both relay and destination nodes over the two transmission phases. Let $x_j$ denote M-PSK modulated symbol with normalized power $E[|x_j|^2]=1$ for $j=1,2,...,T_d$. The received signals at the relay and destination taking into account of the associated path losses are given by

$$r_{1,j} = \sqrt{2K_dG_{SR}E_d}h_{SR}x_j + n_{1,j}, \quad (4.1)$$

$$r_{2,j} = \sqrt{2K_dE_d}h_{SD}x_j + n_{2,j}. \quad (4.2)$$

where $K_d$ is defined as another optimization parameter and controls the fraction of power reserved for the source terminal’s use in the broadcasting phase. The relay node normalizes the received signal by a factor of $\sqrt{E[|n_{1,j}|^2]}$ to have average unit power and then forwards the scaled signal within the relaying phase with power $2(1-K_d)E_d$. The received signal at the destination is, therefore, given by

$$r_{3,j} = \sqrt{2(1-K_d)G_{RD}E_d}h_{RD}r_{1,j} \sqrt{E[|r_{1,j}|^2]} + n_{3,j}. \quad (4.3)$$

In (4.1)-(4.3), $n_{1,j}, n_{2,j},$ and $n_{3,j}$ model the additive noise terms and are the independent samples of zero-mean complex Gaussian random variables with a variance of $N_0/2$ per dimension. $h_{SR}, h_{SD},$ and $h_{RD}$ denote the Rayleigh fading coefficients over $S\rightarrow R$, $S\rightarrow D$, and $R\rightarrow D$ links and are modeled as zero-mean complex Gaussian fading coefficients with va-
variance of 0.5 per dimension. Replacing the normalization factor \( \sqrt{\mathbb{E}[|n_{1,j}|^2]} = \sqrt{2K_d G_{sr} E_d + N_0} \) in (4.3), we have

\[
r_{5,j} = \sqrt{\frac{4K_d (1 - K_d) G_{sr} G_{rd} E_d^2}{2K_d G_{sr} E_d + N_0}} h_{sr} h_{rd} x_j + \tilde{n}
\]

(4.4)

where \( \tilde{n} = \sqrt{2(1 - K_d) G_{rd} E_d / (2K_d G_{sr} E_d + N_0)} h_{rd} n_{1,j} + n_{3,j} \). Due to the term involving \( h_{rd} n_{1,j} \), \( \tilde{n} \) is of non-Gaussian nature which makes the analysis intractable for most cases. As in Chapter 2 and 3, we treat this noise as Gaussian noise as the worst case scenario. After replacing \( \tilde{n} \) with zero mean Gaussian noise with the same average power, the destination terminal normalizes the received signal by a factor of \( \frac{1}{\sqrt{2(1 - K_d) G_{rd} E_d / (2K_d G_{sr} E_d + N_0)}} \) which yields

\[
r_{6,j} = \sqrt{B_d E_d h_{sr} h_{rd}} x_j + n_{4,j}
\]

(4.5)

where \( n_{4,j} \) is zero-mean complex Gaussian random variable with a variance of \( N_0 \) and \( B_d \) is given by

\[
B_d = \frac{4K_d (1 - K_d) G_{sr} G_{rb} E_d / N_0}{1 + 2K_d G_{sr} E_d / N_0 + 2(1 - K_d) G_{rb} E_d / N_0}.
\]

(4.6)

Introducing \( \mathbf{r}_{d,j} = [r_{2,j}, r_{4,j}]^T \) and \( \mathbf{n}_{d,j} = [n_{2,j}, n_{4,j}]^T \), the received signals for the \( j^{th} \) data block can be given as \( \mathbf{r}_{d,j} = \mathbf{X}_{d,j} \mathbf{h} + \mathbf{n}_{d,j} \) where \( \mathbf{h} = [h_{sr} h_{rd}]^T \) and \( \mathbf{X}_{d,j} \) is

\[
\mathbf{X}_{d,j} = \begin{bmatrix}
0 & \sqrt{2K_d E_d} \\
\sqrt{B_d E_d} & 0
\end{bmatrix} x_j.
\]

(4.7)

The received signals \( \mathbf{r}_{d,j} \) during the data transmission period can be then stacked and written in a compact matrix form as \( \mathbf{r} = [\mathbf{r}_{d,1}, \mathbf{r}_{d,2}, \ldots, \mathbf{r}_{d,T_d}]^T = \mathbf{X}_D \mathbf{h} + \mathbf{n}_D \) where \( \mathbf{X}_D = [\mathbf{X}_{d,1}, \mathbf{X}_{d,2}, \ldots, \mathbf{X}_{d,T_d}]^T \). \( \mathbf{r} \) is fed to mismatched coherent decoder given by (3.20). Before performing the decoding, the receiver needs to know CSI. For this purpose, prior to data transmission, the source node transmits pilot symbols for channel estimation. The pilot-symbol matrix \( \mathbf{X}_{i,i} \) for \( i = 1, 2, \ldots, T \) has a similar form of (4.7) and is given by
\[
X_{t,i} = \begin{bmatrix}
0 & \sqrt{2K_i E_i} \\
\sqrt{B_i E_i} & 0
\end{bmatrix} p
\]  
(4.8)

where \( p \) denotes the pilot symbol. Here, \( B_i \) is defined as
\[
B_i = \frac{4K_i(1-K_i)G_{SR}G_{RD}E_i/N_0}{1+2K_iG_{SR}E_i/N_0+2(1-K_i)G_{RD}E_i/N_0}.
\]  
(4.9)

where we introduce another optimization parameter \( 0 < K_i < 1 \) which controls the allocation of training power to broadcasting and relaying phases.

The received signals during the training period are given by \( r_T = X_T h + n_T \) where \( X_T = [X_{t,1}, X_{t,2}, \cdots, X_{t,T}]^T \). Based on an LMMSE estimator, channel estimate \( \hat{h} = [\hat{h}_{SRD}, \hat{h}_{SD}]^T \) is obtained from (3.18). The covariance matrix of estimation error \( e = h - \hat{h} \) can be found by using (3.19). The covariance matrix \( C_e \) has a diagonal structure and its diagonal elements \( \sigma_{e_{SRD}}^2 \) and \( \sigma_{e_{SD}}^2 \) are given by
\[
\text{var}(e_{SRD}) = \sigma_{e_{SRD}}^2 = N_0/(B_i T_i E_i + N_0),
\]  
(4.10)
\[
\text{var}(e_{SD}) = \sigma_{e_{SD}}^2 = N_0/(2K_i T_i E_i + N_0).
\]  
(4.11)

Then, MSE can be then obtained in terms of channel estimation error variances as
\[
\Sigma_{MSE} = \text{var}(e_{SRD}) + \text{var}(e_{SD}).
\]  
(4.12)

\subsection*{4.2 Optimization of \( K_d, K_t \) and \( \rho \)}

In our model, we have introduced three optimization parameters \( K_d, K_t \) and \( \rho \). \( \rho \) controls the power allocation to training and data periods. On the other hand, \( K_d \) and \( K_t \) respectively control the allocation of data and training powers between broadcasting and relaying phases. Here, we aim to optimize these parameters in order to maximize the average received SNR at the destination terminal. The average SNR at the destination is
\[
\text{SNR}_{avg} = \text{SNR}_{S \rightarrow D} + \text{SNR}_{S \rightarrow R \rightarrow D}
\]  
(4.13)
\[
= \frac{2K_d E_d \text{var}(\hat{h}_{SD})}{2K_d E_d \text{var}(e_{SD}) + N_0} + \frac{B_d E_d \text{var}(\hat{h}_{SRD})}{B_d E_d \text{var}(e_{SRD}) + N_0}.
\]  
(4.14)
where \( \text{var}(\hat{h}_{SD}) \) and \( \text{var}(\hat{h}_{SRD}) \) denote the variances of \( S \rightarrow D \) and \( S \rightarrow R \rightarrow D \) channel estimates and are given by

\[
\text{var}(\hat{h}_{SD}) = \frac{2K_t T_i E_i}{(2K_t T_i E_i + N_0)},
\]

(4.15)

\[
\text{var}(\hat{h}_{SRD}) = \frac{B T_i E_i}{(B T_i E_i + N_0)}.
\]

(4.16)

After rewriting the \( \text{SNR}_{S \rightarrow D} \) and \( \text{SNR}_{S \rightarrow R \rightarrow D} \) expressions of (4.14) in common denominator, we can formulate our optimization problem as

\[
\max_{\rho,K_t,K_d} \Phi(\rho,K_t,K_d) \quad \text{s.t.} \quad 0 < \rho < 1, \quad 0 < K_d < 1, \quad \text{and} \quad 0 < K_t < 1
\]

where the objective function \( \Phi(\rho,K_t,K_d) \) is

\[
\Phi = \frac{2K_d E_d}{N_0} \text{var}(\hat{h}_{SD}) \left( B_d \frac{E_d}{N_0} \text{var}(e_{SRD}) + 1 \right) + B_d \frac{E_d}{N_0} \text{var}(\hat{h}_{SRD}) \left( \frac{2K_d}{N_0} \text{var}(e_{SD}) + 1 \right)
\]

(4.17)

Inserting (4.10), (4.11), (4.15) and (4.16) in (4.17) and further replacing \( E_d = \rho ET / T_d \) and \( E_i = (1 - \rho)ET / T_i \) in the resulting expression, we obtain

\[
\Phi = \frac{4K_d K_t \rho (1 - \rho) (ET / N_0)^2}{T_d} \left( B_d \frac{\rho ET}{T_d N_0} + B_i \frac{(1 - \rho) ET}{N_0} + 1 \right)
\]

(4.18)

\[
+ \frac{B_d B_i \rho (1 - \rho) (ET / N_0)^2}{T_d} \left( \frac{2K_d}{T_d N_0} + 2K_t \frac{(1 - \rho) ET}{N_0} + 1 \right)
\]

\[
+ \frac{B_d \rho ET}{T_d N_0} \left( \frac{2K_d}{T_d N_0} + 2K_t \frac{(1 - \rho) ET}{N_0} + 1 \right)
\]

\[
+ \frac{B_i \rho ET}{T_d N_0} \left( \frac{2K_d}{T_d N_0} + 2K_t \frac{(1 - \rho) ET}{N_0} + 1 \right)
\]

where \( B_d \) and \( B_i \), earlier defined by (4.6) and (4.9), are functions of optimization parameters and can be expanded as
\[ B_d = \frac{4K_d(1-K_d)G_{SR}G_{RD} \frac{\rho ET}{T_dN_0}}{1 + 2K_dG_{SR} \frac{\rho ET}{T_dN_0} + 2(1-K_d)G_{RD} \frac{\rho ET}{T_dN_0}} \]  

\[ B_t = \frac{4K_t(1-K_t)G_{SR}G_{RD} \frac{(1-\rho)ET}{T_iN_0}}{1 + 2K_tG_{SR} \frac{(1-\rho)ET}{T_iN_0} + 2(1-K_t)G_{RD} \frac{(1-\rho)ET}{T_iN_0}} \]  

To observe the dependence of the average SNR expression on optimization parameters more closely, we provide the three dimensional plot of (4.18) as a function of \( \rho \) and \( K_d \) for various \( T \) and \( T_i \) values in Fig.4.1. We assume \( G_{SR}/G_{RD} = 0 \text{dB} \), \( \theta = \pi \), \( a = 2 \) and \( K_d = K_t \) here. Fig. 4.1 demonstrates that (4.18) is a concave function of the optimization parameters, therefore, there is only one global maximum within the considered interval.

**Fig.4.1:** Average SNR with respect to \( \rho \), \( K_d \) and \( K_t \) for \( G_{SR}/G_{RD} = 0 \text{dB} \).
A general analytic solution for optimization parameters is very difficult, if not impossible. Therefore, in the following, we investigate certain scenarios where (4.18) simplifies and lets analytical derivation. As clearly seen from the dependence of (4.19) and (4.20) on relative geometrical gains, the optimization function is a function of the relay location. Next, we consider three representative scenarios based on the relay location.

### 4.2.1 Scenario I: Relay is Close to Destination

When the relay is located close to the destination node, we have \( G_{SR} / G_{RD} << 1 \) which lets us to write \( G_{SR} = 1 \) and \( G_{RD} >> 1 \). Therefore, (4.19) and (4.20) simplify as \( B_d = 2K_dG_{SR} \approx 2K_d \) and \( B_r = 2K_rG_{SR} \approx 2K_r \). Inserting these in (4.18), the objective function is formulated as

\[
\Phi = \frac{4K_dK_r \rho (1-\rho) (ET/N_0)^2}{T_d} \left( 2K_d \frac{\rho ET}{T_d N_0} + 2K_r \frac{(1-\rho) ET}{N_0} + 1 \right) \]

\[
= \frac{4K_dK_r \rho (1-\rho) (ET/N_0)^2}{T_d} \left( 2K_d \frac{\rho ET}{T_d N_0} + 2K_r \frac{(1-\rho) ET}{N_0} + 1 \right) \]

\[
+ \frac{2K_d \rho ET}{T_d N_0} + 2K_r \frac{(1-\rho) ET}{N_0} + 1 \]

\[
\approx \frac{2K_r \rho (1-\rho) (ET/N_0)^2}{T_d} \left( 2K_r \frac{\rho ET}{T_d N_0} + 2K_r \frac{(1-\rho) ET}{N_0} + 1 \right) \]

After some mathematical manipulations and simplifications, (4.21) becomes

\[
\Phi = \frac{8K_dK_r \rho (1-\rho) (ET/N_0)^2}{2K_d \rho ET}{T_d N_0} + 2K_r \frac{(1-\rho) ET}{N_0} + 1 \]

(4.22)

For a fixed value of \( \rho \), it can be easily checked that (4.22) is an increasing function of \( K_d \) and \( K_r \) (i.e., both \( d\Phi/dK_d \) and \( d\Phi/dK_r \) are greater than zero). Therefore, it can be maximized by setting \( K_d \) and \( K_r \) as large as possible. Considering the range of \( K_d \) and \( K_r \), we conclude that the objective function is maximized for \( K_{d_{opt}} \to 1 \) and \( K_{r_{opt}} \to 1 \). This
points out that majority of the training/data power should be allocated for the use of source node in the broadcasting phase. It would be interesting to note that for the relay location under consideration (i.e., \( B_t \approx 2K_t \), \( G = 2K_t \)), MSE in (4.12) simplifies to \( \sum_{MSE} = 2N_0/(2K_TE_i + N_0) \). For a given training power \( E_t \) and training length \( T_t \), the optimum \( K_t \) value to minimize the MSE expression is found as \( K_{t, opt} \to 1 \) which coincides our result obtained through the maximization of average SNR.

After inserting \( K_{d, opt} \) and \( K_{t, opt} \) in (4.22), differentiating the resulting expression with respect to \( \rho \) and finally equating it to zero, optimum value of \( \rho \) is found as

\[
\rho_{opt} = \begin{cases} 
1/2, & \text{for } T_d = 1 \\
1 + 2K_{t, opt} ET/N_0 \left(1 - \sqrt{1 - \frac{2K_{t, opt} ET/N_0 - 2K_{d, opt} ET}{1 + 2K_{t, opt} ET/N_0}}\right) & \text{for } T_d > 1
\end{cases}
\]

Table 4-1 tabulates optimum values of \( \rho \) for a frame length of \( T = 100 \) assuming various number of pilot symbols (i.e., \( T_t \)). For \( T_t = 1 \), we observe that the optimum \( \rho \) value is \( \approx 0.9 \). As \( T_t \) increases, optimum \( \rho \) value, along with number of data symbols (i.e., \( T_d = T - T_t \)) decreases. This leads to higher \( E_t T_t = (1 - \rho_{opt})ET \) values. From (4.10) and (4.11), we can readily check that channel estimation errors are inversely proportional to \( E_t T_t \). Therefore, the increase in training interval would result in a better channel estimation quality (i.e., smaller MSE) and less bit errors at the decoder. However, this comes with a sacrifice in data throughput and channel capacity.

Table 4-2 tabulates optimum values of \( \rho \) for a training length of \( T_t = 1 \) assuming various frame lengths (i.e., \( T \)). Specifically for \( T = 2 \), we observe that \( \rho_{opt} \) is found as 0.5. Increase in \( T \) leads to larger \( \rho_{opt} \) values. Although \( (1 - \rho_{opt}) \) decreases for higher \( T \) values, \( E_t T_t = (1 - \rho_{opt})ET \) increases, therefore results in a better quality channel estimation.
4.2.2 Scenario II: Relay is in the Midway between Source and Destination

When the relay is equidistant from the source and the destination nodes, channel gain ratio becomes $G_{SR} / G_{RD} = 1$. Under the assumption of $G_{SR} = G_{RD}$, (4.19) and (4.20) simplify to

$$B_d = 2K_d(1 - K_d)G_{SR} \text{ and } B_t = 2K_t(1 - K_t)G_{SR}.$$ Inserting these in (4.18), we have

$$\Phi = \frac{4K_dK_t\rho (1 - \rho)(ET/N_0)^2}{T_d} \left( 2K_d(1 - K_d)G_{SR} \frac{\rho ET}{T_dN_0} + 2K_t(1 - K_t)G_{SR} \frac{(1 - \rho)ET}{N_0} + 1 \right) + \frac{4K_dK_t(1 - K_d)(1 - K_d)G_{SR}^2 \rho (1 - \rho)(ET/N_0)^2}{T_d} \left( 2K_d \frac{\rho ET}{T_dN_0} + 2K_t(1 - K_t)G_{SR} \frac{(1 - \rho)ET}{N_0} + 1 \right)$$

(4.24)
Now recall that for the previous scenarios we have found out that optimum $K_t$ and $K_d$ values are equal. Under the assumption of $K_t = K_d$, (4.24) reduces to

$$\Phi = \frac{4K_d^2 \rho (1-\rho) \left( \frac{ET}{N_0} \right)^2}{T_d} \left( 2K_d \left( 1-K_d \right) G_{SR} \frac{\rho ET}{T_d N_0} + 2K_d \left( 1-K_d \right) G_{SR} \frac{(1-\rho)ET}{N_0} + 1 \right)$$

$$+ \frac{4K_d^2 \left( 1-K_d \right)^2 G_{SR} \rho (1-\rho) \left( \frac{ET}{N_0} \right)^2}{T_d} \left( 2K_d \frac{\rho ET}{T_d N_0} + 2K_d \frac{(1-\rho)ET}{N_0} + 1 \right)$$

$$+ \frac{2K_d \rho ET \left( 1-K_d \right) G_{SR} \frac{\rho ET}{T_d N_0} + 2K_d \left( 1-K_d \right) G_{SR} \frac{(1-\rho)ET}{N_0} + 1}{T_d}$$

(4.25)

Further imposing high SNR assumption and performing some mathematical manipulations, (4.25) takes the form of

$$\Phi = \frac{2K_d \rho (1-\rho) \left( \frac{ET}{N_0} \right)}{T_d} \left( 1 + (1-K_d) G_{SR} \right)$$

$$\left( \frac{\rho}{T_d} + (1-\rho) \right)$$

(4.26)

For a fixed $\rho$, the optimum value of $K_d$ value which maximizes (4.26) can be found by taking the derivative of (4.26) and solving for $K_d$. This yields

$$K_{d_{\text{opt}}} = K_{t_{\text{opt}}} = \frac{1+G_{SR}}{2G_{SR}}.$$  

(4.27)

which takes values within the range of 0.5 and 1. After inserting (4.27) into (4.26), we take the derivative with respect to $\rho$ and solve for $\rho_{\text{opt}}$. We obtain $\rho_{\text{opt}}$ as

$$\rho_{\text{opt}} = \frac{T_d}{T_d - 1} \left( 1 - \frac{1}{\sqrt{T_d}} \right)$$

for $T_d > 1$
In Table 4-3, we have presented optimum values of $\rho$ assuming various values for $T_t$. We assume $\theta=\pi$ and $a=2$. For these particular values, $G_{SR}$ can be solved from cosine theorem and, using (4.27), we find $K_{d,opt}$ and $K_{t,opt}$ as 0.625. Similar to two previous scenarios, we have $\rho_{opt}=0.9$ for $T_t=1$. It is also observed that $\rho_{opt}$ slightly decreases with increasing values of $T_t$.

**Table 4-3**: Optimum $\rho$ for various $T_t$ values when the relay is at the midpoint between the source and the destination nodes

<table>
<thead>
<tr>
<th>$E/N_0$</th>
<th>$T_t = 1$</th>
<th>$T_t = 5$</th>
<th>$T_t = 20$</th>
<th>$T_t = 50$</th>
<th>$T_t = 80$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5dB</td>
<td>0.9087</td>
<td>0.9069</td>
<td>0.8994</td>
<td>0.8761</td>
<td>0.8173</td>
</tr>
<tr>
<td>10dB</td>
<td>0.9087</td>
<td>0.9069</td>
<td>0.8994</td>
<td>0.8761</td>
<td>0.8173</td>
</tr>
<tr>
<td>15dB</td>
<td>0.9087</td>
<td>0.9069</td>
<td>0.8994</td>
<td>0.8761</td>
<td>0.8173</td>
</tr>
<tr>
<td>20dB</td>
<td>0.9087</td>
<td>0.9069</td>
<td>0.8994</td>
<td>0.8761</td>
<td>0.8173</td>
</tr>
<tr>
<td>25dB</td>
<td>0.9087</td>
<td>0.9069</td>
<td>0.8994</td>
<td>0.8761</td>
<td>0.8173</td>
</tr>
</tbody>
</table>

**4.2.3 Scenario III: Relay is Close to Source**

When the relay is located near the source node, the relative gain ratio becomes $G_{SR}/G_{RD} \gg 1$ which leads to $G_{RD} \approx 1$ and $G_{SR} \gg 1$. Consequently, we have $B_d \approx 2G_{RD}(1-K_d) \approx 2-2K_d$ and $B_t \approx 2G_{RD}(1-K_t) \approx 2-2K_t$. Inserting these into (4.18), we have

$$
\Phi = \frac{4K_d K_t \rho(1-\rho)(ET/N_0)^2}{T_d}\left(2-2K_d\right)\frac{\rho ET}{T_d N_0} + \left(2-2K_t\right)\frac{(1-\rho)ET}{N_0} + 1
+ \frac{2K_d \rho ET}{T_d N_0} + 2K_t \frac{(1-\rho)ET}{N_0} + 1
+ \frac{(2-2K_d) (2-2K_t) \rho(1-\rho)(ET/N_0)^2}{T_d}\left(2K_d\right)\frac{\rho ET}{T_d N_0} + 2K_t \frac{(1-\rho)ET}{N_0} + 1
+ \frac{2K_d \rho ET}{T_d N_0} + 2K_t \frac{(1-\rho)ET}{N_0} + 1
\right)
$$

(4.29)
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There is no easy way of solving (4.29) analytically for optimum values. After some mathematical manipulations, we obtain

\[
\Phi = \frac{8K_d(1-K_d)\rho^2(1-\rho)\left(\frac{ET}{N_0}\right)^3 + 8K_s(1-K_s)\rho(1-\rho)^2\left(\frac{ET}{N_0}\right)^3}{T_d^2} + \frac{8K_s(1-K_s)\rho(1-\rho)^2\left(\frac{ET}{N_0}\right)^3}{T_d}
\]

(4.30)

\[
\frac{4K_d(1-K_d)\rho^2\left(\frac{ET}{N_0}\right)^2}{T_d^2} + \frac{4\rho(1-\rho)\left(\frac{ET}{N_0}\right)^2}{T_d} + \frac{4\rho(1-\rho)\left(\frac{ET}{N_0}\right)^2}{T_d} + \frac{2\rho\left(\frac{ET}{N_0}\right)}{T_d} + 2(1-\rho)\left(\frac{ET}{N_0}\right) + 1
\]

Similar to the previous scenario, an analytical solution from (4.30) is not possible. However, under the assumption of \( K_f = K_d \), (4.30) reduces to

\[
\Phi = \frac{8K_d(1-K_d)\rho^2(1-\rho)\left(\frac{ET}{N_0}\right)^3 + 4\rho(1-\rho)\left(\frac{ET}{N_0}\right)^2 (K_d + K_r - 2K_d K_s)}{T_d^2} + \frac{2\rho\left(\frac{ET}{N_0}\right)}{T_d} + 2(1-\rho)\left(\frac{ET}{N_0}\right) + 1
\]

(4.31)

Further imposing high SNR assumption, we ignore the terms with \( \left(\frac{ET}{N_0}\right)^2 \) in numerator and second term in denominator of (4.31). After some simplifications, (4.31) yields

\[
\Phi = \frac{8K_d(1-K_d)\rho^2(1-\rho)\left(\frac{ET}{N_0}\right)^2}{T_d^2} + \frac{4\rho(1-\rho)(ET/N_0)}{T_d} + \frac{2\rho(ET/N_0)}{T_d} + 2(1-\rho)(ET/N_0) + 1
\]

(4.32)

Eq. (4.32) is an increasing function of \( K_d(1-K_d) \) for a fixed \( \rho \) value. Maximum value of \( K_d(1-K_d) \) takes place at \( K_{d_{\text{opt}}} = K_{f_{\text{opt}}} = 0.5 \). We also note that the same result can be ob-
tained through the minimization of MSE. Specifically, for \( B_r = 2 - 2K_t \), MSE takes the form of

\[
\sum_{MSE} = \frac{N_0}{(2 - 2K_t)T_rE_r + N_0} + \frac{N_0}{2K_r T_rE_r + N_0}
\]  \quad (4.33)

The optimum value of \( K_t \) to minimize MSE can be readily found as 0.5.

After differentiating (4.32) and equating to zero, we obtain optimum \( \rho \) in terms of \( K_{d_{_{\text{opt}}}} \) as

\[
\rho_{_{\text{opt}}} = \begin{cases} 
\frac{1}{2} 
+ \frac{1 + 2K_{d_{_{\text{opt}}}} (1 - K_{d_{_{\text{opt}}}}) (ET/N_0) (1 - 1/T_d)}{2K_{d_{_{\text{opt}}}} (1 - K_{d_{_{\text{opt}}}}) (ET/N_0) (1 - 1/T_d)} & \text{for } T_d = 1 \\
1 - \sqrt{1 - \frac{2K_{d_{_{\text{opt}}}} (1 - K_{d_{_{\text{opt}}}}) (ET/N_0) (1 - 1/T_d)}{1 + 2K_{d_{_{\text{opt}}}} (1 - K_{d_{_{\text{opt}}}}) (ET/N_0)}} & \text{for } T_d > 1
\end{cases} \quad (4.34)
\]

Table 4-4 tabulates optimum values of \( \rho \) for a frame length of \( T = 100 \) assuming various number of pilot symbols. Specifically for \( T_r = 1 \), \( \rho_{_{\text{opt}}} \) is found \( \approx 0.9 \). Similar to the previous scenario, we observe that optimum \( \rho \) value decreases as the training length increases. In contrast, \( K_{d_{_{\text{opt}}}} \) and \( K_{t_{_{\text{opt}}}} \) drop from 1 to 0.5. This indicates that the training power allocated to the relay node should increase as the relay moves closer to source node and under such scenarios the relay and source nodes should share the training power equally.

**Table 4-4:** Optimum \( \rho \) values for various \( T_r \) values when the relay is close to the source

<table>
<thead>
<tr>
<th>( E/N_0 )</th>
<th>( T_r = 1 )</th>
<th>( T_r = 5 )</th>
<th>( T_r = 20 )</th>
<th>( T_r = 50 )</th>
<th>( T_r = 80 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5dB</td>
<td>0.8867</td>
<td>0.8854</td>
<td>0.8796</td>
<td>0.8607</td>
<td>0.8086</td>
</tr>
<tr>
<td>10dB</td>
<td>0.9009</td>
<td>0.8994</td>
<td>0.8926</td>
<td>0.8709</td>
<td>0.8144</td>
</tr>
<tr>
<td>15dB</td>
<td>0.9061</td>
<td>0.9044</td>
<td>0.8972</td>
<td>0.8744</td>
<td>0.8163</td>
</tr>
<tr>
<td>20dB</td>
<td>0.9078</td>
<td>0.9061</td>
<td>0.8987</td>
<td>0.8755</td>
<td>0.8169</td>
</tr>
<tr>
<td>25dB</td>
<td>0.9084</td>
<td>0.9066</td>
<td>0.8992</td>
<td>0.8759</td>
<td>0.8171</td>
</tr>
</tbody>
</table>
4.3 Simulation Results

In this section, we present Monte Carlo simulations to demonstrate the performance of optimized scheme for different relay locations. In our simulations, we assume 4-PSK modulation, $\theta = \pi$, and $a = 2$. We consider a quasi-static channel with coherence time of $T_{coh} = 2T$ symbols.

![Fig.4.2: BER for optimum and equal power allocation ($G_{SR}/G_{RD} = -30dB$)](image)

In Fig. 4.2, we present the BER performance of optimum power allocation (i.e., $K_{d_{opt}}$, $K_{t_{opt}}$ and $\rho_{opt}$ in Table 4-1) along with equal power allocation (i.e., $E_d = E_t = E$ and $K_d = K_t = 0.5$) for $G_{SR}/G_{RD} = -30dB$. We assume a transmission frame of $T = 100$ and deployment of a single pilot symbol, i.e., $T_i = 1$. Our results demonstrate that a performance
improvement of 5.5 dB is obtained with respect to equal power allocation at a target BER of $10^{-3}$. To test how $K_t$ and $K_d$ values individually affect the BER performance, we also consider the following two cases: In the first case, we set $K_t = 0.5$ and then optimize (4.21) with respect to $\rho$ and $K_d$. In the second case, we set $K_d = 0.5$ and then optimize (4.21) for $\rho$ and $K_t$. We include the corresponding performance of these cases in Fig. 4.2. The results demonstrate that the first case, i.e., $K_t = 0.5$, results in a minor degradation of 0.3 dB with respect to optimum power allocation scheme while the second case, i.e., $K_d = 0.5$, results in a performance loss of 2.6 dB. Therefore, we conclude that optimization of $K_d$ plays a more significant role in performance improvement.

![Fig. 4.3: BER for optimum and equal power allocation ($G_{SR}/G_{RD} = 30$ dB and $G_{SR}/G_{RD} = 0$ dB)](image)
In Fig. 4.3, we consider \( G_{SR}/G_{RD} = 30\text{dB} \) (i.e., relay is located close to the source) and \( G_{SR}/G_{RD} = 0\text{dB} \) (i.e., relay is at midway between the source and relay) and present BER for equal and optimized power allocation. At a target BER of \( 10^{-3} \), we observe performance improvements of \( 2.7\text{dB} \) and \( 3.3\text{dB} \) for \( G_{SR}/G_{RD} = 30\text{dB} \) and \( G_{SR}/G_{RD} = 0\text{dB} \), respectively. We note that these gains are less than those observed for the case where the relay is located near the destination.

![MSE with respect to relay location](image)

**Fig.4.4:** MSE with respect to relay location

In Fig. 4.4, we further investigate the impact of relay location on the MSE performance. We fix \( E/N_0 \) to 18dB and present MSE performance for equal and optimum power allocation as a function of relay location. As in Fig.3.4, it can be observed that MSE of equal power allocation becomes minimum for \( G_{SR}/G_{RD} = 0\text{dB} \). On the other hand, MSE performance of optimum power allocation improves for negative \( G_{SR}/G_{RD} \) values. This indicates that larger optimization gains are available as the relay node moves close to the destination confirming our earlier observations.
In Fig. 4.5, we study the effect of training length $T_i$. We illustrate BER and MSE performances as well as data and training powers with respect to $T_i$. We assume $G_{SR}/G_{RD} = -30$ dB, frame length of $T = 100$, and a $E/N_0$ value of 15 dB. From Fig. 4.5.a, we observe that BER performance of equal power allocation scheme first improves as $T_i$ increases, then saturates after $T_i = 18$. Increasing $T_i$ leads to better channel estimates in general as observed from the decrease in MSE (c.f., Fig. 4.5.c). However, after a certain number of pilots, decoding performance at the receiver is mainly determined by $E_d$, not by channel estimation quality. For $G_{SR}/G_{RD} = 30$ dB and $G_{SR}/G_{RD} = 0$ dB, we can also make similar observations.

![Fig. 4.5: BER, training/data power, and MSE versus $T_i$](image)
In Fig. 4.6, we study the effect of frame length of $T$. We illustrate BER, MSE, $E_t$ and $E_d$ in Figs.4.6.a-c with respect to $T$. We assume $G_{SR}/G_{RD} = -30$dB, deployment of a single pilot ($T_i = 1$) and $E/N_0 = 15$dB. From Figs. 4.6.b and 4.6.c, we see that the increase in $E_t$ results in smaller channel estimation errors, therefore, leading to less bit errors at the decoder. However, further increase in training power does not significantly affect error rate performance because after a certain training power is allocated, decoding performance is mainly determined by $E_d$. These findings are in line with Fig. 4.5 where we have made similar observations in terms of training length.

Fig.4.6.a: Fig.4.5: BER, training/data power, and MSE versus $T$. 
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Appendix A - Derivation of (3.24)

In this appendix, we present the derivation of PEP for Golden coded TD protocol with mismatched-coherent detector. Replacing the channel estimate $\hat{h} = h - e$ in the received signal vector $r = X_D h + n$, we have $r = X_D \hat{h} + \bar{n}$ where we define the effective noise term $\bar{n} = X_D e + n$. Under the assumption of Gaussian channel estimation errors, an upper PEP bound for transmitted codeword matrix $X_D$ and erroneously decoded codeword matrix $\hat{X}_D$ is given by [30], [56]

$$P(X_D \rightarrow \hat{X}_D | h) \leq \exp \left( - \frac{\| (X_D - \hat{X}_D) h \|^2}{4 \text{trace} \{ E(\bar{n} \bar{n}^H) \}} \right) \quad (A.1)$$

where $X_D$ is earlier defined by (3.11). For simplifying the ensuing derivation, we rewrite $r = X_D h + X_D e + n$ as $r = \hat{H} x + \bar{n}$ where $\bar{n} = \delta x + n$. $\hat{H}$ and $\delta$ are, respectively, given by

$$\hat{H} = \begin{bmatrix}
\alpha \sqrt{E} \hat{h}_{SD} & \alpha \Theta \sqrt{E} \hat{h}_{SD} & 0 & 0 \\
\alpha \sqrt{A_E} \hat{h}_{SD} & \alpha \Theta \sqrt{A_E} \hat{h}_{SD} & i \alpha \sqrt{A_E} \hat{h}_{SD} & i \alpha \Theta \sqrt{A_E} \hat{h}_{SD} \\
0 & 0 & \alpha \sqrt{E} \hat{h}_{SD} & \alpha \Theta \sqrt{E} \hat{h}_{SD} \\
\alpha \sqrt{A^2_E} \hat{h}_{SD} & \alpha \Theta \sqrt{A^2_E} \hat{h}_{SD} & \alpha \sqrt{A^2_E} \hat{h}_{SD} & \alpha \Theta \sqrt{A^2_E} \hat{h}_{SD}
\end{bmatrix}, \quad (A.2)$$

$$\delta = \begin{bmatrix}
\alpha \sqrt{E} \epsilon_{SD} & \alpha \Theta \sqrt{E} \epsilon_{SD} & 0 & 0 \\
\alpha \sqrt{A_E} \epsilon_{SD} & \alpha \Theta \sqrt{A_E} \epsilon_{SD} & i \alpha \sqrt{A_E} \epsilon_{SD} & i \alpha \Theta \sqrt{A_E} \epsilon_{SD} \\
0 & 0 & \alpha \sqrt{E} \epsilon_{SD} & \alpha \Theta \sqrt{E} \epsilon_{SD} \\
\alpha \sqrt{A^2_E} \epsilon_{SD} & \alpha \Theta \sqrt{A^2_E} \epsilon_{SD} & \alpha \sqrt{A^2_E} \epsilon_{SD} & \alpha \Theta \sqrt{A^2_E} \epsilon_{SD}
\end{bmatrix}. \quad (A.3)$$

Replacing (A.2) and (A.3) in (A.1), we have

$$P(x \rightarrow \hat{x} | \hat{H}) \leq \exp \left( - \frac{\| \hat{H} (x - \hat{x}) \|^2}{4 \Lambda} \right) = \exp \left( - \frac{1}{4 \Lambda} \text{trace} \{ \hat{H} A \hat{H}^H \} \right). \quad (A.4)$$

where we define $A = (x - \hat{x})(x - \hat{x})^H$ and

$$\Lambda = \text{trace} \{ E(\bar{n} \bar{n}^H) \} = 4 N_0 + 2 \sigma_{eSD}^2 \kappa_1 E + 2 \sigma_{eSRD}^2 \kappa_2 E. \quad (A.5)$$
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$\sigma_{\text{SD}}^2$ and $\sigma_{\text{SRD}}^2$ denote the variances of $S \rightarrow D$ and $S \rightarrow R \rightarrow D$ link estimation errors and are given by

$$\sigma_{\text{SD}}^2 = (E/N_0)^{-1}/\left(N(2\kappa + \kappa') + (E/N_0)^{-1}\right),$$  \hspace{1cm} (A.6)

$$\sigma_{\text{SRD}}^2 = (E/N_0)^{-1}/\left(2N\kappa_2 + (E/N_0)^{-1}\right).$$  \hspace{1cm} (A.7)

Since $A$ in (A.4) is Hermitian and non-negative definite, it can be decomposed into $A = \mathbf{U} \mathbf{D} \mathbf{U}^* \mathbf{H}$ where $\mathbf{U}$ is unitary matrix and $\mathbf{D} = \text{diag}\{\lambda_1, \lambda_2, \lambda_3, \lambda_4\}$ is a diagonal matrix having real-valued eigenvalues of $A$. Replacing $A$ with $\mathbf{U} \mathbf{D} \mathbf{U}^* \mathbf{H}$, (A.4) becomes

$$P(x \rightarrow \hat{x} | \hat{H}) \leq \exp\left(-\frac{1}{4\Lambda} \text{trace}\left(\hat{\mathbf{H}} \mathbf{U} \mathbf{D} \mathbf{U}^* \mathbf{H}^*\right)\right).$$

Noting that multiplication by a unitary matrix does not change the statistics of $\hat{\mathbf{H}}$, we have

$$P(x \rightarrow \hat{x} | h) \leq \exp\left(-E \left[\frac{\alpha^2 \left(\bar{\lambda}_1 + \Theta^2 \bar{\lambda}_2\right) |\hat{h}_{\text{SD}}|^2}{\alpha^2 A_1 \Theta^2 \bar{\lambda}_2} + |\alpha|^2 A_2 \left(\bar{\lambda}_1 + \Theta^2 \bar{\lambda}_2\right) |\hat{h}_{\text{SD}}|^2 + |\alpha|^2 A_1 \left(\bar{\lambda}_1 + \Theta^2 \bar{\lambda}_2\right) |\hat{h}_{\text{SRD}}|^2\right] \right)$$

(A.8)

where $\bar{\lambda}_1 = \lambda_1 + \lambda_3$ and $\bar{\lambda}_2 = \lambda_2 + \lambda_4$. Defining $\lambda_{\text{min}} = \min\{\bar{\lambda}_1, \bar{\lambda}_2\}$, the unconditional PEP can be found as

$$P(x \rightarrow \hat{x}) < \Psi_{|\hat{h}_{\text{SD}}|^2}\left(\frac{E \kappa_1 \lambda_{\text{min}}}{4\Lambda}\right) \Psi_{|\hat{h}_{\text{SRD}}|^2}\left(\frac{E \kappa_2 \lambda_{\text{min}}}{4\Lambda}\right)$$

(A.9)

where $\Psi_{|\hat{h}_{\text{SD}}|^2}$ and $\Psi_{|\hat{h}_{\text{SRD}}|^2}$ are the moment generating functions (MGFs) of $|\hat{h}_{\text{SD}}|^2$ and $|\hat{h}_{\text{SRD}}|^2$ respectively. $|\hat{h}_{\text{SD}}|^2$ is central chi-squared distributed with second degree of freedom. Hence its MGF can be readily found as [46]

$$\Psi_{|\hat{h}_{\text{SD}}|^2}(s) = 1/(1 + s \sigma_{\text{SD}}^2) \hspace{1cm} (A.10)$$

where the variance of $S \rightarrow D$ channel estimate is $\sigma_{\text{SD}}^2 = 1 - \sigma_{\text{SD}}^2$. For the $S \rightarrow R \rightarrow D$ channel, $\hat{h}_{\text{SRD}}$ is the estimate of the product of two Gaussian terms, i.e., $\hat{h}_{\text{SRD}} = h_{SR}h_{RD}$. Unfortunately, the exact distribution function of $\hat{h}_{\text{SRD}}$ is unknown. Here, we follow a similar approach to [31] where the estimate of cascaded channels is modeled as the product of estimates of individual channels: Assume $S \rightarrow R$ and $R \rightarrow D$ channels are estimated individually as
\[ h_{SR} = \hat{h}_{SR} + e_{SR} \text{ and } h_{RD} = \hat{h}_{RD} + e_{RD} \text{ where the estimation errors are modeled as zero-mean complex Gaussian random variables with variances given as} \]

\[ \sigma_{e_{SR}}^2 = (E/N_0)^{-1}/\left(2NG_{SR}\kappa + (E/N_0)^{-1}\right), \]
\[ \sigma_{e_{RD}}^2 = (E/N_0)^{-1}/\left(NG_{RD}\kappa + (E/N_0)^{-1}\right). \]  

(A.11)  
(A.12)

The variance of \( \hat{h}_{SR}\hat{h}_{RD} \) (i.e., the product of individual estimates) is then found as

\[ \text{var}(\hat{h}_{SR}\hat{h}_{RD}) = (1 - \sigma_{e_{SR}}^2)(1 - \sigma_{e_{RD}}^2) = 1 - \sigma_{e_{SR}}^2 - \sigma_{e_{RD}}^2 + \sigma_{e_{SR}}^2\sigma_{e_{RD}}^2. \]  

(A.13)

On the other hand, the variance of \( \hat{h}_{SRD} \) (i.e., estimate of the cascaded channel) is given by

\[ \text{var}(\hat{h}_{SRD}) = 1 - \sigma_{e_{SRD}}^2 = 2N\kappa_2/\left(2N\kappa_2 + (E/N_0)^{-1}\right) \]

Asymptotic relative efficiency of two estimates is defined as [49]

\[ \frac{\text{var}(\hat{h}_{SR}\hat{h}_{RD})}{\text{var}(\hat{h}_{SRD})} = \frac{1 - \sigma_{e_{SR}}^2 - \sigma_{e_{RD}}^2 + \sigma_{e_{SR}}^2\sigma_{e_{RD}}^2}{1 - \sigma_{e_{SRD}}^2}. \]  

(A.14)

For high SNR and sufficiently large pilot numbers, the relative efficiencies of two estimators become the same, i.e.,

\[ \lim_{E/N_0 \to \infty, N \to \infty} \frac{\text{var}(\hat{h}_{SR}\hat{h}_{RD})}{\text{var}(\hat{h}_{SRD})} = 1 \]  

(A.15)

indicating that the statistics of two estimates converge to each other and, ultimately, two estimators perform equivalently. Under this assumption, we have

\[ \Psi_{\hat{h}_{SR} \hat{h}_{RD}}^2(-s) = \Psi_{\hat{h}_{SR} \hat{h}_{RD}}^2(-s) \text{ which is given by} \]

\[ \Psi_{\hat{h}_{SR} \hat{h}_{RD}}^2(-s) = \frac{1}{s\sigma_{\hat{h}_{SR}}^2\sigma_{\hat{h}_{RD}}^2} \exp\left\{ \frac{1}{s\sigma_{\hat{h}_{SR}}^2\sigma_{\hat{h}_{RD}}^2} \right\} \Gamma\left(0, \frac{1}{s\sigma_{\hat{h}_{SR}}^2\sigma_{\hat{h}_{RD}}^2}\right). \]  

(A.16)

Replacing \( \Psi_{\hat{h}_{SR} \hat{h}_{RD}}^2 \) and \( \Psi_{\hat{h}_{SR} \hat{h}_{RD}}^2 \) in (A.9), we obtain

\[ P(x \to \hat{x}) < \frac{4\text{SNR}_{\text{eff}}^{-2}/(\lambda_{\text{min}}^2\kappa_1\kappa_2)}{(1 - \sigma_{e_{SD}}^2)(1 - \sigma_{e_{SR}}^2)(1 - \sigma_{e_{RD}}^2)} \exp\left\{ \frac{2\text{SNR}_{\text{eff}}^{-1}/(\lambda_{\text{min}}^2\kappa_2)}{(1 - \sigma_{e_{SR}}^2)(1 - \sigma_{e_{RD}}^2)} \right\} \Gamma\left(0, \frac{2\text{SNR}_{\text{eff}}^{-1}/(\lambda_{\text{min}}^2\kappa_2)}{(1 - \sigma_{e_{SR}}^2)(1 - \sigma_{e_{RD}}^2)}\right) \]  

(A.17)

which yields (3.24).
Appendix B - Derivation of (3.30)

In this appendix, we present the derivation of PEP for RD protocol with mismatched-coherent detector. The Chernoff bound on the PEP is given by (3.44) where $X_D$ is defined by (3.15) and the effective noise term $\bar{n} = n + X_D e$ is assumed to be Gaussian with

$$\Lambda = \text{trace} \left[ E \left[ \bar{n} \bar{n}^H \right] \right] = 2N_0 + B_1 \sigma^2_{eSRD} E + \sigma^2_{eSD} E.$$ \hspace{1cm} (A.18)

The unconditional PEP can be found as

$$P(x \to \hat{x}) \leq \Psi_{|\bar{b}_{SD}|^2} \left( -\frac{E \lambda}{4\Lambda} \right) \Psi_{|\bar{b}_{SRD}|^2} \left( -\frac{B_1 E \lambda}{4\Lambda} \right) \hspace{1cm} (A.19)$$

where $\lambda = |x - \hat{x}|^2$. $\Psi_{|\bar{b}_{SD}|^2}$ and $\Psi_{|\bar{b}_{SRD}|^2}$ are already given by (A.10) and (A.16), respectively. Replacing them in (A.19), we have

$$P(x_1 \to \hat{x}_1) \leq \frac{4\text{SNR}_{eff}^{-2} / (\lambda^2 B_1)}{(1 - \sigma^2_{eSD})(1 - \sigma^2_{eSR})(1 - \sigma^2_{eRD})} \exp \left( \frac{2\text{SNR}_{eff}^{-1} / (\lambda B_1)}{(1 - \sigma^2_{eSR})(1 - \sigma^2_{eRD})} \right) \Gamma \left( 0, \frac{2\text{SNR}_{eff}^{-1} / (\lambda B_1)}{(1 - \sigma^2_{eSR})(1 - \sigma^2_{eRD})} \right) \hspace{1cm} (A.20)$$

which yields (3.30).
Appendix C – Derivation of (3.36)

In this appendix, we present the derivation of PEP for RD protocol with partially-coherent detector. For this case, PEP is given by

\[
P(X_D \rightarrow \hat{X}_D | \hat{\phi}, |h|) = P\left( \| r - X_D \hat{\phi} \|^2 > \| r - \hat{X}_D \hat{\phi} \|^2 \right) = P\left( \| r \|^2 - 2 \text{Re}\{r^H \hat{X}_D \hat{\phi} \} + \| X_D \hat{\phi} \|^2 > \| r \|^2 - 2 \text{Re}\{r^H \hat{X}_D \hat{\phi} \} + \| \hat{X}_D \hat{\phi} \|^2 \right)
\]

(A.21)

Recall that \( X_D \) and \( \hat{X}_D \) consist of M-PSK modulated transmitted symbols with unit power. Thus, we have \( \| X_D \hat{\phi} \|^2 = \| \hat{X}_D \hat{\phi} \|^2 \) which lets us rewrite (A.22) as

\[
P(X_D \rightarrow \hat{X}_D | \hat{\phi}, |h|) = P\left( 2 \text{Re}\{r^H \hat{X}_D \hat{\phi} - X_D \hat{\phi} \} > 0 \right)
\]

(A.23)

\[
P(X_D \rightarrow \hat{X}_D | \hat{\phi}, |h|) = P\left( 2 \text{Re}\{h^H X_D (\hat{X}_D - X_D) \hat{\phi} + n^H (\hat{X}_D - X_D) \hat{\phi} \} > 0 \right).
\]

(A.24)

where (A.24) is simply obtained from (A.23) replacing \( r = X_D h + n \). Defining the phase difference between the transmitted symbol and incorrect decision as \( \theta_\Delta = \theta_s - \hat{\theta}_i \), the variance of the effective noise \( n' = 2 \text{Re}\{n^H (\hat{X}_D - X_D) \hat{\phi} \} \) can be obtained as [53]

\[
\text{var}(n') = 2N_0E(1 + B_1)\| \hat{\theta} - \theta \|^2 = 4N_0E(1 - \cos(\theta_\Delta))(1 + B_1)
\]

(A.25)

where \( \| \hat{\theta} - \theta \|^2 = |\hat{\theta} - \theta|^2 + |\theta - \hat{\theta}|^2 - 2 \text{Re}\{\hat{\theta}^* \theta - \hat{\theta} \theta^* \} = 2(1 - \cos(\theta_\Delta)) \). Using \( \epsilon_{\text{SD}} = \phi_{\text{SD}} - \hat{\phi}_{\text{SD}} \) and \( \epsilon_{\text{SRD}} = \phi_{\text{SRD}} - \hat{\phi}_{\text{SRD}} \), (A.24) can be rewritten as

\[
P(X_D \rightarrow \hat{X}_D | \hat{\phi}, |h|) = P\left( \{ h_{\text{SD}} |Ee^{-j\epsilon_{\text{SD}}} + h_{\text{SRD}} |B_1 Ee^{-j\epsilon_{\text{SRD}}} \} x^* (\hat{\theta} - x) \} + n' > 0 \right)
\]

(A.26)

\[
= P(n' > 2|h_{\text{SD}}|E(\cos(\epsilon_{\text{SD}}) - \cos(\epsilon_{\text{SD}} + \theta_\Delta)) + 2|h_{\text{SRD}}|B_1 E(\cos(\epsilon_{\text{SRD}}) - \cos(\epsilon_{\text{SRD}} + \theta_\Delta)))
\]

\[
= Q\left( \frac{2|h_{\text{SD}}|E(\cos(\epsilon_{\text{SD}}) - \cos(\epsilon_{\text{SD}} + \theta_\Delta)) + 2|h_{\text{SRD}}|B_1 E(\cos(\epsilon_{\text{SRD}}) - \cos(\epsilon_{\text{SRD}} + \theta_\Delta))}{\sqrt{\text{var}(n')}} \right)
\]

(A.27)

Unconditional PEP can be found by averaging (A.27) with respect to \( |h| \) and \( \epsilon \). However, this averaging can be much complicated due to cross terms [46]. In order to simplify proceeding derivation steps, we further upper bound (A.27) as
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\[ P(x \to \hat{x} \mid \epsilon, [h]) \]
\[ < Q \left( \frac{h_{SD}^2}{N_0 (1 - \cos(\theta_\Delta)) (1 + B)} \frac{E \left( \cos(\epsilon_{SD}) - \cos(\epsilon_{SD} + \theta_\Delta) \right)^2 + h_{SRD}^2 B_1^2 E \left( \cos(\epsilon_{SRD}) - \cos(\epsilon_{SRD} + \theta_\Delta) \right)^2}{\hat{\Omega}_0} \right) \]  

(A.28)

ignoring the cross terms resulting from squaring the numerator of the \( Q \) function in (A.27).

Under the assumption that phase estimate errors are sufficiently small for high PLL loop gain, the expectation of (A.28) with respect to \( \epsilon \) can be approximated by replacing the terms \( \cos(\epsilon_{SD}) - \cos(\epsilon_{SD} + \theta_\Delta) \) and \( \cos(\epsilon_{SRD}) - \cos(\epsilon_{SRD} + \theta_\Delta) \) with their expected values \([54]\), i.e., \( \cos(\epsilon_{SD}) - \cos(\epsilon_{SD} + \theta_\Delta) \approx (1 - \cos(\theta_\Delta)) E \{ \cos(\epsilon_{SD}) \} + \sin(\theta_\Delta) E \{ \sin(\epsilon_{SD}) \} \) where

\[ E \{ \sin(\epsilon_{SD}) \} = E \{ \epsilon_{SD} \} = 1/\rho_{SD} \],

\[ E \{ \cos(\epsilon_{SD}) \} = \int_{-\pi}^{\pi} \cos(\epsilon_{SD}) \frac{e^{\rho_{SD} \cos(\epsilon_{SD})}}{2\pi I_0(\rho_{SD})} d\epsilon_{SD} = I_1(\rho_{SD}) / I_0(\rho_{SD}) \]  

(A.29)

Here, \( I_1(.) \) and \( I_0(.) \) are the first and zero order modified Bessel functions of the first kind and \( \rho_{SD} = |h_{SD}|^2 E / N_0 B_T \). Similarly, for S→R→D link phase error, we obtain

\[ \cos(\epsilon_{SRD}) - \cos(\epsilon_{SRD} + \theta_\Delta) = (1 - \cos(\theta_\Delta)) I_1(\rho_{SRD}) / I_0(\rho_{SRD}) + \sin(\theta_\Delta) / \rho_{SRD} \]  

where \( \rho_{SRD} = |h_{SR}|^2 |h_{RD}|^2 B_1 E / N_0 B_T \). Replacing these approximations in (A.28) and applying the Chernoff bound, we have

\[ P(x \to \hat{x} \mid [h]) < \exp \left( \frac{-h_{SD}^2}{\Omega} E \{ \Delta_1 (I_1(\rho_{SD}) / I_0(\rho_{SD}) + \sin(\theta_\Delta) / \rho_{SD}) \}^2 \right) \times \exp \left( \frac{-h_{SRD}^2}{\Omega} B_1^2 E \{ \Delta_1 (I_1(\rho_{SRD}) / I_0(\rho_{SRD}) + \sin(\theta_\Delta) / \rho_{SRD}) \}^2 \right) \]  

(A.31)

where \( \Delta_1 = 1 - \cos(\theta_\Delta) \) and \( \Omega = 2N_0 \Delta_1 (1 + B_1) \). To find the unconditional PEP, we still need to take an expectation with respect to \( [h] \). For high loop SNRs, the ratio of two Bessel functions in (A.30) can be approximated as \([50]\)

\[ I_1(\rho_{SD}) / I_0(\rho_{SD}) \approx 1 - 1/2\rho_{SD} \] and \( I_1(\rho_{SRD}) / I_0(\rho_{SRD}) \)\]  

(A.32)

Then, (A.31) simplifies to
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\[ P(x \rightarrow \hat{x}) < E_{SD}^2 \left\{ \exp \left( -\frac{\Delta_1 \Delta_2}{\Omega/N_0 B_L^2 T} \right) \right\} \]

\[ \times E_{SRD} \left\{ \exp \left( -\frac{\Delta^2_1 B_1^2 \Delta^2_2 (\Delta_1 - (1 - \cos(\theta_\Delta) - 2\sin(\theta_\Delta))/2\rho_{SRD})^2}{\Omega} \right) \right\} \]

(A.33)

Noting \( |h_{SD}|^2 \) is central chi-squared distributed with second degree of freedom, \( E_1 \) can be calculated as

\[ E_1 = \exp \left( \frac{\Delta_1 \Delta_2}{\Omega/N_0 B_L T} \right) \int_0^\infty \exp \left( -\alpha \left( \frac{\Delta^2_1 E}{\Omega} + 1 \right) - \frac{1}{4\alpha} \left( \frac{\Delta^2_1 (N_0 B_L T)^2}{\Omega E} \right) \right) d\alpha \]

where \( \Delta_2 = 1 - \cos(\theta_\Delta) - 2\sin(\theta_\Delta) \).

Using the integral result \( \int_0^\infty \exp(-\beta/4x-tx)dx = \sqrt{\beta/t} K_1(\sqrt{\beta t}) \) \[48\], (A.34) yields

\[ E_1 = \exp \left( \frac{\Delta_1 \Delta_2}{\Omega/N_0 B_L T} \right) \sqrt{\frac{\Delta^2_2 (N_0 B_L T/E)^2}{\Delta_2^2 + \Omega/E}} K_1 \left( \sqrt{\frac{\Delta^2_2}{\Delta_2^2 + \Omega/E}} \right) \]

(A.35)

where \( K_1 \) is the first order modified Bessel function of second kind. Noting \( |h_{SR}|^2 \) and \( |h_{RD}|^2 \) are chi-squared distributed, we have \( E_2 \) as

\[ E_2 = \exp \left( \frac{B_1 \Delta_1 \Delta_2}{\Omega/N_0 B_L T} \right) \]

\[ \times \int_0^\infty \sqrt{\frac{\Delta^2_2 (N_0 B_L T/\alpha_2 B_1 E)^2}{\Delta_2^2 + \Omega/\alpha_2 B_1^2 E}} K_1 \left( \sqrt{\frac{\Delta^2_2 B_1^2}{\Delta_2^2 + \Omega/\alpha_2 B_1^2 E}} \right) \exp(-\alpha_2) d\alpha_2 \]

(A.36)

There is, unfortunately, no closed form solution of the above integral. However, using the approximation \( K_v(z) = 0.5\Gamma(v)(2/z)^v, \ z < 1 \) \[50\] which gives satisfactory results for small \( B_L T \) values, we can readily solve (A.36) as

\[ E_2 = \frac{\Omega}{B_1^2 E\Delta_1^2} \exp \left( \frac{B_1 \Delta_1 \Delta_2}{\Omega/N_0 B_L T} + \frac{\Omega}{B_1^2 E\Delta_1^2} \right) \int_0^1 \left( \frac{\Omega}{B_1^2 E\Delta_1^2} \right) \]

(A.37)

Replacing (A.35) and (A.37) in (A.33), we have
\[ P(x \rightarrow \hat{x}) \leq \frac{\text{SNR}^{-2}_{\text{eff}}}{B_1^2\Delta_1^2} \sqrt{\frac{(\Delta_2 B_T^L/(2\Delta_1 + 2B_1\Delta_1))^2}{\Delta_1^2 + \text{SNR}^{-1}_{\text{eff}}}} \exp\left(\frac{\Delta_2 B_T^L}{2} + \frac{\text{SNR}^{-1}_{\text{eff}}}{B_1^2\Delta_1^2}\right) \]

\[ \times K_1\left(\sqrt{\frac{\Delta_2 B_T^L}{2 + 2B_1}} + \frac{(\Delta_2 B_T^L/(2 + 2B_1))^2 \text{SNR}^{-1}_{\text{eff}}}{\Delta_1^2}\right) \Gamma\left(0, \frac{\text{SNR}^{-1}_{\text{eff}}}{B_1^2\Delta_1^2}\right) \]  

(A.38)

which yields (3.36).
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