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Abstract

Microwave communication devices have become ubiquitoukerpast decade. As an increas-
ing number of systems compete for spectrum, guard bandsdiewek to increase bandwidth

efficiency. The frequency behaviour of microwave deviceafiscted by thermal expansion.

In order to avoid interference with adjacent bands, mick@veomponents must exhibit high

temperature-stability in most communications appligaio

Thermally stable materials can be used to construct terperatable components. How-
ever, this approach requires an expensive mass and costdfiadTemperature compensated
aluminum resonators and filters provide major advantagesshand mass. This work proposes
that a compensating tuning screw with a temperature-deyeradfective length be constructed
by mounting a bimetallic compensator at the end of a mourdgorgw. This so-calleBimetal
tuning-screwcan be used to produce temperature-compensated rescaaddikers.

There are several advantages to this approach. Compenesatidye tuned by adjusting the
depth of the bimetal, simply by adjusting the mounting scr®mce there are no moving parts
inside the cavity or filter, and the bimetal can be platediglaee no additional sources of passive
intermodulation. Also, this design is simple to implemeortWwaveguide designs in general.

In order to compensate for temperature drift, it is usefufjtantify uncompensated drift.
Temperature drift for a lossless linearly expanding RF camept is derived from Maxwell’s
equations. For the lossy case, it is demonstrated that sétireg formula is approximately true,
and that the quality of this approximation is excellent foagiical levels of temperature range
and thermal expansion.

Experimental results are provided that demonstrate bincetapensation under uniform-
temperature conditions for a single aluminum resonatoradveed drift of the compensated res-
onator is—0.38 ppm/°C, compared te-23 ppm/°C for an uncompensated resonator. Measured
drift for a bimetal-compensated 4-pole filter prototypé&.i35 ppm/°C. A method for adjusting
compensation for a filter is also provided.

Multiphysics simulations are used to examine power hagdiom bimetal-compensated fil-
ters. It is demonstrated that power-handling can be impttyereducing the effective length of
the compensator to improve heat conduction to the cavityter.fi
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Chapter 1
Introduction

The theoretical foundations for microwave engineeringeMaid by scientists like Maxwell,
Hertz, and Marconi over a hundred years ago. The first padcéipplications of microwave
theory emerged during the Second World War with the advemadér. Since that time, the
number of microwave applications have grown dramaticdlly [

Satellite communications were some of the first commeradila frequency (RF) appli-
cations. In the late 1960s, the Intelsat I-11l satellitesr@vdeployed providing the first voice
communication satellites. Subsequent Intelsat satellised a channelized architecture, which
created a need for high-performance, temperature-stétieles fand multiplexers [2].

RF filters can be realized by coupling resonators. The wortdtistlin this thesis deals with
coupled resonator filters. Cavity resonators for example,bsacoupled to one another using
irises to produce a filter.

There has recently been an unprecedented proliferationi@bwave technology in many
communications applications. Unused bandwidth betweemrméls called guard bands have
been consistently reduced in order to maximize usable biltid\{8]. This trend has generally
led to tighter design constraints as more devices competpéxtrum [4].

The properties and performance of an RF device are highlyrdigpe on its dimensions,
and RF properties such as permittivity. Due to thermal expanshe dimensions of any device
are to some extent dependent on temperature. The RF pr@peftmmany materials are also
temperature sensitive. The performance of any RF devicelhveitefore exhibit a certain amount
of temperature dependence temperature drift



Most, if not all RF devices are subjected to temperature trana Heating and cooling is
caused by factors such as resistive power dissipation,ernt@mperature changes, and thermal
radiation. These factors are common to nearly any RF desigm $atellite applications, to
cable television transmission stations. Therefore, migimg or eliminating temperature drift is
a major concern for the RF designer.

Temperature drift is typically addressed by constructiogponents from materials with a
low coefficient of thermal expansion (CTE) such as Invar [2@wdver, constructing a compo-
nent from Invar is more costly than using aluminum, both mmie of material and machining
costs.

A mass penalty is also incurred when using Invar over alumirnwhich is especially costly in
satellite applications. &4 kg Invar multiplexer weighs kg when constructed from aluminum.
For launch costs of $30,000 per kilogram, deploying thisratwm multiplexer would result in
$480,000 in launch-costs savings.

If the same mass savings is replaced with fuel, life-cycléngps can instead be realized. For
a satellite requirin@5 kg of fuel each year with annual revenues of $80 million, thé&g mass
savings represented by the aluminum multiplexer descibese results in $51 million in extra
revenue. For a satellite with a 15 year life cycle, this sgsirepresents $16 million in present
value, assuming an 8% annual discount rate. This is the atmtivfor the research undertaken
in this thesis.

1.1 Thesis Objectives and Contributions

The primary objective of this thesis is to devise an efficreethanism for temperature compen-
sation, and to design and build a temperature-compensaiezbwide filter constructed primarily
from aluminum using this mechanism. In the process of actishipg this major objective, there
are a number of secondary goals that this research aimsamatiish. These are as follows:

e This work aims to quantify the temperature drift problem aseyally as possible. Where
possible, drift will be derived from first principals. Othése, simulation methods will
be developed capable of quantifying complex environmeauta structural factors that
contribute to temperature drift.



e The method chosen for temperature compensation must benmepkable for waveguide
designs in general. This will allow for implementation ofriperature compensation in
existing waveguide filter designs.

e The amount of temperature compensation must be adjustalstécrowave designs where
device dimensions are on the order of wavelength, small moeal changes cause sig-
nificant changes in RF response. Adjustable compensatibriisfore required to account
for manufacturing tolerances.

e The effect of high-power on the compensated filter must bewted for. This requires
that possible sources of passive intermodulation be aselded he effect of local resistive
heating on filter response must be quantified and minimized.

In pursuing the objectives and goals listed above, a numbesrdributions to the art were
realized. The contributions presented in this thesis agid plotential impact are described below:

e This work proposes that a bimetallic compensator mounted sorew can be used to
provide temperature compensation for waveguide filtersraadnators (Chapter 4). It is
demonstrated that when using this approach, compensatiobeceasily adjusted by turn-
ing the mounting screw, thereby adjusting the depth of thepmmsator. This method is
simple to implement for waveguide designs in general. Ajpglyhis approach to waveg-
uide filters will allow aluminum filters to be used in applicats where Invar waveguide
filters are currently used. Experimental results are pexitbr a compensated resonator
(Chapter 6) and a compensated filter (Chapter 7). These exgr@smemonstrate that a
bimetal tuning screw can be used to produce aluminum resmand filters that exhibit
levels of temperature drift similar to or lower than theivdn equivalents. Application of
this temperature compensation approach can lead to a stibstaass and cost savings
over traditional Invar filters in many areas including datelbnd terrestrial radio applica-
tions.

e A method for adjusting compensation for each resonator ineb@$hev filter is provided.
This method is appropriate for any compensated design whemamount of compensation
is adjustable for each resonator. This contribution presid useful tool for implementing



either the compensation approach proposed here, or anyfotheof adjustable compen-
sation.

e Three multiphysics models are proposed in this work (Se@ia). (The term multiphysics
refers to models that account for coupling between two orentmmains; for example,
mechanical and thermal.)

— A uniform temperature mechanical-RF simulation is providBais model is used to
simulate temperature drift in situations where the tempeeadistribution is uniform.
The resulting temperature drift is used as the baselinepeence for a given de-
sign. This contribution allows for the design and simulatd complex temperature-
compensation schemes using finite element analysis. Thigihcan also be used to
model temperature drift in uncompensated resonators dackfil

— A resistive heating simulation is proposed that modelslloesistive heating, given
the input power and thermal boundary conditions. This satioth can be used in in
lieu of or as a precursor to high-power testing. This typeimiusation is useful for
any microwave structure designed for high-power use. Itbmansed to locate areas
of high resistive-heating so that they can be addressectidehign.

— A resistively heated thermal-mechanical simulation ispps®ed that models RF be-
haviour on the deformed geometry given input power and taeboundary condi-
tions. This model not only solves for resistive heating fmeg thermal boundary
conditions, but also accounts for the effect of geometryoeétion on filter re-
sponse. This simulation can be used to model RF performanite adtounting for
general environmental conditions; this includes mountioigstraints, thermal condi-
tions, and resistive heating. In temperature compensatgidrb in particular, it can
be used to quantify the effect of local resistive heating@amdronmental conditions
on compensation.

e Temperature drift for an arbitrary microwave structure ésived from Maxwell's equa-
tions, assuming the structure is lossless and has a unifoefficent of thermal expansion
(Section 3.1). It is also shown that the same expressiorefapérature drift is approxi-
mately true for lossy structures (Section 3.2). The qualitthis approximation is based



on the assumption that the coefficient of thermal expansioltipiied by the temperature
change is much less than unity; a valid assumption for masttjgal systems. The ac-
curacy of this expression is therefore not affected by tlrellef loss. This expression
for temperature drift is general and that can be used to dudemperature drift for any

device made from a single material that is allowed to expaeely.

An expression is derived for the drift of the coupling coeéfit due to iris expansion for a
thin iris (Section 3.B8). By applying this drift to a lumped ®lent filter model, it is shown
that the drift caused by iris expansion is small when congh&reoverall filter drift, even
for a well-compensated filter. It is demonstrated that therdoution of iris expansion to
temperature drift is therefore insignificant.

A parameterized model for bimetal actuation and thermahegjon is proposed that can be
used to simply model a bimetal compensated device undesramiemperature conditions
(Section 4.3). This model can be implemented using micrevemulation packages that
allow for parameterization of geometry (e.g. Ansoft HFSH)is approach provides a
alternative to full structural simulation where the tengiare distribution is uniform and
bimetal actuation is unloaded.

1.2 Thesis Organization

In Chapter 2, milestones in the development of microwavertelclyy are described. The prob-
lem of passive intermodulation is discussed. A review oflitleeature in the area of temperature
compensation of RF components is provided. A descriptionroétal theory and the equations
used to predict and specify bimetal behaviour is shown.

In Chapter 3, temperature drift of uncompensated compornemtsscribed. Equations de-

scribing temperature drift for a lossless uncompensateidelare derived from Maxwell’s equa-
tions. It is demonstrated that this equation is approxitgpdtae for a lossy device. Simulations
are provided to confirm that this approximation is valid fgpital materials and temperatures.
An expression is derived that predicts temperature drifhefcoupling coefficient for a thin iris.
The metrics and conventions used in this work to specify tmadpre drift are described. These
metrics are classified with respect to thermal conditions.



Chapter 4 provides an overview of the bimetal tuning screwithased to provide tempera-
ture compensation. Design requirements are presentet @lith two configurations that meet
these requirements. The susceptibility of a bimetal tusorgw to vibration is examined using a
mechanical eigenmode simulation. Adjustability of tengere compensation is demonstrated
in simulation. Finally, a parameterized model for bimetaimpensated components is provided.

An experimental setup capable of performing uniform amidtiemperature tests is described
in Chapter 5. Measurement procedures are described, dddigmelieve residual strains in a
component to ensure accurate data is collected.

Chapter 6 describes the implementation of bimetal compiemsfatr a single aluminum res-
onator. A prototype resonator is described along with tleegdure for fixturing and adjusting
the compensation. Experimental results for the compedsas®nator are provided, demonstrat-
ing the effectiveness of bimetal compensation.

Bimetal compensation is applied to a waveguide filter in Chaptelt is demonstrated in
simulation that compensation is independent from resofraguency tuning. A method for
adjusting compensation is presented, along with a desmmipf a prototype filter. Finally, ex-
perimental results for the compensated filter are provided.

In Chapter 8, a multiphysics simulation is described that iwamlel compensation under
uniform temperature conditions. An approach to modellinghegting is described. Finally a
model is provided that can quantify temperature drift gigdntrary thermal boundary conditions
for lossy compensated components under high-power. Themmandling capability of bimetal
compensated filters is examined using these multiphysieslations. These results are used to
refine the design to improve performance of the lossy compamader high-power.

Finally, conclusions and recommendations are provided ap@&ir 9.



Chapter 2
Literature Review

In this chapter, milestones in the evolution of microwawht®logy are presented. A description
of passive intermodulation (PIM) in communications systesiprovided. With an understand-
ing of the sources of passive intermodulation, care can kentéo avoid PIM when devising
approaches to temperature compensation. Industry peaatid research in the field of tem-
perature compensation of RF filters and resonators is rediewdedescription of the general
behaviour of bimetals along with a description of the equegithat describe their actuation are
provided.

2.1 Milestones in Microwave Technology

The fundamental concepts of microwave theory were diseaverver 100 years ago by scien-
tists like Maxwell, Hertz and Marconi [1]. Starting from Ralay’s theories on lines of force,
Maxwell eventually published what became eponymously kna® the Maxwell equations in
A Treatise on Electricity and MagnetisnThis work implied the existence of electromagnetic
waves travelling at the speed of light [5]. As well as being finst field equations, Maxwell’s
equations unified electricity and magnetism, and are this lbasnicrowave engineering.

World War Il was a watershed for global technological inrtava and RF technology was
no exception. Technological innovation was deemed a tegie war front on all sides, and for
the first time scientists were systematically recruitedfierwar effort. For these reasons, World
War Il has sometimes been referred to as the Physicists’ 8Yar |

7



Emerging radar technology provided the prospect of detggilanes and ships at distances
exceeding the limits of visibility. This attracted the irgst of military researchers as early as
the 1920s. In the late 1930s the first major radar installatonetwork of radars called Chain
Home, was constructed along the vulnerable southern aneredanglish coast [6]. The advent
of radar provided the first impetus for research and devedopin RF technology.

Radar applications required wide-band, tunable receiiterdi Waveguide filters with in-
ductive posts were developed to satisfy this need [2]. Waidegfilters are able to handle high
transmission power, and exhibit a high quality factQ).( These filters however are large when
compared to TEM (transverse electric-magnetic) transomdse filters. Since wide bandwidth
filters have inherently low loss, more compact TEM transmarséine filters replaced inductive
post waveguide filters for radar applications [2].

The most popular implementation of TEM transmission lirteffd are combline filters. These
filters consist of an array of parallel coupled conductorsimed in a conducting cavity as shown
in Figure 2.11[7]. In fact, combline filters are still widelged in cellular radio base stations [2].
These filters are compact, have low loss, and provide goatogfsuresponse.

T

coupling iris

Figure 2.1: Diagram of a 2-pole combline filter, side and taggw(input/output coupling not
shown)



When radio was being developed in the 1890s, most physiocgdtsvbd that radio waves
could not travel long distances since they travel in straigies. Guglielmo Marconi proved
this notion wrong in 1894, but it was left to Arthur E. Kenryedind Oliver Heaviside to propose
that the long radio waves used by Marconi were bouncing ofatamospheric layer of ions.
When later proven to exist, this layer was named the ionospl@r The concept of bouncing
communications signals from earth to space foreshadoveeshttdern communications satellite
where signals are relayed from earth to space and back to ooroate over large distances.

Shorter-wave microwaves can support more bandwidth thamatiio waves used in early
wireless communication. However, the ionosphere is tramsy to microwaves. Transmitting
microwaves over long distances therefore requires eitlserias of relays, or another object in
space to reflect the waves.

The first attempt to relay microwaves in space came in 1946 Ribject Diana which suc-
ceeded in using the moon to reflect radio waves. In 1960, thdauisched Echo I, the first
satellite designed specifically for microwave communaadi Echo | was a passive satellite,
that simply reflected microwaves back to earth [9]. Subsego@mmunications satellites were
active designs which filtered, mixed, amplified, and retnaitted the signal making Echo | both
the first, and last passive communications satellite.

Satellite communications would develop into one of the fingfor civilian applications of
microwave technology. The Telstar satellite, launched962] was able to transmit telephone,
facsimile, and television signals. Due to its low, (and #fiere fast) orbit, Telstar was only able
to transmit over 10 minute intervals while in sight of itserground stations [9].

The early Intelsat satellites launched in the late 19608qatdhe commercial viability of
satellite voice communications. Intelsat | was the firstgy@chronous satellite that orbited at
the same period as the earth, and thus appeared statiol@ydaatations. Since geosynchronous
orbit allows for unlimited transmission times, this hasdmee the standard orbit for most com-
munications satellites.

Intelsat IV was the first communications satellite to useancielized architecture [2]. A typ-
ical channelized architecture is shown in Figure 2.2 [1Q]th#& satellite, the uplink signal is low-
power due to atmospheric attenuation. The downlink sigoalgver is amplified by the satellite
and therefore high-power. In order to avoid interferenbe, uplink and downlink signals are
transmitted on different bands. In this example,ihe MHz uplink band §.925 — 6.425 GHz)



ODD MUX

INPUT
FILTER
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FILTER
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Figure 2.2: A typical satellite-communications architeet

is filtered and amplified using a low-noise amplifier (LNA).€limput signal is then mixed down
to the downlink band3.7 — 4.2 GHz). An input multiplexer splits the signal in& MHz chan-
nels. Each channel is amplified using a high-power amplii€X) and recombined. The filtered
signal is sent to the downlink antenna [2].

Insertion loss of the input filter, output filter, and mulgger must be minimized in order
to maximize bandwidth efficiency for the satellite. Lowddsdters using iris-coupled Invar res-
onators were used to construct the uplink/downlink filterd enultiplexers. A typical channel
filter for an output multiplexer weighed close4dg. The mass of these filters was later reduced
using thin-walled Invar cavities [10].

The development of dual-mode filters in the 1970s proved t@ toajor advance for satellite
communications [11, 12]. Dual-mode filters use perpendicmiodes to allow a single physical
cavity to function as two electrical cavities. A typical dumaode in-line waveguide filter is shown
in Figure 2.3.

Figure 2.3: A dual-mode in-line waveguide filter

10



By halving the number of physical cavities, dual-mode fil{gisvide a substantial mass and
space savings. Dual-mode filters also allow coupling betvwem-adjacent cavities. This allows
for simpler realization of more complex filter functions, isfn provides improved performance;
specifically lower attenuation in the passband and impreedectivity [12].

Triple- and quadruple-mode resonators have also been edd@rhese designs have proven
to be very sensitive to manufacturing tolerances and hawerspoor thermal stability. Although
triple-mode filters have been deployed in satellite mudtigls, filters employing more than three
modes per cavity have not as yet been deployed [10].

Dielectric resonators provided another major advance ter fiechnology. Although work
on dielectric resonators goes back to the 1930s, high pedioce thermally-stable dielectric
materials were not available until the 1970s/[13, 14]. Skleetric fields are concentrated inside
a dielectric, dielectric filters provided a mass and volueduction. The dual-mode dielectric
filter presented by Fiedziuszko [14] is an important exanopldielectric filter advancement.

Many see high-temperature superconductive (HTS) desitigeeanext frontier in microwave
filters [2]. A very small filter with near-infinite unloade@ can be constructed from HTS, pro-
vided itis cooled cryogenically t67 K. Despite the gains in performance and space that HTS de-
signs offer, concerns about the reliability and added ceripl of cryogenic cooling has slowed
implementation of these designs in space applications.

2.2 Passive Intermodulation

Linearity is a crucial property for wireless communicatigystems. It is linearity, and more
specifically the superposition principle, that makes v@gselcommunication possible. Superpo-
sition permits the combination and extraction of modulateshmunications channels.

Like most engineering assumptions, the linearity asswnptften is not perfect. In some sit-
uations, nonlinearity is tolerable; for example, nonlinamplification in frequency-modulated
systems. In many situations however, nonlinearity caneaesious problems in communica-
tions systems.

When two or more signals are mixed in a nonlinear device, nmbeiulation products are
produced. These intermodulation products are a problemmitiey occur within the passband
of that system, or an adjacent system.
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Intermodulation products occur in three main areas [15¢ ifherent nonlinearity of power
amplifiers and mixers results in intermodulation produdttha transmitter and receiver input
stages. In passive, nominally linear components, intetri@bidn is produced by nonlinear as-
pects such as, nonlinear metallic contacts, poor or cotrodenections, and nonlinear materials.
This is referred to apassive intermodulatioPIM). While the nonlinearities in the receiver and
transmitter can be minimized by system isolation, this isthe case for intermodulation prod-
ucts in the passive components.

Dealing with passive intermodulation has been a problenommunications systems for
nearly seventy years. The earliest reference availableridesy passive intermodulation is in
the RCA reviewirom 1937 [16].

PIM was first observed in space applications in the Lincolbdratories satellites LES-5 and
LES-6 in the late 1960s [10]. When devising methods for teiijpee compensation, the problem
of passive intermodulation must be considered. In ordeddvess the temperature compensation
problem without incurring passive nonlinearity, an untending of the mechanisms of PIM is
useful.

2.2.1 Intermodulation Theory

In order to understand the PIM problem, it is important to enstand the basic mechanism of
intermodulation.
In general, the transfer function of a nonlinear device camwhtten as a Taylor series [1].

Vout = Qg + 1V + agvfn + agvfn + - (2.1)

This assumes a memoryless device.
The coefficients of the Taylor series, depend on the properties of the nonlinear component.
Consider the case where the input voltage can be represgntberek sinusoids.

Vin = V1 cos(wit) + Vi cos(wat) + V3 cos(wst) (2.2)
For simplicity, consider only the first three terms of the livogar transfer function.

Vout = Ao + A1V + A0}, (2.3)
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The output voltage can be determined by substituting Eqni&i2 into the simplified transfer
function from Equation 2.3.

Vout = o+ a1(Vicoswit + Vo coswat + Vi coswst) +
ag(Vf cos? wit + V1 Vi coswyt cos wat + Vi Vi cos wit coswst +
ViVs cos wyt cos wat + V22 cos? wot + ViV cos wat cos wst +

V1V5 coswit cos wst + VoV coswst cos wst + V32 cos? wst) (2.4)

The higher-order sinusoidal terms from Equation 2.4 caredeced to first order sinusoids
using the following identities.

cos Acos B = = (cos(A— B)+ cos(A+ B))

— N

cos’ A = 3 (14 cos2A)

The intermodulation will therefore occur at the followingdfuencies.

Jim =mfi+nfo+pfs (2.5)
wherem andn andp are integers, and

Im| <2,
In| <2,
lp| <2,
(Im| + n| + |pl) <2

It can be shown that when all the terms in Equation 2.1 areideresd, Equation 2|5 describes
the intermodulation frequencies wherg n andp are any positive or negative integer. The sum
(Im| + |n| + |p|) defines the order of the intermodulation product [15].

This analysis can be generalized fot'a order nonlinearity, with coefficients,;. The order
of intermodulation becomes [17].

M
N =2 lmi (2.6)
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and the output frequencies are,
M
fo= Zmifi (2.7)
=1

wherem; is the set of all positive and negative integers less thawoitier of nonlinearity.

This analysis can be used to determine the number of in-baedmodulation products.
Figure 2.4 shows the number of in-band intermodulation petslfor orders of intermodulation
from third to ninth, versus the number of channels.

order of intermodulation

108 4

102 +

number of intermodulation products

number of channels

Figure 2.4: In-band intermodulation products [15]
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2.2.2 Sources of Intermodulation

There are many potential sources of passive intermodaulalitentifying the source of PIM can
be difficult. In an early description of intermodulation lmetRCA reviewa case was described
where opening a window eliminated the intermodulation [16 therefore important to recog-
nize potential sources of PIM. The sources of PIM can gelydval divided into two categories:
contact nonlinearity, and material nonlinearity.

Contact Nonlinearity

It has long been understood that poor electrical contagid®t conductors can cause PIM [16].
In fact, this is the most common source of PIM in most appiicet [15]. There are a number of
issues that can result in problems with electrical conpeasti

A poor mechanical interface will produce poor electricahigection. Excellent surface fin-
ish and workmanship for mating parts is required to ensugelgdectrical connection. When
pieces are properly manufactured, a poor mechanical ateis still possible if assembly is not
performed properly. For these reasons, stringent stasdasdin place for manufacturing and
assembly of parts that are potential sources of PIM [2].

Thin oxide layers or corrosion can also cause poor contaetasm components. Oxide layers
are present on the surface of most metals. This problem is apparent in certain materials that
corrode or oxidize easily. For example,1& — 100A thick aluminum-oxide layer will form
spontaneously on a clean aluminum surface [17]. Electronelling and semiconductor action
through these oxide layers also causes nonlinearitiesaithey are present at a connection.

PIM can also be caused by microscopic cracks on the surfagzenaiterial. Voltages across
these cracks can result in currents that produce PIM [108s&leracks can be caused by stressing
the material.

Dirt and other contamination can also cause PIM [18]. Thislwacaused by hydrocarbons
or flux on the surface of the conductor.

Material Nonlinearity

Material nonlinearity is a bulk material property that cahgenerally be avoided except by
avoiding nonlinear materials themselves.
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Ferromagnetic materials and carbon fibres for example éxiohlinear electrical properties.
Ferromagnetic nonlinearity is also hysteretic. This fartbomplicates the PIM problem, since
the standard Taylor series analysis of the PIM phenomermmass memoryless, and thus non-
hysteretic nonlinearity.

Although many sources of PIM have been identified, it is intguoirto note that the specifics
of each mechanism, and indeed the mechanisms themselvefsear@ot well understood [15].

2.2.3 Minimizing PIM

Addressing the PIM problem is complex. A large number of ptiég sources of PIM have been
identified, and some of them are not well understood. Gemgridelines are required to deal
with the various PIM sources at both the design and manufagtstages.

e Workmanship: Workmanship may be the most important aspect of minimizig. Pre-
cise mechanical tolerances must be adhered to. High gusalifsice finishes are required.
During assembly, surfaces must be clean and free of debrista€ts must be protected
from corrosion and oxidation over their lifetime partialjyefor ground based applications

[17].

e Metal-to-metal contacts: Contacts between metals, particularly dissimilar metalsstm
be minimized. This means that where possible, componeptsdibe constructed from
a single piece [19]. Where metal-to-metal contacts betwéssindilar metals cannot be
avoided, an insulator or an alternative current path shbeldrovided. Exposure of metal
contacts to radiated signals must also be minimized.

e Bolted joints: The number of bolted joints must be reduced where possiblergwolted
joints are necessary, mating faces must be held togetheghaphessures, at leagiMPa
. Pressure can break down the oxide layer on the maticey fahich increases con-

duction and reduces PIM. In lieu of bolted joints, bondedt®ishould be used where
possible.

e Nonlinear materials: Nonlinear materials must not be used near the current pdits T
excludes ferromagnetic materials, graphite, and pla$tas current path applications
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[15, 10]. In some cases, nonlinear materials coated witllectmg materials are used.
For example, in the 1970s conductor-coated graphite nadgdsegan to replace Invar as
a waveguide structure [14, 20]. Since that time howeverrlneaponents have replaced
graphites in most designs as Invar production techniques ddvanced.

Cleanliness:Great care must be taken to ensure that parts are clean{ikdjolod practice
to clean parts immediately before assembly.

Current density: Current densities must be minimized. This can be accomplislye
increasing the contact area, and using larger conductbfs [1

Thermal considerations: Thermal expansion induces stress and strain to a structure.
This can cause deflection at contact surfaces, which care cenrdinearity. Temperature
change, and in particular temperature gradients, mustfibrerbe minimized [15].

Cavity perturbation: Tuning screws in the current path can cause PIM, and should be
avoided where possible. Where tuning screws are requireg ntust be tight [15]. Once
tuning is completed, the tuning screw can be tensioned aoxdegin place, from outside

the structure.

Connector cables: Cable lengths should be minimized. Low PIM cables should ydwa
be used. Coaxial cables with steel conductors should beedioMinimize cable bending,
particularly at the base of the connector [17].

Nonlinear components: Nonlinear components should be avoided wherever possible.
Components to be avoided in low-PIM applications include gechdummy loads, cir-
culators, isolators, and some semiconductor devices [15].

Isolation: PIM from high-power transmit components interfering witkvtpower receive
components is a common problem. The transmit and receiteragsnust be well isolated,
either through filtering, or physical separation [15].

Frequency planning: Intermodulation frequencies should be considered in #guency
planning stages. Even higher-order products can causéeir@ece between transmit and
receive systems due to high disparity in power levels [15].
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2.2.4 Modelling PIM

Little work has been on modelling passive intermodulatibhis is not surprising given that the
causes of PIM are complex and poorly understood. Also, iifficdlt to isolate a particular PIM
source experimentally.

For the case of PIM at waveguide connections, Vicente rgceggorted a model for predict-
ing PIM [21]. Surface roughness means that the contact leetibee waveguides is never perfect.
The interface surface can be divided into metal contact zdaespots), and non-metal-contact
zones. Furthermore, the oxides or sulphides that form omedéls mean that contact is further
reduced.

Experimental work has shown that PIM tends to be relativeiependent of clamping force
up to a certain threshold, after which PIM drops off shardlyhas been postulated that this
drop-off is associated with the rupture of the oxide layer.
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\ \
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Figure 2.5: Side view of a waveguide connection. The diglecbnnection is not to scale, and
roughness is not shown. [21]

Figure 2.5 describes the system under consideration. Euaitng dielectric (not to scale)
describes the oxide layer.

Three steps are required to produce a PIM model. A surfacehi®dsed to calculate the
contact area as a function of applied load. An electric aint@odel is proposed for contact
described in the mechanical model. Finally, PIM excitai®applied.

Surface models generally assume that surface peaks, aitespere spherical and statis-
tically distributed. The Greenwood and Williamson (GW) sigd model was chosen for this
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study. This model assumes isotropy of the surface, unif@pedty density, and random asper-
ity heights.

Flat surface

d N [N

Mean height of the rough surface Mean of asperity heights

Figure 2.6: Greenwood and Williamson (GW) surface model [21]

This model predicts that the contact between two rough sesfés equivalent to the contact
between an infinitely hard surface, and a rough surface ohysumodulusE’. This model
is shown in Figure 2/6. The distantés the interference distance, or the distance the asperity
has penetrated the flat surface. The roughness can be @ekbyilthe standard deviation of the
surface heights, the microasperity density, and the asperity radius

Using this model to predict the contact area, an electricalysis is performed for two cases:
one where an insulating oxide layer exists, and one with lrogtanetal contact. A cracking
model for the oxide layer is used to denote where each modski.
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Figure 2.7: Third-order PIM level for three different suréatopographies [21]
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Figure 2.7 shows the third order PIM for three different aoef topographies. The trend of
these results match previous experimental measuremdnissmbdel has not however been fully
validated experimentally.

2.3 Temperature Stable Resonator and Filter Design

Research on the topic of temperature compensation for mau@wevices can be split into three
broad categories:

¢ Limiting designs to using only materials with high thermialslity with respect to dimen-
sion and RF properties.

e Attempting to control a component’s temperature, removiegroot cause of temperature
drift.

¢ Designing a device using materials with specific dimendiand/or property drift, in such
a way that net temperature drift is low.

Each of these approaches has inherent advantages andasitagbs. Some important work
in the field of thermally stable RF design using each approaphasented here.

2.3.1 Thermal Stability and Material Science

The simplest way to ensure low temperature drift in a micr@wdter is to use materials with
high thermal stability. Conductors must be dimensionalbl. Dielectrics must be both di-
mensionally stable, and have a stable dielectric constant.

Early designs requiring high thermal stability used Invamnductor [2]. Invar is an iron-nickel
alloy that exhibits exceptionally high dimensional stailThe coefficient of thermal expansion
(CTE) of Invar is approximately.6 ppm/°C (depending on the alloy). For comparison, the
CTE of aluminum is23 ppm/°C. It will be shown in Chapter|3 that the absolute value of the
frequency-drift coefficient is approximately equal to theECANn Invar resonator or filter will
therefore exhibit &3% reduction in temperature drift.

When compared to other conductors such as aluminum and ¢odppar has a number
of drawbacks. A major drawback in many applications is itssspahe density of Invar is
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8050 kg/m3. By comparison, the density of aluminum2%00 kg/m?, nearly1/3 the weight
by volume. This is a major penalty in space applications @imeass reduction is critical.

The poor machinability of Invar is another drawback. Duringchining, Invar can exhibit
work hardening that can lead to warping. It also has a tendnbreak up during machining.
For these reasons, constructing components from Invaffisuli and expensive.

Another design concern when using Invar conductor is heathition. Resistive heating is a
major source of heat in the high power applications whereegramle filters are commonly used.
Heat generated inside the cavity walls must be dissipatétetenvironment efficiently in order
to minimize temperature drift.

Since the thermal conductivity of Invar i$ W/mK, it conducts heat less efficiently than
other metals. The thermal conductivity of aluminum and @@pe200 W/mK and400 W/mK
respectively. Invar will act as an insulator when compacdthi¢se materials, trapping heat inside
a waveguide [22, 23].

Invar filters deployed on the early Intelsat satellites wamglemented using standatd)64
inch thick walls and standard flanges [10]. The first stepriakeaddress the mass problem was
to reduce the wall thickness to less that30 inches.

In the 1970s and 80s, composite materials began to repleaeitnsome designs [14, 10, 20].
These composites consisted of a graphite structure, witigladonductivity layer of silver to
serve as a conductor. These plastic fibore composites artsvigiht, and exhibit dimensional
stability that meets or exceeds that of Invar.

Although graphite waveguides are lightweight and have thghmal stability, manufacturing
issues hinder their implementation. Graphite waveguidgsire elaborate quality control, and
are more difficult to manufacture than modern Invar wavegglidFor these reasons, graphite
filters are rarely used today.

In the 1970s, dielectrics exhibiting high thermal stapjl#uitable for microwave frequencies
were beginning to be developed [10]. Although it had beendnfor many years that dielec-
tric resonators could be used to produce compact, low-ltsssfi poor thermal properties had
precluded their use.

Fiedziuszko proposed the first dielectric filter that dent@tsd substantial improvement
over existing technology in [14]. A dual-mode dielectrideil was proposed. This design was
made possible by the development of thermally stable, l@s t@ramic dielectrics.
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The configuration proposed by Fiedziuszko is similar to taetdl dual-mode cavity filters.
It consists of a series of cylindrical cavities, each suppgrtwo perpendicular modes. The
resonant frequency of each mode is tuned by two scre@® &b one another. Coupling between
modes within each cavity is provided by a coupling screw ketwthe perpendicular tuning
screws atl5°. Fiedziuszko’s diagram of this filter is shown in Figure 2.8.

Coupling iris

Dielectric resonator

Figure 2.8: Diagram of a dual-mode dielectric filter [14]

In this design, dielectric cylinders are mounted coaxiallyeach cavity. The dielectric is
mounted with a low-loss, stable material to ensure low teatpee drift.

Since the fields are concentrated inside the dielectric, kestantial volume savings is
achieved. An 8-pole filter described in [14] provides a 12esmreduction in volume when
compared to an 8-pole dual-mode cauvity filter.

Again, since the fields are concentrated inside the diétette effect of the enclosure’s ther-
mal expansion is greatly reduced. The temperature drifi@fdielectric is the dominant factor
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in thermal performance. By using a dielectric with a slightgative temperature coefficient,
near perfect temperature compensation is possible.

Since expansion of the cavity walls is no longer the domirfeetor in thermal performance,
thin-walled Invar or graphite technologies are not reqliifEhe filter presented in [14] represents
approximately30 — 40% of the weight of a comparable graphite filter, ar&d— 25% of a thin-
walled Invar filter.

Dual-mode dielectric filters are widely implemented in istty, however they are not suitable
for all applications. Resonant cavity filters are still oftesed for their power handling capability.
Where dielectric filters are appropriate, this design is ktsibed to dielectrics with high thermal
stability. Low-loss dielectrics such as sapphire cannou$ed because of their poor thermal
stability.

2.3.2 Temperature Control in RF Designs

Thermal drift in RF components can also be reduced by attegnpdi control temperature. Re-
search that implements this approach using both active asslye cooling is presented here.

In [22], Atia proposed a dual-mode cavity filter that uses at legchanger to reject heat more
efficiently. A dual-mode TIg3 cavity filter is proposed. The cavity walls are constructeohf
Invar.

Due to the poor thermal conductivity of Invar, heat tends &b gapped inside the Invar
cavity. In order to alleviate this problem, Atia proposeattthick copper irises attached to an
external heat exchanger be used to conduct heat out of titg.CBve high thermal conductivity
of copper, along with the large surface area of the heat exggraallows heat to be dissipated
more efficiently. A cross section of the proposed filter isvatian Figure 2.9.

The filter shown in Figure 2|9 exhibits a dramatic reductioiedmperature rise at a given
power level. At400 W, temperature increase is reduced by an order of magnituéa wbm-
pared to an all-Invar filter. Adding a heat exchanger howessults in an increase in mass and
volume over a traditional filter. Also, this approach reqaifow ambient temperature to provide
an effective heat sink.

In [24], Rosowsky and Wolk propose a satellite multiplexatttiissipates heat by means of
heat pipes. This multiplexer uses Invar waveguide to caosthe filter portion of the multi-
plexer. Heat pipes containing NHre attached to the Invar cavities.
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Figure 2.9: Bandpass filter with heat exchanger [22]

Figure 2.10: Cross-section of a heat-pipe cooled waveg@ile [
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As the NH; is heated, it evaporates and travels to the evaporation neae the perimeter of
the satellite. Heat is dissipated by radiation, the;NEndenses, and the cycle continues. Since
the medium in the heat pipes is transported by capillarypactio moving parts are required. A
cross section of the waveguide and heat pipe are shown imeF&yLi0.

A large contact area is needed between the cavity and heatTip, ; dual-mode filter would
provide the best electrical performance for this configaratThis filter however is too small to
provide sufficient contact area between the filter and théimp@ipes. A TE;, single-mode
cylindrical filter is used instead. This increased size addss to the filter.

In order to reduce the temperature of the irises, they arstaaried from pure silver. This
allows for more efficient heat conduction when compared ¥ainThe cavities are constructed
from Invar so that the drift in resonant frequency is reduced

There has been substantial research on the subject of éngberature superconductors
(HTS) to realize microwave filters [25, 26]. These designs agogenic cooling to achieve
miniaturization and performance gain. This approach caruded to realize a filter with
near-infinite unloaded). Temperature must be controlled actively®d using a cryogenic
cooler. Questions about the long-term reliability of crgog coolers have prevented
wide-spread implementation of this approach.

2.3.3 Net Thermal Stability Approach

A third category of thermal compensation attempts to mazentihe net thermal stability, while
using materials with low thermal stability. This involvesoosing appropriate materials for parts
of a resonator geometry so that net temperature drift iscediu

One such design is the hybrid mode dielectric resonatoritbestin [27, 28]. The structure of
this resonator, shown in Figure 2.11, was proposed by K&bd@d later used by Fiedziuszko
for oscillator applications [30]. It consists of two dielec resonators, each connected to a
threaded rod. The threaded rods are considered to be diegewaith low loss, and a lower
dielectric constant than the resonator. The threaded redsaunted on a cylindrical conducting
enclosure. A wide tuning range can be achieved by turninthtteaded rods (tuning rods), which
moves the dielectric resonators along the enclosure axis.

It is assumed that all components are allowed to expandyfré&dnsider a change in tem-
peratureAT from an ambient temperatui®. The dimensions and dielectric constants will vary

25



| €rq €ry

&b > 2. |=
c
Y /
/

DieIectricJ Cono\ucting/ Threadg
resonator enclosur ro

= Q-

Figure 2.11: Tunable temperature-compensated hybridatiét-resonator

according to,

lo = law(14+ a,AT) a = ao(l+ a,AT)
lb = lb0<1 + OébAT) b = bo(l + OébAT)
L = L,(1+a.AT) ¢ = ¢(1+a.AT)
€&, = €, (1+1AT) €ry = €Epy (14 T,AT)
lc - (Lo - lbo - lao) + AT(QCLO - ablob - aalao) (28)

wherea,, ap, anda, are the linear CTEs of the tuning rod, the dielectric resanatod the
enclosure respectively. The dielectric temperature aoeffis of the tuning rod and dielectric
resonator are,, andr, respectively. The termg,,, a,, lpo, bo, Lo, andc, are the nominal
dimensions at ambient temperature. The nominal perntittofi the dielectric resonator is,,
and the nominal permittivity of the tuning rod dés,,. This analysis assumes linear expansion,
and linear temperature dependence of the dielectric cotssta

The temperature drift of the entire structure’s resonagdiiency is dominated by two fac-
tors: the overall temperature coefficient of the dielecfwhich is a function of the dielectric
temperature coefficient,, and the CTE of the dielectric resonatay); and the variation of the
gaps between the dielectric resonatiprslhe gap variation is largely determined by the CTE of
the enclosurey,., the CTE of the tuning rod,,, and the tuning distandg,.
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By choosing appropriate materials, temperature drift chbgevariation in/. can be reduced
or eliminated. This is accomplished by choosing the encomaterial, the tuning rod material,
and dimensions such that the second term of Equation 2.8nisettad. This will minimize
temperature drift for a given dielectric resonator.

Combline resonators and filters have been widely used in conwmation systems since
Matthaie presented the theoretical basis for their desid81, 32]. Combline filters are well
suited to moderate- and narrow-band applications. Figut2 &hows a typical combline res-
onator.

In [33, 20], it was proposed that combline resonators carelse@yded for temperature stabil-
ity. It can be shown that the cavity resonance is heavily ddaet on the capacitance between
the tuning screw and the partial resonator rod, and that atiwegemperature characteristic for
this capacitance will result in a thermally stable resoedB8]. By using materials for the hous-
ing and tuning screw whose CTEs are significantly differdmg, temperature coefficient of the
capacitance can be substantially negative.

/ Housing, Tuning screw

|
\

\ Partial resonator
rod

Figure 2.12: Cross-section of a temperature-compensateblce resonator

Realizing a temperature compensated resonator using fvisagh required time-consuming
empirical work. Zaki later proposed a mode matching apgra@corporating perturbation tech-
nigues that allowed for temperature stabilization in saioh [4]. Tuning the resonant frequency
of a compensated cavity however degrades the compensatioch) complicates implementa-
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tion of these resonators in filters. This approach works feekpplications suitable to combline
resonators.

Another common approach to reducing temperature drift isotostrain cavity expansion.
The work described in [34, 35] proposes two related desigasuse this approach. The first
design, shown in Figures 2.13 and 2.14 uses a control-arstremted from a low CTE material
such as Invar to constrain the expansion of one or more ofawgycsurfaces. The deflection of
the cavity walls will reduce the electric length of the cgwithich reduces its resonant frequency.

Input Output—

o4

;;‘ ntrol ar
Resonator

Figure 2.13: Sketch of a constrained-expansion temperaimmpensated cavity filter [34]

The amount of temperature compensation depends on sexetald: the size and shape of
the cavity; the pre-tensioning of the control-arm; the CTEh&f cavities and control-arm; the
placement of the control-arm; and the thickness of the defdrwalls. The single parameter that
can be easily modified for tuning is the tension in the cordroh. This design is sensitive to the
thickness of the deflected walls. The appropriate thickoé#ge wall must be determined in the
design phase.

Finding an appropriate material for the control-arm is asadassue with this design. Invar
can be used because of its extremely low CTE. However Invaqpsresive and very difficult to
machine.
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Figure 2.14: Sketch of a constrained-expansion tempe&iumpensated cavity filter, 2D view
[34]

Another design described in [35, 34] proposes a cavity r@somwith one domed wall con-
structed from a material with a relatively low CTE such as @pas shown in Figure 2.15. The
cavity will expand at a faster rate than the domed end capceSime edge of the dome is fixed
to the cavity by the retaining ring, this expansion will caike dome to deflect inward. This
inward deflection compensates for the expansion of theycavit

The temperature drift of the cavity shown in Figure 2.15 dépend on the CTE of the cavity,
the CTE of the dome, and the thickness and shape of the domelohe will need to be much
thinner than the other cavity walls. The only way to tune tbmpensation of such a resonator
is to change the thickness and shape of the dome by machtning i

A 1999 patent filed by Lundquist [36] proposes another teatpee compensated filter based
on differential expansion. This design, shown in Figuré2ides a high-expansion iris that pro-
trudes into the cavity. By constructing the protruding ingnh a material with a substantially
higher coefficient of thermal expansion when compared tac#éwity walls, the increasing pro-
trusion of the iris into the cavity shortens its electricdém thus compensating for the expansion
of the cavity walls.
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Figure 2.15: Domed-wall temperature-compensated regpnat

Coupling iris

Compensating irises

Figure 2.16: Temperature-compensated filter with a highaasgion iris [36]
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Compensation in this design is driven by the differentialfitcients of thermal expansion of
the compensating iris and the walls. It is therefore neecgdsdind a material with an extremely
high coefficient of thermal expansion. Furthermore, thesepensating irises can only be used
on the filter ends since it would have a reciprocal effect @mance on the other side of the iris,
thus increasing temperature drift.

Fitzpatrick proposed a constrained expansion design in [3¥s filter, shown in Figure 2.17,
uses an external compensator to deflect the end-wall of amodé cavity. By constructing the
compensator from a low CTE material, the end wall will deflestard reducing the electric
length of the cavity, counteracting the effect of cavity axpion.

The amount of compensation will depend on the end-wall thesk, as well as the differential
CTE of the control arm and cavity. By adjusting the tension & ¢bntrol arm, compensation
can be adjusted. Tuning range of the compensation howelieriisd, and care must be taken
to avoid plastic deformation of the end wall which can leatiysteresis.

Shape-memory alloys (SMA) are an interesting class of nad$ethat can revert to a mem-
orized shape when heated. This property can be used to pras&ful work when a bias force
is applied. This configuration is usually used in conjunttiath resistive heating to construct
an actuator [38, 39]. If an SMA actuator is driven by ambiembperature change however, this
configuration can be used to produce a thermally-driverehotu

Such a thermally-driven SMA actuator can be used to produeengerature compensated
resonator or filter. In [40, 41, 42], an SMA temperature congagor is proposed. The com-
pensator, shown in Figure 2/18, consists of tuning rod eecdy a housing which is screwed
into the cavity wall. The motion of the tuning rod in and outté cavity is facilitated by two
linear bearings mounted in the housing. As temperatureasas, a shape-memory alloy spring
expands to its memorized shape, compressing the bias sfitigdecreases the penetration of
the tuning rod into the cavity, compensating for the effdaierall cavity expansion.

This design however, introduces a potential source of passtermodulation at the weak
contact between the tuning rod and the lower bearing. Fumibee, the actuation of shape-
memory alloys is hysteretic with respect to temperatureer&hs an inherent drift associated
with this hysteresis, even if the forward and reverse teatpeg paths are perfectly compensated.
For the level of hysteresis exhibited by currently avagainlaterials, this means that a resonator
compensated in this fashion cannot achieve drift at or bétawof an Invar cavity.

31



External
temperature

compensator :
Coupling screw

|~ Deflecting

wall

Coupling/%

Screw

Input
waveguide

I @ Tuning screws

Input/output coupling screw

Figure 2.17: Temperature-compensated filter with exteroalpensator [37]
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A bimetal is a planar component with two or more layers withstantially different coef-
ficients of thermal expansion (CTE). The differential expansn the planar direction causes
a substantial out-of-plane deflection. There have been d&eunf temperature compensation
schemes based on bimetallic actuators.

An early proposal for bimetal temperature compensation pvasented by Basil in 1977
[43]. The proposed resonator, shown in Figure 2.19, hasthitisawvalls consisting of an interior
silver layer, and an external Invar layer. Since the entindtg wall is a bimetal element well
constrained at the edges, the amount of deflection is limifEadthermore, since the cavity is
principally constructed from Invar there is little massisgg. Also the temperature drift of a
comparable all-Invar cavity is already quite low.

Tuning screv\\\m Silver
(L L L
\‘\ Y

5 \/
AN \

&
N
\

4

I 7777

Invar

Figure 2.19: Compensated cavity with bimetallic walls [43]

In 1983 Jachowski proposed a bimetal compensator mountéleocavity wall [44]. The
wall-mounted compensator, shown in Figure 2.20 is desigoguovide decreasing cavity per-
turbation as temperature increases, thereby countegabgneffect of cavity expansion.

The level of perturbation provided by a bimetal for a givemperature change is a function
of the bimetal length. The amount of compensation is vergi§ga to manufacturing tolerances
with respect to the length of the bimetal. It is thereforeuised that bimetal compensation be
adjustable.

Compensation adjustment is provided by the adjustment ssnewn in Figure 2.20. This
approach to tuning however is problematic in many apphlceti The weak contact between the
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Figure 2.20: Wall mounted bimetal compensator [44]
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adjustment screw and the bimetal is a potential source aiy@mstermodulation (PIM) which
IS a major issue in many applications.

In [45], a bimetal-compensated coupling iris is propose&imh. One embodiment of this
iris is shown in Figure 2.21. In this embodiment, the eleckength of the cavity is modified
by the bimetal actuator, rather than perturbing the sidé Wale opposite actuation is therefore
required to compensate for cavity expansion; the bimetatractuate into cavity with increas-
ing temperature. The embodiment described in Figure 2.8lvska weak intermetallic contact
between the bimetal and iris wall, which can produce passteemodulation.

—p
'-"-—-—--—.-.

1
e i
s 15 e vy Y o s .
e T
i, . ]
—

bimetal

iris
Figure 2.21: Cross-section of a bimetal compensated irils [45

Kich also proposes a variable diameter tuning screw usingetal elements, shown in Fig-
ure 2.22. The level of perturbation available for the giverbediment will be very limited, since
the curved cross-section of the bimetal element will resuibcreased stiffness (and therefore
reduced deflection).

Another proposed bimetal compensator is shown in Figur®. ZThis bimetal compensator
proposed by Schmid in [46] uses an annular bimetal stackdwige actuation. The bimetal
stack actuates against a fixed housing that is screwed iatoatrity end plate.

The bias screw shown in Figure 2,23 maintains tension oruthieag screw to keep it mated
to the bimetal stack. As temperature increases, the biratek expands compressing the bias
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Figure 2.23: Annular bimetal tuning screw [46]
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spring, and pushing the tuning screw further into the ca®ince the tuning screw is mounted
in the end wall, the actuation reduces the electric lengtermperature increases, compensating
for the expansion of the cavity.

By using a housing and tuning screw to mount the bimetal pomiothe actuator outside
the resonator, a small gap is crated between the tuning ssrdwousing. Such gaps can cause
passive intermodulation in high-power applications, itasgiin non-linear filter behaviour.

A compensator with the means of actuation positioned oaitsfccavity will pose a poten-
tial PIM problem at the point of insertion (c.f. Figures 2.48d/2.23). Thomson proposed a
bimetallic compensator in [47] that uses a bellows to elaterthis interface.

bimetallic actuator
i

rod
N

cavity wall
»&@
/

collar

\ bellows

Figure 2.24: Bimetal-actuated compensator with bellow$ [47

The bellows, shown in Figure 2.24, is attached to a collahwitseal (generally a weld
or solder). The collar is mounted in the side-wall of the tawr filter. A bimetallic actuator is
anchored to the collar outside the cavity, and actuates enmddsed by the collar. As temperature
decreases, the bellows is pushed further into the cavitgpemsating for the overall expansion
of the cavity or filter.
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Although this design eliminates the PIM problem, it raist#eeo design issues. The bellows
and seal must be conductors. It is difficult to construct tekolvs from a conductor material
and achieve sufficient deflection without inducing plasatodmation, which results in hysteresis
with respect to temperature. Also, there must be sufficlegrihal coupling between the bimetal
and the cavity to ensure that the compensation does notddgttr drift.

2.4 Bimetal Theory

A bimetal is a two-layer material, each layer having a dédfércoefficient of thermal expansion
(CTE). When heated, the differential expansion in the layérthe bimetal result in a large
out-of-plane deflection [48]. Bimetals are most commonlydusemmercially in thermostats or
temperature sensors, and are often referred to as thetindstaetals.

Timoshenko provided the first detailed investigation of &iah behaviour in [49]. This anal-
ysis provides a means to describe the complete bimetal wagea given operating-temperature
range. This analysis assumes that the difference betwee@Tks of each material remains
constant over the operating-temperature range. It iséuagbsumed that the width of the bimetal
strip is small, and that friction forces at the bimetal suppare negligible. This work is used as
the basis for specifying actuation in commercial bimetals.

Timoshenko’s analysis from [49] is as follows. Consider tlmdial strip shown in Fig-
ure 2.25 under uniform heating froiy to 7. The CTEs of layers | and Il are; and«; respec-
tively, anda, > «;. The width of the strip is unity.

Consider the elemental sectiop shown in Figure 2.25. Since sectiop is at equilibrium,
the following is true for the tensile forced3 and bending moment¥; in each layer:

M, = P4, My = P2 (2.10)

Rearranging (2.10) to find andt,, and given that, + ¢, = ¢, then,

2My  2M,
=t. 2.11
P + P ( )
Substituting/(2.9) inta (2.11),
M, + My = P%. (2.12)
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Figure 2.25: Bimetal under uniform heating [49]

If the radius of the curved strip I8, then the bending moments can be expressed in terms of the
moduli £ and second moments of inertiaas follows:

M, = %7 M, — EJQ%IQ
which substituted into (2.12) produces,
Pt Bl + Bl
2 R
P - Q(Elllt; Ealy) (2.13)

In order to solve for the radius of curvature, another eguafdr £ and P is required. Con-
sider the interface between the two metals. The elongafitrecsurface at the interface must be
equal on each side. For a temperature differeh@e= T = T, therefore,

Py ty Py to
AT + — + — = a, AT — - .
et Top T @ oty 2R

The first term on each side of (2.14) accounts for the unitgdtion due to thermal expansion,

the second term is from elongation from the axial for€gsnd P, and the third term accounts

for the difference in elongation from the neutral axis offesitle to the interface due to bending.
Substituting[(2.13) inta (2.14), and given (2.9),

t 2011 + Es1 1 1
A (EL 1 + Esl) i
Eltl Egtg

(2.14)

°R IR ) = (a2 =) AT,
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and solving for the curvature,

1 —ap)AT
=5 EOfE If‘l) : — (2.15)
t 111 212
I (ﬂ t Em)
Let,
t Ey
—=m, = =n
to " E, '
and given that the second moment of inertia for each rectangaam is,
3 ty3
L=—, 6 L=—.
T2 T 12
Equation 2.15 can be simplified as follows.
1 o (O[z — Ozl)AT
R N (t13E1+t23 E3)
% + 6t (Elltl Ezltz)
. 6(0&2 - Oél)AT
N t13E1+t23E2)
t <3 T () (Elltl + ﬁ))
. 6(0[2 - Oél)AT
N ” t13E1+t23E2) 1 1
" (3 4 oY 2 s (Est) <m + Em))
B 6 (g — 041) AT
- m3n+1
t(3+ mmt (L + 1))
. 6(0[2 — Oél) AT (1 )2
t(3(1+m)” + (mn) (-5 +1) (1) (mPn +1))
6 (g — AT (1
_ (02 = 1) AT (1 +m)" (2.16)

t(3(1+m)* + (1 +mn) (m2+-L))
It is often the case in industrial applications that the taydcknesses are equal or nearly
equal. So assuming = 1, (2.16) simplifies to,

l - 24(0&2—0[1)AT
R h(12+(1+4n)(1+1))
24(0[2—0(1)AT

h(ld+n+1)"
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Consider the effect of the moduli on actuation. If the layeduibare equal, the curvature is,

R 2t

Alternatively, if one material modulus is twice the other= 2 orn = 1/2. In both cases,

I _ 3(a2— ) AT 2.17)

1 48 (062 - Oél) AT

R 33t

So for al00% change in the modulus fraction, the difference in the bihetevature is about%.
Actuation is therefore principally dependent on differalgxpansion, and relatively independent
of material modulus.

The bimetal curvature indexed to temperature change isetkéia the specific deflection, or
flexivity k. Flexivity is given by,

(2.18)

ot 6 (ay — ay) (1 4+m)?
CATR (3(1+m)’ + (1 +mn) (m?+ 1))

mn

k

More commonly, it is assumed that = n = 1, and flexivity is,

t 3

For commercially produced bimetals, flexivity is generafecified directly by the man-
ufacturer rather than calculated. The flexivity is very us@fi determining actuation for any
number of bimetal configurations. Consider for example a kirappported bimetal shown in
Figure 2.26.

The deflectiond of a simply supported beam can be found in terms of the flgxivjtthe
temperature chang®7’, the bimetal lengtli, and the thickness of the low CTE sitle Consider
the right-angle triangle from Figure 2.26 [48].

(R—t, —d)* + (5)2 = (R—t)°

= 2Rd

8d
R L2+ 4d% + 8dt




A

X,

1

Figure 2.26: Simply supported bimetal strip
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Assuming that the deflectiohand thickness are less than0% of the length of the strip, then
the termssdt, and4d? are negligible so,

L2
d=—. 2.20
P (2.20)
Substituting/(2.19) into (2.20) the deflection can be wnifteterms of flexivity,
EL?AT
d= ) 2.21
8t ( )

A cantilevered configuration as illustrated in Figure 2.2 allso common in bimetal appli-
cations. It is generally assumed that the radius of cureaticonstant. This assumption is not
strictly true due to the effect of the end constraint.

L

to
-W ’

n |

R+1ty—d
R+t

Figure 2.27: Cantilevered bimetal strip

Solving for the curvature using the right angle trianglavrBigure 2.27,
(R+ty—d)?+ L = (R+1ty)°

L?+d®—2tyd = 2Rd
1 2d

R L2+ d?+2dty
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Again, assuming that the deflectidrand thickness are less thamn0% of the length of the strip,
then the term&dt, andd? are negligible then,

L2

= —. 2.22
d 2R ( )
Substituting/(2.19) inta (2.22) the deflection can be wniteterms of flexivity,
EL?AT
= . 2.2
d 5 (2.23)

Specific deflection is often used as an alternative to flgxfeit specifying the actuation of a
bimetal. The specific deflectianis defined for a cantilevered bimetal as,

dt
= — 2.24
“T T2AT (2.24)
The tip deflection written in terms of the specific deflectisn i
L2AT
d="2 . (2.25)

t

The actuation of a bimetal can be specified in terms of eitkgivity %, or specific deflection
a. The derivation of the flexivity (2.19) contains a number s$amptions. In practice, flexiv-
ity and specific deflection are derived experimentally. 8&d experimental determination of
flexivity is provided in ASTM B388/[50] and DIN 1715 [51].

Flexivity is determined by measuring deflection for a simglypported bimetal. The design
formula from ASTM B288 differs from (2.21) to account for sowfehe assumptions used in its
derivation. The design formula is as follows.

0.1325kL2AT
t
Specific deflection is determined by measuring tip defledtoa cantilevered bimetal. From

(2.23) and|(2.25), the specific deflection is theoreticadllf the flexivity. The specific deflection
measurement will account for the effect of end constraintdike the derivation above. To
account for end effects, the relationship between flexiaitg specific deflection is commonly
defined as [52, 53],

d =

a = 0.53k. (2.26)
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Using the modified relationship between flexivity and speciéflection, the equation for the
tip deflection of a cantilevered beam (2.23) becomes

53kL2AT
g 0 53kt | (2.27)
while (2.25) is unchanged.
In practice the specific deflection can be temperature degpendA specified flexivity of
specific deflection should also include a temperature ramgewhich it is valid.
Note that the behaviour of various other bimetal componam@specified in terms of specific

deflection or flexivity; some examples include coils or ugdthelements [52, 54].
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Chapter 3
Quantifying Temperature Drift

In this chapter, an equation describing temperature drétlossless source-free region is derived
from Maxwell's equations. This equation is valid for any gige component with a uniform
coefficient of thermal expansion; for example resonatoltersi, and multiplexers constructed
from a single material. Using Maxwell's equations it is derswated that the same equation
closely approximates temperature drift for a lossy sotiree-region for practical expansion
coefficients. An approximate model for the contributionred expansion to temperature drift is
described. HFSS simulations are presented to validatappsoximation. The metrics used in
this work to quantify temperature drift are described.

3.1 Generalized Temperature Drift in a Lossless Source-Free
Medium

It is important to understand and quantify the temperatuifé problem before attempting to
address it. A thorough understanding of temperature drifhportant when designing methods
to counteract it.

Consider a passive RF device where the field boundaries argpdby a structure with a
single linear coefficient of thermal expansion (CTE). Thigegary includes almost any passive
RF device including waveguides, filters, and multiplexemsvyated they are constructed from
materials with a single linear CTE.
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Assuming the device is allowed to expand freely, the norrirairse and shear strain for
linear expansion are given by [55]

€x =&y =€, = aAT

Ty =Ty =Ty =

for a CTE« and a temperature changd'.
Assuming the device is lossless, Maxwell's wave equatioustrne satisfied [56].

V’E = —-kE (3.1)
V’H = —k°H

where the phase constanis given by

k = 2 f/JiE. (3.2)

In rectangular coordinates, the electric field can be ségéiato component vector fields as
follows,
E(z,y,2) = @, Ex(x,y,2) + 4, By (2, y, 2) + . E.(x,y, 2) (3.3)

where(a,, a,, a.) are unit direction vectors.
Substituting/(3.8) inta (3/1),

V’E + k°E = V*(a,E, + a,E, + a.E,) + k*(a. B, + a,E, + a,E,) = 0

reducing the vector wave equation to three scalar wave ieqsat

V2E,(z,y,2) + K*Ey(x,y,2) = 0 (3.4)
V2E,(z,y,2) + K*E,(z,y,2) = 0 (3.5)
V2E.(2,y,2) + K*E.(x,y,2) = 0 (3.6)

Since the scalar wave equations above are of the same farisplilition forms will be similar.
Expanding/(3.4),

0*E 0*E 0*E
2 2 . x x x 2 N
VE,(v,y,2) + k"E.(v,y,2) = 57 + ay? + 5.2 +k°E, =0. (3.7)
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Using separation of variables, assume that any solutidi.te, y, =) can be written as,

Ey(v,y,2) = f(x)g(y)h(z). (3.8)

This assumes that the y, z variations ofE, are separable.
Substituting[(3.8) into (3.7),
d? d*g d*h
h—= h—= —— = —fghk?
g de%—f dyz%—fgdz2 fg
Ld®f 1d%g 1d%h
e e 3.9
fd T gdr T ha (3.9)

Each term on the left hand side of (3.9) is a function of an peshelent variable. For the sum of
these terms to equal the constarit?, each term must itself be a constant. These constants are
defined as follows:

1d*f d*f
2_ _ -4 - J 2
k; = 7 da? = 72 k. f (3.10)
Ld°g d*g 2
1 d%h d*h
2 2
Equation 3.9 then becomes,
K24k + k2 =k (3.13)

The solutions to[ (3.10) (3.11) (3.12) and (3.13) can takerabar of forms. If there is a
travelling wave in ther-direction, the form off (z) is [56],

fi(z) = AjeM=® 4 Byt (3.14)

whereA; andB; are constant coefficients. If there is a standing wave in:tt&ection, the form
of f(x) will be,
fa(z) = Cy cos(kyx) + Dy sin(k,x), (3.15)

whereC'; and D, are constant coefficients. Standing and travelling wavesdie fields for many
practical applications such as resonators, filters, andiprexers.
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Similarly, the forms ofy(y) andh(z) for travelling and standing waves respectively are,

— AQQ—jkyy + 326+jkyy

91(y)

g2(y) = Cycos(kyy) + Dysin(kyy)
hi(z) = Age %% 4 Byetike=

ho(z) = Cscos(k.z) + Dssin(k,z).

For the linear expansion case described above, the geommetkpanding uniformly in each
direction.

Consider the expanded geometry after a temperature chishigkescribed on a scaled coor-
dinate systentz’, v/, ') where,

¥ = (1+aAT)x (3.16)
vy = (1+aAT)y (3.17)
7 = (1+aAT)z. (3.18)

The solution to the wave equation described in thley’, z') coordinate system is identical to
the original solution since the scaling of the coordinatgeyn accounts for the expansion of the
geometry.

Let the phase constant after a temperature chaigbe,

K? = k2 + k] + k2 (3.19)

Consider a travelling wave in thedirection after a temperature chanty&’. This behaviour
is described by (3.14), which re-written in the expandeddivate system is,

f1 = Aje 7= 4 Bletiket’ — A emiker 4 B etike (3.20)

Transposing the left hand side of (3.20) back:toy, ) using (3.16),/(3.17), and (3.18),

g o . .
A1€ ]kz(1+aAT)x+BleJr]kz(lJraAT)z :Ale ]kzm—i-Bl@Jr]kzx.

By inspection,
k. = k. (1 4+ aAT). (3.21)
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Alternatively consider a standing wave in thelirection. This behaviour is described by
(3.15), which re-written in the expanded coordinate syst&em

fo = Cycos(kla’) + Dysin(kla') = Cy cos(ky2) + Dy sin(k,x). (3.22)

Transposing the left hand side of (3.22) to they, z) coordinate system using (3.16), (3.17),
and (3.18),

C1 cos(kl(1 + aAT)z) + Dy sin(kl (1 + aAT)z) = Cy cos(k,x) + Dy sin(k,z).

By inspection,
k, = k. (1 4+ aAT). (3.23)

Since|(3.211)(3.23) are identical, the same relationshigtefor both standing and travelling
waves.
It can similarly be shown in thg andz direction that,

ky = K, (1+ aAT) (3.24)
k. = k.(1+ aAT). (3.25)

Substituting/(3.23) (3.24) and (3.25) into (3.13),

(1+ aAT)KL)? + (1 + aAT)K,)? + (1 4+ aAT)KL)? = K
(L+ AT (K2 + K2+ K2)? = K,

and substituting (3.19),

(1+ AT (K = &

, k
S (3:20)
Defining f(AT') as the frequency after temperature chadgéthen,
K =2m f(AT)/pe. (3.27)
Substituting/(3.27) and (3.2) into (3.26),
]
f(AT) = [T AT (3.28)
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Consider a frequency point of interest (for example a band edge frequency or centre fre-
quency for a filter, or resonant frequency for a cavity). Argp@of AT will cause a frequency
shift of,

Jo

Af:f(AT>_f0 - m_fo

—aATf,
= Tr oAl (3:29)

The fractional frequency change with respect to tempegathange, or temperature drift, is
given by,

§ = af
AT
Substituting|(3.29),
—
v (3.30)

When the CTEy is small (as is commonly the case), the denominatar of (3s30arly unity,
The temperature drift is therefore approximately. Consider for example an aluminum filter
with a CTE of23 ppm/°C. The temperature drift for the filter overl@0 °C temperature change

is therefore,
—23 x 1076

T 1+ -23x10°6-100
The temperature drift is therefore approximately lineahwespect to temperature.

= -23.05x 1070~ —q.

3.2 Generalized Temperature Drift in a Lossy Source-Free
Medium

The derivation above assumes wave propagation in a lossledsim. Consider the component
wave equations for a lossy medium [56],

VQEJ:(%?/, Z) _’YzEx(xay7Z) = 0
VQEy(x, Y,2) — WQEy(x, y,z) = 0
VzEz(m, Y, 2) — ’yQEZ(a:, y,z) = 0
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where the propagation constants,
7 = jwp (o + jwe) . (3.31)

The wave equations in a lossy medium are analogous to thiedsssave equations (3.4),
(3.5), and((3.6) withy k. It can easily be shown using the procedure described abate t

2
/ f—
T T T AT (3:32)

where’ is the attenuation constant after a temperature charige
Substituting/(3.31) into the square of (3.32),
jwuo w?pe

W o — w?pe = — 3.33
Jene : (14+aAT)* (14 aAT)? (3:33)

wherew’ is the angular frequency after a temperature chakige
Assume that (3.28) is approximately true for a lossy sofree-medium so,

JAT) =37 onAT
W = Hﬁ. (3.34)
To test this hypothesis, substitute (3.34) into (3.33).
Jwpo B w?pe B Jwpo _ w2 e
1+aAT  (1+aAT)  (1+aAT)’  (1+aAT)’
JORe JUHT (3.35)

1+aAT (14 aAT)?

Since(1 + aAT) 2 1, then(1 + aAT) = (1 4+ «AT)?. Therefore((3.35) is approximately true,
confirming the above hypothesis.

Equation 3.28 is therefore strictly true for the losslessrse-free case, and approximately
true for the lossy source-free case. This approximatiomongs asvA7 approaches zero. From
(3.35) it can be seen that this approximation is equallydMali high or low loss for a given CTE.

Consider for example the four-pole inductive-iris aluminwaveguide filter shown in Fig-
ure/3.1. This WR62 filter(.311” height, 0.622” width) has resonator lengtiis42”, 0.467”,
0.467" and0.42”. Iris widths aren.2975”, 0.19”, 0.19” and0.2975”.
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The CTE of aluminum i23 ppm/°C [55], and the conductivity i€.326 x 10" S/m [57].
Assuming linear unconstrained expansion, the geometey aftemperature chang€l” will be
scaled by a factor ofl + aAT).

In Ansoft HFSS, the geometry can therefore be specified mdef the CTE and the tem-
perature change. This parameterized geometry can thereddgaisimulate filter response after
a temperature chang®T'.

wL

Figure 3.1: An inductive iris WR62 waveguide filter

Figure 3.2 shows the simulated filter response on the norgeminetry, the simulated filter
response on geometry aftet@ °C temperature change, and the calculated filter responsg usin
(3.28). Figure 3.2 clearly shows that (3.28) provides arelewt approximation of the filter drift
for a CTE of23 ppm/°C. Since the calculated drift shows excellent agreement fagh CTE
material like aluminum, it can be concluded that (3.28) cansed to calculate temperature drift
for any passive device with a uniform CTE.
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3.3 Iris Expansion and Coupling Drift

Consider a coupled-resonator filter in which the resonat@arfectly compensated. If res-
onance is perfectly corrected, does the effect of iris egjggnon coupling cause significant
temperature drift?

Coupling and input resistance can be expressed in terms obthming coefficient\/, which
is proportional to the magnetic polarizability [58].

Consider a rectangular iris with lengthand widthbs. In [59], Cohn shows that the term
M/a? is constant for a given aspect ratiga for a thin iris. These values are determined for a
range of aspect ratios in [69] and more recently in [60]. &inrielationships have been derived
for other iris shapes.

Assuming unconstrained linear expansion, thermal expandoes not change the aspect
ratio of the iris. Therefore, the terd /a? is also constant with respect to temperature.

The coupling)M (AT') after some temperature changé is,

M(AT) M
[a(1+aAT)P o

whereq is the CTE of the iris material. The ratio of the pre- and pogtamsion coupling is,

M(AT)
M
According to Equation 3.36, the coupling for a rectangulisr éonstructed from aluminum
(a = 23 ppm/°C) will increase by0.7% with a 100 °C temperature increase. A temperature
increase ofl45 °C produces d% increase in the coupling coefficient.
The coupling drift predicted by Equation 3.36 can be confdmsing full wave EM simula-
tions. The coupling coefficient is determined by calculgtine eigenfrequencies, and f. for
a cavity, replacing the centre of the iris with a magneticlyaald electric wall respectively. The
coupling coefficient is then,

= (14 aAT)? (3.36)

fe - fm
k‘ =
fe+ fm
Consider a WR-62 waveguide cavity(61 inches in length, with a rectangular ifi2 inches
by 0.1 inches. A finite element eigenfrequency simulation finds, tha

(3.37)

f. = 13.0256GHz , f, = 12.78595GHz
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From Equation 3.37, the coupling coefficient is,
k = 0.009285

For an aluminum irisq¢ = 23 ppm/°C) experiencing d45°C temperature increase, the iris
dimensions increase by a factor (@f+ aAT). A perfectly compensated cavity is assumed, so
the cavity dimensions are left unchanged. A simulationlsimo that performed on the nominal
iris provides the coupling coefficient,

k = 0.009378

which corresponds to H% increase in coupling, as predicted by Equation 3.36.

It is useful to determine the effect ofl&: increase in coupling on filter response. Consider a
four-pole cavity filter with no transmission zeros and thiéofeing characteristics: ai200 MHz
centre frequency,20 MHz bandwidth, and.01 dB passband ripple.

Using the coupling-matrix model, the diagonal elementefdoupling matrix are zero for
tuned resonators. By scaling the coupling coefficients apdtinutput resistance by a factor of
(1+ aAT)?, the effect of coupling drift can be modelled.

The drift of the coupling coefficients caused by iris expansiauses the lower band-edge
frequency of this filter to drift by-0.12 ppm/°C. The upper band-edge drifts by0.12 ppm/°C,
each over al45 °C temperature change. An uncompensated aluminum filter wiit dt
—23 ppm/°C. The isolated drift from iris expansion is unlikely to be grsficant factor in the
temperature drift problem.

Furthermore, near-perfect compensation of the resonatowd be required for the drift
caused by iris expansion to be even distinguishable. Theibahon to temperature drift of iris
expansion in a waveguide filter can therefore be ignored vdoenpensating for temperature
drift.

3.4 Metrics for Temperature Drift

When studying temperature drift and temperature compeamsatiis important to have clearly
defined metrics for measuring and describing drift. In tharky temperature-drift metrics are
classified with respect to the thermal conditions of the @i@ader test.
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3.4.1 Uniform Temperature Distribution

An uncompensated device constructed from a single mataaals allowed to expand linearly
will drift according to Equation 3.28. Equation 3/28 statlest a frequency point of interegt
will vary with temperature chang&7" according to,

Jo
(1+ aAT)
wherecq is the linear coefficient of thermal expansion. This equmisovalid for any frequency
point of interest; for example band-edges or centre frequéor a filter, or resonant frequency
for a cavity.

Sincea AT is much less than unity;(AT) is approximately linear with respect tv7" (c.f.
(3.29)). Temperature drift is defined as the slope of theufeeqy-temperature curve indexed to
some nominal frequency. The nominal frequerfgys defined as the frequency whedd is
zero.

Temperature drift is therefore defined as,

f(AT) =

Af
T AT
Figure 3.3 shows the resonant frequency drift of a rectamg@iuminum resonant cavity in sim-
ulation (HFSS).

The units of temperature drift af€~'. However, drift is most often specified in parts per
million per degree Celsius (ppffiC). This allows typical values for temperature drift to be
expressed in whole numbers.

A compensated resonator or filter may not exhibit a linegraase with respect to tempera-
ture. In some cases, the frequency will deviate both petjtimnd negatively from its nominal
value. Consider the temperature response of a compensatetter shown in Figure 3.4.

Positive deviation from the nominal frequency is denotedMyfy, and negative deviation
by Af,. The largest of the two deviations is denoted®Y;,,.. whose sign corresponds to the
direction of frequency change. The positive, negative aagimum drifts are given by,

_ A _Afy AV
0p = FAT op = FAT Omae = AT (3.38)
The following conventions will be applied in this work forespfying non-linear temperature

drift.

J
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Figure 3.3: Temperature drift calculation for an uncompggd aluminum resonator
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Figure 3.4: Temperature drift calculation for a compergagsonator
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e If driftis in only one direction, a single drift is given, viitthe sign denoting the direction
of drift, the same as the linear case.

¢ If frequency deviates both positively and negatively frdra hominal frequency, drift will
be specified in one of two ways.

— Both the positive and negative deviation from the nominajdiency will be specified.

— Alternatively, the largest deviation from the nominal fueqcy will be given and
referred to as thenaximum driftwith the sign denoting the direction of drift. When
for example a negative maximum drift is given, it is implidtht there is also an
unspecified (but lesser) positive deviation from the noirfireguency.

For example, the temperature drift from Figure 3.4 can beifipd as either. a maxi-
mum drift of 0.63 ppm/°C over al100 °C temperature change; or as having a drift of positive
0.63 ppm/°C and negativ®.41 ppm/°C over al00 °C temperature change.

Note that for uncompensated components, temperaturaginéarly linear in the tempera-
ture ranges expected in most RF applications. The tempenatnge over which drift is specified
is therefore unimportant for uncompensated componemtgéeeature drift is the same frofrto
80 °C as it is from50 to 120 °C. This may not be the case for compensated components. It is
therefore important to specify the temperature range ovechwdrift is calculated for compen-
sated components.

3.4.2 Non-uniform Temperature Distribution

In applications where complex thermal conditions occungerature distribution can be highly
non-uniform. In temperature-compensated devices, thisumiform temperature distribution
can have undesirable effects on the temperature resporsdevice. A new definition of tem-
perature drift is required that can quantify temperatuii ainder complex thermal situations.

Resistive heating is the largest contributor to non-unifbeating in RF components. Under
constant input power, a modified definition of temperatur cin be used under certain thermal
conditions.
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Constant Input Power

In certain applications, the thermal conditions for a dewtan be parameterized in terms of a
single varying temperature. By defining temperature dritbwespect to the varying temperature
parameter, the definition of temperature drift describe8ection 3.4.1 can be retained. Care
must be taken when comparing two devices using this appraath devices must be subjected
to the same input power and thermal conditions.

Consider for example a filter on a satellite mounted on a laegg-kink. The filter will be
radiating to other equipment on the satellite whose avetaggerature is that of the heat sink
denoted byl,,;.

If the heat sink is considered infinitely large, its effeab &g modelled by setting the mount-
ing faces of the filter to the temperature of the heat §ink All external boundaries are radiat-
ing toT.,,. The heat flux at the internal boundaries will be given by #sstive heating at the
interior walls.

Frequency points can then be calculated over a range ohaektemperatures, or whichever
temperature is used to parameterize thermal boundarytoamgli Temperature drift is defined as
in (3.38), onlyAT refers to the change in external temperature as opposetitedemperature.

Af

6 - foAText.

Generalized Temperature Drift

In some cases, it is useful to define temperature drift ovange of thermal conditions, and for a
range of input power. Where input power and thermal condsteme varying, it no longer makes
sense to index temperature drift to temperature change.

For these more general cases, drift can be specified in témusralized frequency change.

_Aaf
fo
When using this definition, the temperature range and rangapat power must be specified

explicitly. Where drift is not indexed to temperature chanigeill be referred to in this work as
frequency driftas opposed to temperature drift.

4]
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For example consider a compensated filter whose centrednegudrifts as shown in Fig-
ure 3.5. Again, the positive and negative drift can eitheexgicitly specified, or the maximum
drift can be specified alone.

The filter behaviour from Figure 3.5 would be described asritpeither: a maximum fre-
quency drift of—393 ppm; or a frequency drift of positive38 ppm and negativdd3 ppm in this
case, input power ranging from001 to 100 W, and external temperatures frait to 120 °C.
When specifying frequency drift, the range of input power extérnal temperature should also
be specified.
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-

Figure 3.5: Temperature drift calculation of a compensétest for a range of input power
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Chapter 4
Bimetal Tuning Screw

Design requirements for a temperature compensation schesngresented in this chapter. A
general configuration for a variable length tuning screwappsed that addresses these design
requirements. The susceptibility of this design to vilmatis evaluated using mechanical eigen-
mode simulation. Compensation adjustment is demonstratsinulation for a bimetal tuning
screw using Ansoft HFSS. A parameterized model is presahtgdan model bimetal actuation
and the expansion of a compensated component.

Existing mechanisms for temperature compensation of egecs and filters presented in
patents and literature tend to suffer from certain shoritogsm Some approaches provide lit-
tle or no adjustment of the temperature compensation [3643} Adjustable compensation
can account for manufacturing tolerances which can styanflence compensation. Other ap-
proaches are inherently restricted to a particular design4], or introduce excessive mass or
power consumption [22, 24, 25]. Finally, some approachisduce possible sources of passive
intermodulation [44, 46].

The following design constraints were considered whenldeugg an approach to tempera-
ture compensation.

e General approach: The compensation must be general enough to be applicablesio-a
ety resonators and filters.

e Sufficient compensation: There must be sufficient compensation to produce a compen-
sated component constructed primarily from aluminum (CTE3gipm/°C).
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e Adjustable compensation: Compensation should be adjustable to account for manufac-
turing tolerances.

e Limit PIM: The approach to compensation must not present a major rigassive inter-
modulation.

It is proposed that a tuning screw combined with a bimetahel® can be used to produce
a tuning screw with a variable effective length. Insertingiaing screw into the side wall of a
resonant cavity reduces the resonant frequency [1]. EmuatR8 shows that an increase in tem-
perature also results in a reduction in resonant frequecgmpensating variable length tuning
screw must therefore exhibit a negative correlation betvieregth and temperature change. This
same configuration when applied to resonators in a filtedyores a compensated filter.

The configuration of the bimetal element can take a numberais. In order for the bimetal
tuning screw to exhibit a negative length-temperatureetation, the bimetal must actuate to-
wards the cavity wall; the low-CTE layer must therefore fdee¢avity wall.

Possibly the simplest configuration is a cantilevered baina$ shown in Figure 4.1. The
bimetal mounting screw is flattened at the base before aredrfgted is added. The facet
increases the actuating length of the bimetal. A cantilddrimetal element is mounted on a
tuning screw using a spot weld so that the bimetal length ipgrelicular to the edge between
the facet and mounting face.

The effective length of the bimetaliswhich is measured from the edge of the mounting face
to the tip of the bimetal. This is the portion of the bimetadttis mechanically able to actuate.
The width of the mounting face is.

Another possible configuration is a double-sided bimetaiya in Figure 4.2. This configu-
ration is essentially two cantilevered bimetals, with t@odts. A two-sided bimetal will provide
more perturbation for a given effective lendgh

4.1 Mechanical resonance

In many applications, a filter will be subjected to vibratigatellite applications in particular
must survive vibration during launch. In order to gauge timedbal tuning screw’s susceptibility
to vibration, it is useful to calculate its mechanical remuinfrequency. The model geometry
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Figure 4.1: Cantilevered bimetal tuning screw, photo andrdia

mounting face

Figure 4.2: Double-sided bimetal tuning screw
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used to simulate the mechanical resonance is shown in Fg8rdhe geometry is based on the
cantilevered compensator shown in Figure 4.1.

fixed face

mounting screw

/
N

bimetal

Figure 4.3: Cantilevered bimetal model for mechanical rasoe simulation

The length of the bimetal mounting screw measured from tpetdathe mounting face is
1 mm, and the width of the mounting faeeis 0.02975”. The facet is angled ab° to horizontal.

The bimetal material properties are from a commercial batrsipplied by Engineering Ma-
terials Solutions, Truflex P675R [61], used throughout thask. The thickness of the high-
expansion side (HES) i8.03”, with a modulus ofl2.41 GPa, and a density 0f197 kg/m?.
The thickness of the low-expansion side (LES).&2”, with a modulus ofl47.55 GPa, and a
density 0f8110 kg/m?. The bimetal mounting screw diametenig19”, and material properties
for 3003 aluminum are used47.55 GPa modulus,8110 kg/m? density [57]).

Figure 4.4 shows the mechanical resonance for the geontetvwysin Figure 4.3 over a range
of bimetal lengths. It can be seen that mechanical resonamser2500 Hz for bimetal lengths

below4 mm. The bimetal lengths shown in Figure 4.4 cover the rangergjtles that will be
practical for bimetal compensation.
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Figure 4.4: Bimetal length sweep for first mode of mechaniesbnance
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A typical mechanical test for space qualification will comsprtwo types of vibration tests;
sinusoidal and random [62]. In [62], frequency is graduallyreased from 0 to 100 Hz. Since
the fundamental mechanical resonance of the bimetal cosapanis so much higher than test
frequencies, the magnitude of any resonant excitationbgikmall.

4.2 Modelling Compensation Adjustment

Manufacturing tolerances have significant impact on mies@vcomponents. If compensation
is easily adjustable, the level of compensation can be neallib account for these effects. For
the bimetal tuning screw described here, increasing thgtheaf a bimetal strip will provide
increased actuation, and thus increased compensatione ®henetal tuning screw has been
constructed, the amount of compensation can also be tunadjbsting the depth of the bimetal
screw.

Since the field nearer the centre of a resonator is strongerttie field near the walls. A
bimetal tuning screw actuating at this increased depththgltefore provide increased field per-
turbation, and therefore increased compensation. Thability allows for adjustment of com-
pensation during the filter tuning process, so that manuifeagf tolerances can be accounted
for.

Consider a bimetal tuning screw with a diamefeiandtp threads per inch. The depth of
the bimetal tuning screw can be parameterized as followsaefthe turning of the mounting
screw. Assume that the bimetal is parallel to the cavity tlerigr a rotation angles = 0, as
shown in Figure 4.5.

The nominal bimetal depth i&l,, measured form the cavity wall to the top of the bimetal
strip. The bimetal depth can be parameterized with respesdrew rotation anglg as,

s

bd = bd, + —————.
i % 360

All cavity dimensions expand linearly by a factor@f+ «AT).

The actuation of the bimetal can also be parameterized egiact ta\7", and either flexivity
or specific deflection. By assuming a constant radius of cureaéind using (2.27) or (2.25), the
actuation of the bimetal can be fully parameterized. Thisleh@an be implemented in Ansoft
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Figure 4.5: Parameterized model for simulating compeosdtining
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HFSS since it allows for parameterized geometries. (Thidetiimg approach is described in
detail in section 4.3.)

bimetal depth [um]
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7mt/4 21

Figure 4.6: Resonant frequency v.s. bimetal mounting-scotation

Figurel 4.6 shows the simulated resonant frequency for oldifaetal rotation using the
model described above, AT = 0 °C and atAT = 100 °C. The bimetal diametef is 0.122
inches, andp is 60 threads per inch. A nominal depth@# mm is used with a bimetal length of
3.8 mm, and a flexivity 0f2.07x 10~° °F~1. AWRG62 cavity is used, so the cavity width(is311”
and the height i9.622”. The nominal cavity length i8.83”. The difference between the two
lines at each point denotes the drift (although the driftaslmear with respect to temperature).
The cavity is compensated at the intersection between théines.

It can be seen from Figure 4.6 that the cavity is compensatedsarew rotation between
270° and315°. Figure 4.7 shows the resonant frequency with respect tpeesiure at a rotation
of 270°.
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Field perturbation in the side wall of a cavity will decreassonant frequency [1]. Increasing
the depth of the bimetal without rotation will therefore tidy decrease resonant frequency.
Since a screw is used to change the bimetal depth, rotatibalad occur. From Figure 4.6 it
can be seen that the perturbation response of the resoegneficy is smooth, despite bimetal
rotation. Any effect of rotation is overwhelmed by the degitlange.

It can be seen that any variation in resonant frequency daligehe rotation of the can-
tilevered bimetal is masked by the effect of the depth charR@tating the bimetal mounting
screw can therefore be used as an effective method for adjusimpensation.

4.3 A parameterized model for a bimetal-compensated res-
onator

Consider a cantilevered bimetal inserted into the side oftangular resonant cavity through the
broad wall as described in Chapter 4. The resonant frequdroyavity decreases as it thermally
expands. Side-wall perturbation also decreases resomgutency. In order to compensate for
temperature drift, the bimetal actuation should therefpwowvide lower perturbation as tempera-
ture increases. The low CTE side must therefore face theyoamit, so that the bimetal actuates
towards the wall.

Figure 4.8 shows the bimetal strip in a relative coordingt#esn where actuation occurs in
the positivez-direction. The bimetal length and width are in the positiveand y-directions
respectively. The origin of the coordinate system is at theekal’s end-constraint, on the low-
CTE side of the bimetal, closer to the cavity wall.

Assuming a constant radius of curvature, and a known spéefiectiona, the entire bimetal
geometry can be specified in terms of a uniform temperatuaagdAT, the active bimetal
length L, and thickness.

From (2.23) and (2.24) the radius of curvature can be writtclerms of the flexivityk as
follows.

t

R=1ar
Substituting|(2.26),
0.53¢
= 4.1
i aAT (4.1)
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L (0,0, —t)

Figure 4.8: Parameterized bimetal geometry

Given the radius and the bimetal length, the radian meagduhe @rc-length is,

o = —

R
The end points of the actuated bimetal 21, 22, andz2 can be found as follows.

xl = (R—1t/2)sin(a)
r2 = (R+1t/2)sin(a)
z1 = d—1t/2(1 — cos(a))
22 = d—1/2(1+ cos(a))
These equations, along with (4.1) provide a full accountifigjmetal actuation given the specific
deflectiona, temperature chang®7 and the bimetal dimensions.
This parameterized model can be implemented in a full-wavsiRElator that allows for pa-

rameterized geometries (for example Ansoft HFSS). Assgrimear expansion, the remaining
geometry will expand by a factor ¢f + o AT).
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Chapter 5

Experimental Setup and Measurement
Procedures

An experimental setup capable of performing uniform-terapee tests is described. This test
setup records and displays real-time temperature measatemvhile allowing the user to con-

trol testing using software or hardware controls (or any lsim@tion thereof). This allows testing

to be set up then run remotely using remote access softwhegprbblem of post-assembly resid-
ual strains is discussed, as well as the resulting measuatdmgsteresis. Temperature cycling
regimes designed to relieve these stresses are proposeandted experimentally. General
guidelines are proposed for appropriate pre-test temyeratcling. All measurements were
carried out at the Centre for Integrated RF Engineering (CIREEeaUniversity of Waterloo.

5.1 Experimental Setup

At test setup is required that can perform uniform-tempgeatests on temperature compensated
resonators and filters. The requirements for the experimheatup are as follows:

e Active heating and cooling with a range of at leag0 °C to 100 °C
e Automated data acquisition

e Programmable temperature profiles
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Test piece and ambient temperature measurement

RF measurement capability

Portable data format

Remote access and control

An environmental chamber is required to provide heatingaaing. Commercially avail-
able environmental chambers offer a number of cooling notiecluding liquid carbon-dioxide,
liquid nitrogen, and mechanical cooling. Mechanically leaomodels can achieve sufficient
cooling for this application. This type of cooling is also re@onvenient than liquid gas cooling
since a gas supply is not required. For these reasons, meahaooling was chosen for this
application. Resistive electric heating is generally useallimodels.

A MicroClimateR) bench-top test chamber from Cincinnati Sub-Zero was choserel
MCB-1.2-.33-.33-H/AC [63]. Specifications for the envirormed chamber are shown in Ta-
ble5.1.

The environmental chamber is controlled using a built-intléva 96 controller. This con-
troller can be used to run programmable temperature cyllefRS-485 interface can be used to
run the controller remotely. This interface can be used toually adjust and read the setpoint,
read the ambient temperature, start and stop programs, laasm@ost other functions of the
controller.

RF measurements are taken with an Agilent 8722ES vector nevalyzer (VNA) which
uses3.5 mm coaxial test ports. The frequency range of the 8722E3)i8IHz to 40 GHz.
This VNA can be controlled, and data can be read using a gegmamaose interface bus (GPIB)
connection [64]. The programming specification is freelgitable so that custom software can
be written by the user.

Work piece temperature will lag ambient temperature, andtrtherefore be measured to
ensure thermal steady-state. A Fluke Omega HH506RA therteowéh a type K thermocou-
ple is used to measure work-piece temperature. This dpakithermometer and data-logger
has a0.1 °C resolution. Temperature data can be read from the therneorasing an RS-232
connection.

A diagram of the experimental setup is shown in Figure 5.1. ATMAB program was
designed to control the environmental chamber, and to exquid store all data. The software
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Table 5.1: CSZ environmental chamber specifications

Model

MCB-1.2-.33-.33-H/AC

Internal Volume

1.2 cubic feet

Temperature range

—73°Cto190 °C

Cooling performance

—40 °C in 25 min
—54 °C in 35 min
—68 °C in 60 min, from24 °C

Heating performance

24 °Ct0 94 °C 10 min

24 °C t0 190 °C 35 min
—34°Cto024 °C 10 min
—68 °C 1024 °C 15 min

Temperature stability

4+0.5 °C from =50 °C to 190 °C
+1 °C below—-50 °C

1ce

Controller Watlow 96 programmable controller, RS-485 interfa
Access ports Standar@” port located in the left wall
Electrical 115V, 15 A, 10 ft. cord
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reads and sets the setpoint for the environmental chamtmrgh an RS-485 connection. The
user can adjust the setpoint manually using the chambesk-putton controls, or using the
data-logger software.

L
¢ type K thermocouple

A

ambient temperature
and control (RS-485) )

work piece CSZ environmental chamber

lcoaxial connectors

instrumentation agilent 8722ES VNA fluke thermometer

lmarker (GPIB)

MATLAB

test piece temperaturg
(RS-232)

MATLAB PC

control and data acquisition

Figure 5.1: Experimental setup diagram

The work-piece temperature is read by the Fluke thermonvéea thermocouple. In some
early testing, the thermocouple was affixed to the work-gieing a spot weld. Subsequently the
thermocouple was affixed to the work-piece with Kag&ptape. This provided a less permanent
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bond, while retaining good thermal contact and retainiregabnd’s heat resistance. The software
reads the work-piece temperature using an RS-232 connection

The VNA is connected to the work-piece (generally a resaratéilter) with copper coaxial
connectors. The VNA marker is read using a GPIB connectitwe. fharker can be set manually
by the user, or set automatically using a marker search;Xamele, when reading,; for a
resonator, a minimum marker search will measure the resenan

All data is saved in a comma-separated plain text file, ooojily an Excel spreadsheet. The
text-based comma-separated format is preferred; usirtglgertext-based data storage ensures
that data can be more easily post-processed using othesseft

The data-logger software both stores, plots, and optipdaplays results in real-time. Since
each point is appended to the data-file immediately rathem theing stored in memory, any
unexpected interruption of the software does not resulbmplete data loss. Furthermore, the
results can be observed and analysed as they are read.

Having calibrated the VNA and started the data-logger sarféywtesting can be managed
entirely from the computer, using the push-button contoolshe CSZ environmental chamber,
or a combination of the two. The ability to run tests entifebm the computer allows the user to
manage and observe tests remotely using remote accessisofimch as the open-source VNC
[65] or Microsoft’s proprietary Remote Desktop [66].

Since thermal systems tend to exhibit large time constaessing can be extremely time
consuming. The ability of this test setup to be automatedrandemotely is a major advantage
as it allows for unattended testing. Long tests can theedfersetup then run unattended, while
allowing the user to check results, and if necessary manaejust the testing remotely.

5.2 Experimental Procedures

Resonant frequency and filter measurements are extremedjtigerto dimensional change.
Proper experimental procedures must be followed to enfiakedccurate measurements are
taken.

After assembly, a resonator or filter will have some residuiains that can affect thermal
expansion. This can result in resonant frequency hystereish respect to temperature. In
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industry, temperature cycling is performed before anyirigsto relieve residual strains. This
pre-cycle will eliminate any hysteresis caused by residtrakses.

Consider the temperature cycling described in Table 5.% fpita-cycle has 80 °C temper-
ature range, with a temperature ramp 0 C/min. Between temperature ramps, the setpoint is
held constant fo2 min. Holding the piece at a constant temperature is referred tosmak.

Table 5.2: Initial pre-testing temperature cycle

Step | Type | Time Details

1. ramp | 6 min 20t0 80 °C, 10 °C/min
2. soak | 2 min to

3. ramp| 10 min | 80to —20 °C, 10 °C/min
4. soak | 2 min to

5. ramp| 10 min | —20to 80 °C, 10 °C/min
6. soak | 2 min to

7. ramp | 10 min | 80 to —20 °C, 10 °C/min
Total 42 min

This pre-cycle was applied to an uncompensated aluminuomagsr. After cycling, resonant
frequency was measured with respect to temperature. Thks@&®om this testing are shown in
Figure 5.2. The expected temperature drift for an uncomgiedsaluminum resonator with a
coefficient of thermal expansion @B ppm/°C is also shown. The results exhibit substantial
hysteresis indicating residual strains have not been fallgved.

Using al0 °C/min temperature ramp and2amin soak does not allow sufficient time for
the ambient and device temperatures to reach the ramp limile effective cycling range is
therefore less thaio °C.

A longer pre-cycle is described in Table 5.3 that was desigaemprove strain relief. This
cycle soaks foph min between ramps to allow more time for device and ambient teatpes
to reach the ramp limits. This cycle is also longer than tlexipus pre-cycle at16 min from
42 min.

The pre-cycle described in Table 5.3 was again applied tanaorapensated aluminum res-
onator. The results following this pre-cycle are shown igufe 5.3, which shows the resonant
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Figure 5.2: An uncompensated aluminum resonator aft@rain pre-cycle

Table 5.3: Extended pre-testing temperature cycle
Step | Type | Time Details
1. ramp | 6 min 20 — 80 °C, 10 °C/min
2. soak | 5 min —
3. ramp | 10 min 80 — —20 °C, 10 °C/min
4. soak | 5 min —
5. ramp | 10 min —20 —80 °C, 10 °C/min
6. soak | 5 min —
7. jump | 60 min Jump to step 3, jump count|2
3. ramp | 10 min 80 — —20 °C, 10 °C/min
2 soak | 5 min —
Total 116 min
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frequency, as well as ambient, device and setpoint tempesatvith respect to time. The set-
point temperature and ambient temperature read from theoamental chamber via the Watlow
controller areT,., andT,,,, respectively. The temperature of the device underfgstis read
from the Fluke thermometer. Resonant frequency is measwretting the VNA marker to
track the minimum of thes;; signal. Thermal steady state occurs when the both ambieht an
device temperature have converged.
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Figure 5.3: Full data set for an aluminum resonator afterGamin pre-cycle

The steady state resonant frequency response from therdktgure 5.3 is shown in Fig-
ure 5.4 along with the expected temperature drift for an mpEnsated aluminum resonator with
a coefficient of thermal expansion 23 ppm/°C. Measured drift is-23.2 ppm/°C compared to
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a predicted drift of~23 ppm/°C. The longer pre-cycle has completely eliminated any hgsier
and the measured response of the uncompensated resonatly chatches the expected drift.
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Figure 5.4: An uncompensated aluminum resonator afté6anin pre-cycle

From this and other testing experience, along with consaftavith engineers in industry,
the following guidelines for pre-testing thermal cyclingme formed.

e Cycle temperature range should exceed the testing range

Run cycles until the resonant frequency response is stalitel(® cycles)

More cycling will be required after tuning the component

Ramp rate must be finite to prevent thermal shock, but the eatects not important

When using a high ramp rate, ensure the soak between rampiicgesti for the device
temperature to reach the setpoint
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e Further cycling is required if hysteresis if observed

Following these guidelines for temperature cycling wilsare accurate measurements for
both resonators and filters, free from the effects of redisiuasses.
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Chapter 6
Resonator Compensation

In this chapter, bimetal compensation of a single resonatdiscussed. A prototype WR-62 res-
onator is described. The procedure for fixturing and adjgdtimetal compensation is described.
Experimental results are presented for a single bimetapemsated resonator.

6.1 Rectangular resonator prototype

In order to prove the concept of bimetal compensation inmatws, a simple prototype resonator
is required. An aluminum WR-62 waveguide cavitys3 inches in length is chosen for this
purpose.

Figure 6.1 shows scale drawings of the prototype designwiveguide is constructed from
an upper and lower half which are connected by a bolted hat@&zdlange. An iris plate and end
plate are also constructed from aluminum. All wall and inEknesses are 04 inches.

The prototype described in Figure 6.1 is designed so thaiithetal can be positioned arbi-
trarily with respect to orientation and depth. This is acpishmed using nested mounting screws;
an outer positioning screw, and the inner screw on which imetal is mounted. Locking nuts
are used on each nested screw to fix them in place once adjdsiezlthat the nested mounting
screws were used to assess the sensitivity of the bimetgdeosator to orientation.

Figure 6.2 shows a photograph of the prototype aluminurmase. The thermocouple used
to measure the device temperature is shown spot welded toirtietal tuning screw. In later
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Figure 6.1: Scale drawings of the resonator prototype @l Himensions in inches)

testing, the thermocouple was affixed to the resonatof itselg Kaptor®) tape. This allows for
good thermal contact, with a less permanent and therefore aumvenient fixture.

Excitation is provided by a coaxial to WR-62 transition, whisttonnected to the network
analyzer. The external positioning screw is constructechfeluminum, however the bimetal
mounting screw is a standa#ell0 steel machine screw.

6.2 Experimental Results

The resonator described in Figure 6.3 was used to implenmergtél compensation for a single
resonator. The goal in implementing bimetal compensatias t@ minimize temperature drift
while minimizing the intrusion of the bimetal into the cawritThe bimetal was mounted and
adjusted as follows.

In simulation, an approximate length for the bimetal waswalaited. The bimetal strip was
mounted to the bimetal mounting screw. The bimetal inifiaias cut slightly longer than the
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Figure 6.2: Prototype compensated resonator

desired length. The cavity should therefore be slightlyreeempensated. The bimetal and
positioning screw are locked using the nut so as to act aggéesorew.

A zero-position for the screw is chosen so that the bimetakislose to the cavity wall as
possible, while still leaving room for actuation. The scrgwsition is measured by inserting the
screw as far as possible (until it touches the opposite \walll) noting the number of turns back
from that point to the zero position.

An initial temperature cycle was performed with the bimetakthe chosen zero-position.
Since the initial bimetal length is longer that the expedieal length, the cavity should be over-
compensated. The bimetal length is trimmed and this proeeduepeated until the resonator
exhibits slightly negative temperature drift.

Since the field is stronger in the centre of the cavity, insirgathe depth of the bimetal
will provide increased compensation. Once the compensateitly exhibits slightly negative
temperature drift, the bimetal depth can be changed to aduspensation so that the lowest
possible temperature drift is achieved.

Figure/ 6.3 shows the resonant frequency drift with respedemperature for a bimetal-
compensated aluminum cavity after fixturing and adjusthgtiimetal. The measured tempera-
ture drift is—0.382 ppm/°C compared to an uncompensated drift-&f3 ppm/°C. These results
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demonstrate that very low temperature drift can be achiéwea single resonator using bimetal
compensation.
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Figure 6.3: Resonant frequency response for a bimetal-cosaped resonator
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Chapter 7
Filter Compensation

In this chapter the implementation of bimetal compensdtoa filter is described. The coupling
between compensation and resonant frequency tuning isiegerm simulation. A prototype
bimetal-compensated filter is presented. A method for wifilter compensation is presented
which is based on the Ness method of filter tuning. Experialenasults are provided for the
bimetal-compensated prototype filter.

7.1 Independence of Bimetal Compensation

If bimetal-compensated resonators are to be used to praedueeensated filters, implementation
is simpler if compensation is independent of resonant Eaqy tuning. If resonant frequency
tuning and compensation are found to be independent, thepeaasation can be adjusted fol-
lowed by filter tuning without requiring iteration.

Figurel 7.1 shows the simulated response of a compensatathtes using a parameterized
geometry model in HFSS (c.f. Section 4.3). The responsenisdiby inserting @&.119 inch
diameter tuning screw opposite the compensator to a depith @fim and1 mm. This results
in resonant frequency tuning ef0.6% and—1.8% respectively. From Figure 7.1 it can be seen
that compensation is maintained as resonant frequencgesltu

The normalized resonant frequencies for each level of tuaie shown in Figure 7.2. By
superimposing the normalized resonances, the relatiestedff frequency tuning on thermal
compensation can be seen in more detail. The drift with ninguis positive0.80 ppm/°C
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Figure 7.1: The effect of resonant frequency tuning on corsggon
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and negative).86. Inserting the tuning screw.5 mm, which tunes the resonant frequency by
—0.6%, results in a drift of positive.65ppm/°C and negativé.16ppm/°C. Finally, inserting the
tuning screwl mm which, tunes the resonant frequency-by.8%, results in a drift of positive
0.20 ppm/°C and negativd .57 ppm/°C. A large resonant frequency tuning has a small effect
on compensation, therefore iterative filter tuning and censgation adjustment is not required.

1.0005 ~———————— N — —————————r ————————— _

0.9995

normalized resonant frequency

| —e— no tuning
| —©— 0.5 mm tuning screw
[| —8— 1 mm tuning screw

0.999 —————— r——————— e o 1
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temperature change [°C]

Figure 7.2: Normalized resonant frequency of a compengatahator after tuning

7.2 Adjusting Compensation for a Filter

To implement bimetal compensation in a coupled-resondter,ftompensation must be applied
and adjusted for each resonator. The resonant frequenegbfoavity can not be easily obtained
from the filter response. In order to adjust compensatioraffiter however, the resonance of
each cavity must be measured.
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The following method for measuring resonance and adjustoimypensation for each cavity
is based on the Ness method of filter tuning [67]. If all but fing resonator are removed from
a lossless Chebyshev bandpass filter, the group dgl&y/given by,

1 (w? + w?) gogn
2
w? (wg — wy) (1 + (9091)2 (ﬁ (wio - %)) )

wherew is the angular frequency; andw, are the band edge frequencies, is the centre
frequency, andy,, g, are the normalized low-pass prototype values associatddthe filter
[67,58]. The phase of; is,

~ ot [ [0 (@ wo\TT
6 — —2tan ([ i (% w)} ) (7.2)

Consider a six-pole Chebyshev filter with the characterighasvn in Table 7./1. The re-

I'y=

(7.1)

Table 7.1: Design parameters six-pole Chebyshev filter
order 6

centre frequency | 1200 MHz
passband ripple | 0.01 dB
bandwidth 120 MHz

sponse of this filter calculated using the coupling-matrixded is shown in Figure 7.3. The
theoretical group delay and phase at the input port for thés fivith all but the first resonator re-
moved (Equation 7.1 and Equation 7.2 respectively) are sliowigure 7.4. The eigenfrequency
of the first resonator is the frequency at which the peak gomi@y and thet180 zero-crossing
of the phase occur.

This information can be used to find the first-resonator drgguency of a filter. Shorting all
but the first resonator using a tuning screw will effectivedynove these resonators by shifting
their effect from the frequency range of interest.

Short-circuiting these resonators can be approximatetiancoupling-matrix model. The
resonance of each cavity is associated with the correspgriiagonal element in the coupling
matrix. For resonaton, the diagonal element of the coupling matfix(n, n) is zero when the
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Figure 7.3: Calculated response of a six-pole filter usingugpliog-matrix model
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corresponding resonator is tuned. The shorting of a resoan be approximated by highly
detuning that resonator; in the coupling-matrix model tas be accomplished by setting the
corresponding diagonal element to some large number, Bonple M (n, n) = 100.

Figure 7.5 shows the group delay and phase for the six-ptde diescribed above with res-
onators2 through6 shorted in the coupling-matrix model by settidg(n,n) = 100 where
n = 2---6. Comparing Figure 7.5 and Figure 7.4, it can be seen thahgadsonatorg through
6 for a filter correlates well with the expected results. Soeexpentally, the eigenfrequency of

4.5

| — — —group delay|_

input port phase [rad]
input port group delay [ns]

frequency [GHZ]

Figure 7.5: Filter with 2nd to 6th resonators shorted

the first resonator can be measured by shorting the subgesasemators, and measuring the
frequency at which the peak group delay or phase zero-agssicur {2 GHz in this example).

By measuring the resonance at two or more temperatures @/eautige of interest, the tem-
perature drift of a compensated filter can be measured. Tpid @é the bimetal compensator
for that resonator can be adjusted, and the drift measutter@peated until the drift is zero, or
below some acceptable threshold.
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A similar metric for the subsequent resonators is requicedpply this procedure to each
resonator in the filter. Consider the second resonator. ¢ina@ers three through six are shorted,
the group delay will exhibit two peaks; the lower-frequemmek is associated with the first
resonator, and the higher-frequency peak is associatbdivdatsecond resonator. There is also a
phase zero-crossing associated with each of the first tvamaeses. The group delay and phase
calculated using the coupling-matrix model for the sixephlter with resonators three through
six shorted is shown in Figure 7.6.

110

input port phase [rad]
o
input port group delay [ns]

L L L L L L L L L L L L L 0
12 12.09 12.18
frequency [GHZ]

Figure 7.6: Filter with 3rd to 6th resonators shorted

It is undesirable to have any residual drift in the first regonaffecting the measurement of
the second resonance. By detuning the first resonator, thegmeaphase crossing associated
with the first resonance is moved out of the frequency rangetefest. The phase zero-crossing
is similarly moved to a lower frequency.

As the first resonator is detuned, the group delay peak agsdawith the second resonance
becomes higher and narrower. Similarly, the slope of tha@ltcaossing becomes larger.
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This detuning can be simulated by substituting the assatidiagonal element of the cou-
pling matrix M (n,n) with a positive non-zero number. Figure 7.7 shows the phadegeoup
delay for the six-pole filter with the third through sixth oestors shorted, and with the first
resonator progressively detuned by settidgl, 1) to 0.5, 1, and5.

The frequency at which the peak of the group delay occurdy@phase zero-crossing cor-
respond to the resonance of the second cavity. This measuatesill approach the resonant
frequency as the second resonator is progressively detuned

Experimentally, if the first resonator is detuned so far that effectively shorted, the peak
and phase zero-crossing will disappear. In practice, teerfisonator must be detuned just far
enough that the measurement can be made.

This metric requires that the change in resonance be mehsamd accurate measurement
of the absolute value of the resonance is not required. Frigoré 7.7, it can be seen that the
phase-crossing and group delay peak are slightly higharith&Hz (the actual resonance). This
measurement is still appropriate since it can be used toureagelative change in resonance.

Again, by cycling the filter temperature and measuring thig af the second resonator, the
associated compensation can be adjusted to achieve auleeqhtidt.

A similar procedure is used to measure subsequent resanali¢een end resonators are
shorted, a local group delay peak and a phase zero-crossmgsociated with the resonance
of each un-shorted resonator, with the highest-frequemak @ssociated with the last tuned
resonator whose resonance will be measured. This is shawthdahird resonator of the six-
pole filter in Figure 7.8. Be detuning the preceding resosatarsingle group delay peak and
phase zero-crossing will appear associated with the résooiinterest. This detuning is shown
for the third resonator in Figure 7.9. The phase peak agaiarhes narrower and higher, while
the phase zero-crossing also becomes narrower.

Note that resonance can be measured from either filter part Bix-pole filter for example,
resonances through3 can be measured from pdrtwhile resonancesthrough6 are measured
from port2.

Theoretically, either of the phase or group delay signatslEused to measure resonance,
and adjust compensation. The phase zero-crossing appdagsat superior metric. Th&180°
zero-crossing is unambiguous, whereas any flatness in tg glelay peak can lead to an im-
precise resonance measurement. Furthermore, the graypisieblculated from the phase mea-
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surement by the network analyzer. The group delay beingieadige of the phase, the calculated
derivative is adversely affected by small amounts of noigbé phase measurement. The group
delay signal therefore tends to be extremely noisy in pacti

The accuracy of the phase measurement however is adveffeetgd by temperature change
in the input cables. Typical coaxial input cables exhibijatemperature dependence for phase
measurements. The phase signal exhibits a positive shiéngserature increases. This renders
the phase measurement unacceptably inaccurate unlesslizeelgpphase-stable input cables are
used, such as silicone dioxide cables.

The group delay measurement however is not affected bydhpéerature-induced phase-
shift, since it is a derivative of the phase. Therefore, whlease-stable coaxial cables are avail-
able, the phase zero-crossing should be used to measureanesoand adjust compensation.
Otherwise, the peak group delay must be used.

The procedure for adjusting compensation forapole filter can be summarized as follows:

e Short the second througkth resonators.

e Measure the peak group delay or phase zero-crossing ovelga d temperatures and
calculate the drift.

e If the drift is positive, reduce the depth of the bimetal cemgator. If the drift is negative,
increase the depth. If the drift is positive and the compimga too close to the cavity
wall, the compensator is too long and the length must be tathm

e Repeat the drift measurement and compensation adjustméhthenmeasured drift is
acceptably low.

e Remove the short from the second resonator, and detune theefionhator until a single
narrow group delay peak and phase zero-crossing are olséittee group delay peak or
phase zero-crossing disappear, reduce the detuning ofshesgonator until it reappears.

e Measure the peak group delay or phase zero-crossing ovelga | temperatures and
calculate the drift.
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If the drift is positive, reduce the depth of the second bahebmpensator. If the drift is
negative, increase the depth. If the drift is positive aredldbmpensator is too close to the
cavity wall, the compensator is too long and the length mastilmmed.

Repeat the drift measurement and compensation adjustmghthenmeasured drift for
the second resonator is below the desired threshold.

Remove the short from the subsequent resonator, and deipesiteding resonator until
a single narrow group delay peak and phase zero-crossirmapaesved. If the group delay
peak or phase zero-crossing disappear, reduce the detoiriing input resonators until it
reappears.

Measure the peak group delay or phase zero-crossing overga & temperatures and
calculate the drift.

Repeat the drift measurement and compensation adjustmé&hthenmeasured drift is
below the desired threshold.

Repeat this procedure for subsequent resonators until gesapen for half the filter has
been tuned.

Repeat the entire procedure for the other half of the filtargithe opposite port.

Once compensation for each resonator has been tuned, aufikethand measure the drift
of the band edges and centre frequency.

7.3 Compensated Filter Prototype

In order to test bimetal compensation for an aluminum filgarototype filter is required. A four-
pole WR-62 inductive-iris Chebyshev filter was constructedHio purpose. Scale drawings of
the filter are shown in Figure 7.10. Detailed dimensionsherftiter are shown in Table 7.2.

The filter is constructed in two halves from 2024 aluminumniiig screws for each resonator

and iris are inserted into the top of the filter, while bimetedunting screws are inserted into the
bottom wall. Filter dimensions were chosen as a compronmeseden dimensions appropriate
for an uncompensated and compensated implementation.
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Figure 7.10: Scale drawings of a prototype compensated (dtiedimensions in inches)

Table 7.2: Filter prototype dimensions

order

4

waveguide

WR-62 (0.622 inch width,0.311 inch height)

resonators 1 and 4

0.687 inches

resonators 2 and 3

0.751 inches

irises 1 and 4

0.346 inches wide, full height

irises 2 and 3

0.224 inches wide, full height
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dowel pins

Figure 7.11: Prototype filter, assembled and disassembled

The filter prototype is shown assembled and disassemble@jingr7.11. Two dowel pins
are used to ensure the filter halves are aligned properly \aesembled. This is particularly
important for the screw threads that span both halves.

The prototype design initially used a larger diameter bahetounting screw to allow for
easier insertion of the compensator into the cavity. Anrarr¢the drawings resulted in a bottom
wall that was too thin to accommodate the desired screw g\zéner thread was required to
reduce the chance of thread tear-out; a 4-40 UNF screw walsfoisthis purpose.

7.4 Experimental Results

Bimetal filter compensation was implemented in the prototygecribed in Section 7.3.

The procedure for adjusting compensation described in@e¢t2 was used to adjust com-
pensation for each cavity. The group delay metric was usege@sure resonance since phase-
stable input cables were not available at the time of testing

Figure 7.12 shows the response for the compensated filtentzieat temperatures @), 50,

80, and110 °C. It can be seen that the filter is well-compensated; drififfecdlt to distinguish
from the full filter response. Figure 7.13 shows thé5 dB band edges and centre frequency
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Figure 7.12: Filter response for a 4-pole bimetal-compeusalter
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over a range of temperatures. From Figure 7.13 it can be &egrhte filter is slightly over-
compensated, exhibiting a positive drift of approximateBs ppm/°C.
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Figure 7.13: Band edges and centre frequency for a 4-poletdiroempensated filter

The peak group delay metric was used to measure resonanaehrcavity and adjust com-
pensation. The phase zero-crossing metric is more préwmsesver this metric can only be used
when temperature-stable phase measurement is possikdse Ehft introduced by heating of
the input cables renders the phase zero-crossing metrezepibly inaccurate. The less pre-
cise peak group delay metric is likely the cause of the p@sitieasured temperature drift of the
filter.

A temperature drift of~0.382 ppm/°C was achieved for a single compensated cavity (c.f.
Chapter 6). Given a more precise measurement of the resonfaaeh cavity in the filter, it is
expected that the drift of the compensated filter will apphothis value.

From Figure 7.13 it can be seen that the lower and upper bdgesedrift at2.34 and
2.36 ppm/°C respectively, while the centre frequency drifts2a35 ppm/°C. The difference
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between the drift of the band edge9i82 ppm/°C. The fact that the band-edges drift at nearly
the same rate, along with the fact that the return loss in #iss{band is quite constant show that
the filter exhibits minimal detuning with temperature chang
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Chapter 8

Multiphysics Modelling of Power Handling
for Bimetal Compensated Filters

Thermal effects on RF devices involve complex coupling betwthermal, mechanical, and
electro-magnetic phenomena. A multiphysics approach apgsed which consists of inter-
dependent mechanical, electrical, and thermal simulatiofhis approach uses the arbitrary
Lagrangian-Eulerian (ALE) method to model the geometrtentiependence. Models are pro-
vided to simulate temperature drift under uniform tempeetonditions, distributed tempera-
ture profiles due to resistive microwave heating under highig, and finally, temperature drift
given arbitrary thermal boundary conditions for compeada&iomponents under high-power.

These simulations are used to examine the power handlirapdeay of bimetal compensated
filters. The effect of input power on a cantilever bimetal p@msator is simulated. The results
of this simulation imply that a shorter compensator helpsrtprove power handling capabil-
ity. Power handling is evaluated using a two-sided bimetahgensator with both one and two
compensators.

8.1 Multiphysics Modelling

Parameterized modelling of thermal expansion and bimetal#ion requires a number of as-
sumptions; for example uniform temperature distributiomgonstrained expansion, and constant
bimetal curvature radius (c.f. Section 4.3). In applicasizvhere these assumptions are unaccept-
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able, a more complex modelling approach is required. In #reral case, thermo-mechanical
simulation is required to model the dimensional changespitvide compensation.

As more complex approaches to temperature compensati@xpl@ed, a set of simulation
tools are required that can account for complex thermal itiond including resistive heating
and associated dimensional change. Furthermore, a ful-ei@ctro-magnetic simulation must
be solved on the deformed geometry to determine compenszdpdnse.

The geometric interdependence is problematic, partigulacases where there is significant
deformation. The arbitrary Lagrangian-Eulerian methoal loa used to model a moving inter-
face between two simulations [68]. The arbitrary Lagrangtailerian method was developed
to model fluid-structure interactions. This method is uselio model interaction between an
electromagnetic field and a structure. This can accountnfi@rdependence between thermo-
mechanical deformation and RF simulations. Simulationsciviaiccount for multiple coupled
phenomena (such as electrical and mechanical) are oftemmedfto as multiphysics simulations
[69].

In this work, these simulations are implemented in the COMS3@lltiphysics software
package (previously known as FEMLAB) which can solve stradtdull-wave RF, thermal, and
arbitrary Lagrangian-Eulerian simulations [57]. Each wimtion module can be solved sepa-
rately or simultaneously, and can be coupled arbitrarily.

8.1.1 Uniform Temperature Mechanical-RF Simulation

Many approaches to temperature compensation exploit #igrmnduced dimensional change
to reduce temperature drift by combining materials witlfiedént thermal expansion coefficients
[28, 35]. By assuming uniform temperature change, a bastdimperature drift can be estab-
lished. In order to model these devices in the general casemdined mechanical-electrical
simulation is required.

This multiphysics simulation is constructed as follows. dxponent’s dimensions are given
at some nominal temperature. Change from that temperatiliravill cause thermally-induced
stress and strain. The relevant output from the mechanicalation is the dimensional change
(u, v, w) at each point in the geometry. Althougd\il" can be specified arbitrarily at each point,
consider first the case of uniform temperature change.
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The electro-magnetic problem must be solved on the deforgeednetry. The arbitrary
Lagrangian-Eulerian method is used to calculate a deformesh corresponding to the output
of the mechanical simulation [57].

Finally, a full-wave RF simulation is performed on the defedrimesh. A schematic of the
uniform-temperature RF simulation is shown in Figure 8.1.

AT

¢

mechanical

~<—material properties
~——mechanical constraints

*u,v,w

arbitrary
Lagrangian-Eulerian

¢ deformed mesh
~—-yboundary conditions

full-wave
RF

f

S-parameters

Figure 8.1: Multiphysics uniform-temperature mechanke&l simulation routine

8.1.2 Resistive Heating Simulation

In high-power applications, resistive heating is a sigaificthermal factor. A multiphysics ap-
proach is required to model this phenomenon since the ikesigtat flux must be extracted from
the RF solution.

Given input powerP;,, an RF simulation is used to calculate the time-averagetingsiseat
flux distribution@,,, at the interior boundaries.

The resistive heat flux from the RF simulation is input to therthal simulation. Given the
thermal boundary conditions, the thermal simulation poeduthe temperature distribution. A
schematic of this multiphysics simulation is shown in Fe8r2.

8.1.3 Resistively heated Thermal-Mechanical-RF Simulation

In order to quantify the performance of a thermally-compéed component undergoing resis-
tive heating, the interaction between the RF domain and therib-mechanical domain must

110



Pin

¢

full-wave
RF

¢ QSG’U

thermal

¢

T

[=—surface conductivity

[=<—thermal boundary conditions

Figure 8.2: Multiphysics resistive heating simulationtina

be considered. The interdependence of the RF, thermal anctstl modules complicates the
solution procedure. COMSOL Multiphysics is capable of smMnodules simultaneously, how-
ever the resulting solution matrix for the simulation prepd below has a degree of freedom so
large that it cannot be solved on a desktop computer. Ant@ersolution must be used to handle
the interdependence.

Consider a component with input powgy,. An initial RF solution is required to find the
nominal resistive heat flug.,,.

The thermal simulation must then be solved using the cakdlaeat flux. The output of the
thermal simulation is the temperature distribution, whgmput to the mechanical simulation.
The arbitrary Lagrangian-Eulerian method uses the dinseasichange from the mechanical
simulation to calculate the deformed mesh.

The RF simulation is solved on the deformed mesh, and thetirggd-parameters can then
be compared to the previous RF solution. If the S-parametars tonverged, the simulation is
finished. Otherwise, the simulation starts again with tregrttal simulation, using the surface
resistive heating from the most recent RF solution. A schenadtthis simulation is shown in
Figure 8.3.

How fast this simulation converges depends on how much cauphere is between the
thermal and RF simulation. By definition, a well compensatadogewill exhibit low coupling
between the thermal and RF simulations, and will convergekdyui In practice, these simula-
tions converge in no more than three passes.
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8.2 Power-handling and Bimetal Compensation

In order to design bimetal-compensated filters for high-@oapplications, a number of fac-
tors must be accounted for. Firstly, the nominal compensaéeformance of a design must be
evaluated. The nominal performance is best described byatmpensated drift under uniform
temperature change, which corresponds to the results ahif@m-temperature simulation (c.f.
Figure 8.1.)

The field will be highly concentrated around the compensagsulting in more resistive
heating at the bimetal. It is therefore useful to quantify khcal heating at the bimetal under
typical thermal conditions and input power. This can be waled using the resistive heating
simulation (c.f. Figure 8/2).

Finally the effect of local heating on compensated perforeamust be determined for a
given design, which can be determined using the resistivefted mechanical-RF simulation
(c.f. Figure 8.3). The multiphysics simulations appliedlascribed will provide a full account-
ing of compensated performance. This information can bd tsé&entify problem areas, and
refine the design for improved performance, as is demoasstiatthis chapter.

8.2.1 Boundary Conditions

Boundary conditions for the mechanical simulation requingy sufficient point constraints to

eliminate rotation. Material properties for the mechahsiaulation in each case are for 3003-
H18 aluminum for the filter and screws, and correspondingmnatproperties for each layer of
the Truflex P675R bimetal manufactured by Engineering NiateSolutions. The subdomain
temperature is provided either by a constant temperatumegea\ 7’ or an absolute temperature
T given by the thermal simulation. Nominal dimensions aregiat20 °C.

For the RF simulation, the input and output ports are set tg Tiode, and the input power
P, is specified. To model the silver plating of the filter, all etiboundaries are set to the
impedance of silver.

Thermal boundary conditions are meant to model a filter mexhiah a large heat-sink aboard
a satellite in orbit. Assuming the heat sink is infinitelygar the lower external boundary of the
filter is set to a constant temperatufe,;. Such a filter would be radiating to other equipment
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with an average temperature the same as the heatiSinkAll other exterior thermal boundaries
are therefore set to radiate’Tp,; with an assumed emissivity o6f8.

8.2.2 Cantilevered Bimetal Compensator

Consider the bimetal-compensated filter shown in Figure &ié¢hwses a cantilever-configured
bimetal compensator. A bimetal length lpf= 3.72 mm is chosen for all resonators based on
eigenmode simulations of a single resonator.

Figure 8.4: Cantilevered bimetal-compensated 3-pole figemetry

The results of a uniform-temperature simulation shown guFe/ 8.5 show a compensated
centre-frequency drift of-1.14 ppm/°C. The lower and upper band edggsand f, denote the
—20dB bandwidth. The compensated drift can be further reduceddpysing compensation
for each cavity as described in Section 7.2, however furtsfaniement will not affect the power
handling.

The compensated response under high input-power will leetaifl by local resistive heating
in the filter. Since the field is concentrated at the bimepmlttie resistive heating will be highest
there. The resistive heating simulation confirms this tdieecase. Figure 8.6 shows the bimetal
tip temperature in each cavity with respect to frequenayafoinput power o100 W and7.,; =
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bimetal-compensated aluminum filter under uniform temioeea
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85 °C (whereT,,; is both the sink and ambient temperature). It can be seerthbatimetal
tip temperature is as high 487 °C for the second resonator at the band edges. The maximum
temperature change at the bimetals from ambient temper&un2 °C. As predicted in the

lumped element heating model from [70], resistive heatingighest for the second resonator at
the band edges.
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1004 —&— bimetal 1
I —6&— bimetal 2
—— bimetal 3
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frequency [GHZ]
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14.7

Figure 8.6: Simulated cantilevered bimetal heating comgb&w resonator temperature

Consider the maximum bimetal tip temperature that occui$.att GHz in the second res-
onator. The temperature change along the bimetal edge cdetéenined from the RF heating
simulation since a full temperature distribution is cadtal. Figure 8.7 shows the temperature
change for the cantilevered bimetal along the bimetal edgbe second resonator. It can be
seen that the maximum temperaturel 67 °C drops nearly as low as the external temperature
85 °C along the length of the bimetal, due to heat conduction albadpimetal to the filter body.
The bimetal tip temperature is maximum as expected, howbeesverage bimetal temperature
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is substantially lower than the tip temperature. The bilgidemperature is however a useful
metric to quantify bimetal heating.
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Figure 8.7: Simulated heating along cantilevered bimetgke

A thermal-mechanical-RF simulation can be used to detertmeesffect of local resistive
heating on compensated response. The filter parametemattifrespect tdl,.,, at 100 W of
input power is shown in Figure 8.8, along with the nominaéfilparametersi{in = 1 W and
T = 20 °C). It can be seen that the filter response is shifted upwardceguency as the local
heating of the bimetal compensator leads to over compemsalihe centre frequency drift at
100 W of power is—6.16 ppm/°C.

The largest change in centre frequency between the nomahat and the centre frequency
at 100 W is 1357 ppm. In comparison, an uncompensated aluminum filter udeyd 00 °C
temperature change would experience- 2800 ppm change in centre frequency, or between

—160 ppm and—200 ppm for an uncompensated Invar filter (depending on the cositi of
thermal expansion of the Invar alloy).
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Figure 8.8: Simulated effect of resistive heating on a éargr-bimetal compensated filter at
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The filter responses at maximum and minimum input powers atetreal temperatures are
shown in Figure 8.9. It can be seen that with the bimetal tgtékto nearl200 °C, the filter is
only nominally detuned. The change in filter response coarggly as a frequency shift.
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Figure 8.9: Simulated filter response for the cantilevdsdetal-compensated filter

8.2.3 Double-Sided Bimetal Compensator

In order to reduce the effect of local resistive heating andbmpensated filter, a compensator
must be designed with a shorter effective length to allownfiore effective heat sinking to the
filter body. Consider a double-sided bimetal compensatonassin Figure 8.10.

A bimetal length of, = 3.0 mm is chosen using eigenmode simulations for a single compen-
sated cavity. Figure 8.11 shows the compensated filteruhier uniform temperature change.
This design shows a centre frequency drift-e6.57 ppm/°C. Although this filter is under-
compensated it is suitable for evaluating susceptibitityeisistive heating.
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Figure 8.10: Double-sided bimetal compensator

Figure/8.12 shows the temperature at each bimetal tip oeefréguency range. Again,
maximum heating occurs for the second resonator at the bdgese The maximum heating
for the 3 mm double-sided bimetal i86 °C from T,,; = 85 °C, compared tal12 °C for the
3.72 mm cantilevered bimetal compensator.

Figure 8.13 shows the filter parameter drifi@&6 W of input power, along with the nominal
parameters (i.e. the filter parameters &V of input power and” = 20 °C). At a constant input
power of100 W, the compensated drift is degraded0.34 ppm/°C from —6.57 ppm/°C. The
drift calculated from the nominal parameters , is positid ppm/°C and negative.42ppm/°C.
Note that this drift is lower because the nominal paramdiessct the temperature response at
100 W

The largest deviation from the nominal centre frequencyaipod W of input power and
100 °C of temperature change is654 ppm, compared t@357 ppm for the cantilevered com-
pensator. This confirms the possible improvement when fieetsfof local heating can be miti-
gated by reducing the effective length of the bimetal. Haveturther reduction in the effective
length is required.
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8.2.4 Two-Screw Double-Sided Bimetal Compensator

Although the double-sided compensator is less suscepilésistive heating, the bimetal length
must be further reduced to produce drift comparable to Ifiltars. By using two double-sided
compensators on the opposite broad-walls in each cavityeolkiveguide filter, a shorter bimetal
length can be used. Rather than using eigenmode simulatat®bse the bimetal length, here
an iris-loaded compensated cavity is simulated, usingela& group delay to measure resonance.
This results in an approximate bimetal lengti2éf mm for compensation.

Figure 8.14 shows the result of a uniform-temperature-gaaimulation. The centre fre-
quency drift of+1.02 ppm/°C shows the filter is slightly over-compensated.

N
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Figure 8.14: Simulated drift for a double-sided-bimetabt@ompensator aluminum filter under
uniform temperature

From Figure 8.15, it can be seen that this configuration tesukubstantially reduced local
heating. Bimetal tip temperature is increasedby C from 85 °C ambient temperature, with
maximum heating again occurring in the second resonattwediand edge.
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Figure 8.15: Simulated resistive heating for a doubleesidienetal two-compensator filter
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The effect of the resistive heating on compensatiom0atW of input power is shown in
Fig.[8.16 along with the nominal filter parameters. It can éensthat centre frequency drift at
100 W is reduced t@.7 ppm/°C from 1.02 ppm/°C. The largest change from the nominal filter
parameters is-277 ppm for input power ranging frod — 100 W, and a temperature change
of 100 °C. An uncompensated aluminum filter would exhibi2300 ppm of drift over al00 °C
temperature change, and an Invar filter would show betwekit ppm and—200 ppm depend-
ing on the alloy. Note that the overcompensation of the fiktsults in a larger overall drift. If the
filter were slightly under-compensated, the positive feagry shift caused by resistive heating
in the bimetal would be offset by the negative drift.
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Figure 8.16: Simulated effect of resistive heating on a tmsided-bimetal two-compensator
filter at Pin = 100 W, and nominal filter parameter®{n = 1 W and7 = 20 °C)

Table 8.1 provides a summary of the power handling resulttedoh bimetal compensator.
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Table 8.1: Comparing temperature drift results

max.Af,
drift, drift, AT =0...100 °C
low power P, =100W | P, =0...100 W
uncompensated .
aluminum —23 ppm/°C - —2300 ppm
uncompensated .
Invar —1.6 ppm/°C - —160 ppm
cantilevered bimeta
379 mm —1.14 ppm/°C | —6.16 ppm/°C 1357 ppm
double-sided
bimetal —6.57 ppm/°C | —7.34 ppm/°C —654 ppm
3 mm
2x double-sided
bimetal +1.02 ppm/°C | +0.7 ppm/°C 277 ppm
2.8 mm
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Chapter 9

Conclusions and Recommendations

Temperature compensation continues to be a design issuang RF applications. Effective
temperature compensation can allow for the use of lighteg éxpensive materials such as alu-
minum in lieu of more costly, heavier materials like Invar.

This thesis proposes that a bimetal tuning screw can be osszhipensate for temperature
drift in aluminum resonators and filters. The bimetal tursicgew consists of a bimetal actuator
mounted on a screw inserted into the side wall of a filter oomesor. By orienting the bimetal
element such that it actuates towards the wall with incregg@mperature, a tuning screw with
a variable effective length is formed whose actuation wolinpensate for the expansion of the
aluminum structure.

Two configurations are proposed for the bimetal tuning scom& with a cantilevered bimetal
strip, and another with a double-sided bimetal compensata cantilevered configuration con-
sists of a bimetallic strip attached to the mounting screthatend of the bimetal. The double-
sided compensator is attached to the mounting screw at ttieeagf the strip length, effectively
producing two compensators.

This design for a compensator exhibits several favouratalpeasties. It is a general approach
that can be applied to existing filter designs. Mechaniagé®mnode simulations demonstrate
that the stiffness of the bimetal material is sufficient toitiany potential vibration.

Since the field is stronger near the centre of a resonatomrtiwint of compensation can
be adjusted by rotating the mounting screw, which changesiépth of the tuning screw. It is
demonstrated in simulation that any effect of rotation @orant frequency is overwhelmed by
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the effect of the depth change. This conclusion was latendoout when implementing filter
and resonator compensation. Since compensation is adgiseny effects of manufacturing
tolerances on compensation can be accounted for.

It is demonstrated experimentally that a bimetal tuningwaran be used to produced com-
pensated resonators and filters. A cantilevered compensatsed to produce a compensated
aluminum resonator exhibiting0.38 ppm/°C of temperature drift fron20 °C to 100 °C. This
is less than the temperature drift exhibited by an Ivar resam(approximately-1.6 ppm/°C).
An uncompensated aluminum cavity will exhibi3 ppm/°C of temperature drift.

A temperature compensated aluminum filter is also demdestexperimentally. This filter,
also using a cantilevered bimetal tuning screw, exhibitgpierature drift o2.35 ppm/°C. The
positive temperature drift shows that the filter is slighdlyer compensated. The compensation
adjustment for this filter was performed using the groumgehetric since phase-stable input
cables were not available. By adjusting compensation usiagrore precise phase metric, it is
expected that the temperature drift of the compensatedddieachieve temperature drift similar
to the compensated resonator.

The power handling capability of bimetal-compensatedr§lie studied in simulation. When
subjected to high input power, the strength of the field surding the bimetal results in signif-
icant resistive heating. For a cantilevered bimetal coregtr implemented in a 3-pole WR-62
waveguide filter, an increase in input power frariV to 100 W results in an increase in bimetal
tip temperature of as much as2 °C.

The increase in bimetal temperature causes the temperagpense to shift upward in fre-
guency, and a negative shift in the temperature drift for@stant input power. The frequency
drift of the cantilevered bimetal compensated filte+is357 with input power ranging from W
to 100 W and external temperature ranging frah°C to 120 °C. The drift of the filter degrades
from —1.14 ppm/°C with no input power, to-6.16 ppm/°C at 100 W of input power.

In order to address the resistive heating problem, the caosgter must conduct heat more
effectively to the filter body. Using the proposed doubldesi bimetal tuning screw, and using
two compensators for each resonator, compensation canhiieved using a shorter effective
bimetal length.

Using this configuration, the temperature increase at theetail tip is no more thaf6 °C.
The drift of the filter shifts fromL.02 ppm/°C with no input power, td).7 ppm/°C at 100 W of
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input power. The frequency drift of the filter #5277 ppm with input power ranging from W
to 100 W and external temperature ranging frah°C to 120 °C. A comparable Invar filter will
drift at approximately-1.6 ppm/°C, and an aluminum filter will drift at-23 ppm/°C.

The impact of implementing these temperature compensdteds fivould be significant.
Temperature compensated aluminum filters offer substanaas and cost savings over Invar
filters. In satellite applications in particular, the maasisgs associated with replacing Invar
filters with temperature-compensated aluminum filtersltegua large decrease in either launch
costs or life cycle costs. Also, aluminum stock is less gogthn Invar, and less expensive to
machine.

This work has demonstrated that temperature-compenshat@iham filters using a bimetal
tuning screw can be constructed that exhibit temperatufeadrmparable to that of an Invar
filter. In high-power applications, the problems assodatéth local resistive heating can be
managed if care is taken to ensure that the compensator fogardgfy conduct heat through the
bimetal to the filter body.

Compensation must be adjusted for each resonator in the Tiles work provides a method
for adjusting compensation using either phase or groupydaetasurements. The phase metric
is more precise than the group delay metric since flatheseajroup-delay peak can make the
measurement of resonance ambiguous. Also, group delayune@asnts are noisy.

Heating in the input cables however will introduce a positbhift to phase measurements,
leading to unacceptable inaccuracy. The phase metric careftie only be used when
temperature-stable phase measurements can be takenafoplkex using phase-stable silicone
dioxide cables. Otherwise, the less precise peak grouy dedéric must be used to measure the
resonance of each filter cavity.

The approach proposed here for adjusting compensatiorefsiusr any form of variable
compensation. This tool is useful for applying the compgasapproach proposed here, or any
other form of adjustable compensation.

To model temperature drift in the general case, interastimtween microwave, structural,
and thermal domains must be accounted for. This work prapibsee multiphysics simulations
for use in modelling temperature drift and power handlingiicrowave components in general.
Each is implemented in the COMSOL Multiphysics software paek
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Given the dimensional change from a thermo-mechanicallaiion, a full-wave electromag-
netic simulation must be solved on the deformed geometrg arbitrary Lagrangian-Eulerian
(ALE) method is designed to model fluid-structure intem@asi. It is used in this work to model
the interaction between a structure and an electromadfirdtic

The first of these models describes thermal drift under uamfiemperature conditions. This
model can be used to simulate compensated or uncompensatpdrature drift of a compo-
nent under arbitrary mechanical constraints. The temperatrift behaviour under uniform-
temperature conditions is used as a base-line performaeasure.

The second multiphysics simulation presented in this wetk iesistive heating simulation.
This simulation determines the thermal effect of resishieat flux on a component under ar-
bitrary thermal boundary conditions. This simulation canused to quantify local resistive
heating, and can be used to detect and address problem aréaghFpower applications.

The final multiphysics simulation is a resistively heatedrthal-mechanical-RF simulation
that provides a full accounting of electromagnetic perfance, while accounting for the effect
of local heating and mechanical constraint. This simutapoovides not only the local resis-
tive heating for given thermal boundary conditions, butoagds for the effect of this heating
mechanically. The electromagnetic simulation is solvetherdeformed geometry, so this simu-
lation will predict how a component will behave thermallygohanically, and electrically under
complex thermal and mechanical conditions.

The analysis of the power handling of a bimetal-compenshlted in simulation demon-
strates how a multiphysics approach can be used to modellepti@rmal, structural, and elec-
trical interaction. Although finite element simulationssBdimitations in quantifying real-world
implementations, by coupling thermal mechanical and etattsimulations real-world condi-
tions can be more closely approximated, with the same adgastand disadvantages inherent
in more traditional approaches to RF simulation.

In order to compensate for temperature drift, it is usefildg@ble to quantify uncompensated
drift. In the case of a linearly expanding component havisgqagle linear coefficient of thermal
expansion, an equation describing temperature drift isel@from Maxwell’'s equations.

This equation is strictly true if losses are ignored, andragmately true in the lossy case.
Also, the quality of the approximation in the lossy case dejseon the coefficient of thermal ex-
pansion times the temperature change being much less titgnSsince this is true for tempera-
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ture ranges and thermal expansion coefficients for mostipahepplications, the approximation
inherent in applying this equation to the lossy case isfjable.

An approximate model for the effect of iris expansion on dmgpcoefficient drift is pro-
vided which assumes that the coupling iris is thin. This nhiglesed to evaluate the contribu-
tion of iris expansion to temperature drift using a lumpésiveent coupling-matrix model. It is
demonstrated that the contribution of iris expansion toperature drift is extremely small. For
a coupled-resonator filter therefore, the effect of irisamgion can be effectively ignored.

A parameterized model for bimetal compensated resonatak§ilgers is provided. Parame-
terized modelling requires a number of assumptions; amioa uniform temperature distribu-
tion, unconstrained linear expansion, and a constantsaiiaurvature for the bimetal actuator.
Where these assumptions are valid, the parameterized mabelged here is a useful technique
for simulating temperature compensated designs usingtailteslements.

It has been demonstrated that a bimetallic actuator mouwrtemtuning screw can be used
to compensate for temperature drift in coupled cavity waadg filters. The resulting drift of
the compensated filter using a bimetal tuning screw is coafg@rto that of an Invar filter where
temperature change is driven by ambient conditions. Itesetore recommended that tempera-
ture compensated filters using bimetal tuning screws beoglegIfor low-power applications in
lieu of Invar filters (e.qg. terrestrial radio).

It has been shown in simulation that the effect of local tegheating can be mitigated by
using multiple compensators with shorter overall lengkhgure work should include confirming
these results with high-power testing.

The performance of the proposed bimetal tuning screw undergower conditions depends
on how efficiently resistive heating is conducted to the rfiltalls. The work presented here
shows that conduction can be substantially improved byadieduhe length of each individual
compensator. Future work in this area should include erging a bimetal specifically for this
application. Such a material must exhibit high flexivityyvesl as high thermal conductivity.
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