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ABSTRACT

In the last decade, there has been an explosive growth in different applications of wireless technology, due to users’ increasing expectations for multi-media services. With the current trend, the present systems will not be able to handle the required data traffic. Lattice codes have attracted considerable attention in recent years, because they provide high data rate constellations. In this thesis, the applications of implementing lattice codes in different communication systems are investigated. The thesis is divided into two major parts. Focus of the first part is on constellation shaping and the problem of lattice labeling. The second part is devoted to the lattice decoding problem.

In constellation shaping technique, conventional constellations are replaced by lattice codes that satisfy some geometrical properties. However, a simple algorithm, called lattice labeling, is required to map the input data to the lattice code points. In the first part of this thesis, the application of lattice codes for constellation shaping in Orthogonal Frequency Division Multiplexing (OFDM) and Multi-Input Multi-Output (MIMO) broadcast systems are considered. In an OFDM system a lattice code with low Peak to Average Power Ratio (PAPR) is desired. Here, a new lattice code with considerable PAPR reduction for OFDM systems is proposed. Due to the recursive structure of this lattice code, a simple lattice labeling method based on Smith normal decomposition of an integer matrix is obtained. A selective mapping method in conjunction with the proposed lattice code is also presented to further reduce the PAPR. MIMO broadcast systems are also considered in the thesis. In a multiple antenna broadcast system, the lattice labeling algorithm should be such that different users can decode their data independently. Moreover, the implemented lattice code should result in a low average transmit energy. Here, a selective mapping technique provides such a lattice code.

Lattice decoding is the focus of the second part of the thesis, which concerns the operation of finding the closest point of the lattice code to any point in N-dimensional real space. In digital communication applications, this problem is known as the integer least-square problem, which can be seen in many areas, e.g. the detection of symbols transmitted over the multiple antenna wireless channel, the multiuser detection problem in Code Division Multiple Access (CDMA) systems, and the simultaneous detection of multiple users in a Digital Subscriber Line (DSL) system affected by crosstalk. Here, an efficient lattice decoding algorithm based on using Semi-Definite Programming (SDP) is introduced. The proposed algorithm is capable of handling any form of lattice constellation for an arbitrary labeling of points. In the proposed methods, the distance minimization problem is expressed in terms of a binary quadratic minimization problem, which is solved by introducing several matrix and vector lifting SDP relaxation models. The new SDP models provide a wealth of trade-off between the complexity and the performance of the decoding problem.
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# ABBREVIATIONS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWGN</td>
<td>Additive White Gaussian Noise.</td>
</tr>
<tr>
<td>BFGS</td>
<td>Broyden-Fletcher-Goldfarb-Shanno.</td>
</tr>
<tr>
<td>BPSK</td>
<td>Binary Phase Shift Keying.</td>
</tr>
<tr>
<td>CCDF</td>
<td>Complementary Cumulative Density Function.</td>
</tr>
<tr>
<td>CDMA</td>
<td>Code Division Multiple Access.</td>
</tr>
<tr>
<td>DFD</td>
<td>Decision Feedback Detector.</td>
</tr>
<tr>
<td>DSDP</td>
<td>Dual scaling algorithm for SDP.</td>
</tr>
<tr>
<td>DSL</td>
<td>Digital Subscriber Line.</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform.</td>
</tr>
<tr>
<td>IFFT</td>
<td>Inverse Fast Fourier Transform.</td>
</tr>
<tr>
<td>i.i.d.</td>
<td>independent identically distributed.</td>
</tr>
<tr>
<td>IPM</td>
<td>Interior Point Method.</td>
</tr>
<tr>
<td>KZ</td>
<td>Korkin-Zolotarev.</td>
</tr>
<tr>
<td>LLL</td>
<td>Lenstra-Lentsra-Lovasz.</td>
</tr>
<tr>
<td>LLR</td>
<td>Log-Likelihood Ratios.</td>
</tr>
<tr>
<td>MAP</td>
<td>Maximum A Posteriori.</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple-Input Multiple-Output.</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum-Likelihood.</td>
</tr>
<tr>
<td>MLSDP</td>
<td>Matrix Lifting Semi-Definite Programming.</td>
</tr>
<tr>
<td>MMSED</td>
<td>Minimum Mean Squared Error Detector.</td>
</tr>
<tr>
<td>MSB</td>
<td>Most Significant Bit.</td>
</tr>
<tr>
<td>NP-hard</td>
<td>nondeterministic polynomial-time hard.</td>
</tr>
<tr>
<td>OFDM</td>
<td>Orthogonal Frequency Division Multiplexing.</td>
</tr>
<tr>
<td>PAPR</td>
<td>Peak to Average Power Ratio.</td>
</tr>
<tr>
<td>PSK</td>
<td>Phase Shift Keying.</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>---------------------------------------</td>
</tr>
<tr>
<td>PTS</td>
<td>Partial Transmit Sequence.</td>
</tr>
<tr>
<td>QAM</td>
<td>Quadratic Amplitude Modulation.</td>
</tr>
<tr>
<td>QPSK</td>
<td>Quadratic Phase Shift Keying.</td>
</tr>
<tr>
<td>SD</td>
<td>Sphere Decoder.</td>
</tr>
<tr>
<td>SDP</td>
<td>Semi-Definite Programming.</td>
</tr>
<tr>
<td>SDPA</td>
<td>Semi-Definite Programming Algorithm.</td>
</tr>
<tr>
<td>SeDuMi</td>
<td>Self Dual Minimization.</td>
</tr>
<tr>
<td>SER</td>
<td>Symbol Error Rate.</td>
</tr>
<tr>
<td>SLM</td>
<td>Selective Mapping.</td>
</tr>
<tr>
<td>SNF</td>
<td>Smith Normal Form.</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to Noise Ratio.</td>
</tr>
<tr>
<td>VBLAST</td>
<td>Vertical Bell Laboratories Layered Space-Time.</td>
</tr>
<tr>
<td>VLSDP</td>
<td>Vector Lifting Semi-Definite Programming.</td>
</tr>
<tr>
<td>ZFD</td>
<td>Zero Forcing Detector.</td>
</tr>
</tbody>
</table>
NOTATIONS

Following notations are used throughout the thesis. Plain letters $x$ and $X$ are used for scalars. Boldface letters are used for vectors (lower case) or matrices (upper case), i.e. $\mathbf{x}$ or $\mathbf{X}$. For a $K \times N$ matrix $\mathbf{X}$ the $(i, j)^{th}$ element is represented by $x_{ij}$, where $1 \leq i \leq K$, $1 \leq j \leq N$, i.e. $\mathbf{X} = [x_{ij}]$. Also, $x_i$ denotes the $i^{th}$ element of the vector $\mathbf{x}$. For $N \times K$ matrix $\mathbf{X}$, the notation $\mathbf{X}(1: i, 1: j), i < N$ and $j < K$ denotes the sub-matrix of $\mathbf{X}$ containing the first $i$ rows and the first $j$ columns.

$\mathbb{R}^N$ \hspace{1cm} N-dimensional real space

$\mathbb{Z}^N$ \hspace{1cm} N-dimensional integer space

$\mathcal{M}_{K \times N}$ \hspace{1cm} The space of $K \times N$ real matrices

$\mathcal{M}_N$ \hspace{1cm} The space of $N \times N$ real matrices

$\mathcal{S}_N$ \hspace{1cm} The space of $N \times N$ symmetric matrices

$\mathbf{e}_N (\mathbf{0}_N)$ \hspace{1cm} The $N \times 1$ vector of all ones (zeros)

$\mathbf{E}_{N \times K}$ \hspace{1cm} The $N \times K$ matrix of all ones

$\mathbf{I}_N$ \hspace{1cm} The $N \times N$ Identity matrix

$\mathbf{x}^T, \mathbf{X}^T$ \hspace{1cm} Transpose of a vector $\mathbf{x}$ or matrix $\mathbf{X}$

$\mathbf{x}^*, \mathbf{X}^*$ \hspace{1cm} Hermitian transpose of a vector $\mathbf{x}$ or matrix $\mathbf{X}$

$\mathbf{X}^{-1}$ \hspace{1cm} Inverse of a square matrix

$\mathbf{X}^\dagger$ \hspace{1cm} Pseudo inverse (Moore-Penrose inverse [78]) of a matrix $\mathbf{X}$

$\|\mathbf{x}\|$ \hspace{1cm} The Euclidean norm of the vector $\mathbf{x}$

$\|\mathbf{X}\|_F$ \hspace{1cm} The Frobenius norm of the matrix $\mathbf{X}$ ($\|\mathbf{X}\|_F^2 = \text{trace}(\mathbf{XX}^T)$)

$\mathbf{X} \succeq 0$ \hspace{1cm} Positive semi-definiteness matrix $\mathbf{X} \in \mathcal{S}_N$

$\mathbf{X} > 0$ \hspace{1cm} Positive definite matrix $\mathbf{X} \in \mathcal{S}_N$
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X \geq Y$</td>
<td>For matrices $X, Y &gt; 0$, $X - Y \geq 0$</td>
</tr>
<tr>
<td>$X \geq Y$</td>
<td>For matrices $X, Y \in \mathcal{M}<em>{K \times N}$, $x</em>{ij} \geq y_{ij}$</td>
</tr>
<tr>
<td>$X &gt; Y$</td>
<td>For matrices $X, Y \in \mathcal{M}<em>{K \times N}$, $x</em>{ij} &gt; y_{ij}$</td>
</tr>
<tr>
<td>$X \otimes Y$</td>
<td>The Kronecker product of two matrices $X$ and $Y$ (see [55])</td>
</tr>
<tr>
<td>$\text{trace}(X)$</td>
<td>Trace of a square matrix $X$</td>
</tr>
<tr>
<td>$\langle X, Y \rangle$</td>
<td>The trace inner product $\langle X, Y \rangle = \text{trace}(XY)$</td>
</tr>
<tr>
<td>$\text{vec}(X)$</td>
<td>For $X \in \mathcal{M}_{N \times K}$, the $NK$-D vector, formed by columns of $X$</td>
</tr>
<tr>
<td>$\text{diag}(X)$</td>
<td>For $X \in \mathcal{M}_{N}$, the vector of the diagonal elements of $X$</td>
</tr>
<tr>
<td>$\text{diag}(x)$</td>
<td>A diagonal matrix with elements of $x$</td>
</tr>
<tr>
<td>$\text{rank}(X)$</td>
<td>The rank of matrix $X$</td>
</tr>
<tr>
<td>$\text{det}(X)$</td>
<td>The determinant of matrix $X$</td>
</tr>
<tr>
<td>$\Re(.)$</td>
<td>The real part of a matrix or vector</td>
</tr>
<tr>
<td>$\Im(.)$</td>
<td>The imaginary part of a matrix or vector</td>
</tr>
<tr>
<td>$[.]$</td>
<td>The nearest integer vector or matrix</td>
</tr>
<tr>
<td>$[.]^-$</td>
<td>The nearest integer vector or matrix towards $-\infty$</td>
</tr>
<tr>
<td>$</td>
<td>$</td>
</tr>
<tr>
<td>$\text{conv}(.)$</td>
<td>The convex hull of a set</td>
</tr>
<tr>
<td>$E[u]$</td>
<td>Average of a random vector $u$</td>
</tr>
<tr>
<td>$\mathcal{H}(u)$</td>
<td>The entropy of a random vector $u$ with probability density $f(u)$, $\mathcal{H}(u) = -\int f(u) \log f(u) du$ [39]</td>
</tr>
<tr>
<td>$\log(.)$</td>
<td>Logarithm in base 2</td>
</tr>
<tr>
<td>$\ln(.)$</td>
<td>Logarithm in base $e$</td>
</tr>
<tr>
<td>$C_{M}(0, 2A)$</td>
<td>The $M$-D cube with side length $2A$, centered at the origin</td>
</tr>
<tr>
<td>$\mathcal{B}_{M}(0, r)$</td>
<td>The $M$-D Ball (sphere) with radius $r$, centered at the origin</td>
</tr>
</tbody>
</table>
$O_M(0, r_i)$  The $M$-D Oval centered at the origin with radius $r$, where $r_i$ is the radius in the $i^{th}$ dimension

$N(\mu, \sigma^2)$  Gaussian distribution with mean $\mu$ and variance $\sigma^2$

$U(\mathcal{R})$  Uniform distribution over region $\mathcal{R}$

$\mathbb{P}\{.\}$  Probability distribution of an event

$F_\gamma(x)$  The probability distribution of $\gamma$
CHAPTER 1

INTRODUCTION

Due to the recent developments and available processing power in digital receivers, there is a lot of interest in the design of dense signal constellations. They have been used extensively in different applications such as code design for single antenna Rayleigh fading channel \[110\], design of dense lattices for Gaussian channel \[10\], and design of space-time block codes for coherent multiple antenna channels \[12, 13\]. The theory of Euclidean lattices is shown to be a very powerful tool in the design of such constellations. These constellations are constructed as multidimensional lattice signal sets having some desired geometric properties. An attractive feature of these signal sets is that a significant improvement in error performance is obtained without requiring the use of any conventional channel coding.

Research on coded modulation schemes obtained from lattice constellations began more than twenty years ago, and extensive work has been done to improve the performance of these lattice constellations in different applications. A basic schematic block diagram of a system employing lattice constellations is shown in Figure 1. The main part of this system is a lattice constellation which is defined as a finite subset of points of an $N$-Dimensional lattice bounded within a support region in $\mathbb{R}^N$. This collection of points is also called a lattice code. There are two important tasks in any such system employing a lattice code:

1. Enumeration of lattice points within a lattice constellation, and
2. Search for the nearest neighbor point in a bounded lattice constellation.

Enumerating lattice code points is called lattice labeling. The main challenge in lattice labeling is to find a simple algorithm to map the input information bits to lattice constellation points such that the mapping (performed at the transmitter side) and its inverse (performed at
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the receiver side) can be implemented with a reasonable complexity. This operation can be potentially of enormous complexity because the lattice constellation typically possesses a huge number of points. Moreover, the lattice codes are designed to satisfy some geometric properties as well, e.g. a reduced peak to average power. This may be very critical for the complexity of practical implementations, as labeling such a lattice code may not always be an easy task. Therefore, an important feature in designing lattice codes is to avoid the use of a huge look-up table to perform lattice labeling while satisfying the desired geometrical property.

The second important feature to consider when utilizing a lattice code is its decoding. In the receiver, a corrupted version of a lattice constellation point affected by the channel and noise is received (see Figure 1). Decoding concerns the operation of recovering the transmitted point form the designed lattice code from the received signal. This problem is known as lattice decoding, which is defined as finding the nearest point (in the sense of minimum Euclidean distance) of a lattice code to any point in $\mathbb{R}^N$. Due to the huge number of points in a lattice code, this operation can also be potentially of enormous complexity. Therefore, in any system employing lattice codes a lattice decoding algorithm is desired to avoid the exhaustive enumeration of all points of the lattice constellation. Moreover, due to extensive applications of arbitrary lattice codes in different systems, a universal lattice decoding algorithm is desired that can be used in any such system employing lattice codes.

In this thesis, the applications of implementing lattice codes in different communication systems are investigated. The thesis is divided to two major parts. The focus of the first part is on constellation shaping and the problem of lattice labeling and the second part is devoted to the lattice decoding problem.

Constellation shaping is one of the main reasons that lattice codes are used in different
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applications. The aim in constellation shaping is to replace the conventional constellations by lattice codes that satisfy some geometrical properties, e.g. reducing the peak to average power ratio or reducing average energy. In the first part of this thesis, the application of lattice codes for constellation shaping in two different scenarios are considered, while having a simple lattice labeling algorithm.

- In Orthogonal Frequency Division Multiplexing (OFDM) systems, a lattice code with low Peak to Average Power Ratio (PAPR) is desired. Here, a lattice code based on Hadamard matrix is designed which results in a low PAPR. Moreover, the lattice labeling algorithm for this lattice constellation (lattice code) is a simple algorithm based on using Smith Normal Form (SNF) of an integer matrix.

- In multiple antenna broadcast systems, a lattice code resulting in low average transmit energy is required. However, design of such a constellation shaping is not an easy task since the corresponding lattice labeling algorithm should be such that different users can decode their data independent of each other. Here, a Selective Mapping (SLM) technique is introduced to provide a lattice code resulting in a low average transmit energy, while users can decode their data independent of each other.

Lattice decoding problem is the focus of the second part of the thesis. In mathematics, lattice decoding algorithm is known as a universal decoding algorithm for any arbitrary lattice code. This problem is equivalent to finding the closest point of the lattice code to any point in \( \mathbb{R}^N \). In digital communication applications, this problem is known as the integer least-square problem, which can be seen in many areas, e.g. the detection of symbols transmitted over the multiple antenna wireless channel [134], the multiuser detection problem in Code Division Multiple Access (CDMA) systems [41], and the simultaneous detection of multiple users in a DSL system affected by crosstalk [50]. In this part of thesis, a lattice decoding algorithm based on Semi-Definite Programming (SDP) is proposed. Several relaxation models based on vector lifting and matrix lifting SDP are introduced. It should be mentioned that although the lattice decoding algorithms and analysis are general in nature, and applicable in a wide variety of scenarios in communication systems, in this thesis, the problem of lattice decoding is presented in the context of detection in multiple antenna systems.

1.1 Contributions and Outline

The aim of this thesis is to investigate the applications of lattice codes in different communication systems and their corresponding problems. The thesis is divided into two parts. The first part (Part I including Chapters 2 and 3) is focused on constellation shaping and lattice labeling
algorithms. The second part (Part II including Chapters 4, 5, and 6) is devoted to the lattice decoding problem in communication systems.

The focus of Part I and Part II are different in nature. In Part I, the main focus is finding a proper lattice code whose labeling algorithm is simple and it satisfies some geometric property. In an OFDM system a lattice code resulting in a low PAPR is desired. Multiple antenna broadcast systems require a lattice code resulting in a low average transmit energy, while keeping an independent decoding for users. In Part II, dealing with lattice decoding problem, the focus is finding a decoding algorithm with low complexity based on SDP.

1.1.1 Part I - Lattice Labeling and Constellation Shaping

The focus of the first part is on constellation shaping and the corresponding problem of lattice labeling. Constellation shaping is a method to replace the conventional constellations by lattice codes that satisfy some geometrical properties. In this part, the application of lattice codes for constellation shaping in OFDM systems and MIMO broadcast systems are considered.

In Chapter 2, a constellation shaping method with a considerable PAPR reduction is proposed for an OFDM system. The boundary of this cubic constellation, called the Hadamard constellation, is along the bases defined by the Hadamard matrix in the transform domain. In addition, this constellation can be employed in conjunction with another PAPR reduction method. Here, an SLM method is applied in conjunction with the proposed Hadamard constellation to further reduce the PAPR. The encoding method for this shaping technique is derived from the Smith Normal Form (SNF) decomposition, and has a minimal complexity. This new technique offers a PAPR that is significantly lower than that of the best known techniques reported in the literature without any loss in terms of the energy and/or spectral efficiency and without any side information being transmitted. The material in this chapter have been previously published in the works listed below.
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Chapter 3 is devoted to finding a lattice code with a low average transmit energy in multiple antenna broadcast systems with channel inversion techniques. By using channel inversion, the decoding at the receiver side is independent of channel matrix. However, because the channel is not orthogonal, the energy of the transmit signal can be very high. Therefore, a lattice code with low average transmit energy is desired in this application. Here, a Selective Mapping (SLM) technique is introduced to provide a lattice code with a low average energy for the transmitted signal in a broadcast system. Using the strong literature on quantization [54, and ref. therein], the gain that the SLM technique can provide is derived. In order to implement the SLM method effectively, using lattice decomposition techniques is proposed. The material in this chapter have been recently submitted for publication.


1.1.2 Part II - Lattice Decoding

Lattice decoding is the focus of the second part of the thesis, which concerns the operation of finding the closest point of the lattice code to any point in N-dimensional real space. In Chapter 4, this problem is expressed with the terminology and assumptions of detection in multiple antenna systems.

Chapter 5 develops an efficient approximate Maximum Likelihood (ML) decoder for Multiple Input Multiple Output (MIMO) systems based on Vector Lifting Semi-Definite Programming (VLSDP). In the proposed method, the transmitted vector is expanded as a linear combination (with zero-one coefficients) of all the possible constellation points in each dimension. Using this formulation, the distance minimization in Euclidean space is expressed in terms of a binary quadratic minimization problem. The minimization of this problem is over the set of all binary rank-one matrices with row sums equal to one. In order to solve this minimization problem, two relaxation models (Model III and IV) are presented, providing a trade-off between the computational complexity and the performance (both models can be solved with polynomial-time complexity). The decoding algorithms built on these models have a near-ML performance with polynomial computational complexity. The material in this chapter have been previously published in the works listed below.
In Chapter 6, an algorithm based on Matrix Lifting Semi-Definite Programming (MLSDP) [40, 11] is introduced for any constellation (QAM or PSK) and any labeling method. This algorithm is inspired by the method proposed in Chapter 5 with an efficient implementation resulting in a better performance and lower computational complexity. In SDP optimization problems, the computational complexity is a polynomial function of the number of variables. Using the proposed method, the number of variables in Chapter 5 is decreased from $(NK + 1)^2$ to $(2N + K)^2$, where $N$ is the number of antennas and $K$ is the number of constellation points in each real dimension. Since the computational complexity of solving MLSDP is a polynomial function of the number of variables, a significant complexity reduction is achieved. The material in this chapter has been recently published in the following papers.


1.1.3 Some Other Contributions by the Author During his PhD Studies

In this section, some contributions relating to the field of digital communications which does not fall within the scope of the thesis are briefly presented.

**Lattice Basis Reduction in Communication in Multiple Antennas Systems**

In the recent years, communications over multiple-antenna fading channels has attracted the attention of many researchers. Multiple-antenna systems are the only solution to realize the capacity increase required in the next generation of wireless networks. It has been shown that multi-user systems can exploit most of the advantages of multiple-antenna systems. This section considers a multiple-antenna broadcast system. In a broadcast system, different users should be able to decode the transmitted data independently. Channel inversion at the transmitter is a technique that can simply separate the data for different users. However, this method may result in a very high transmitting power. In [115], the authors have introduced a vector perturbation technique which has a good performance in terms of symbol error rate. In this paper, a new viewpoint for the MIMO broadcast channel based on the lattice-basis reduction is presented. Instead of approximating the closest lattice point in the perturbation problem, the lattice-basis reduction is applied to reduce the average transmitted energy by reducing the second moment of the fundamental region generated by the lattice basis. The theoretical aspects of this method have also been proven in the following papers. Moreover, the introduced theoretical methods have been applied to the lattice basis reduction technique used in decoding of multiple-antenna systems.


Fairness in Multiuser Systems

In multi-user systems, multiple transmitters and/or receivers share a common communication medium, and therefore, users should compete for available resources. Different information theoretic criteria lead to several alternatives for distributing the limited resources among users. For example, achieving a high spectral efficiency results in assigning a higher portion of the resources to the users with stronger channels. However, this criterion ignores fairness among the users. Usually, there is a trade-off between global performance and the system fairness. Therefore, providing fairness, while achieving a high performance, is a desired solution. A lot of research has addressed this problem and suggested different criteria to design a fair system. However, the computational complexity of such algorithms is high. The main purpose of this paper is to find a point on the sum-capacity facet which satisfies a notion of fairness among active users. This problem is addressed in two cases: (i) where the complexity of achieving interior points is not feasible, and (ii) where the complexity of achieving interior points is feasible. For the first case, the corner point for which the minimum rate of the active users is maximized (max-min corner point) is desired for signaling. A simple greedy algorithm is introduced to find the optimum max-min corner point. For the second case, the polymatroid properties are exploited to locate a rate-vector on the sum-capacity facet which is optimally fair in the sense that the minimum rate among all users is maximized (max-min rate). In the case that the rate of some users can not increase further (attain the max-min value), the algorithm recursively maximizes the minimum rate among the rest of the users. This work has been published in the following papers:

1.2 Background on Lattice Theory

Since some basic knowledge of lattices is required for this thesis, this section recalls elementary definitions and properties of lattices. For more details, the reader is referred to [28].

**Definition 1** A Group $G$ is a set that is closed under an operation $\ast$, and has an identity element $e \in G$ and an inverse $g^{-1}$ for each $g \in G$.

The identity element $e \in G$ is defined as an element such that $e \ast g = g \ast e = g \forall g \in G$. The inverse of each element $g$ is an element $g^{-1}$ such that $g \ast g^{-1} = g^{-1} \ast g = e$. A group $G$ is called Abelian if the operation $\ast$ is commutative, i.e., if $g \ast h = h \ast g, \forall g, h \in G$. The order of a group $G$ is the number of its elements, $|G|$. 

**Definition 2** A subgroup $G_1$ of $G$ is a subset of $G$ that is a group under the operation of $G$.

A coset of a subgroup $G_1$ is defined as a subset $g \ast G_1 = \{g \ast g_1 : g_1 \in G_1\}$ of $G$, where $g \in G$. Two cosets of $G_1$ are either equal or disjoint. Every element of $G$ belongs to one of these cosets. Hence, the set $G/G_1$ of the cosets of $G_1$ in $G$ is a partition of $G$. All the cosets of $G_1$ have the same size of $|G_1|$. Thus, the number of elements of $G/G_1$, called the index of $G_1$ in $G$, is equal to $|G|/|G_1|$. It can be seen that $G/G_1$ forms a group under the operation $\bullet$ defined by $(g \ast G_1) \bullet (g' \ast G_1) = (g \ast g') \ast G_1$. This group is called the quotient group (of $G$ modulo $G_1$).

**Definition 3** Let $G$ and $G'$ be groups under the operations $\ast$ and $\circ$, respectively. A group homomorphism $\Psi : G \rightarrow G'$ is a mapping such that $\Psi(g \ast h) = \Psi(g) \circ \Psi(h), \forall g, h \in G$. $G$ and $G'$ are called isomorphic if there exists a group homomorphism $\Psi : G \rightarrow G'$ that is both one-to-one and onto.

In the $M$-dimensional (M-D) real vector space $\mathbb{R}^M$ the Euclidean distance is defined as $\|x\| = <x, x>^{\frac{1}{2}}$. A set of vectors $V$ is called discrete if there exists a positive number $\rho$ such that any two vectors of $V$ have distance greater than or equal to $\rho$.

**Definition 4** A real lattice $\Lambda$ is a discrete set of M-D vectors in the real Euclidean space $\mathbb{R}^M$ that forms a group under ordinary vector addition. The set of M-D integer vectors, $\mathbb{Z}^M$, is called integer lattice.
Chapter 1. Introduction

Every lattice \( \Lambda \) is generated as an Abelian group by the integer linear combinations of a set of linearly independent vectors \( b_1, \cdots, b_N \in \Lambda \), where the integer \( N(\leq M) \) is called the dimension of the lattice \( \Lambda \). On the other hand, \( \Lambda = \{ y = \sum_{i=1}^{N} x_i b_i, x_i \in \mathbb{Z} \} \).

The set of vectors \( b_1, \cdots, b_N \) is called a basis of \( \Lambda \), and the \( M \times N \) matrix \( B = [b_1, \cdots, b_N] \) which has the basis vectors as its columns is called the basis matrix (or generator matrix) of \( \Lambda \). Any point \( y \) in the lattice can be represented by \( y = Bx \), where \( x \in \mathbb{Z}^N \). The matrix \( G = B^T B \) is called the Gram matrix for the lattice \( \Lambda \). The determinant of the lattice is defined as \( \det(\Lambda) = \det(G) \).

**Definition 5** A coset of a lattice \( \Lambda \), denoted by \( \Lambda + c \), is the set of all \( N \)-dimensional vectors of the form \( \lambda + c \), where \( \lambda \) is any point in \( \Lambda \) and \( c \) is some constant vector, known as coset leader, that specifies the coset.

Geometrically, the coset \( \Lambda + c \) is a translate of \( \Lambda \) by \( c \). Two \( N \)-tuples are equivalent modulo \( \Lambda \) if their difference is a point in \( \Lambda \). Thus, the coset \( \Lambda + c \) is the set of all points equivalent to \( c \) modulo \( \Lambda \).

**Definition 6** A subset of the elements of \( \Lambda \), e.g. \( \Lambda_x \), that is itself a lattice is called sublattice.

This sublattice induces a partition of \( \Lambda \) into equivalent classes modulo \( \Lambda_x \). The order of this partition is shown by \( |\Lambda/\Lambda_x| \).

**Definition 7** Fundamental region of a lattice is a building block which when repeated many times fills the whole space with just one lattice point in each copy.

The fundamental parallelootope is an example of a fundamental region for the lattice \( \Lambda \). It is defined as the parallelootope consisting of the points \( x_1 b_1 + \cdots + x_N b_N, \) for \( 0 \leq x_i < 1 \).

Voronoi region is another example of a fundamental region. Around each lattice point \( y_i \in \Lambda \) is its Voronoi region \( V(y_i) \) consisting of all points of the underlying space which are closer to that point than to any other point of lattice \( \Lambda \). More precisely,

\[
V(y_i) = \{ x \in \mathbb{R}^N : \|x - y_i\| \leq \|x - y_j\| \text{ for all } j \neq i \} \tag{1}
\]

Any translate \( \Lambda + c \) of \( \Lambda \) is the union of \( |\Lambda/\Lambda_x| \) cosets of \( \Lambda_x \). A Voronoi Constellation is the set of these coset leaders, which fall within the Voronoi region around the origin of \( \Lambda_x \). More generally, a Lattice constellation (lattice code) is a finite set of points from an \( N \) dimensional lattice \( \Lambda \) that lies within a finite region \( \mathcal{R} \subset \mathbb{R}^M \). This constellation is known as a lattice code.
CHAPTER 1. INTRODUCTION

Definition 8 The basis for representing a lattice is not unique. The procedure of finding a basis for a lattice, which is composed of relatively short and nearly orthogonal vectors, is called Lattice Basis Reduction.

Several distinct notions of reduction have been studied, including those associated to the names Minkowski, Korkin-Zolotarev (KZ), and more recently LLL reduced basis, which can be computed in polynomial time.

A basis \( \{b_1, \cdots, b_N\} \) is Minkowski-Reduced Basis \([61]\) if

- \( b_1 \) is the shortest nonzero vector in the lattice \( \Lambda \), and
- For each \( k = 2, \ldots, N \), \( b_k \) is the shortest nonzero vector in \( \Lambda \) such that \( \{b_1, \cdots, b_k\} \) may be extended to a basis of \( \Lambda \).

Finding Minkowski reduced basis is equivalent to finding the shortest vector in the lattice and this problem by itself is NP-hard. Thus, there is no polynomial time algorithm known for this reduction method.

A basis \( \{b_1, \cdots, b_N\} \) is KZ Reduced basis \([71]\) if for its equivalent lower triangular form in equation (2)

\[
\hat{B} = \begin{bmatrix}
\hat{b}_1 \\
\hat{b}_2 \\
\vdots \\
\hat{b}_N
\end{bmatrix} = \begin{bmatrix}
\hat{b}_{11} & 0 & \cdots & 0 \\
\hat{b}_{21} & \hat{b}_{22} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\hat{b}_{N1} & \hat{b}_{N2} & \cdots & \hat{b}_{NN}
\end{bmatrix}
\]

(2)

either \( N = 1 \) or

- \( \hat{b}_1 \) is the shortest nonzero vector in lattice generated by \( \hat{B} \), and
- \( |\hat{b}_{i1}| \leq |\hat{b}_{11}|/2 \) for \( i = 2, \cdots, N \), and
- the submatrix

\[
\begin{bmatrix}
\hat{b}_{22} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
\hat{b}_{N2} & \cdots & \hat{b}_{NN}
\end{bmatrix}
\]

(3)

is KZ reduced.

It can be shown that for each lattice there is at least one KZ basis \([119]\). There is no polynomial time algorithm known for KZ reduction; however, the fastest known algorithm for this reduction is due to Schnorr \([119]\). This algorithm is an improved version of Kannan’s shortest lattice vector algorithm \([68]\).
A basis \{\mathbf{b}_1, \cdots, \mathbf{b}_N\} is \textit{LLL Reduced Basis} \cite{LLL} if for its equivalent lower triangular form in equation (2) either \(N = 1\) or

- \(\|\hat{\mathbf{b}}_1\| \leq (2/\sqrt{3})\|\hat{\mathbf{b}}_2\|\), and

- \(\hat{b}_{11} \leq |\hat{b}_{11}|/2\) for \(i = 2, \cdots, N\), and

- the submatrix in equation (3) is \textit{LLL} reduced.

\textit{LLL} reduced basis has extended applications in several contexts due to the polynomial time algorithm for computing this basis.
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PAPR REDUCTION IN OFDM SYSTEMS

Abstract – The problem of reducing the Peak to Average Power Ratio (PAPR) in an Orthogonal Frequency Division Multiplexing (OFDM) system is considered. A cubic constellation, called the Hadamard constellation, is designed whose boundary is along the bases defined by the Hadamard matrix in the transform domain. Then, the PAPR is further reduced by applying the Selective Mapping technique. The encoding method, following the method introduced in [75], is derived from a decomposition known as the Smith Normal Form (SNF). This new technique offers a PAPR that is significantly lower than that of the best known techniques without any loss in terms of energy and/or spectral efficiency and without any side information being transmitted. Moreover, it has a low computational complexity.

2.1 Introduction

Orthogonal Frequency Division Multiplexing (OFDM) is a multi-carrier transmission technique which is widely adopted in different communication applications. OFDM prevents inter symbol interference by inserting a guard interval and mitigates the frequency selectivity of a multi-path channel by using a simple equalizer. This simplifies the design of the receiver and leads to inexpensive hardware implementations. Also, OFDM offers some advantages in higher order modulations and in the networking operations. These advantages position OFDM as the technique of choice for the next generation of wireless networks. However, OFDM systems suffer from a large Peak to Average Power Ratio (PAPR) of the transmitted signals, requiring power amplifiers with a large linear range.

Figure 2 shows a basic block diagram of an OFDM transmitter and its receiver. Let $\mathbf{x} = [x_0, x_1, \ldots, x_{2N-1}]^T$ denote a vector of $2N$ Dimensional (2N-D) constellation points. This vector
is selected from a set of $N$ identical 2-D sub-constellations, \{s_1, \cdots, s_K\}, and it is transmitted by using one \textbf{OFDM} vector of size $N$; namely, $y$.

![Figure 2: Basic OFDM transmitter and receiver](image)

The discrete time samples of the \textbf{OFDM} signal can be expressed as

$$y_n = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} x_k e^{j2\pi nk/N}. \quad (4)$$

The matrix representation of this signal is

$$y = F_N x,$$  \quad (5)

where $y = [y_0 \cdots y_{N-1}]^T$, $x = [x_0 \cdots x_{N-1}]^T$, and $F_N$ is the \textbf{IFFT} matrix,

$$F_N = \frac{1}{\sqrt{N}} \begin{bmatrix} 1 & \cdots & 1 & \cdots & 1 \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ 1 & \cdots & e^{j2\pi \frac{nk}{N}} & \cdots & e^{j2\pi \frac{n(N-1)}{N}} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ 1 & \cdots & e^{j2\pi \frac{k(N-1)}{N}} & \cdots & e^{j2\pi \frac{(N-1)^2}{N}} \end{bmatrix}. \quad (6)$$

The 2-D constellation points, \{x_0, x_1, \cdots, x_{N-1}\}, may add constructively and produce a time domain signal with a large amplitude. Thus, the output signal $y$ may have high output levels, which leads to the requirement of an expensive analog front end.

Usually, the level of the amplitude fluctuation of the discrete time \textbf{OFDM} signal is measured in terms of the ratio of the peak power to the average envelope power of the signal as

$$\text{PAPR}(y) = \frac{\|y\|_\infty^2}{E_y \left[ \frac{1}{N} \|y\|^2 \right]}.$$

The continuous time \textbf{PAPR} is typically estimated by the discrete time \textbf{PAPR} by employing the \textbf{IFFT} of length $LN$ for the zero padded sequence of length $LN$ derived from the sequence
In OFDM Systems \( \{x_0, x_1, \cdots, x_{N-1}\} \) in (4) \([136, 153, 109]\). Therefore,

\[
y_n = \frac{\sqrt{L}}{\sqrt{LN}} \sum_{k=0}^{LN-1} x'_k e^{j2\pi \frac{nk}{LN}},
\]

(8)

where

\[
x'_k = \begin{cases} 
x_k, & \text{for } k < N, \\
0, & \text{for } k \geq N,
\end{cases}
\]

(9)

and \(L\) is the oversampling factor.

In the sequel, the concentration is on matrices and equations with real entries and complex equations like (5) are represented by real matrices as

\[
\begin{bmatrix}
\Re(y) \\
\Im(y)
\end{bmatrix} = \begin{bmatrix}
\Re(F_N) & -\Im(F_N) \\
\Im(F_N) & \Re(F_N)
\end{bmatrix}
\begin{bmatrix}
\Re(x) \\
\Im(x)
\end{bmatrix},
\]

(10)

In \([75]\), this model is used for representing the OFDM signal by real matrices.

A large number of methods for the PAPR reduction has been proposed \([36, 113, 116, 81, 120, 108, 109, 104, 17, 149, 21, 26, 72, 62, 107, 75, 76, 77]\). In \([36, 113]\), coding techniques are used for PAPR reduction; however, codes offering a low PAPR can be constructed only at the cost of sacrificing the data rate. Clipping the OFDM signal before amplification is a simple and typical method for the PAPR reduction \([116, 81, 120]\). The effects of over-sampling and clipping for an OFDM signal are analyzed in \([116, 120, 109]\). The authors in \([26]\) propose a new lattice-based multicarrier modulation technique for Digital Subscriber Line (DSL) applications with a low PAPR; however, this technique is not based on a sinusoidal modulation that is usually employed for OFDM systems.

Another types of PAPR reduction methods are the probabilistic schemes. These schemes are classified in two known groups. One is the Partial Transmit Sequence (PTS) \([104]\) in which each sub-block of subcarriers is multiplied by a constant phase factor, and these phase factors are optimized to minimize the PAPR. The other scheme is Selective Mapping (SLM) in which multiple sequences are generated from the same information, and the sequence with the lowest PAPR is transmitted \([17, 149, 21]\). Typically, the receiver needs to know which sequence is selected in order to recover the data. However, the methods introduced in \([104, 17, 149, 21]\) eliminate the need for this explicit side information.

Constellation shaping is another important technique in PAPR reduction. In the method proposed in \([72]\), the outer constellation points are extended to minimize the PAPR of the OFDM symbol. The idea of applying the trellis shaping technique to reduce PAPR in OFDM systems is introduced in \([62]\). This line of research is further investigated in \([107]\) by exploiting the property that the autocorrelation of the data sequence in the frequency domain and the
power spectrum in the time domain form a Fourier transform pair. Therefore, minimizing the sidelobe of the autocorrelation of the data sequence is equivalent to reducing the PAPR of the OFDM signal. A comparison with [107] will be provided later. In [75, 76, 77], another constellation shaping technique is proposed to reduce the PAPR of the OFDM signals. The encoding and decoding algorithms of this method are based on the relations and generators in a free Abelian group. Due to the large complexity of this algorithm, its practical implementation, in the case of Fourier transformation in OFDM systems, is very challenging.

In this chapter, a constellation shaping method in an OFDM system with a considerable PAPR reduction is proposed. The boundary of this cubic constellation, called the Hadamard constellation, is along the bases defined by the Hadamard matrix in the transform domain. In addition, this constellation can be employed in conjunction with another PAPR reduction method. Here, an SLM method is applied in conjunction with the proposed Hadamard constellation to further reduce the PAPR. The encoding method for this shaping technique, following the method introduced in [75], is derived from the Smith Normal Form (SNF) decomposition, and has a minimal complexity. This new technique offers a PAPR that is significantly lower than that of the best known techniques reported in the literature without any loss in terms of the energy and/or spectral efficiency and without any side information being transmitted.

## 2.2 Constellation Shaping

In the constellation shaping technique, a constellation in the frequency domain must be found such that the resulting shaping region in the time domain has a low PAPR. A new constellation shaping method is introduced in [75, 76, 77] by Kwok and Jones. Based on the encoding algorithm introduced in [75, 76, 77], a cubic constellation, along with an SLM method is proposed to reduce the PAPR in an OFDM system.

In a PAPR reduction problem, the peak value of the signal vector is bounded by a specified value \( \|y\|_\infty \leq \beta \) (without loss of generality, assume \( \beta = 1 \)). If the time domain signal is related to the frequency domain constellation point by \( y = Ax \), this inequality on the time domain boundary translates to a parallelotope\(^1\) in the frequency domain, defined by \( A^{-1} \). Indeed, the constellation boundary is a parallelotope, defined by \( Q_N = \alpha A^{-1} \). The parameter \( \alpha \) is the smallest value that guarantees the number of points in the shaped constellation is the same as the number of points in unshaped constellation. The rounding operation is required to impose the constraint that the parallelotope corners lie in an integer lattice. The main challenge in constellation shaping is to find a unique way to map the input data to the constellation points such that the mapping (encoding) and its inverse (decoding) can be implemented by a reasonable

\(^1\)The parallelotope bases are defined along the columns of \( A^{-1} \).
complexity. Kwok in [75] proved that the shaped constellation for an OFDM system is the points inside the quotient group $\mathbb{Z}^N/\Lambda(Q_N)$, where $\Lambda(Q_N)$ is the lattice defined by $Q_N$, which is based on rounding off the scaled version of the inverse of the IFFT matrix. The points inside this parallelotope (lattice code) are used as the constellation points in transmitting the OFDM signals. Using the relations and generators in a free Abelian group, the points inside this constellation are encoded (labeled) in [75]. The following theorem provides the mathematical tool for the encoding procedure of these points:

**Theorem 1 ([75])** Any relation matrix $Q_N$ can be decomposed into $Q_N = UDV$, where $D$ is diagonal with the entries $\{\sigma_i\}_{i=1}^N$ such that $\sigma_1 \mid \sigma_2 \mid \cdots \mid \sigma_N$, and $U$ and $V$ are unimodular matrices\(^2\).

The decomposition of the relation matrix $Q_N$ is performed via column and row operations [75], which is impractical for an OFDM system.

It can be observed that this decomposition is known as the Smith Normal Form (SNF) decomposition of an integer matrix [24] in the mathematical literature, and the matrix $D$ is called the SNF of the matrix $Q_N$. The SNF decomposition is a diagonalization of a matrix in the integer domain. Introduced by Smith [122], this concept has been used in many applications such as solving linear diophantine equations, finding the permutation equivalence and similarity of matrices, determining the canonical decomposition of the finitely generated Abelian groups, integer programming, computing additional normal forms, including Frobenius and Jordan normal forms, and separable computing of the discrete Fourier transform. For more historical remarks and applications of the SNF, see [105, 126, 16].

The major contributions to the computational complexity in [75] are the decomposition of the matrix $Q_N$, the off-line procedure, and the encoding algorithm for this constellation, the online procedure. The interpretation of the column and row operations as SNF of an integer matrix links the problem to a rich body of knowledge developed in the context of SNF decomposition. Unfortunately, computing the SNF decomposition for an OFDM system is impractical due to the rapid growth in the size of the intermediate integer values. Moreover, in [75], it is shown that the complexity of the encoding procedure is $O(N^2)$, i.e. for a realistic OFDM system the complexity of the online procedure remains very high.

If the SNF decomposition of the matrix $Q_N$ is given, the encoding algorithm for the shaped\(^2\) The condition $\sigma_1 \mid \sigma_2 \mid \cdots \mid \sigma_N$ in Theorem 1 is defined for finding a unique decomposition and can be ignored in the encoding procedure.
constellation can be represented by [75]

\[ \hat{x} = U\lambda \]
\[ \gamma = \left[ Q_{N}^{-1} \hat{x} \right] \]
\[ x = \hat{x} - Q_N \gamma, \]

(11)

where \( N = 2^n \), \( \lambda \) is the canonical representation of an integer \( I \) which represents the data to be sent, and \( x \) is the constellation point corresponding to \( I \). The time domain signal is computed using the IFFT operation. The canonical representation of an integer \( I \) can be calculated by the recursive modulo operation; namely,

\[ \lambda_1 = I \mod \sigma_1 \]
\[ I_1 = \frac{I - \lambda_1}{\sigma_1} \]
\[ \lambda_i = I_{i-1} \mod \sigma_i \]
\[ I_i = \frac{I_{i-1} - \lambda_i}{\sigma_i}, \]

(12)

where \( 1 \leq i \leq N \).

Also, the reverse operation for finding \( I \) from the \( N \)-D vector \( x \) is [75]

\[ \lambda = U^{-1} x = (\lambda_1, \lambda_2, \cdots, \lambda_N)^T, \]
\[ \tilde{\lambda}_i = \lambda_i \mod \sigma_i, \]
\[ I = \tilde{\lambda}_1 + \sigma_1(\tilde{\lambda}_2 + \sigma_2(\cdots(\tilde{\lambda}_{N-1} + \sigma_{N-1}\tilde{\lambda}_N)\cdots)). \]

(13)

In [76], it is shown that if the matrix \( Q_N \) is replaced by the Hadamard matrix, \( H_{2^n} \), the corresponding encoding and decoding algorithms for the constellation can be implemented by a butterfly structure that uses only bit shifting and logical AND. This simplicity is due to the following recursive formula for the Hadamard matrix:

\[ H_{2^n} = \begin{bmatrix} H_{2^{n-1}} & H_{2^{n-1}} \\ H_{2^{n-1}} & -H_{2^{n-1}} \end{bmatrix}, \text{ where } H_1 = [1]. \]

(14)

The SNF decomposition of (14) can be easily computed as \( H_{2^n} = U_{2^n} D_{2^n} V_{2^n} \), where

\[ U_{2^n} = \begin{bmatrix} U_{2^{n-1}} & 0 \\ U_{2^{n-1}} & U_{2^{n-1}} \end{bmatrix}, \]
\[ D_{2^n} = \begin{bmatrix} D_{2^{n-1}} & 0 \\ 0 & 2D_{2^{n-1}} \end{bmatrix}, \]
\[ V_{2^n} = \begin{bmatrix} V_{2^{n-1}} & V_{2^{n-1}} \\ 0 & -V_{2^{n-1}} \end{bmatrix}, \]
\[ U_{2^n}^{-1} = \begin{bmatrix} U_{2^{n-1}} & 0 \\ -U_{2^{n-1}} & U_{2^{n-1}} \end{bmatrix}, \]

(15)

and \( U_1 = U_1^{-1} = D_1 = V_1 = [1] \).
2.3 Hadamard Constellation in OFDM Systems

As mentioned in Section 2.2, in OFDM systems, the boundary of the constellation that leads to a low PAPR is along the bases of the IFFT matrix. However, the corresponding SNF decomposition required in the encoding procedure cannot be computed. If the IFFT operation is replaced by the Hadamard operation, a simple encoding algorithm results. However, this type of multicarrier modulation is not very popular because it does not offer the advantages of the conventional OFDM [23].

In this part, the conventional constellation in OFDM systems is replaced by a cubic constellation, called the Hadamard constellation, whose boundary is along the bases defined by the Hadamard matrix in the transform domain. Figure 3 shows the boundaries of these two constellations. The solid line represents the boundary of the constellation which is based on the IFFT matrix. The dashed line shows the boundary of the Hadamard constellation. The IFFT and the Hadamard are both orthogonal matrices, and therefore, the constellation boundaries along these orthogonal bases are a rotated version of each other. As a result, it is expected that a large number of points within these boundaries will be the same, as shown in Figure 3. Therefore, by substituting the constellation along the IFFT matrix with a constellation along the Hadamard matrix, the resulting PAPR is reduced. Moreover, the encoding of this new constellation, based on the SNF decomposition of the Hadamard matrix, is simple and practical.

Note that in this work, the time domain signal, $y$, is obtained by the IFFT transformation of the constellation point, $x$. This results in a traditional OFDM signal based on IFFT/FFT operation. In other words, only the constellation boundary is determined using the Hadamard matrix, i.e. $Q_N = H_{2^n}$ in (11).

To further reduce the PAPR, the Hadamard constellation can be concatenated with other methods for PAPR reduction. This motivates us to apply a Selective Mapping (SLM) technique [9,42] to the Hadamard constellation. In typical SLM methods [9,42], the major PAPR reduction is achieved by the first few redundant bits. Employing more redundant bits necessitates a high level of complexity to obtain modest improvements in the PAPR. However, in the proposed SLM method, employing the Hadamard constellation causes a considerable PAPR reduction by itself. As a result, by using just one or two redundant bits in SLM, this method significantly outperforms the other PAPR reduction techniques reported in the literature. Note that, it is also possible to apply a PTS method [17] to the Hadamard constellation.

2.3.1 Complex Representation

As stated in Section 2.1, (10) can be applied to change the complex equations of an OFDM system to real equations. This leads to the change of the constellation boundary. Generally,
two classes of boundaries [106,73] can be distinguished: 1) the Cartesian boundary that results by viewing the real and imaginary parts of the signal as two separate real signals, and 2) the Polar boundary that considers the envelope and phase of the OFDM signal in a complex plane. The Cartesian boundary limits each component of the complex signal within a square, while the Polar boundary limits this component within a circle. In this part, the complex representation of the OFDM signal is avoided by treating the real and the imaginary parts of the signal separately, which is equivalent to using a Cartesian boundary.

### 2.3.2 Encoding Procedure

The points inside the Hadamard constellation are mapped to the input data by the encoding procedure, introduced in (11)–(13). The number of these points inside the shaped constellation is determined by the determinant of the Hadamard matrix, \( \det(H_{2^n}) \) [47].

**Theorem 2** The size of the shaped constellation defined by a \( 2^n \times 2^n \) Hadamard matrix is 
\[
\det(H_{2^n}) = 2^{n2^{n-1}}.
\]

*Proof:* see Appendix A.

According to the large Hadamard constellation size, in (12), the canonical representation of the large numbers should be computed. The canonical representation of the integer numbers
can be simplified based on the fact that digital communication systems deal with binary input streams. Based on (13), an integer \( I \) can be represented by

\[
I = \lambda_1 + \sigma_1 \lambda_2 + \sigma_1 \sigma_2 \lambda_3 + \cdots + \sigma_1 \cdots \sigma_{N-1} \lambda_N,
\]

(16)

where \( N = 2^n \), and \( \{\lambda_i\}_{i=1}^N \) is the canonical representation of \( I \), given in (12), with \( \lambda_1 = 0 \). According to (15), for a \( 2^n \times 2^n \) Hadamard matrix, all \( \{\sigma_i\}_{i=1}^N \) are powers of 2, i.e.,

\[
\{\sigma_i\}_{i=1}^N = \{1, 2, 2, 4, 2, 4, 4, 8, \cdots, 2^n\}.
\]

(17)

Let \( k_i = \log_2 \sigma_i \); therefore,

\[
I = 2^{k_1} \lambda_2 + 2^{k_1+k_2} \lambda_3 + 2^{k_1+k_2+k_3} \lambda_4 + \cdots + 2^{k_1+\cdots+k_{N-1}} \lambda_N
\]

\[
= \lambda_2 + 2 \lambda_3 + 2^2 \lambda_4 + 2^4 \lambda_5 + \cdots + 2^{n2^{n-1}-n} \lambda_N.
\]

(18)

The representation of \( d = 2^{n2^{n-1}} \) integer numbers corresponding to the Hadamard constellation points necessitate that \( n_b = \log_2(d) = n2^{n-1} \) bits represent these numbers. Thus, the binary representation of \( I \) is expressed as

\[
I = b_0 + 2b_1 + 2^2b_2 + 2^3b_3 + \cdots + 2^{n_b-1}b_{n_b-1}
\]

\[
= b_0 + 2b_1 + 2^2(b_2 + 2b_3) + 2^4b_4 + 2^5(b_5 + 2b_6)
\]

\[
+ \cdots + 2^{n2^{n-1}-n}(b_{n_b-n} + \cdots + 2^{n-1}b_{n_b-1})
\]

(19)

A comparison of (18) and (19) is depicted in Figure 4. Each \( \lambda_i \) consists of \( k_i = \log_2 \sigma_i \) bits of the input binary data. This representation will simplify the encoding algorithm. Moreover, the problem of using large numbers in the encoding procedure will be avoided.

\[
\begin{array}{cccccccccc}
\lambda_2 & \lambda_3 & \lambda_4 & \lambda_5 & \lambda_6 & \cdots & b_{n_b-n} & \cdots & b_{n_b-1} \\
\end{array}
\]

\[
\begin{array}{cccccccccc}
b_0 & b_1 & b_2 & b_3 & b_4 & b_5 & b_6 & \cdots & b_{n_b-n} & \cdots & b_{n_b-1} \\
\end{array}
\]

Figure 4: Mapping between binary representation of the information and \( \{\lambda_i\} \).

Theorem 2 shows that the size of the Hadamard constellation for a \( 2^n \times 2^n \) Hadamard matrix is \( 2^{n2^{n-1}} \). Therefore, the transmission rate is related to \( N = 2^n \), the number of subcarriers, in the OFDM system\(^3\). This rate is unacceptable not only because it depends on \( N \), but also because it is usually higher than the required value. Therefore, a subset of the points inside the shaped constellation are selected for transmission such that they form a constellation with the desired rate. Also, the selected points should be uniformly distributed in the original Hadamard

---

\(^3\) For \( N = 2^n \), the rate for each real component is \( \log_2(2^{n2^{n-1}})/N = \frac{n}{2} \).
constellation in order to maintain the same peak as well as average energy values (assuming continuous approximation). Note that the Hadamard constellation is called the root constellation for the aforementioned set of the uniformly distributed points in the sequel.

Noting (11) and (12), there is an isomorphism between the integer set

\[ S = \{0, 1, \ldots, 2^{n2^n+1} - 1\} \]  

(20)

and the set of the points within the Hadamard constellation. Equivalently, the set \( S \) can be considered as a label group for the constellation points (refer to [48] for the definition). A subgroup of the constellation points results in a uniformly distributed subset of the Hadamard constellation points. Consequently, this subgroup of constellation points is isomorphic to a subgroup in the label group \( S \). This subgroup can be selected such that its elements are congruent to zero modulo \( c \), namely

\[ P = \{ I \in S | I = 0 \mod c \}, \]  

(21)

where \( c \) is determined by the ratio of the size of the Hadamard constellation, \( 2^{n2^n+1} \), and the size of the constellation, \( 2^{rN} \), with the desired rate, \( r \). Employing (11) and (12), the labels in the subgroup \( P \) determine the set of uniformly distributed points in the Hadamard constellation. By relying on the continuous approximation, such a uniform distribution affects neither the probabilistic behavior of the PAPR nor the average energy of the constellation points.

The Hadamard constellation has almost the same average energy as the constellation resulted by employing QAM signalling in an OFDM system. It can be easily seen that the Hadamard constellation points in (11) can be represented by \( x = H_Nc \), where \(-\frac{1}{2} \leq c < \frac{1}{2}\). Therefore, the Hadamard constellation contains all the integer points inside a hyper-cube whose boundary is along the columns of the Hadamard matrix. By considering \( H_NH_N^T = N\textbf{I}_N \), while \( F_NF_N^T = \textbf{I}_N \), the Hadamard constellation is \( N \) times smaller than a cubic constellation whose sides are the columns of the Hadamard matrix. Then, it is straightforward that the average energy per each dimension of the Hadamard constellation is

\[ E_{ave}(\frac{n}{2}) = \frac{1}{12} \frac{2^{2n} - 1}{2^n}. \]  

(22)

Note that (22) shows the average energy per dimension for the root constellation, i.e. the transmission rate is \( \frac{n}{2} \). This energy is \( \frac{2^{n+1}}{2^n} \) times the average energy of the equivalent constellation in an OFDM system employing QAM signalling with the same transmission rate.

In the case that the transmission rate is \( r \), as mentioned in (21), the constellation points form a subgroup of the Hadamard constellation points (uniformly distributed subset). Therefore, the constellation has the same energy as in (22); however, the distance among the points is increased by a factor of \( 2^{n-2r} \). Therefore,

\[ E_{ave}(r) = \frac{1}{2^{n-2r}}E_{ave}(\frac{n}{2}). \]  

(23)
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Note that the average energy in (23) is \( \frac{2^n-1}{2^n} \times \frac{2^{2r}}{2^{2r-1}} \) times the average energy of the equivalent constellation in an OFDM system employing QAM signalling with the same transmission rate. This justifies the earlier claim that the average energy remains almost constant.

2.3.3 Decoding Procedure

At the receiver end, the time domain signal is filtered by a low pass filter and sampled at the Nyquist rate. The samples are processed by an FFT to recover the constellation point in the frequency domain. For an Additive White Gaussian Noise (AWGN) channel, the received vector is given by

\[
z = y + n,
\]

(24)

where \( y \) is the transmitted time domain signal in (11) and \( n \) is a zero-mean complex AWGN. The approximated constellation point is written as

\[
\hat{x} = \text{FFT}(z) = \text{FFT}(x + \text{FFT}(n)) = x + n',
\]

(25)

where \( x \) is the transmitted constellation point, and \( n' \) is a zero-mean complex AWGN. Since the FFT matrix is an orthonormal matrix, the resulting noise is still AWGN. The maximum likelihood decoder simply rounds off the received constellation point \( \hat{x} \) in the integer domain. Then, the resulting constellation point is replaced in (13) to decode the transmitted signal.

2.3.4 Example

To further clarify the algorithm, the constellation points in an OFDM system with 16 subcarriers are computed. Theorem 2 states that there are \( 2^{32} \) points inside the Hadamard constellation, i.e. the real and imaginary parts of the signal can be one of these points (equivalent to using a 16-QAM in the OFDM system). The Hadamard matrix and its SNF decomposition are calculated by (14) and (15). Then, the input data is encoded using (11). In Table 1, some of the constellation points are computed.

The SNF decomposition of the matrix \( Q_N \) based on the IFFT matrix, even for this small case, is difficult.

2.4 Selective Mapping

SLM is a method to reduce the PAPR in an OFDM system, which involves generating a large set of data vectors that represent the same information, where the data vector with the lowest PAPR is used for the transmission. Here, a method to apply the SLM technique is presented to further reduce the PAPR in the constellation developed earlier.
Assume that the data rate is $r$ bits per block of length-$N$ FFT symbols. Let $r_s$ denote the number of redundant bits specified for SLM ($r_s \ll r$ and $r = \log_2($constellation size$)$). Therefore, there are $N_s = 2^r$ constellation points representing the same information for transmission in SLM. In the proposed SLM method, the input integers, $I$, are mapped to the Hadamard constellation points, and the constellation points corresponding to the integers with the same $r_s$ Most Significant Bits (MSBs) are classified in the same subset. Note that the constellation points in each subset represent the same information. The time domain signals corresponding to the frequency domain constellation points are computed by the IFFT transformation, and the constellation point with the lowest PAPR is transmitted.

The details of this scheme are described in the following. In the first step, the input binary sequence is divided into blocks of $r - r_s$ bits. Then, $r_s$ bits of zeros are added to each information block, and these blocks are divided into subblocks of lengths $\log_2 \sigma_i$, $i = 1, \cdots, N$, bits (refer to Figure 4). The binary representations of these subblocks form the vector $\lambda$ which leads to the calculation of the constellation point using (11). The other data vectors are obtained by changing the $r_s$ MSBs of the binary information sequence. Therefore, $N_s$ Hadamard constellation points with different values for the PAPR is calculated. Finally, the constellation point with the lowest PAPR is selected for the transmission.

The different constellation points that represent the same information have the same $r - r_s$ bits. Thus, at the receiver end, the constellation point is decoded by (13), and the $r_s$ extra bits are discarded. Therefore, this method can be expressed as a variant of SLM in which no side information on the choice of the transmit signal needs to be transmitted. The degradation in the data rate can be ignored, since a significant PAPR reduction is obtained by using only one

<table>
<thead>
<tr>
<th>data</th>
<th>$b_0b_1b_2 \cdots b_{31}$</th>
<th>$A_1A_2 \cdots A_{16}$</th>
<th>$x_0x_1 \cdots x_{15}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0000000000000000000000000000000</td>
<td>0000000000000000000000000000000</td>
<td>0000000000000000000000000000000</td>
</tr>
<tr>
<td>1</td>
<td>0100000000000000000000000000000</td>
<td>0100000000000000000000000000000</td>
<td>0100000000000000000000000000000</td>
</tr>
<tr>
<td>2</td>
<td>0100000000000000000000000000000</td>
<td>0100000000000000000000000000000</td>
<td>0100000000000000000000000000000</td>
</tr>
<tr>
<td>0</td>
<td>0001000000000000000000000000000</td>
<td>0001000000000000000000000000000</td>
<td>0001000000000000000000000000000</td>
</tr>
<tr>
<td>0</td>
<td>0110000000000000000000000000000</td>
<td>0110000000000000000000000000000</td>
<td>0110000000000000000000000000000</td>
</tr>
<tr>
<td>0</td>
<td>0010000000000000000000000000000</td>
<td>0010000000000000000000000000000</td>
<td>0010000000000000000000000000000</td>
</tr>
<tr>
<td>0</td>
<td>0100000000000000000000000000000</td>
<td>0100000000000000000000000000000</td>
<td>0100000000000000000000000000000</td>
</tr>
<tr>
<td>0</td>
<td>0001000000000000000000000000000</td>
<td>0001000000000000000000000000000</td>
<td>0001000000000000000000000000000</td>
</tr>
<tr>
<td>0</td>
<td>0110000000000000000000000000000</td>
<td>0110000000000000000000000000000</td>
<td>0110000000000000000000000000000</td>
</tr>
<tr>
<td>0</td>
<td>0010000000000000000000000000000</td>
<td>0010000000000000000000000000000</td>
<td>0010000000000000000000000000000</td>
</tr>
<tr>
<td>0</td>
<td>0100000000000000000000000000000</td>
<td>0100000000000000000000000000000</td>
<td>0100000000000000000000000000000</td>
</tr>
<tr>
<td>0</td>
<td>0010000000000000000000000000000</td>
<td>0010000000000000000000000000000</td>
<td>0010000000000000000000000000000</td>
</tr>
</tbody>
</table>

Table 1: Example of the encoding procedure for the constellation points in a Hadamard constellation in an OFDM system with 16 sub-carriers employing 16-QAM
or two redundant bits. To be fair in viewing the potential loss in the data rate, the impact of using the SLM method on the average energy of the constellation should be considered as well. The Hadamard constellation has a zero shaping gain\(^4\) due to its cubic boundary (shaping gain is computed using continuous approximation [49]). Numerical results show that applying the SLM method to the resulting cubic constellation results in a reduction in the average energy, reflected in a small, but positive shaping gain. This justifies the earlier claim that the reduction in the PAPR is achieved at no extra cost in terms of a reduction in the spectral efficiency and/or an increase in the average energy of the constellation.

2.5 Simulation Results

In this section, the simulation results for a complex baseband OFDM system with \(N = 128\) sub-channels employing 16-QAM are presented by using \(10^7\) randomly generated OFDM symbols. First, the PAPR performance of the Hadamard constellation is showed. The next step is then to show the capability of the SLM technique, when it is applied to the Hadamard constellation to achieve further PAPR reduction. The simulation results are presented as the Complementary Cumulative Density Function (CCDF) of the PAPR of the OFDM signals, expressed as follows:

\[
\text{CCDF}\{\text{PAPR}(y)\} = P\{\text{PAPR}(y) > \gamma\}. \quad (26)
\]

This equation can be interpreted as the probability that the PAPR of a symbol block exceeds some clip level \(\gamma\) (it is referred to symbol clip probability [72]).

According to (8) and (9), the continuous PAPR can be estimated by the IFFT of the zero padded sequence of length \(LN\). Results for the oversampling to \(L = 1, 2, \) and 4 are shown in Figure 5. The continuous PAPR can be approximated by an oversampling factor of \(L = 4\). As mentioned in [136, 109, 153], further oversampling will result in minor changes. The PAPR reduction of more than 4dB at \(10^{-5}\) symbol clip probability is achieved.

Figure 6 shows the PAPR of an OFDM signal using the Hadamard constellation with different numbers of block length \(N\). The effect of the constellation size is also investigated. It is observed that the achieved PAPR is rather insensitive to the constellation size, see Figure 7. The Symbol Error Rate (SER) of the proposed method and that of a conventional OFDM system are compared. As shown in Figure 8, the gap is minimal.

Figure 9 shows the simulation results of applying SLM technique to the Hadamard constellation. As illustrated in Figure 9, using only one bit of redundancy in \(4 \times 128\) bits per block of

\(^4\)Shaping gain is defined as the relative reduction in the required average energy for a given number of constellation points with respect to a cubic constellation [49].
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Figure 5: CCDF of PAPR for a Hadamard constellation with different over-sampling factors (128 channel OFDM system with 16-QAM constellation).

Figure 6: CCDF of PAPR for a Hadamard constellation in an N channel OFDM system employing 16-QAM constellation and L = 1.
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Figure 7: CCDF of PAPR for a Hadamard constellation in a 128 channel OFDM system employing different QAM constellations and $L = 1$.

Figure 8: SER comparison for the proposed method in a 256 channel OFDM system employing 256-QAM and 16-QAM constellation.
a 128 FFT symbol\(^5\) results in a 5.6dB reduction in the PAPR. Simulation results show that by employing more redundant bits the PAPR approaches its optimal value for a cubic constellation\(^6\), namely \(10 \log_{10}(3)\).

![Figure 9: CCDF of PAPR by SLM method based on Hadamard constellation in a 128 channel OFDM system employing 16-QAM constellation.](image)

### 2.5.1 Some Insight to the Achieved Performance

In a conventional OFDM system with \(N\) different subcarriers, the time domain samples can be approximated by zero mean Gaussian random variables, based on adopting the central limit theorem. Therefore, the amplitude of these samples has a Rayleigh distribution, and the CCDF of the PAPR of the OFDM signal can be approximated as follows [79]:

\[
\mathbb{P}\{\text{PAPR}(y) > \gamma\} = 1 - (1 - e^{-\gamma})^N. \tag{27}
\]

The use of \(N_s\) statistically independent vectors that have the same information for transmission in the SLM method changes the CCDF of the PAPR of the OFDM signal such that

\[
\mathbb{P}\{\text{PAPR}(y) > \gamma\} = \left(1 - (1 - e^{-\gamma})^N\right)^{N_s}. \tag{28}
\]

Therefore, in the logarithmic CCDF vs. PAPR graph, the slope of the curve is proportional to \(N_s\) (see Figure 10). By increasing the number of vectors with the same information, the

---

\(^5\)By using 16-QAM in a 128 channel OFDM system, there are \(16^{128} = 2^{4\times128}\) constellation points.

\(^6\)The PAPR of a cubic constellation is computed using continuous approximation.
corresponding slope increases. Thus, the major PAPR reduction is achieved by the first few redundant bits, as shown in Figure 10 ($\Delta_1 > \Delta_2 > \cdots$). In other words, a saturation effect on the PAPR reduction is resulted by increasing $r_s$. This is the reason that the SLM technique have been applied to the Hadamard constellation. As mentioned in Section 2.3, the method employing only the Hadamard constellation considerably reduces the PAPR. By adopting the Hadamard constellation in the proposed SLM method, not only the PAPR can be lowered considerably, but also the slope of the CCDF vs. PAPR curve can be approximately maintained. This results in a considerably lower PAPR by using a small number of redundant bits before reaching the saturation.

2.5.2 Comparison

In numerical simulations, the system parameters have been selected to be compatible with some recent works on PAPR reduction reported in [17, 104, 135, 73, 79]. As a complexity measurement, the main complexity of the proposed method is due to the encoding algorithm and the multi-IFFT computations in the SLM technique. The complexity of the encoding algorithm is in the matrix multiplications of (11). As mentioned in Section 2.2, all the elements of the Hadamard matrix and its SNF decomposition matrices are $+1, -1$, or $0$, and consequently, these operations can be easily implemented using a butterfly structure. Note that in the SLM technique, for each of the $N_s$ time domain signals, one IFFT should be computed.

In [17], an SLM method based on multiplying the constellation point by $N_s$ different...
pseudo-random but fixed vectors is introduced. For the same system as ours, with \( N_s = 4 \) different vectors, a PAPR reduction of 3dB is gained at the symbol clip probability close to \( 10^{-5} \). However, for the same symbol clip rate and \( N_s = 4 \), a 6dB reduction is achieved by using the proposed SLM method. Also, the complexity of this algorithm is comparable with the method in [17]. Note that in [17] some side information (with high sensitivity to channel error) needs to be transmitted.

Another approach, similar to [17], is introduced for the SLM in [79]. The authors have introduced this method for MIMO\(^7\)-OFDM systems. The simulation results in [79] are similar to [17] (the relative comparison between the proposed method and the one in [17] is explained earlier).

The tone reservation [135] is a well known method for PAPR reduction in multicarrier systems, provided that it can quickly converge to a good solution. An efficient approximation for the tone reservation approach with a faster convergence is developed in [73]. The complexity of [73] is comparable with ours; however, about 3dB lower PAPR than that in [135] or [73] is achieved for similar system parameters. Note that in the tone reservation method, some tones are reserved for the PAPR reduction and some of the tones are not used for data transmission, implying a loss in the data rate. Note that [73] reduces the PAPR by solving a min-max problem. This problem is solved by an interior-point method which requires a descent direction and a constraint to find the solution recursively.

In [107], for a 256 complex channel OFDM system employing 256-QAM, a 4.5dB reduction in the PAPR is obtained using a trellis shaping technique. In the proposed method, for a 128 complex channel OFDM system employing a 128-QAM, a 6dB reduction is gained. In [107], the main complexity is in finding the path with minimum cost through a trellis diagram (this complexity is considerably higher than that of a Viterbi decoder). However, the author investigates methods to reduce this complexity by window truncation and sacrificing PAPR reduction, but still the overall complexity in [107] is significantly higher as compared to the method proposed here.

There is no comparison with [75], as the method in [75] relies on using the SNF of the IFFT matrix which is not known. Indeed, computing this SNF decomposition would be an interesting open problem. If this matrix were available, the resulting PAPR reduction in [75] would be asymptotically equal to the optimum value of \( 10 \log_{10}(3) \). Also, as mentioned in Section 2.2, the computational complexity of the encoding algorithm of the constellation based on the IFFT matrix is \( O(N^2) \), while the complexity for the encoding of the Hadamard constellation in the butterfly structure is \( O(\frac{3}{2} \log_2(N)) \) [75].

\(^7\)Multi-Input Multi-Output
2.6 Conclusion

A constellation shaping method is proposed that achieves a substantial reduction in the PAPR in an OFDM system with a low complexity. The boundary of the proposed constellation is along the basis defined by the Hadamard matrix in the transform domain. An SLM technique is applied to this constellation to further reduce the PAPR of the OFDM signal. The proposed scheme significantly outperforms other PAPR reduction techniques reported in the literature, without any loss in terms of the energy and/or spectral efficiency.
CHAPTER 3

PRECODING IN MULTIPLE-ANTENNA BROADCAST SYSTEMS

Abstract – In this chapter, the average transmit energy of a multiple antenna broadcast system with channel inversion is investigated. It is shown that the reduction in average transmit energy, due to shaping, can be significantly higher than the conventional gains in reduction that are mentioned in the literature. In order to approach this gain, a Selective Mapping (SLM) technique is introduced. Using the strong literature in quantization, the gain that the SLM technique can provide is derived. The proposed SLM method can be implemented by lattice decomposition techniques.

3.1 Introduction

Multiuser Multi-Input Multi-Output (MIMO) antenna systems have received much attention due to achieving a very high data rate. In a MIMO broadcast system, the sum-capacity grows linearly with the minimum number of the transmit and receive antennas [140]. However, achieving the sum-capacity in a MIMO broadcast system is more complicated than that in a MIMO point-to-point system, since each user must decode its signal independently from the other users.

Generally, there have been two different approaches in the literature for implementing a broadcast system. To achieve the promised sum capacity while having independent decoding ability, some information theoretic schemes provide a precoding method based on interference cancelation methods, e.g. [154] or [155]. The alternative precoding approach is based on using channel inversion technique, e.g. [114] or [129].
In precoding methods based on interference cancelation, the channel is first transformed into a series of parallel sub-channels with non-causally known interference. Then, having the interference knowledge, a signal is transmitted over these sub-channels by using a trellis precoder [154] or nested lattice codes [155]. These methods are mainly based on the idea of dirty-paper-coding theorem [29].

Channel inversion technique separates the data for different users at the transmitter side. By assuming the complete knowledge of the channel, the data that is supposed to be received at the receiver side is multiplied by the inverse of the channel and is transmitted. This operation guarantees the independent decoding at the receiver side. However, the average transmit energy of channel inversion technique is high, as the channel matrix is nor orthogonal. In [115], the authors have introduced a vector perturbation technique based on channel inversion which has a good performance in terms of symbol error rate. Nonetheless, this technique requires a lattice decoder which is an NP-hard problem. The lattice decoder is replaced by a lattice-reduction-aided decoding method in [129], resulting in reducing the average transmitted energy, with a reasonable complexity.

In this chapter, the average transmit energy of a multiple antenna broadcast system with channel inversion is investigated. By using channel inversion, the decoding at the transmitter side is independent of the channel matrix. Due to the fact that the channel is not orthogonal, the reduction in the average transmit energy due to constellation shaping is significantly higher than the regular shaping gains reported in literature, e.g. [115].

In the sequel, a Selective Mapping (SLM) technique is introduced to reduce the average energy of the transmitted signal in a broadcast system. The average transmit energy of the proposed SLM technique is also derived. Since finding the optimum average transmit energy is difficult, a lower bound on the average transmit energy is calculated. This lower bound is based on the assumption that the users at the receiver side can cooperate with each other. Simulation results show that the proposed SLM method has an average transmit energy which is close to this lower bound. Moreover, the proposed method outperforms the other known techniques in the literature. In order to implement the SLM method effectively, lattice decomposition techniques are proposed.

### 3.2 System Model

A multiple antenna broadcast system with $\tilde{N}$ transmit antennas and $K$ users, where user $i = 1, \cdots, K$ is equipped with $n_i$ antennas ($\tilde{M} = \sum_{i=1}^{K} n_i$), is modeled as

$$\tilde{y}_i = \tilde{h}_i \tilde{x} + \tilde{w}_i, \quad i = 1, \cdots, K$$  (29)
where \( \tilde{y}_i \) is the received vector of dimension \( n_i \) by user \( i = 1, \ldots, K \), \( \tilde{x} \) is an \( \tilde{N} \times 1 \) data vector with \( E[\|\tilde{x}\|^2] = 1 \), \( \tilde{w}_i \) is an \( \tilde{n}_i \times 1 \) complex additive white Gaussian noise vector with zero mean.

The equations in (29) can be written as

\[
\tilde{y}_i = \tilde{H}_i \tilde{x} + \tilde{w}_i,
\]

where \( \tilde{y}_i = [\tilde{y}_1^T, \cdots, \tilde{y}_K^T]^T \), \( \tilde{w}_i = [\tilde{w}_1^T, \cdots, \tilde{w}_K^T]^T \), and \( \tilde{H}_i = \begin{bmatrix} \tilde{h}_1^T & \cdots & \tilde{h}_K^T \end{bmatrix} \). \( \tilde{H} \) is the \( \tilde{M} \times \tilde{N} \) channel matrix composed of independent, identically distributed (i.i.d.) complex Gaussian random elements with zero mean and unit variance and \( E[\tilde{w}\tilde{w}^\star] = \frac{1}{\rho} I_{\tilde{M}}, \) where the parameter \( \rho \) is the SNR per receive antenna.

To avoid using complex matrices, the system model (30) is represented by real matrices in (31).

\[
\begin{bmatrix} R(\tilde{y}) \\ J(\tilde{y}) \end{bmatrix} = \begin{bmatrix} R(\tilde{H}) & J(\tilde{H}) \\ -J(\tilde{H}) & R(\tilde{H}) \end{bmatrix} \begin{bmatrix} R(\tilde{x}) \\ J(\tilde{x}) \end{bmatrix} + \begin{bmatrix} R(\tilde{w}) \\ J(\tilde{w}) \end{bmatrix} \Rightarrow y = Hx + w,
\]

where \( y \) is the received vector, \( x \) is the transmit vector, \( \tilde{M} = 2\tilde{M}, \) and \( \tilde{N} = 2\tilde{N}. \)

### 3.2.1 Channel Inversion

It is assumed that the channel state information is available at the transmitter side and the channel inversion precoding is performed on the input data. In this case, the decoding at the receive side is independent of the channel matrix.

By assuming channel inversion, the transmitter sends

\[
s = H^*u,
\]

where \( H^* = H(HH^*)^{-1} \), \( H^* \) is the Hermitian of \( H \), \( u = [u_1^T; \cdots; u_K^T]^T \) is the data vector, i.e. \( u_i \) is the data for the \( i^{th} \) user, and \( s \) is the transmitted signal before the normalization. For the simplicity, it is assumed \( \tilde{M} = \tilde{N} := M \), i.e. the transmitted signal is

\[
s = H^{-1}u.
\]

As in [114], the normalized transmitted signal would be \( x = \frac{s}{\sqrt{E[\gamma]}} \), where \( \gamma = ||s||^2 \) is the energy of the transmitted signal, called transmit energy. Note that by using channel inversion, the decoding at the transmitter side is independent of the channel matrix. Substituting (33) in (31) results in

\[
y = \frac{1}{\sqrt{E[\gamma]}} u + n.
\]
The problem arises when $H$ is poorly conditioned and $\gamma$ becomes very large, resulting in a high power consumption. This situation occurs when at least one of the eigenvalues of $H$ is very small which results in vectors with large norms as the columns of $H^{-1}$.

### 3.3 Average Transmit Energy of Probabilistic Constellations

In a multiple antenna broadcast system, a proper input constellation should be designed such that given a minimum distance two conditions are satisfied: (i) data can be decoded independently at the receivers (independency condition), and (ii) the average transmit energy is as low as possible (energy condition). The design of the constellation is known as the shaping.

Lattice constellation shaping technique deals with the problem of finding a finite set of points from an $M$ dimensional lattice $\Lambda$ that lies within a finite region $R \subset \mathbb{R}^M$. This constellation is known as a lattice code. If $C$ is a lattice code of reasonably large size, then the distribution of its points in $M$ dimensional space is well approximated by a uniform continuous distribution over the region $R$ (the continuous approximation) [49].

Having a uniform distribution over region $R$ does not guarantee a uniform distribution over each dimension. In other words, if $u$ is selected uniformly over $R$, each element of $u$ may have a nonuniform distribution. Throughout this chapter, the probability distribution of the elements of $u$ is called marginal probability distribution of $u$.

Let $Q := (H^{-1})^T H^{-1} = U \Lambda U^T$, where $U$ is the unitary matrix of eigenvectors of $Q$ and $\Lambda$ is the diagonal matrix of the corresponding eigenvalues, $\lambda_i, i = 1, \cdots, M$. Assume $u \in R$ be a random vector with mean $E\{u\} = \mu$ and the correlation matrix $E\{(u - \mu)(u - \mu)^T\} = \Sigma > 0$. In general, the average transmit energy of the signal $s = H^{-1}u$ can be written as

$$
E\{\gamma\} = E\{u^T (H^{-1})^T H^{-1} u\} = E\{u^T Qu\}
$$

$$
=\text{trace}(E\{u^T Qu\}) = E\{\text{trace}(u^T Qu)\}
$$

$$
= E\{\text{trace}(Quu^T)\} = \text{trace}(QE\{uu^T\})
$$

$$
= \text{trace}(Q(\Sigma + \mu\mu^T))
$$

$$
= \text{trace}(Q\Sigma) + \mu^T Q\mu.
$$

### 3.3.1 Average Transmit Energy in Broadcast Systems

In the literature, there have been different precoding schemes for broadcast systems, e.g. [60, 114, 115, 144, 129, 20]. Different approaches aim to reduce the average transmit energy, while introducing minimum interference among users. In order to achieve this goal, the focus is on choosing different shaping regions $R$ and their corresponding marginal probability distributions for the vector $u$ in (31).
Assume that the vector \( \mathbf{u} \) is selected from a lattice code \( \mathcal{C} \) with shaping region \( \mathcal{R} \), \( \mathbf{u} \in \mathcal{C} \). Therefore, the transmitting vector \( \mathbf{s} \) is selected from a lattice code \( \mathcal{C}' \) with shaping region \( \mathcal{R}' \), where \( \mathcal{R}' = \{ \mathbf{s} | \mathbf{s} = \mathbf{H}^{-1}\mathbf{u}, \forall \mathbf{u} \in \mathcal{R} \} \). For large enough constellation sizes, continuous approximation implies that the vectors \( \mathbf{u} \) and \( \mathbf{s} \) are selected uniformly over regions \( \mathcal{R} \) and \( \mathcal{R}' \), respectively. It is assumed that the region \( \mathcal{R} \) has a volume \( \text{Vol}(\mathcal{R}) = V \), resulting in the entropy of \( \log V \). Note that when there are \( M \) independent dimensions, the entropy per each dimension is \( H = \frac{1}{M} \log V \).

In the Appendix B, the average transmit energy for different known methods in the literature is calculated, based on the probabilistic viewpoint of (35). In all these cases, it is assumed that the vector \( \mathbf{u} \) is distributed uniformly over a hypercube centered at the origin with side length of \( 2A \), \( \mathcal{R} = C_M(0, 2A) \). By using simple channel inversion, the region \( \mathcal{R}' \) is an orthotope centered at the origin and along the eigenvectors of \( \mathbf{Q} \). In the regularization method [114], before the channel inversion, the vector \( \mathbf{u} \) is multiplied by a linear transformation. This reduces the average transmit energy at the cost of introducing interference among users (see Appendix B). In the perturbation technique [115], by increasing the constellation points and using a non-linear modulo operation, the region \( \mathcal{R}' \) is the Voronoi region of the matrix \( \tau \mathbf{H}^{-1} \), where \( \tau \) is the constellation length in each real dimension. In summary, different methods try to change the region \( \mathcal{R}' \) such that, by keeping the independency condition, the average transmit energy is reduced.

### 3.3.2 Lower Bound on the Average Transmit Energy

It is shown that different precoding methods change the region \( \mathcal{R}' \) (and its corresponding marginal probability distribution) in order to reduce the average transmit energy. Theoretically, it is well known that by conventional shaping methods (case IV in Appendix B - vector \( \mathbf{u} \) with Gaussian random elements), there is at most 1.53\,dB more reduction in the average transmit energy compared to the simple channel inversion. The question is how much further the average energy can be reduced.

As finding the optimum average transmit energy is difficult, a lower bound for the average transmit energy is desirable. A broadcast system can be considered as a MIMO point-to-point system with an extra independency condition, see [117]. Therefore, in order to find a lower bound, the energy condition is considered and the independency at the receivers is ignored. Following theorem finds the region \( \mathcal{R} \) (equivalently \( \mathcal{R}' \)) in such a system by minimization of the average transmit energy in (35) over different marginal probability distributions.

**Theorem 3** Let \( \mathbf{u} = [u_1, u_2, \ldots, u_M] \in \mathbb{R}^M \) be a random vector with probability distribution \( f(u_1, u_2, \ldots, u_M) \), mean \( E[\mathbf{u}] = \mu \), and the correlation matrix \( E[(\mathbf{u} - \mu)(\mathbf{u} - \mu)^T] = \Sigma > 0 \), in
the system model introduced in (31). Let $\mathcal{H}(\mathbf{u})$ denote the entropy of the data vector $\mathbf{u}$. Then, a multivariate Gaussian random vector $\mathbf{u}$ with $\mu = 0$ and the covariance matrix

$$
\Sigma = \mu \sqrt{\Pi \lambda_i} \sigma^2 \mathbf{Q}^{-1}
$$

(36)

minimizes the energy of the transmit signal given a fixed entropy $\mathcal{H}(\mathbf{u}) = \log(V)$, where $\sigma^2$ is the variance of a Gaussian random variable with entropy $\mathcal{H} = \frac{1}{M} \log(V)$.

Proof: See Appendix A.

This choice of $\Sigma$ suggests that the lower bound for the average transmit energy among signals with different probability distributions is

$$
E_{\text{bound}} = E\{\gamma\} = M \mu \sqrt{\Pi \lambda_i} \sigma^2
$$

(37)

The average transmit energy in (37) corresponds to the average energy of an $M$-dimensional Gaussian random vector with i.i.d. elements with zero mean and variance $\mathcal{R}_{eq}^2 = \sqrt{\Pi \lambda_i} \sigma^2$ (each element of vector $\mathbf{v} = \sqrt{\Lambda} \mathbf{u}$ has a Gaussian distribution with zero mean and variance $\mathcal{R}_{eq}^2$). Here, the shaping problem is to select the region $\mathcal{R}$ or $\mathcal{R}'$ to minimize the average transmit energy, while considering the independency condition.

### 3.4 Selective Mapping Precoding

In this section, a Selective Mapping (SLM) technique is introduced to reduce the average transmit energy. In the following, we first briefly review the principals of SLM technique.

#### 3.4.1 An Overview on SLM Technique

The SLM technique generates a large set of data vectors that represent the same information, where the data vector resulting in the lowest energy is selected for transmission. It is assumed that originally the vector $\mathbf{s}$ is selected uniformly over region $\mathcal{R}$, where the volume of this region is fixed, $\text{Vol}(\mathcal{R}) = V$. In order to provide multiple choices for the SLM method, the region is changed to $\mathcal{R}'$ such that the volume is increased to $\bar{V}$. It is assumed that for each data vector there are $N$ points, where

$$
N = \frac{\bar{V}}{V}.
$$

(38)

In other words, $N$ i.i.d. samples of the vector $\mathbf{s}$ are generated in $\mathcal{R}$, i.e. $\{\mathbf{s}^{(1)}, \mathbf{s}^{(2)}, \ldots, \mathbf{s}^{(N)}\} \in \mathcal{R}$, and $\mathbf{s}^l$ with the lowest energy is selected for transmission. In other words,

$$
\gamma^l = \min\{\gamma^{(1)}, \gamma^{(2)}, \ldots, \gamma^{(N)}\},
$$
where $\gamma^{(i)} = \|s^{(i)}\|^2$. Consider the case that the samples of $s$ are Gaussian random vectors, $N(0, \sigma^2I_M)$. By increasing the volume (entropy)\(^1\) from $\mathcal{V}$ to $\mathcal{V}'$ the variance would increase from $\sigma^2$ to $\sigma'^2$, where

$$
\frac{\mathcal{V}}{\mathcal{V}'} = \left(\frac{\sigma'}{\sigma}\right)^M = N. \tag{39}
$$

The energy $\gamma = u^TQu$ is a quadratic expression of random vector $u$. There is a lot of research on the probabilistic relations between $\gamma$ and $u$ [90, and ref. therein]. In order statistic references [35, and ref. therein], the relations between the probability behavior of $\gamma^{(i)}$ and $\gamma$ are discussed.

### 3.4.2 SLM with Gaussian Variables in Time Domain

In this section, the aim is to approach the lower bound on the average transmit energy in a broadcast system with a theoretical point of view. The first step is to provide a high dimensional constellation for each user. It is known that when a random vector is uniformly selected in a $D$-dimensional sphere centered at the origin with radius $\sqrt{D}\sigma$, i.e. $\mathcal{B}_D(0, \sqrt{D}\sigma)$, in the limit of $D \to \infty$, each dimension has a Gaussian distribution with zero mean and variance $\sigma^2$.

Consider a time frame of $L$ consecutive symbols for each user. If the $i^{th}$ user has $n_i$ antennas, the $L$ symbols corresponding to user $i$ can be considered to be selected in a $D_i$-dimensional space. In other words, the $D_i$-dimensional vector $u_{1:L,i} = [u_{1,i}^T, u_{2,i}^T, \cdots, u_{L,i}^T]^T$ is selected from the region $\mathcal{R}_i$ and it corresponds to $L$ vectors $u_{i,t}$ of dimension $2n_i$ which are selected at time slots $t = 1, \cdots, L$ for user $i$. Provided that the vector $u_{1:L,i}$ is selected uniformly over a $D_i$-dimensional sphere $\mathcal{R}_i = \mathcal{B}_D(0, \sqrt{D_i}\sigma_i)$, the elements of this vector are i.i.d. Gaussian elements with variance $\sigma_i^2$ (in the limit of $L \to \infty$). At each time slot $t = 1, \cdots, L$, the $M$-dimensional vector $u_i = [u_{i,1}^T, u_{i,2}^T, \cdots, u_{i,L}^T]^T$, consisting the data vectors for different users, is selected and the vector $s_i = H^{-1}u_i$ is transmitted.

The next step is to apply Selective Mapping (SLM) to provide multiple choices for transmitted information. In $D_i$ dimensional space of each user, the constellation is expanded to $\mathcal{R}_i$ such that the volume (also the variance) of the new constellation follows (39), i.e.

$$
\frac{\text{Vol}(\mathcal{R}_i)}{\text{Vol}(\mathcal{R}_i')} = \left(\frac{\sigma_i'}{\sigma_i}\right)^{D_i} = N_i. \tag{40}
$$

For transmitting any $D_i$ dimensional data vector to each user, $N_i$ i.i.d. random vectors are selected uniformly over the $D_i$-dimensional region of $\mathcal{R}_i$, that is $\mathcal{U}^{(i)}_{1:L} = \{u_{1:L,i}^{(1)}, u_{1:L,i}^{(2)}, \cdots, u_{1:L,i}^{(N_i)}\} \subset \mathcal{R}_i$.

\(^1\)The discussion in this section and the following sections are based on the increase in the entropy, $\mathcal{H}(u) = \log(\mathcal{V})$ and $\mathcal{H} = \frac{1}{2} \log(2\pi e\sigma^2)$. In this approach, the minimum distance of the constellation is fixed. An alternative approach can be considered based on the capacity viewpoint, where $C = \frac{1}{2} \log(1 + \text{SNR})$ and SNR is defined based on $\sigma^2$ and noise power. This guarantees a free error transmission, as long as the size of the increased constellation follows the capacity formula.
\( \bar{R}_i \), where \( \mathbf{u}_{1:t,L}^{(j)} = [\mathbf{u}_{1,t}^{(j)T}, \mathbf{u}_{2,t}^{(j)T}, \ldots, \mathbf{u}_{L,t}^{(j)T}]^T \) corresponds to data vectors for the \( t^{th} \) user at time slot \( t = 1, \ldots, L \) for \( j = 1, \ldots, N_i \). These \( N_i \) data vectors are equivalent and they represent the same information.

Considering all \( K \) users, \( \{ \mathcal{U}^{(1)}_{1:L}, \mathcal{U}^{(2)}_{1:L}, \ldots, \mathcal{U}^{(K)}_{1:L} \} \), is equivalent to the \( M \)-dimensional data vectors of users in a time frame of length \( L \). For any data vector in the space of each user, there are \( N_i \) equivalent data vectors (representing the same information). Therefore, in the \( ML \) dimensional space of all users, there are \( N = \prod N_i \) equivalent data vectors. The corresponding transmitted signals are \( \{ \mathbf{s}^{(1)}_{1:L}, \mathbf{s}^{(2)}_{1:L}, \ldots, \mathbf{s}^{(N)}_{1:L} \} \), where \( \mathbf{s}^{(j)}_{1:L} = \{ \mathbf{s}^{(j)}_1, \mathbf{s}^{(j)}_2, \ldots, \mathbf{s}^{(j)}_L \} \), \( \mathbf{s}^{(j)} = [\mathbf{s}^{(j)}_{1,t}, \mathbf{s}^{(j)}_{2,t}, \ldots, \mathbf{s}^{(j)}_{K,t}] \), \( \mathbf{s}^{(j)}_i = \mathbf{H}^{-1}[\mathbf{u}^{(j)}_{1,t}, \mathbf{u}^{(j)}_{2,t}, \ldots, \mathbf{u}^{(j)}_{K,t}]^T \) and \( \mathbf{u}^{(j)}_{i,t} \in \mathcal{U}^{(j)}_i \), where \( \mathcal{U}^{(j)}_i \) is the set of symbols at time slot \( t \) for the user \( i \) in \( \mathcal{U}^{(j)}_{1:L} \), i.e., \( \mathcal{U}^{(j)}_i = \{ \mathbf{u}^{(j)}_{i,1}, \mathbf{u}^{(j)}_{i,2}, \ldots, \mathbf{u}^{(j)}_{i,N_i} \} \). The symbol energy for each of \( N \) equivalent \( ML \)-dimensional data vectors are defined as

\[
\gamma^{(j)} \triangleq \frac{1}{L} \sum_{i=1}^{L} ||\mathbf{s}^{(j)}_i||^2,
\]

for \( j = 1, \ldots, N \). The data vector with the lowest energy among the \( N \) equivalent data vectors is selected for transmission, i.e.,

\[
\gamma^{(j)} = \min_{j=1,\ldots,N} \gamma^{(j)}.
\]

The probabilistic behavior of \( \gamma^{(j)} \) is desired. In the next section, the average transmit energy resulted by using the proposed SLM method is analyzed.

### 3.5 Average Transmit Energy Analysis in SLM

In this section, the effect of applying the proposed SLM technique in broadcast systems is analyzed. First, applying the proposed SLM method in the space of each user is considered. Then, the results is generalized for a broadcast system with multiple users.

#### 3.5.1 Effect of SLM for a Single User

In order to analyze this technique, first, the effect of the SLM method is considered in the \( m \)-dimensional space of a given user. Assume that the relation between the \( m \)-dimensional vector \( \mathbf{u} \) and the transmit vector \( \mathbf{s} \) is defined as \( \mathbf{s} = \mathbf{G}\mathbf{u} \), where \( \mathbf{G} \) is a known \( n \times m \) matrix. Considering a time frame of \( L \) consecutive symbols, the vector \( \mathbf{u}_{1:L} = [\mathbf{u}_{1,L}^T, \mathbf{u}_{2,L}^T, \ldots, \mathbf{u}_{L,L}^T]^T \) is selected over the \( Lm \)-dimensional space of \( \bar{R} \).

For implementing an SLM method, \( N \) i.i.d. \( Lm \)-dimensional symbols are generated uniformly over the expanded region \( \bar{R} \), i.e., \( \{ \mathbf{u}^{(1)}_{1:L}, \mathbf{u}^{(2)}_{1:L}, \ldots, \mathbf{u}^{(N)}_{1:L} \} \in \bar{R} \), where \( \text{Vol}(\bar{R}) = N\text{Vol}(\bar{R}) \). Each vector \( \mathbf{u}^{(j)}_{1:L} = [\mathbf{u}^{(j)}_{1,L}^T, \mathbf{u}^{(j)}_{2,L}^T, \ldots, \mathbf{u}^{(j)}_{L,L}^T]^T \) corresponds to \( L \) vectors \( \mathbf{u}^{(j)}_j \) of dimension \( m \) which will be sent at time slots \( j = 1, \ldots, L \). At each time slot, the transmit vector is defined as
\( \mathbf{s}_j^{(i)} = \mathbf{G}_j^{(i)} \), resulting in \( D \)-dimensional vector \( \mathbf{s}_{1:L}^{(i)} = (\mathbf{I}_L \otimes \mathbf{G}) \mathbf{u}_{1:L}^{(i)} \), where \( D = Ln \). Among the corresponding \( N \) transmit vectors \( \mathbf{s}_{1:L}^{(i)} \), the vector \( \mathbf{s}_{1:L}^{(i)} \) with the lowest transmit energy is selected for transmission. In other words,

\[
l_\text{arg min}_{1 \leq i \leq N} \| \mathbf{s}_{1:L}^{(i)} \|^2.
\]

In order to simplify the notations in this subsection, \( \mathbf{s}_{1:L}^{(i)} \) and \( \mathbf{u}_{1:L}^{(i)} \) are denoted by \( \mathbf{s}^{(i)} \) and \( \mathbf{u}^{(i)} \), respectively. Let \( \mathbf{s}^{(1)}, \mathbf{s}^{(2)}, \ldots, \mathbf{s}^{(N)} \) be i.i.d. \( \mathbb{R}^D \)-valued random variables with distribution \( F \), i.e.

\[
F(v) = P[\mathbf{s}^{(i)} \leq v] = P[\mathbf{s}_1^{(i)} \leq v_1, \ldots, \mathbf{s}_D^{(i)} \leq v_D] \quad i = 1, \ldots, N,
\]

where \( v = (v_1, \ldots, v_D) \in \mathbb{R}^D \). For any region \( \mathcal{R} \), the probability \( F(\mathcal{R}) \) is the probability that there is at least one code point in the region \( \mathcal{R} \), i.e.

\[
F(\mathcal{R}) = \int_{\mathcal{R}} F(d\mathbf{y}).
\]

Define the \( r^{th} \) moment of the transmitted signal as

\[
\gamma_{r,N}^F = \min_{1 \leq i \leq N} \| \mathbf{s}^{(i)} \|^r,
\]

where based on the previous notation \( \gamma_l = \gamma_{2,N}^F \). In this part, the asymptotic probabilistic behavior of \( \gamma_{r,N}^F \), when \( L \rightarrow \infty \) (or equivalently \( D \rightarrow \infty \)) and \( N \rightarrow \infty \), is investigated. Specifically, the average transmit energy in the SLM technique is calculated.

**Theorem 4** Let \( \mathbf{s}^{(1)}, \mathbf{s}^{(2)}, \ldots, \mathbf{s}^{(N)} \) be i.i.d. \( \mathbb{R}^D \)-valued random variables with distribution \( F \). Then,

\[
\lim_{N \rightarrow \infty} E \left[ N \hat{\gamma}_{r,N}^F \right] = B_D^{\frac{r}{2}} \pi^{1 + \frac{r}{D}} \frac{D}{\Gamma(1 + \frac{r}{D})} g_\rho^{\frac{r}{2}}
\]

where \( B_1 = 2, B_D = \text{Vol}(\mathcal{B}_D(0, 1)) = \pi^{D/2}/\Gamma(1 + D/2) \) for \( D = 2, \ldots \), and \( g_\rho \) is defined for any \( \rho > 0 \) as

\[
g_\rho := \inf_{\delta \in [0, \rho]} \frac{F(\mathcal{B}_D(0, \delta))}{\text{Vol}(\mathcal{B}_D(0, \delta))}.
\]

**Proof:** See Appendix A.

Now, consider the special case of uniform distribution. When there is a large lattice code, it can be assumed that there is a uniform distribution over the region where the lattice code is defined. Applying SLM technique, over a region with uniform distribution results in the following average for the \( r^{th} \) moment of the transmitted signal.
Theorem 5 Let $\tilde{\mathcal{R}}' \subset \mathbb{R}^D$ be a compact set with volume $\text{Vol}(\tilde{\mathcal{R}}')$ and let $s^{(1)}, \ldots, s^{(N)}$ be i.i.d. random variables with uniform distribution over $\tilde{\mathcal{R}}'$. Then,

$$\lim_{N \to \infty} E \left[ N^{-\frac{2}{D}} \gamma_{r,N}^F \right] = B_D^{-\frac{2}{D}} \Gamma \left( 1 + \frac{r}{D} \right) \text{Vol}(\tilde{\mathcal{R}}')^{-\frac{2}{D}}.$$  (46)

Proof: Let $F$ be a uniform distribution over $\tilde{\mathcal{R}}'$, i.e. $F = U(\tilde{\mathcal{R}}')$. Therefore,

$$F \left( B_D(0, \frac{\sqrt{\frac{1}{N}}}{\sqrt{D}}) \right) = \frac{\text{Vol} \left( B_D(0, \frac{\sqrt{1}}{\sqrt{N}}) \right)}{\text{Vol}(\tilde{\mathcal{R}}')},$$  (47)

and

$$g_{\rho} = \inf_{\delta \in (0, \rho]} \frac{F(\mathcal{B}_D(0, \delta))}{\text{Vol}(\mathcal{B}_D(0, \delta))} = \frac{1}{\text{Vol}(\tilde{\mathcal{R}}')}. $$  (48)

Substituting (48) in (45) completes the proof.

Note that the data vectors $u^{(1)}, \ldots, u^{(N)}$ are i.i.d. random variables which are selected uniformly over a region $\tilde{\mathcal{R}}$. Accordingly, the vectors $s^{(i)} = (I_L \otimes G)u^{(i)}$ are selected uniformly over the region $\tilde{\mathcal{R}}'$, where it can be defined as $\tilde{\mathcal{R}}' = (I_L \otimes G)\tilde{\mathcal{R}}$. The volume of this region is $\text{Vol}(\tilde{\mathcal{R}}') = \left( \sqrt{\text{det}(Q)} \right)^L \text{Vol}(\tilde{\mathcal{R}})$, where $Q = G^T G$.

In order to find the asymptotic average transmit energy of the SLM method, set $r = 2$ and $F = U(\tilde{\mathcal{R}}')$, where $\tilde{\mathcal{R}}'$ is the region for the transmit vector $s$. Therefore, according to the expression in (46), the average transmit energy for large window size $L$ and large enough $N$ can be approximated by

$$E_{SLM} = \frac{1}{L} E \left[ \gamma_{2,N}^U \right] = \frac{1}{L} B_D^{-\frac{2}{D}} \Gamma \left( 1 + \frac{2}{D} \right) N^{-\frac{2}{D}} \text{Vol}(\tilde{\mathcal{R}}')^{-\frac{2}{D}}.$$  (49)

The volume of the region $\tilde{\mathcal{R}}'$ is fixed, $\text{Vol}(\tilde{\mathcal{R}}') = \left( \sqrt{\text{det}(Q)} \right)^L \text{Vol}(\tilde{\mathcal{R}}) = (\sqrt{\prod \lambda_j})^L N^\frac{1}{D}$. Therefore, the average transmit energy of the SLM method can be represented by

$$E_{SLM} = \frac{1}{L} \Gamma \left( 1 + \frac{2}{D} \right) N^{-\frac{2}{D}} \prod \lambda_j \left( \frac{\sqrt{\prod \lambda_j}}{B_D} \right)^\frac{2}{D}. $$  (50)

For a spherical region, $\sqrt{\prod \lambda_j} = \text{Vol}(B_D(0, \sqrt{D}\sigma))$, where $\sigma^2$ is the variance of a Gaussian random variable with entropy $\mathcal{H} = \frac{1}{D} \log(\sqrt{\prod \lambda_j})$. Considering the fact that $B_D$ is the volume of a $D$-dimensional sphere with unit radius and $\Gamma(1 + \frac{2}{D}) \to \Gamma(1) = 1$ for large enough $D$, the average transmit energy for the SLM technique is

$$E_{SLM} = n R_{eq}^2 \quad (L, N \to \infty),$$  (51)

where $R_{eq}^2 = \sqrt{\prod \lambda_j} \sigma^2$. 

CHAPTER 3. PRECODING IN MULTIPLE-ANTENNA BROADCAST SYSTEMS
3.5.2 Broadcast System

Now, consider the original broadcast system introduced in (31) in a time frame of length \( L \). At each time slot, user \( i = 1, \ldots, K \) has access to only \( 2n_i \) elements of each \( M \)-dimensional vector. Therefore, considering the \( L \) time slots together, each user selects its data uniformly over a \( D_i = 2n_i L \)-dimensional space \( \mathcal{R}_i \). In the following analysis, it is assumed that each region \( \mathcal{R}_i \) is a spherical region \( \mathcal{B}_{D_i}(0, \sqrt{D_i} \sigma_i) \). In order to implement the proposed SLM method, each region \( \mathcal{R}_i \) is expanded to \( \overline{\mathcal{R}}_i \) such that \( \text{Vol}(\overline{\mathcal{R}}_i) = N_i \text{Vol}(\mathcal{R}_i) \). Then, for each user, \( N_i \) i.i.d. random vectors are selected uniformly over the region \( \overline{\mathcal{R}}_i \). Therefore, in the broadcast system (31), \( N = N_1 \cdots N_K \) data vectors \( \mathbf{u}^{(j)}_{1:L} = [\mathbf{u}^{(j)}_{1:L,1}, \ldots, \mathbf{u}^{(j)}_{1:L,K}] \) (for \( j = 1, \ldots, N \)) are selected over the region \( \overline{\mathcal{R}} = \overline{\mathcal{R}}_1 \times \overline{\mathcal{R}}_2 \times \cdots \times \overline{\mathcal{R}}_K \). Note that \( \mathbf{u}^{(j)}_{1:L,1} \) is selected in \( D_1 \)-dimensional space \( \overline{\mathcal{R}}_i \), independent of other users’ data. Therefore, the data vectors \( \mathbf{u}^{(j)}_{1:L} \) are uniformly distributed over \( \overline{\mathcal{R}} \). Therefore, according to Theorem 5, the average energy of the SLM method in broadcast system (31) is given by the following theorem.

**Theorem 6** In a SLM technique applied to a broadcast system defined in (31), the average energy is

\[
\lim_{L,N \rightarrow \infty} E_{\text{Broadcast}} = M \sqrt[\Pi]{\lambda_i} \sigma^2,
\]

(52)

where \( \sigma^2 \) is the variance of a Gaussian random variable with entropy \( \mathcal{H} = \frac{1}{M} \log(\mathcal{V}) \) and

\[
\sigma^M = \sigma_1^{2n_1} \cdots \sigma_K^{2n_K}.
\]

**Proof:** See Appendix A.

This implies that the average transmit energy in the proposed SLM technique can approach the average transmit energy in the lower bound in (37).

3.5.3 Some Implementation Issues

In any practical SLM method, a lattice code \( \mathcal{C} \) (equivalently region \( \mathcal{R}_C \)) is expanded such that the number of constellation points are multiplied by \( N \), resulting in a new lattice code \( \mathcal{C}' \) (equivalently region \( \mathcal{R}_{C'} \)). The new set of constellation points are grouped in \( |\mathcal{C}| \) sets containing \( N \) points. Transmitting any point in each set transfer the same information. The unique specification of each set is that the \( N \) equivalent points are selected uniformly over \( \mathcal{R}_{C'} \). Moreover, in implementing the SLM method, the shaping concept should be used in each user’s space. It must be emphasized that the conventional precoding schemes in broadcast systems, such as [115] and [154], or even those in MIMO point to point systems [44], treat multiple antennas of users as different virtual users.

In order to implement an SLM method with these properties, the best approach is applying lattice decomposition [47]. Assume that in the \( D_i \)-dimensional space of each user,
there is a lattice partition $\Lambda/\Lambda'$, where $|\Lambda/\Lambda'| = N_i$. The points in $\Lambda'$ are known as a coset code [46]. For transmitting any point in $\Lambda'$, $N_i$ equivalent points $\{\mathbf{u}^{(1)}_{i:L}, \mathbf{u}^{(2)}_{i:L}, \cdots, \mathbf{u}^{(N_i)}_{i:L}\}$ are selected in $\Lambda$. Having $N_i$ points in the space of each user, $N = \prod N_i$ equivalent transmitted signals $\{\mathbf{s}^{(1)}_{i:L}, \mathbf{s}^{(2)}_{i:L}, \cdots, \mathbf{s}^{(N)}_{i:L}\}$ can be formed in the $ML$-dimensional space of all users, where $\mathbf{s}^{(j)}_{i} = [\mathbf{s}^{(j)}_{i,1}, \mathbf{s}^{(j)}_{i,2}, \cdots, \mathbf{s}^{(j)}_{i,K}]$ and $\mathbf{s}^{(j)}_{i} = \mathbf{H}^{-1}[\mathbf{u}_{i,1}, \mathbf{u}_{i,2}, \cdots, \mathbf{u}_{i,K}]$. Then among these signals the one with the lowest average energy is transmitted.

### 3.6 Simulation Results

In this section, the proposed SLM method is simulated in a MIMO broadcast system. In this system, $K = 2$ users with two antennas are considered, i.e. $n_1 = n_2 = 2$, resulting in $M = 4$. Figure 11 shows the average transmit energy for the simple channel inversion method [114], applying i.i.d. Gaussian random vector $\mathbf{u}$ (Case IV in Appendix B – conventional shaping gain), Perturbation technique [115], the proposed SLM method, and the lower bound for MIMO system in (37). For this simulation, a quasi static channel is assumed. Specifically, 10000 random channel matrices are generated and for each sample 1000 uniform random input vector over the corresponding continuous constellation are generated. It is assumed that the volume of the constellations are equal and the number of redundant symbols (if needed) is equal in all different cases. Note that for the proposed SLM method $N_1 = N_2 = 3^4$ and $L = 100$.

![Figure 11: Average transmit energy for different methods in a quasi static channel](attachment:image.png)
In this chapter, a lattice code with a low average transmit energy in multiple antenna broadcast systems employing channel inversion technique is designed. By using channel inversion, the decoding at the receiver side is independent of the channel matrix. Here, an SLM technique is introduced to provide the lattice code required for the constellation shaping. The average transmit energy that the SLM technique can provide is also derived. In order to implement the SLM method effectively, using lattice decomposition techniques is proposed. The capacity analysis of the proposed SLM technique can be considered as a direction for the future work.

Figure 12: CCDF for the gain in average transmit energy of different methods compared to channel inversion in a quasi static channel

In the simulation, there are 10000 random samples of channel matrix. For each sample of the channel, the gain of each method is defined as the ratio of the average transmit energy of the simple channel inversion to the that method’s average transmit energy. Figure 12 shows the Complementary Cumulative Density Function (CCDF) of these gains in average transmit energy compared to the channel inversion method (at SNR = 11.7577).

3.7 Conclusion

In this chapter, a lattice code with a low average transmit energy in multiple antenna broadcast systems employing channel inversion technique is designed. By using channel inversion, the decoding at the receiver side is independent of the channel matrix. Here, an SLM technique is introduced to provide the lattice code required for the constellation shaping. The average transmit energy that the SLM technique can provide is also derived. In order to implement the SLM method effectively, using lattice decomposition techniques is proposed. The capacity analysis of the proposed SLM technique can be considered as a direction for the future work.
PART II

Lattice Decoding
CHAPTER 4

LATTICE DECODING IN MIMO SYSTEMS

Abstract – In Multi-Input Multi-Output (MIMO) systems, Maximum-Likelihood (ML) decoding is equivalent to finding the closest lattice point in an $N$-dimensional complex space. In general, this problem is known to be \textbf{NP-hard}. In this part, several quasi-maximum likelihood algorithms based on using Semi-Definite Programming (SDP) are proposed. The SDP relaxation models are based on vector lifting and matrix lifting SDP. The computational complexity of matrix lifting SDP models are low. However, a near-ML performance with higher complexity with vector lifting SDP models can be achieved.

4.1 Introduction

Recently, there has been a considerable interest in Multi-Input Multi-Output (MIMO) antenna systems due to achieving a very high capacity as compared to single-antenna systems \cite{134,45}. In MIMO systems, a vector is transmitted by the transmit antennas. In the receiver, a corrupted version of this vector affected by the channel noise and fading is received. Decoding concerns the operation of recovering the transmitted vector from the received signal. This problem is usually expressed in terms of “lattice decoding” which is known to be \textbf{NP-hard}.

To overcome the complexity issue, a variety of sub-optimum polynomial time algorithms are suggested in the literature for lattice decoding. However, unfortunately, these algorithms usually result in a noticeable degradation of performance. Examples of such polynomial time algorithms include: Zero Forcing Detector (ZFD) \cite{118,69}, Minimum Mean Squared Error Detector (MMSED) \cite{65,148}, Decision Feedback Detector (DFD) and Vertical Bell Laboratories Layered Space-Time Nulling and Cancellation Detector (VBLAST Detector) \cite{52,38}.

Lattice basis reduction has been applied as a pre-processing step in sub-optimum decoding
algorithms to reduce the complexity and achieve a better performance. Minkowski reduction [61], Korkin-Zolotarev reduction [71] and LLL reduction [80] have been successfully used for this purpose in [1, 4, 6, 7, 103, 145].

In the last decade, Sphere Decoder (SD)\textsuperscript{1} is introduced as a Maximum Likelihood (ML) decoding method for MIMO systems with near-optimal performance [31]. In the SD method, the lattice points inside a hyper-sphere are generated and the closest lattice point to the received signal is determined. In [66], an exponential lower bound is derived on the average complexity of SD, and it is shown that the worst case complexity is exponential [1, 58]. However, it is experienced that over certain ranges of rate, Signal to Noise Ratio (SNR) and dimension the average complexity is polynomial [58].

Recently, a variety of sub-optimum polynomial time algorithms based on Semi-Definite Programming (SDP) are suggested for lattice decoding [124, 125, 85, 86, 143, 121, 150, 95, 91]. In all of these methods, the detection problem is lifted into a higher dimension and the discrete set of possible vectors is replaced by a convex (and therefore connected) set. By using the convex optimization techniques, an approximate solution to lattice decoding problem is obtained. Overall, this procedure yields a polynomial time approximation of the difficult optimization problem present in the ML detection problem.

This part of the thesis presents several relaxation models based on SDP for the lattice decoding problem. These relaxation models can be categorized in (i) Vector Lifting Semi-Definite Programming (VLSDP) models and (ii) Matrix Lifting Semi-Definite Programming (MLSDP) models [40, 11], where they result in different performance and computational complexity trade-offs. In the proposed relaxation models, the transmitted vector is expanded as a linear combination (with zero-one coefficients) of all the possible constellation points in each dimension. Using this formulation, the distance minimization in Euclidean space is expressed in terms of a binary quadratic minimization problem. The minimization of this problem is over the set of all binary rank-one matrices with column sums equal to one.

In order to solve this minimization problem, by using VLSDP, two relaxation models are presented, providing a trade-off between the computational complexity and the performance (both models can be solved with polynomial-time computational complexity). Simulation results show that the performance of the last model is near optimal for M-ary QAM or PSK constellation (with an arbitrary binary labeling, say Gray labeling). Therefore, the decoding algorithm built on the proposed model using VLSDP has a near-ML performance with polynomial computational complexity. In the relaxation models based on MLSDP, a large reduction

\textsuperscript{1}This technique is introduced in the mathematical literature several years ago [19, 43].
in the computational complexity is achieved as compared to that in \textit{VLSDP} models (the number of variables is decreased from $O(N^2K^2)$ to $O((N+K)^2)$, where $N$ is the number of antennas and $K$ is the number of constellation points in each real dimension.

4.2 \textit{Lattice Decoding Problem Formulation}

A \textit{MIMO} system with $\tilde{N}$ transmit antennas and $\tilde{M}$ receive antennas ($\tilde{M} \times \tilde{N}$ \textit{MIMO} system) is modeled as

$$\tilde{y} = \sqrt{\text{SNR}} \tilde{H} \tilde{x} + \tilde{n}, \quad (53)$$

where $\tilde{H} = [\tilde{h}_{ij}]$ is the $\tilde{M} \times \tilde{N}$ channel matrix composed of independent, identically distributed complex Gaussian random elements with zero mean and unit variance, $\tilde{n}$ is an $\tilde{M} \times 1$ complex AWGN vector with zero mean and unit variance, and $\tilde{x}$ is an $\tilde{N} \times 1$ data vector whose components are selected from a complex set $\{\tilde{s}_1, \tilde{s}_2, \cdots, \tilde{s}_K\}$ with an average energy of $\tilde{E}_{s_{av}}$. The parameter $\text{SNR}$ in (53) is the \textit{SNR} per receive antenna.

To avoid using complex matrices, the system model (53) is represented by real matrices in (54).

$$\begin{bmatrix} \Re(\tilde{y}) \\ \Im(\tilde{y}) \end{bmatrix} = \sqrt{\frac{\text{SNR}}{\tilde{M}\tilde{E}_{s_{av}}}} \begin{bmatrix} \Re(\tilde{H}) & \Im(\tilde{H}) \\ -\Im(\tilde{H}) & \Re(\tilde{H}) \end{bmatrix} \begin{bmatrix} \Re(\tilde{x}) \\ \Im(\tilde{x}) \end{bmatrix} + \begin{bmatrix} \Re(\tilde{n}) \\ \Im(\tilde{n}) \end{bmatrix}$$

$$\Rightarrow y = Hx + n, \quad (54)$$

where $y$ is the \textit{received vector}, and $x$ is the \textit{input vector}. Decoding concerns the operation of recovering the transmitted vector $x$ from the received signal $y$, based upon the knowledge\footnote{Note that, throughout the paper, it is assumed that the detector, or receiver, has access to not only the received vector, $y$, but also the channel matrix, $H$. The problem of accessing to these quantities is not in the scope of this thesis.} of $y$ and $H$ and produce an estimated transmitted vector $\hat{x}$. Note that the representation in (54) is known as the lattice representation of the \textit{MIMO} system [30, 31, 32]. The matrix $H$ is the lattice generator/basis of the \textit{MIMO} system in (53).

The important performance measure of the decoding algorithms is the \textit{probability of error} which is defined as the probability that the estimated transmitted vector, $\hat{x}$, is not the input vector, $x$, i.e.

$$P\{\hat{x} \neq x\}. \quad (55)$$
In the sequel, different methods are compared based on the performance which is defined as the probability of error. The method that minimizes this performance measure is known as ML method. At the receiver, the ML decoding rule is given by [138]

$$\hat{x} = \arg \min_{x \in S} \|y - Hx\|^2.$$  \hspace{1cm} (56)

In the context of mathematics, the problem in (56) is known as the lattice decoding problem which encounters finding the closest point of the lattice defined by $H$ to the received vector $y$. In digital communication applications, this problem is known as the integer least-square problem, which can be seen in many areas, e.g. the detection of symbols transmitted over the multiple antenna wireless channel [134], the multiuser detection problem in Code Division Multiple Access CDMA systems [41], the simultaneous detection of multiple users in a DSL system affected by crosstalk [50], and cryptography. The results, here, can be applied to all these applications. However, the problem of lattice decoding in MIMO systems is the focus of this thesis.

### 4.3 Lattice Decoding Methods

Existing methods for solving the integer least-square problem are classified in four categories:

1. Heuristic methods
2. Lattice Basis Reduction methods
3. Sphere Decoding methods
4. Semi-Definite Programming methods

#### 4.3.1 Heuristic Methods

ZFD [118, 69] and MMSED [65, 148] are the well known methods in heuristic methods. In ZFD, the vector resulted by multiplying the received vector by pseudo inverse (Moore-Penrose inverse [78]) of matrix $H$, denoted by $H^\dagger$, is rounded off to the closest integer.

$$\hat{x} = \left[H^\dagger y\right], \hspace{1cm} (57)$$

where this point is known as Babai point [4].

MMSED has the same principal as ZFD, but this detector considers the effect of the noise variance. By using inter-antenna interference in ZFD, the $H^\dagger$ in (57) is replaced by

$$\left(H^*H + \sigma^2 I\right)^{-1}H^*, \hspace{1cm} (58)$$
where \( \sigma^2 \) is the noise variance.

**DFD** is another type of heuristic method in which the components of the signal point are estimated recursively by one of the aforementioned answers (ZFD or MMSED) and the effect of each detected component is cancelled on the next ones. This procedure is also called **Nulling and Cancellation** method. Nulling and cancellation method is suffering from error propagation. If the first component is estimated wrong, it has an adverse effect on the estimation of the other components.

In \([52, 38]\), **VBLAST** detection algorithm based on DFD algorithm and an appropriate ordering for detecting components is introduced. The detection order is accordance with the descending order of \( \text{SNR} \) of different elements in the received point. This algorithm has the same answer with the **Nearest Plane** algorithm that Babai presented in \([4]\) using lattice reduction concept (Babai point).

**VBLAST** can handle high data rates with reasonable complexity; however, the loss in performance as compared to **ML** decoding is usually significant. In addition: (i) **VBLAST** transmits independent data streams on its antennas, so there is no built-in spatial or temporal coding, and (ii) the decoding scheme does not work with fewer receive than transmit antennas.

### 4.3.2 Lattice Basis Reduction Methods

The algorithm for finding the closest point of \( \mathbb{Z}^N \) to the received point in \( N \)-D real space is just to round off the point components in real space. However, the rounding off procedure in **ZFD** or **MMSED** can not always provide the right answer. It can be shown that the aforementioned suboptimal procedures are guarantees to find the nearest point in the lattice if and only if the basis vectors of \( \mathbf{H} \) are mutually orthogonal. Unfortunately, such condition cannot be satisfied for every generator matrix \( \mathbf{H} \).

The solution for this problem may be found in **lattice basis reduction** context. Lattice basis reduction is transforming a given lattice basis into a basis consisting vectors which are short and fairly orthogonal. In other words, the channel matrix \( \mathbf{H} \) is decomposed to \( \mathbf{H} = \mathbf{QH'} \) such that \( \mathbf{Q} \) is unimodular\(^3\) and the matrix \( \mathbf{H'} \) consists of vectors which are shorter and more orthogonal compared to the vectors defined by \( \mathbf{H} \).

General known procedures for lattice decoding using lattice basis reduction find the solution in three steps (see Chapter 5.5):

1. Reduce lattice basis (\( \mathbf{H} = \mathbf{H'} \mathbf{Q} \)).
2. Perform finding the point in reduced lattice (finding the closest lattice point to \( \mathbf{y} \) in the

---

\(^3\)A unimodular matrix is an integer square matrix whose determinant is one.
lattice defined by $H^\prime$).

3. Transform result to the original lattice (multiplying $Q^{-1}$ to the answer).

It can be shown that for the decoding of a lattice, the KZ reduced basis is a more powerful tool than the LLL reduced basis \[6, 1\] for small dimensions ($N < 15$) \[145\]. However, for large dimensions LLL reduced basis speeds up the decoding algorithm up to two orders of magnitude. Moreover, in \[130\], it is shown that the decoding algorithm using LLL basis reduction achieves the same receive diversity as the ML decoding algorithm (which is equal to the number of receive antennas). In \[103\], LLL reduced basis is used with suboptimal lattice decoders, such as ZFD and VBLAST. Moreover, an algorithm for changing LLL reduction for complex matrix is proposed. In \[4\], Babai showed the LLL assumption for the goodness of the Babai point is essential.

### 4.3.3 Sphere Decoding Methods

ML decoder finds the optimal solution by searching over all lattice points in the constellation (lattice code). This decoder is practically infeasible due to its exponential complexity \[139\]; however, its improvement in the bit error rate performance cannot be neglected.\(^4\)

A number of algorithms can be found in mathematical contexts for general lattice decoding. Kannan’s algorithm \[67\] recursively searches all the lattice points inside an $N$-D rectangular parallelepiped (cube), centered at $y$ with its edges along the Gram-Schmidt vectors of a proper basis of the lattice. \[7\], \[68\] and \[61\] are different variants of Kannan’s algorithm. In Fincke and Pohst algorithm \[43\] (called as sphere decoding algorithm), lattice points inside an $N$-D hypersphere centered at $y$ are searched. By finding a lattice point inside the sphere, the radius of the sphere is updated. Later, Schnorr and Euchner \[19\] introduced an improved version of Fincke and Pohst’s algorithm \[43\]. They suggested to enumerate the lattice points inside the $N$-D hypersphere in an order which enumerates the values of components in the order of increasing distance from the components of integer point corresponding to $y$.

Several applications in communications have used these algorithms. Viterbo and Boutros \[141\] used an algorithm based on Fincke and Pohst’s \[43\] algorithm for decoding in fading channels. Damen et. al. used this idea for decoding in MIMO channels \[30, 31, 32\]. They have explored the lattice representation of a multi antenna system and the algebraic space-time codes for any number of transmit and receive antennas. Based on this representation, they have applied the sphere decoding algorithm of \[141\].

Hassibi and Vikalo introduced a sphere decoding algorithm \[58, 59\] for MIMO systems.

\(^{4}\)More comparisons between ML decoder and suboptimal decoders are in \[57\].
based on Fincke and Pohst’s algorithm. Instead of determining the lattice points in an \( N \)-D space, this algorithm recursively determines components of the lattice in each dimension. The only problem here is the choice of a proper radius. Radius in [58, 59] is a scaled version of the noise variance such that with a high probability a lattice point inside the sphere can be found. In \textit{Closest Lattice Point Search Algorithm} [1], Agrell et. al. have generalized Schnorr and Euchner’s algorithm for decoding of any \textit{MIMO} system. In this method, the radius is ignored in the search algorithm due to the special ordering. There are several variants for this algorithm. Chan and Lee [22] have used the same ordering as Schnorr-Euchner ordering in Fincke and Pohst’s sphere decoding algorithm. In [103], an algorithm based on using \textit{LLL} reduction and Schnorr-Euchner ordering in Fincke and Pohst algorithm is proposed.

In [33], Finite signal sets and a fresh look at the class of decoding algorithms as stack algorithms are considered. Based on Fincke and Pohst’s algorithm and Schnorr and Euchner’s algorithm two reduced complexity algorithms for general lattice codes are proposed. By using efficient pre-processing stage a near \textit{ML} decoding algorithm that uniformly outperforms all known sphere decoders in terms of receiver complexity is introduced.

It has been shown that sphere decoding gains huge improvement over \textit{VBLAST} decoding method, full diversity of coded multi antenna systems, high spectral efficiency, independency of the constellation size, and maximum likelihood performance. There have been several attempts for improving the sphere decoding algorithm specially because of \textit{ML} decoder performance. However, in [66], an exponential lower bound is derived on the average complexity of sphere decoding, and it is shown that the worst case complexity is exponential [1, 58]. However, it is experienced that over certain ranges of rate, SNR and dimension the average complexity is polynomial [58].

\section*{4.3.4 Semi-Definite Programming methods}

Recently, due to exponential complexity of sphere decoding algorithms, the attention is moved to a variety of sub-optimum polynomial time algorithms based on Semi-Definite Programming (SDP), [124, 125, 85, 86, 143, 121, 150, 95, 91].

In [124, 86], a quasi-ML method for lattice decoding is introduced. Each signal constellation is expressed by its binary representation and the decoding is transformed into a quadratic minimization problem [124]. Then, the resulting problem is solved using a relaxation for rank-one matrices in SDP context. It is shown that this method has a near optimum performance and a polynomial time worst case complexity. However, the method proposed in [124] is limited to scenarios that the constellation points are expressed as a linear combination of bit labels. A typical example is the case of natural labeling in conjunction with PSK constellation [125].
Another quasi-maximum likelihood decoding method is introduced in [85] for larger PSK constellations with near ML performance and low complexity.

Another quasi-ML decoding method is introduced in [143] for the MIMO systems employing 16-QAM, where the structure of constellation is captured by a polynomial constraint. Then, by introducing some slack variables, the constraints are expressed in terms of quadratic polynomials. This method can be generalized for larger constellations at the cost of defining more slack variables, increasing the complexity, and significantly decreasing the performance. The method proposed in [121] is a further relaxation of [143], only utilizing upper and lower bounds on the symbol energy in the relaxation step. There is a very slight degradation in performance compared to [143]; however, its computational complexity is independent of the constellation size for any uniform QAM (order of complexity is cubic). The method in [150] is a further tightening of [121] by appending some inequality conditions that are implicit in the alphabet constraint. Its computational complexity is still less than that in [143].

This part presents several quasi-ML algorithms based on using SDP. The proposed SDP relaxation models are based on vector lifting and matrix lifting SDP relaxations. The computational complexity of matrix lifting SDP models are low. However, a near-ML performance with higher complexity with vector lifting SDP models can be achieved. In the next two chapters, these relaxation models are presented in details.
CHAPTER 5

VECTOR LIFTING SEMI-DEFINITE PROGRAMMING

Abstract – In this chapter, a quasi-maximum likelihood algorithm based on Semi-Definite Programming (SDP) is proposed. Several SDP relaxation models for Multiple-Input Multiple-Output (MIMO) systems, with increasing complexity, are introduced. Interior-point methods are used to solve the models and obtain a near-ML performance with polynomial computational complexity. Lattice basis reduction is applied to further reduce the computational complexity of solving these models.

5.1 Introduction

Semi-Definite Programming (SDP) is a powerful tool for bounding the optimal value of a combinatorial optimization problem. Its first application in communications was to bound the Shannon capacity of a graph [84]. The successful implementation of a sub-optimal solution for MAX-CUT problem in [51] based on SDP opened a new approach on using SDP in different applications. The application of SDP to the detection problem considered herein has been studied previously in the communications literature [124, 125, 85, 86, 143, 121, 150, 95, 91].

This chapter develops an efficient approximate Maximum Likelihood (ML) decoder for Multiple-Input Multiple-Output (MIMO) systems based on Vector Lifting Semi-Definite Programming (VLSDP). In the proposed method, the transmitted vector is expanded as a linear combination (with zero-one coefficients) of all the possible constellation points in each dimension. Using this formulation, the distance minimization in Euclidean space is expressed in terms of a binary quadratic minimization problem. The minimization of this problem is over the set of all binary rank-one matrices with row sums equal to one. In order to solve this minimization problem, two relaxation models (Model III and IV) are presented, providing
a trade-off between the computational complexity and the performance (both models can be solved with polynomial-time complexity). Two additional relaxation models (Model I and II) are presented as intermediate steps in the derivations of Model III and IV.

**Model I:** A preliminary SDP relaxation of the minimization problem is obtained by removing the rank-one constraint in the problem and using Lagrangian duality [146]. This relaxation has many redundant constraints and no strict interior point in the feasible set (there are numerical difficulties in computing the solution for a problem without an interior point).

**Model II:** To overcome this drawback, the feasible set is projected onto a face of the semi-definite cone. Then, based on the identified redundant constraints, another form of the relaxation is obtained, which can be solved using interior-point methods.

**Model III:** The relaxation Model II results in a weak lower bound. To strengthen this relaxation model, the structure of the feasible set is investigated. An interesting property of the feasible set imposes a zero pattern for the solution. Adding this pattern as an extra constraint to the previous relaxation model results in a stronger model.

**Model IV:** Finally, the strongest relaxation model in this chapter is introduced by adding some additional non-negative constraints. The number of non-negative constraints can be adjusted to provide a trade-off between the performance and complexity of the resulting method.

Simulation results show that the performance of the last model is near optimal for M-ary QAM or PSK constellation (with an arbitrary binary labeling, say Gray labeling\(^1\)). Therefore, the decoding algorithm built on this model has a near-ML performance with polynomial computational complexity.

The proposed models result in a solution that is not necessarily a binary rank-one matrix. This solution is changed to a binary rank-one matrix through a randomization algorithm. As the first step, the conventional randomization algorithms are modified to adopt to the SDP problem here. Moreover, a new randomization procedure is introduced which finds the optimal binary rank-one solution in a smaller number of iterations than the conventional ones. Finally, using a lattice basis reduction method to further reduce the computational complexity of the proposed relaxation models is discussed. The extension of the decoding technique for soft output decoding is also investigated.

### 5.2 Problem Formulation

Consider the MIMO system defined in (54). Noting \(x_i \in \{s_1, \ldots, s_K\}\), for \(i = 1, \ldots, N\),

\[
x_i = u_{i,1}s_1 + u_{i,2}s_2 + \cdots + u_{i,K}s_K,
\]

\(^1\)It is shown that Gray labeling, among all possible constellation labeling methods, offers the lowest possible average probability of bit errors [2].
where
\[ u_{i,j} \in \{0,1\} \quad \text{and} \quad \sum_{j=1}^{K} u_{i,j} = 1, \quad \forall i = 1, \ldots, N. \quad (60) \]

Let
\[ U = \begin{bmatrix}
  u_{1,1} & \cdots & u_{1,K} \\
  u_{2,1} & \cdots & u_{2,K} \\
  \vdots & \ddots & \vdots \\
  u_{N,1} & \cdots & u_{N,K}
\end{bmatrix} \quad \text{and} \quad s = \begin{bmatrix}
  s_1 \\
  \vdots \\
  s_K
\end{bmatrix}. \]

Therefore, the transmitted vector is \( x = Us \) with the constraint \( Ue_K = e_N \). This constraint represents a constraint on the binary matrix \( U \) with row sums equal to one.

**Remark 1** Note that for the case of complex numbers, e.g. PSK constellations, the same approach can be applied, resulting in \( \tilde{x} = Us \) for the MIMO system in (53), where \( \tilde{s} \) is the vector of PSK constellation points.

Considering the new notation for the input vector \( x \), the ML decoding rule in (56) is equivalent to
\[
\min_{Ue_K = e_N} \|y - HUs\|^2 \equiv \\
\min_{Ue_K = e_N} s^TU^TH^THUs - 2y^THUs. \quad (61)
\]

Therefore, the decoding problem can be formulated as
\[
\min \quad s^TU^TH^THUs - 2y^THUs \\
\text{s.t.} \quad Ue_K = e_N \\
u_{i,j} \in \{0,1\}. \quad (62)
\]

Let \( Q = H^TH, S = ss^T, C = -sy^TH, \) and let \( E_{N \times K} \) denote the set of all binary matrices in \( M_{N \times K} \) with row sums equal to one, i.e.
\[
E_{N \times K} = \left\{ U \in M_{N \times K} : Ue_K = e_N, u_{i,j} \in \{0,1\} \right\}. \quad (63)
\]

Therefore, the minimization problem (62) is
\[
\min \quad \text{trace} \left( SU^TQU + 2CU \right) \\
\text{s.t.} \quad U \in E_{N \times K} \quad (64)
\]
5.3 Vector-Lifting Semi-Definite Programming Solution

A quadratic vector optimization solution of (64) can be obtained by defining \( u = \text{vec}(U^T) \), \( U \in E_{N \times K} \). By using this notation, the objective function is replaced by \( u^T (Q \otimes S) u + 2 \text{vec}(C)^T u \), i.e. the minimization problem (64) is

\[
\min \quad u^T (Q \otimes S) u + 2 \text{vec}(C)^T u.
\]

s.t. \( u = \text{vec}(U^T), U \in E_{N \times K} \) \hspace{1cm} (65)

This is a quadratic minimization problem with binary variables [146]. Some recent studies on solving binary quadratic minimization problems such as Graph Partitioning [147] and Quadratic Assignment Problem [156,123] show that SDP is a very promising approach to provide tight relaxations for such problems. In the following, several SDP relaxation models for the minimization problem in (65) are derived. Appendix C provides the mathematical framework for these models using the Lagrangian duality [146].

Consider the minimization problem in (65). Since \( u \) is a binary vector, the objective function can be represented by

\[
u^T (Q \otimes S) u + 2 \text{vec}(C)^T u = \text{trace} \left( [1 \ u^T] L_Q [1 \ u] \right) = \text{trace} \left( L_Q \begin{bmatrix} 1 & u \\ u^T & uu^T \end{bmatrix} \right), \]

where \( L_Q := \begin{bmatrix} 0 & \text{vec}(C)^T \\ \text{vec}(C) & Q \otimes S \end{bmatrix} \). Therefore, the minimization problem (65) using VLSDP can be written as

\[
\min \quad \text{trace} \left( L_Q \begin{bmatrix} 1 \\ u \end{bmatrix} \begin{bmatrix} u^T \\ uu^T \end{bmatrix} \right)
\]

s.t. \( u = \text{vec}(U^T), U \in E_{N \times K} \) \hspace{1cm} (67)

Note that in the VLSDP optimization problem (65), \( u \) is an \( n = NK-D \) vector, and hence, the optimization parameter is a matrix in \( S_{NK+1} \), which has \( (NK + 1)^2 \) variables.

To derive the first semi-definite relaxation model, a direct approach based on the well known lifting process [5] is selected. In accordance to (67), for any \( U \in E_{N \times K}, u = \text{vec}(U^T) \), the feasible points of (67) are expressed by

\[
Y_u = \begin{bmatrix} 1 \\ u \end{bmatrix} \begin{bmatrix} 1 & u^T \\ u & uu^T \end{bmatrix} = \begin{bmatrix} 1 \\ u \end{bmatrix} \begin{bmatrix} u^T \\ uu^T \end{bmatrix} \hspace{1cm} (68)
\]
The matrix $Y_u$ is a rank-one and positive semi-definite matrix. Also,

$$\text{diag}(Y_u) = Y_u^T = Y_{u,0},$$

where $Y_{u,0}$ (resp. $Y_{u,0}$) denotes the first row (resp. the first column)$^2$ of $Y_u$ (Note that $u$ is a binary vector, and consequently, $\text{diag}(uu^T) = u$).

In order to obtain a tractable SDP relaxation of (67), the rank-one restriction is removed from the feasible set. In fact, the feasible set is approximated by another larger set $F$, defined as

$$F := \text{conv}\{Y_u : u = \text{vec}(U^T), \ U \in \mathcal{E}_{N \times K}\}.$$  \hspace{1cm} (69)

This results in the first relaxation model (Model I) for the original problem given in (65):

$$\begin{array}{ll}
\min & \text{trace}\mathcal{L}_Q Y \\
\text{s.t.} & Y \in F
\end{array}$$  \hspace{1cm} (70)

It is clear that the matrices $Y_u$ for $u = \text{vec}(U^T), \ U \in \mathcal{E}_{N \times K}$ are the feasible points of $F$. Moreover, since these points are rank-one matrices, they are contained in the set of extreme points of $F$, see e.g. [111]. In other words, if the matrix $Y$ is restricted to be rank-one in (70), i.e. $Y = \begin{bmatrix} 1_u \\ u^T \end{bmatrix}$ for some $u \in \mathbb{R}^n$, then the optimal solution of (70) provides the optimal solution of (65).

The SDP relaxation problem (70) is not solvable in polynomial time and $F$ has no interior points. Therefore, the goal is to approximate the set $F$ by a larger set containing $F$. In the following, it is shown that $F$ actually lies in a smaller dimensional subspace. Moreover, relative to this subspace, $F$ will have interior points.

5.3.1 Geometry of the Relaxation

In order to approximate the feasible set $F$ for solving the problem, the geometrical structure of this set is elaborated. In other words, the constraints defining $Ue_K = e_N$ is eliminated by providing a tractable representation of the linear manifold spanned by this constraint. This method is called gradient projection or reduced gradient method [56]. The following lemma is on the representation of matrices having sum of the elements in each row equal to one.

**Lemma 7** Let

$$G = \begin{bmatrix} I_{K-1} \\ -e_{K-1} \end{bmatrix} \in \mathcal{M}_{(K-1) \times K}$$  \hspace{1cm} (71)

$^2$ Matrix $Y_u$ is indexed from zero.
and
\[ \mathbf{F} = \frac{1}{K} (\mathbf{E}_{N \times K} - \mathbf{E}_{N \times (K-1)}) \mathbf{G} \in \mathcal{M}_{N \times K}. \] (72)

A matrix \( \mathbf{U} \in \mathcal{M}_{N \times K} \) with the property that the summation of its elements in each row is equal to one, i.e. \( \mathbf{U} \mathbf{e}_K = \mathbf{e}_N \), can be written as
\[ \mathbf{U} = \mathbf{F} + \hat{\mathbf{U}} \mathbf{G}, \] (73)

where \( \hat{\mathbf{U}} = \mathbf{U}(1 : N, 1 : (K - 1)) \).

Proof: see Appendix A.

Corollary 2 \( \forall \mathbf{U} \in \mathcal{E}_{N \times K}, \exists \hat{\mathbf{U}} \in \mathcal{M}_{N \times (K-1)}, \hat{\mathbf{u}}_{ij} \in \{0, 1\} \) s.t. \( \mathbf{U} = \mathbf{F} + \hat{\mathbf{U}} \mathbf{G} \), where \( \hat{\mathbf{U}} = \mathbf{U}(1 : N, 1 : (K - 1)) \).

Using Lemma 7, the following theorem can be proved which provides the structure of the elements in the set \( \mathcal{F} \).

Theorem 8 Define the vector \( \mathbf{b}_V \) as
\[ \mathbf{b}_V = \frac{1}{K} (\mathbf{e}_{NK} - (\mathbf{I}_N \otimes \mathbf{G}^T) \mathbf{e}_{(K-1)N}) \]
and let
\[ \hat{\mathbf{V}} = \begin{bmatrix} 1 \\ \mathbf{b}_V \\ \mathbf{I}_N \otimes \mathbf{G}^T \end{bmatrix}, \] (74)

where \( \hat{\mathbf{V}} \in \mathcal{M}_{(NK+1) \times [(K-1)N+1]} \). For any \( \mathbf{Y} \in \mathcal{F} \), there exists a symmetric matrix \( \mathbf{R} \) of order \( N(K-1) + 1 \), indexed from 0 to \( N(K-1) \), such that
\[ \mathbf{Y} = \hat{\mathbf{V}} \mathbf{R} \hat{\mathbf{V}}^T, \ \mathbf{R} \succeq 0, \ \text{and} \ \mathbf{r}_{00} = 1, \ \mathbf{r}_{ii} = \mathbf{r}_{0i}, \ \forall i. \] (75)

Also, if \( \mathbf{Y} \) is an extreme point of \( \mathcal{F} \), then \( \mathbf{r}_{ij} \in \{0, 1\} \), otherwise \( \mathbf{r}_{ij} \in [0, 1] \) for \( i, j \in \{0, \ldots, N(K-1)\} \).

Proof: see Appendix A.

Using Theorem 8, it is easy to show that the set \( \mathcal{F}_r \) contains \( \mathcal{F} \):
\[ \mathcal{F}_r = \{ \mathbf{Y} \in \mathcal{S}_{NK+1} : \exists \mathbf{R} \in \mathcal{S}_{(K-1)N+1}, \mathbf{R} \succeq 0, \ \mathbf{r}_{00} = 1, \ \mathbf{Y} = \hat{\mathbf{V}} \mathbf{R} \hat{\mathbf{V}}^T, \ \text{diag}(\mathbf{Y}) = \mathbf{Y}_{0:} \} \]. (76)

Therefore, the feasible set in (70) is approximated by \( \mathcal{F}_r \). This results in the second relaxation model (Model II) of the original problem given in (65):
\[
\begin{align*}
\min & \ \text{trace} (\hat{\mathbf{V}}^T \mathbf{L} \hat{\mathbf{V}}) \mathbf{R} \\
\text{s.t.} & \ \text{diag}(\hat{\mathbf{V}} \mathbf{R} \hat{\mathbf{V}}^T) = (1, (\hat{\mathbf{V}} \mathbf{R} \hat{\mathbf{V}}^T)_{0,1:n})^T \\
& \ \mathbf{R} \succeq 0.
\end{align*}
\] (77)
Note that the matrices $Y_u$ are contained in the set of extreme points of $\mathcal{F}$. Only those faces of $\mathcal{F}$ which contain all of the extreme points are required to be considered. Therefore, only the minimal face (the intersection of all these faces) is desirable. It will be shown that the SDP relaxation (77) is the projection of the SDP relaxation (70) onto the minimal face of $\mathcal{F}$.

Solving the relaxation model in (70) over $\mathcal{F}$ results in the optimal solution of the original problem in (67), but this problem is NP-hard. Solving the relaxation model in (77) over $\mathcal{F}_r$ results in a weaker bound for the optimal solution. In order to improve this bound, the relaxation is strengthen by adding an interesting property of the matrix $Y_u$. This results in the next relaxation model.

### 5.3.2 Tightening the Relaxation by Gangster Operator

The feasible set of the minimization problem (77) is convex. It contains the set of matrices of the form $Y_u$ corresponding to different vectors $u$. However, the SDP relaxations may contain many points that are not in the affine hull of these $Y_u$. In the following, a condition which is implicit in the matrix $Y_u$ is extracted and explicitly is added to the relaxation model (77). Subsequently, some redundant constraint are removed and this results in an improved relaxation (relaxation Model III).

**Theorem 9** Let $\mathcal{U}$ denote the set of all binary vectors $u = \text{vec}(U^T)$, $U \in \mathcal{E}_{N \times K}$. Define the barycenter point, $\hat{Y}$, as the arithmetic mean of all the feasible points in the minimization problem (67); therefore,

$$\hat{Y} = \frac{1}{K^N} \sum_{u \in \mathcal{U}} Y_u = \frac{1}{K^N} \sum_{u \in \mathcal{U}} \left[ \frac{1}{u^T u} \right].$$

Then:

1) $\hat{Y}$ has (a) the value of 1 as its $(0,0)$ element, (b) $N$ blocks of dimension $K \times K$ on its diagonal which are diagonal matrices with elements $1/K$, and (c) the first row and first column equal to the vector of its diagonal elements. The rest of the matrix is composed
of $K \times K$ blocks with all elements equal to $1/K^2$:

$$
\hat{Y} = \begin{bmatrix}
1 & \frac{1}{K} e_n^T \\
\frac{1}{K} e_n & \begin{bmatrix}
\frac{1}{K} I_K & \frac{1}{K^2} E_K & \cdots & \frac{1}{K^2} E_K \\
\cdots & \ddots & \ddots & \cdots \\
\frac{1}{K^2} E_K & \cdots & \frac{1}{K^2} E_K & \frac{1}{K} I_K
\end{bmatrix}
\end{bmatrix}
$$

$$
= \begin{bmatrix}
1 & \frac{1}{K} e_n^T \\
\frac{1}{K} e_n & \begin{bmatrix}
0 & 0 \\
0 & T_n
\end{bmatrix}
\end{bmatrix}
+ \begin{bmatrix}
0 & 0 \\
0 & \frac{1}{K^2} I_N \otimes (K I_K - E_K)
\end{bmatrix};
$$

(79)

ii) $\text{rank}(\hat{Y}) = N(K - 1) + 1$;

iii) The $NK + 1$ eigenvalues of $\hat{Y}$ are given in the vector

$$
\begin{bmatrix}
K + N & \frac{1}{K} e_n^T, 0^T
\end{bmatrix}^T;
$$

iv) The null space of $\hat{Y}$ can be expressed by $N(\hat{Y}) = \{ u : u \in \mathcal{R}(T^T) \}$, where the constraint matrix $T$ is the following $N \times (NK + 1)$ matrix

$$
T = \begin{bmatrix}
-e_N & I_N \otimes e_K
\end{bmatrix};
$$

v) the range of $\hat{Y}$ can be expressed by the columns of the $(NK + 1) \times (N(K - 1) + 1)$ matrix $\hat{V}$. Furthermore, $T \hat{V} = 0$.

Proof: see Appendix A.

Remark 3 The faces of the positive semi-definite cone are characterized by the null space of the points in their relative interior. The minimal face of the SDP problem contains matrices $Y_u$ and can be expressed as $\hat{V} S_{N(K - 1) + 1} \hat{V}^T$. Thus, the SDP relaxation (77) is a projected relaxation onto the minimal face of the feasible set $\mathcal{F}$.

Theorem 9 suggests a zero pattern for the elements of $\mathcal{F}$. Therefore, Gangster Operator [156] can be used to represent these constraints more efficiently. Let $J$ be a set of indices, then this operator is defined as
\[(G_f(Y))_{ij} = \begin{cases} y_{ij} & \text{if } (i, j) \text{ or } (j, i) \in J \\ 0 & \text{otherwise.} \end{cases} \] (80)

Considering the barycenter point, \(G_f(\hat{Y}) = 0\) for

\[J = \{(i, j) : i = K(p - 1) + q, j = K(p - 1) + r, q < r, q, r \in \{1, \cdots, K\}, p \in \{1, \cdots, N\}\}.\] (81)

Since \(\hat{Y}\) is a convex combination of all matrices in \(U\) with entries either 0 or 1; hence, from (81), it is clear that \(G_f(Y_u) = 0\). Also, all the points from the feasible set \(F\) are the convex combination of \(Y_u\). Therefore,

\[G_f(Y) = 0, \quad \forall Y \in F. \] (82)

The feasible set of the projected SDP in (77) is tightened by adding the constraints \(G_f(Y) = 0\). By combining these constraints and (77), there are some redundant constraints that can be removed to enhance the relaxation model. This is expressed in the following lemma.

**Lemma 10** Let \(R\) be an arbitrary \((N(K - 1) + 1) \times (N(K - 1) + 1)\) symmetric matrix with

\[R = \begin{bmatrix} r_{00} & R_{01} & \cdots & R_{0N} \\ R_{10} & R_{11} & \cdots & R_{1N} \\ \vdots & \ddots & \ddots & \vdots \\ R_{N0} & R_{N1} & \cdots & R_{NN} \end{bmatrix}, \] (83)

where \(r_{00}\) is a scalar, \(R_{i0}\), for \(i = 1, \cdots, N\) are \((K - 1) \times 1\) vectors and \(R_{ij}\), for \(i, j = 1, \cdots, N\), are \((K - 1) \times (K - 1)\) blocks of \(R\). Theorem 8 states that \(Y = \hat{V}R\hat{V}^T\). The matrix \(Y\) can also be partitioned as

\[Y = \begin{bmatrix} y_{00} & Y_{01} & \cdots & Y_{0N} \\ Y_{10} & Y_{11} & \cdots & Y_{1N} \\ \vdots & \ddots & \ddots & \vdots \\ Y_{N0} & Y_{N1} & \cdots & Y_{NN} \end{bmatrix}, \] (84)

where \(y_{00}\) is a scalar, \(Y_{i0}\), for \(i = 1, \cdots, N\) are \(K \times 1\) vectors and \(Y_{ij}\), for \(i, j = 1, \cdots, N\), are \(K \times K\) blocks of \(Y\). Then,

1. \(y_{00} = r_{00}\) and \(Y_{i0}e_K = r_{00}\), for \(i = 1, \cdots, N\).
2. \(Y_{0j} = e_K^T Y_{ij}\) for \(i, j = 1, \cdots, N\).
Proof: Noting \( T Y = 0 \) (see Theorem 9), the proof follows.

If the Gangster operator is applied to (77), the following constraint would be redundant:

\[
\text{diag}(\hat{V} R \hat{V}^T) = (1, (\hat{V} R \hat{V}^T)_{0,1:n})^T.
\]

Note that using Lemma 10, \( Y_{0j} = e_k^T Y_{jj} \) for \( j = 1, \cdots, N \) and the off-diagonal entries of each \( Y_{jj} \) are zero. Therefore, by defining a new set \( \bar{J} = J \cup \{0,0\} \) and eliminating the redundant constraints, a new SDP relaxation model (Model III) is obtained:

\[
\min \text{ trace}(\hat{V}^T L Q \hat{V}) R \\
\text{s.t. } G_{\bar{J}}(\hat{V} R \hat{V}^T) = E_{00} \\
R \succeq 0,
\]

where \( R \) is an \((N(K - 1) + 1) \times (N(K - 1) + 1)\) matrix and \( E_{00} \) is an \((NK + 1) \times (NK + 1)\) all zero matrix except for a single element equal to 1 in its \((0,0)\)th entry. With this new index set \( \bar{J} \), all the redundant constraints can be removed while maintaining the SDP relaxation. The relaxation model in (86) corresponds to a tighter lower bound and has an interior point in its feasible set as shown in the following theorem.

**Theorem 11** The \((N(K - 1) + 1) \times (N(K - 1) + 1)\) matrix \( \hat{R} \) defined as

\[
\begin{bmatrix}
1 & \frac{1}{K} e_{N(K-1)}^T \\
\frac{1}{K} e_{N(K-1)} & \frac{1}{K^2} (E_{N(K-1)} + I_N \otimes (K I_{K-1} - E_{K-1}))
\end{bmatrix}
\]

is a strictly interior point of the feasible set for the relaxation problem (86).

Proof: The matrix \( \hat{R} \) is positive definite. The rest of the proof follows by showing \( \hat{V} \hat{R} \hat{V}^T = \hat{Y} \).

The relaxation in (86) is further tightened by considering the non-negativity constraints [123]. All the elements of the matrix \( Y \) which are not covered by the Gangster operator are greater than or equal to zero. These inequalities can be added to the set of constraints in (86), resulting in a stronger relaxation model (Model IV):

\[
\min \text{ trace}(\hat{V}^T L Q \hat{V}) R \\
\text{s.t. } G_{\hat{J}}(\hat{V} R \hat{V}^T) = E_{00} \\
G_{\hat{J}}(\hat{V} R \hat{V}^T) \succeq 0 \\
R \succeq 0,
\]

where the set \( \hat{J} \) indicates those indices which are not covered by \( \hat{J} \).
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Note that this model is considerably stronger than model (86) because non-negative constraints are also imposed in the model. The advantage of this formulation is that the number of inequalities can be adjusted to provide a trade-off between the strength of the bounds and the complexity of the problem. The larger number of the constraints in the model is, the better it approximates the optimization problem (67) (with an increase in the complexity).

The most common methods for solving SDP problems of moderate sizes (with dimensions on the order of hundreds) are Interior Point Methods (IPMs), whose computational complexities are polynomial, see e.g. [3]. There are a large number of IPM-based solvers to handle SDP problems, e.g., DSDP [15], SeDuMi [127], SDPA [70], etc. In the numerical experiments, DSDP and SDPA are used for solving (86), and SeDuMi is implemented for solving (88). Note that adding the non-negativity constraints increases the computational complexity of the model. Since the problem sizes of interest are moderate, the complexity of solving (88) with IPM solvers is tractable.

5.4 Randomization Method

Solving the SDP relaxation models (86) and (88) results in a matrix $R$. This matrix is transformed to $Y$ using $Y = \hat{V}RV^T$, whose elements are between 0 and 1. This matrix has to be converted to a binary rank-one solution of (67), i.e. $Y_u$, or equivalently, a binary vector $u$ as a solution for (65).

For any feasible point of (67), i.e. $Y_u$, the first row, the first column, and the vector of the diagonal elements of this symmetric matrix are equal to a binary solution for (65). For any matrix $Y$ resulting from the relaxation problems (86) or (88), its first row, its first column, and the vector of its diagonal elements are equal. Therefore, the vector $u$ is approximated by rounding off the elements of the first column of the matrix $Y$. However, this transformation results in a loose upper bound on the performance. In order to improve the performance, $Y$ is transformed to a binary rank-one matrix through a randomization procedure. An intuitive explanation of the randomization procedure is presented in [124]. In the following, two randomization algorithms are presented to transform $Y$ to a binary rank-one matrix.

5.4.1 Algorithm I

Goemans and Williamson [51] introduced an algorithm that randomly transforms an SDP relaxation solution to a rank-one solution. This approach is used in [124] for the quasi-ML decoding of a PSK signalling. This technique is based on expressing the BPSK symbols by $\{-1, 1\}$ elements. After solving the relaxation problem in [124], the Cholesky factorization is applied to the $n \times n$ matrix $Y$ and the Cholesky factor $V = [v_1, \ldots, v_n]$ is computed, i.e.
$Y = VV^T$. In [124], it is observed that one can approximate the solution of the distance minimization problem, $u$, using $V$, i.e. $u_i$ is approximated using $v_i$. Thus, the assignment of $-1$ or $1$ to the vectors $\{v_1, \ldots, v_n\}$ is equivalent to specifying the elements of $u$.
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**Figure 13:** Representation of the randomization algorithm in [51]

It is shown that norms of the vectors $\{v_1, \ldots, v_n\}$ are one, and they are inside an $n$-D unit sphere [124], see Figure 13. These vectors should be classified in two different groups corresponding to $1$ and $-1$. In order to assign $-1$ or $1$ to these vectors, the randomization procedure generates a random vector uniformly distributed in the sphere. This vector defines a plane crossing the origin. Among given vectors $v_i, i = 1, \ldots, n$, all the vectors at one side of the plane are assigned to $1$ and the rest are assigned to $-1$, as shown in Figure 13. This procedure is repeated several times and the vector $u$ resulting in the lowest objective function is selected as the answer.

In the proposed approach, the variables are binary numbers. In order to implement the randomization procedure of [51], the computed solution of the $\{0, 1\}$ SDP formulation is bijectively mapped to the solution of the corresponding $\{-1, 1\}$ SDP formulation. More precisely, the following mapping is used:

$$M = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ -1 & 2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ -1 & 0 & \cdots & 2 \end{bmatrix},$$

$$Y_{\{-1,1\}} = MY_{\{0,1\}}M^T,$$  \hspace{1cm} (89)

where $Y_{\{0,1\}}$ is the resulting matrix from the relaxation model (86) or (88) and $Y_{\{-1,1\}}$ is its corresponding matrix with $\{-1, 1\}$ elements. Using (89), the solution for (65) can be computed using a similar randomization method as in [124]. The computational complexity of this randomization algorithm is polynomial [124].

Considering zero-one elements in the proposed SDP models, a new randomization procedure inspired by [51] is proposed. This algorithm can be applied to $\{0, 1\}$ formulation directly.
Therefore, the complexity of the whole randomization procedure is reduced, since the preprocessing step, i.e. bijective mapping in (89), is omitted.

5.4.2 Algorithm II

After solving the relaxation model (86) or (88), the Cholesky factorization of $Y$ results in a matrix $V = [v_1, \ldots, v_n]$ such that $Y = V V^T$. The matrix $Y$ is neither binary nor rank-one. Therefore, norms of the resulting vectors $v_i$ are between zero and one. These vectors are depicted in Figure 14. Intuitively, a sphere with a random radius uniformly distributed between zero and one has the same functionality as the random plane in Figure 13.
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**Figure 14**: Graphic representation for the proposed randomization algorithm

In order to assign 0 or 1 to these vectors, the randomization procedure generates a random number, uniformly distributed between 0 and 1, as the radius of the sphere. Among given vectors $v_i$, $i = 1, \ldots, n$, all the vectors whose norms are larger than this number are assigned to 1 and the rest are assigned to 0. In another variation of this algorithm, the radius of the sphere can be fixed, and norms of these vectors are multiplied by a random number. This procedure is repeated several times and the vector $u$ resulting in the smallest objective function value in (65) is selected as the solution. Simulation results confirm that the proposed method results in a slightly better performance for the lattice decoding problem compared to the first algorithm. Also, the computational complexity of the randomization algorithm is decreased, due to the removal of the preprocessing step in (89). It is worth mentioning that the randomization procedure can also be implemented for the matrix $R$, which results in further reduction in the computational complexity.

5.5 Complexity Reduction Using Lattice Basis Reduction

Assume that an initial solution for the lattice decoding problem is computed using one of the simple sub-optimal algorithms such as ZFD or channel inversion, e.g. $s' = H^{-1}y$. If the
channel is not ill-conditioned, i.e. the columns of the channel matrix are nearly orthogonal and short, it is most likely that the ML solution of the lattice decoding problem is around $s'$. Therefore, using a reduced basis for the lattice, each $x_i$ in (59) can be expressed by a few points around $s'_i$, not all the points in the set $\{s_1, \ldots, s_K\}$. In general, this results in a sub-optimal algorithm. However, for the special case of a MIMO system with two antennas (with real coefficients), it has been shown that by using the LLL approximation and considering two points per dimension the ML decoding performance is achieved [151].

Let $L = HQ$ be the LLL reduced basis for the channel matrix $H$, where $Q$ is a unimodular matrix. The MIMO system model in (54) can be written as

$$y = LQ^{-1}x + n.$$  \hspace{1cm} (90)

Consider the QAM signaling. Without loss of generality, it can be assumed that coordinates of $x$ are in the integer grid. Since $Q$ is a unimodular matrix, the coordinates of a new variable defined as $x' = Q^{-1}x$ are also in the integer grid. Therefore, the system in (90) is modelled by $y = Lx' + n$. Note that by multiplying $x$ by $Q^{-1}$ the constellation boundary will change. However, it is shown that in the lattice decoding problem with finite constellations the best approach is to ignore the boundary and compute the solution [34]. If the solution is outside the region, it is considered as an error. This change of boundary will result in some performance degradation. The performance degradation for some scenarios are depicted in Figure 19 and Figure 20.

In order to implement the proposed method using LLL basis reduction, each component of $x'$ is expressed by a linear combination (with zero-one coefficients) of $L$ (usually much smaller than $K$) integers around $s'_i$, where $s' = \lfloor L^{-1}y \rfloor$. Then, the proposed algorithm can be applied to this new model. Due to the change of constellation boundary, there is a degradation in the performance. However, the complexity reduction is large. The trade-off between performance degradation and complexity reduction can be controlled by the choice of $L$ (see simulation results). The reduction in the complexity is more pronounced for larger constellations. Note that the dimension of the semi-definite matrix $Y$ is $N \times (K - 1) + 1$. Therefore, the LLL reduction decreases the dimension of the matrix $Y$ to $N \times (L - 1) + 1$ (where usually $L \ll K$), and consequently, decreases the computational complexity of the proposed algorithm. The performance of this method is shown in the simulation results.

### 5.6 Extension for Soft Decoding

In this section, the proposed SDP relaxation decoding method is extended for soft decoding in MIMO systems. The SDP soft decoder is derived as an efficient solution of the Max-Log
approximated soft ML decoder. The complexity of this method is much less than that in the soft ML decoder. Moreover, the performance of the proposed method is comparable with that in the ML decoder. Also, the proposed method can be applied to any arbitrary constellation and labeling method, say Gray labeling.

In the MIMO system defined in (54), any transmit data \( \mathbf{x} \) is represented by \( N_b = \log_2 K \) bits (\( \mathbf{x} = \text{map}(\mathbf{b}) \), where \( \mathbf{b} \) is the corresponding binary input). Given a received vector \( \mathbf{y} \), the soft decoder returns the soft information about the likelihood of \( b_j = 0 \) or 1, \( j = 1, \cdots, NN_b \). The likelihoods are calculated by Log-Likelihood Ratios (LLR) in a Maximum A Posteriori (MAP) decoder by

\[
\mathcal{L}(b_j | y) = \log \left( \frac{P(b_j = 1 | y)}{P(b_j = 0 | y)} \right). \tag{91}
\]

Define

\[
\mathcal{L}_A(b_j | y) = \log \frac{P(b_j = 1)}{P(b_j = 0)}. \tag{92}
\]

It is shown that the LLR values are formulated by [63]

\[
\mathcal{L}(b_j | y) = \log \frac{\sum_{\mathbf{b} \in \mathbb{B}_{k,1}} p(\mathbf{y} | \mathbf{b}) \exp \left( \frac{1}{2} \mathbf{b}^T_{[k]} \mathbf{L}_{A,[k]} \right)}{\sum_{\mathbf{b} \in \mathbb{B}_{k,0}} p(\mathbf{y} | \mathbf{b}) \exp \left( \frac{1}{2} \mathbf{b}^T_{[k]} \mathbf{L}_{A,[k]} \right)}
\left. \right|_{\mathbf{L}(b_j | y)} + \mathcal{L}_A(b_j | y), \tag{93}
\]

where \( \mathbf{b}_{[k]} \) denotes the sub-vector of \( \mathbf{b} \) obtained by omitting its \( k \)th element \( b_k \), \( \mathbf{L}_{A,[k]} \) denotes the vector of all \( \mathcal{L}_A \) values, also omitting \( b_k \), and \( \mathbb{B}_{k,1} \) (resp. \( \mathbb{B}_{k,0} \)) denotes the set of all input vectors, \( \mathbf{b} \), such that \( b_k = 1 \) (resp. \( b_k = 0 \)). Note that there is an isomorphism between \( \mathbb{B}_{k,1} \) (resp. \( \mathbb{B}_{k,0} \)) and \( X_{k,1} \) (resp. \( X_{k,0} \)), where \( X_{k,1} \) (resp. \( X_{k,0} \)) denotes the set of all corresponding constellation symbols, \( X_{k,1} = \{ \mathbf{x} : \mathbf{x} = \text{map}(\mathbf{b}), \mathbf{b} \in \mathbb{B}_{k,1} \} \) (resp. \( X_{k,0} = \{ \mathbf{x} : \mathbf{x} = \text{map}(\mathbf{b}), \mathbf{b} \in \mathbb{B}_{k,0} \} \)).

As shown in [63], the computation of the LLR values in (93) requires computing the likelihood function \( p(\mathbf{y} | \mathbf{b}) \), i.e.

\[
p(\mathbf{y} | \mathbf{x} = \text{map}(\mathbf{b})) = \frac{\exp \left[ -\frac{1}{2\sigma^2} \| \mathbf{y} - \mathbf{Hx} \|^2 \right]}{(2\pi\sigma^2)^N}, \tag{94}
\]

where \( \sigma^2 = \frac{1}{SNR} \).

By having the likelihood functions, these LLR values are approximated efficiently using the Max-Log approximation [63]

\[
\mathcal{L}_E(b_j | y) \approx \max_{\mathbf{b} \in \mathbb{B}_{k,1}} \left\{ -\frac{1}{2\sigma^2} \| \mathbf{y} - \mathbf{Hx} \|^2 + \mathbf{b}_{[k]}^T \mathbf{L}_{A,[k]} \right\}
- \max_{\mathbf{b} \in \mathbb{B}_{k,0}} \left\{ +\frac{1}{2\sigma^2} \| \mathbf{y} - \mathbf{Hx} \|^2 + \mathbf{b}_{[k]}^T \mathbf{L}_{A,[k]} \right\}. \tag{95}
\]
Without loss of generality, it can be assumed that all components, \( x_i \), of an input vector are equiprobable\(^3\); therefore, the second term in each maximization in (95) will be removed. Hence, computing the LLR values requires to solve problems of the form

\[
\min_{\mathbf{x} \in \mathcal{X}_{k, \zeta}} \| \mathbf{y} - \mathbf{Hx} \|^2,
\]

(96)

where \( k = 1, \cdots, NN_b \) and \( \zeta = 0 \) or 1. Note that, as mentioned in [142], only \( NN_b + 1 \) problems among 2\( NN_b \) problems of the form (96) are considered.

The quasi-ML decoding method proposed in this paper can be applied to the problem (96). However, \( \mathcal{X}_{k, \zeta} \) must be defined in implementing the algorithm. This set includes all the input vectors, \( \mathbf{x} \in \mathcal{S}_N \), such that \( b_k = \zeta \). Assigning 0 or 1 to one of the bits in \( \mathbf{b} \) removes half of the points in \( \mathcal{S}_N \). In other words, when \( b_k = \zeta \), one of the components of the input vector \( \mathbf{x} \), say \( x_p \), can only select half of the points in the set \( \{ s_1, \cdots, s_K \} \), say \( \{ s_{p1}, \cdots, s_{pK} \} \). Therefore, the \( p \)th component of \( \mathbf{x} \) is represented by

\[
x_p = u_p(1) s_{p1} + \cdots + u_p(\frac{K}{2}) s_{pK}.
\]

(97)

As a result, the same matrix expression as (59) is obtained, except that the length of the vector \( \mathbf{u} \) is \( (N - 1) * K + \frac{K}{2} \). Now, the proposed method can be applied to the new equation based on the new vector \( \mathbf{u} \).

### 5.7 Simulation Results

#### 5.7.1 Performance Analysis

The two proposed Models III and IV are simulated for decoding in MIMO systems with QAM and PSK constellations. Figure 15 demonstrates that the proposed quasi-ML method using Model III and the randomization procedure achieves near ML performance in an un-coded 2 \times 2 MIMO system with QPSK constellation. Figure 16 shows the performance in a 4 \times 4 MIMO system with 16-QAM. The performance analysis of a MIMO system with different number of antennas employing 8-PSK is shown in Figure 17. In Figures 15, 16, and 17, the curved lines with the stars represent the performance of the system using relaxation Model III, while a simple rounding algorithm, as described in Section 5.4, transforms matrix \( \mathbf{Y} \) to the binary vector \( \mathbf{u} \). The ML decoding performance is also denoted by a curved line with circles. By increasing the dimension, the resulting gap between the relaxation Model III and the ML decoding increases. However, using the randomization Algorithm I with \( M_{\text{rand}} = 30 \) to 50

---

\(^3\)In order to consider the effects of non-equiprobable symbols, both approaches presented in [125] and [142] can be applied.
significantly decreases this gap (curved line with diamonds). The curved lines with squares show the performance of the relaxation Model IV with a simple rounding, in which all the non-negative constraints are included. This curve is close to ML performance. It is clear that the relaxation Model IV is much stronger than the relaxation Model III. Note that adopting different number of non-negative constraints will change the performance of the system between the two curves with diamonds and squares. In other words, the trade-off between complexity and performance relies on the number of extra non-negative constraints.

![Graph](image_url)

**Figure 15:** Performance of the proposed Models III and IV in a $N \times N$ MIMO system employing QPSK.

Figure 18 compares the two proposed Randomization procedure for the relaxation Models III and IV. The effect of the randomization methods, Algorithm I and II, for the relaxation Model III is shown. As expected, Algorithm II performs slightly better, while its computational complexity is lower. The solution of the relaxation model in (88), in most cases, corresponds to the optimal solution of the original problem (65). In the other words, because the model in (88) is strong enough, there is no need for the randomization algorithm. Several compromises for improving the performance can be done, e.g. including only some of the non-negative constraints in (88) and/or using a randomization procedure with a fewer number of iterations.

In order to reduce the computational complexity of the proposed method, the LLL lattice basis reduction is implemented as a pre-processing step for the relaxation Model IV. Figure 19 and Figure 20 show the effect of using the LLL lattice basis reduction in $2 \times 2$ and $4 \times 4$ multiple antenna systems with 64-QAM and 256-QAM. In a system with 64-QAM and 256-QAM,
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Figure 16: Performance of the proposed Models III and IV in a $N \times N$ MIMO system employing 16-QAM

Figure 17: Performance of the proposed Models III and IV in a $N \times N$ MIMO system employing 8-PSK
Figure 18: Different randomization algorithms in a $4 \times 4$ MIMO system employing 16-QAM

Figure 19: Performance of using LLL lattice basis reduction for relaxation Model IV in a $2 \times 2$ MIMO system with $L = \log 2(K)$
the performance of the relaxation Model IV is close to the ML performance with $K = 8$ and $K = 16$, respectively. By using LLL reduction and considering $L = \log_2(K)$ symbols around the initial point, the performance degradation is acceptable, see Figure 19 and Figure 20. Note that the resulting gap in the performance is small, while the reduction in computational complexity is substantial.

5.7.2 Complexity Analysis

Semi-definite programs of reasonable size can be solved in polynomial time within any specified accuracy by IPMs. IPMs are iterative algorithms which use a Newton-like method to generate search directions to find an approximate solution to the nonlinear system. The IPMs converge very fast and an approximately optimal solution is obtained within a polynomial number of iterations. For a survey on IPMs see [37, 152]. In the sequel, an analysis for the worst case complexity of solving Models III and IV by IPMs is provided.

It is known (see e.g. [137]) that a SDP with rational data can be solved, within a tolerance $\epsilon$, in $O(\sqrt{m} \log(1/\epsilon))$ iterations, where $m$ is the dimension of the matrix variable. Note that for the SDP problems in (86) and (88), $m = N(K - 1) + 1$.

The computational complexity for one interior-point iteration depends on several factors. The main computational task in each iteration is solving a linear system of order determined...
by the number of constraints, $p$. This task requires $O(p^3)$ operations. The remaining computational tasks involved in one interior-point iteration include forming system matrix whose total construction requires $O(pm^3 + p^2m^2)$ arithmetic operations. Thus, the complexity per iteration of the IPM for solving SDP problem whose matrix variable is of dimension $m$ and number of equality constraints $p$, is $O(pm^3 + p^2m^2 + p^3)$. This means for a given accuracy $\epsilon$, an interior-point method in total requires at most $O(p(m^3 + pm^2 + p^2) \sqrt{m \log(1/\epsilon)})$ arithmetic operations.

Since the SDP relaxation Model III contains $O(K^2N)$ equality constraints, it follows that a solution to (86) can be found in at most $O(N^{4.5}K^{6.5} \log(1/\epsilon))$ arithmetic operations. SDP relaxation Model IV contains $O(K^2N)$ equations and $O(K^2N^2)$ sign constraints. In order to solve relaxation (88), the SDP model is formulated as a standard linear cone program (see e.g. [128]) by adding some slack variables. The additional inequality constraints make the model in (88) considerably stronger than the model in (86) (see numerical results), but also more difficult to solve. An IPM for solving SDP Model IV within a tolerance $\epsilon$ requires at most $O(N^{6.5}K^{6.5} \log(1/\epsilon))$ arithmetic operations. Since the problem sizes of interest are moderate, the problem in (88) is tractable. However, there exist a trade-off between the strength of the bounds and the computational complexity for solving these two models (see Section 5.3).

The complexity of the randomization procedure applied to the model (86) is negligible compared to that of solving the problem itself. Namely, if the number of randomization iterations is denoted by $N_{rand}$, then the worst case complexity of the randomization procedure is $O(NKN_{rand})$.

The optimization problems (86) and (88) are polynomially solvable. These problems have many variables; however, they contain sparse low-rank (rank-one) constraint matrices. Exploiting the structure and sparsity characteristic of semi-definite programs is crucial to reduce the complexity. In [14], it is shown that rank-one constraint matrices (similar to the proposed models) reduce the complexity of the interior-point algorithm for positive semi-definite programming by a factor of $NK$. In other words, the complexities of the SDP relaxation problems (86) and (88) are decreased to $O(N^{3.5}K^{5.5} \log(1/\epsilon))$ and $O(N^{5.5}K^{5.5} \log(1/\epsilon))$, respectively. Also, implementing the rank-one constraint matrices results in a faster convergence and a saving in the computation time and memory requirements.

**Remark 4** When the LLL lattice basis reduction is used in conjunction with Model III and IV, the value of $K$ is replaced with $L$ in the aforementioned analysis. As mentioned before, this value is much smaller than $K$, e.g. in the simulation results $L = \log_2(K)$, which results in reducing the computational complexity.
5.7.3 Comparison

The worst-case complexity of the SD method [58, 1] is known to be an exponential function of dimension $M$ over all ranges of rate and SNR [58]. The complexity analysis shows that the proposed SDP algorithms possess a polynomial-time worst case complexity. It should be emphasized that in real time problems, the time spent for decoding the received vector is important and it can be considered as a measure of the complexity.

In the following, the worst case complexities of the algorithm based on Model III, the method proposed in [143], the method in [124], and the SD algorithm [1] are compared with different random values of input vector, channel matrix, and noise for

$$\frac{E_b}{N_0} = \{-5, 0, 5, 10, 15\} \text{dB}.$$  

For each value of $E_b/N_0$, the algorithms are performed for $10^5$ times and the maximum time spent for the decoding procedure is saved in $MaxTime$. The average time spent for decoding each case is stored in $AveTime$ (all provided numbers for $AveTime$ and $MaxTime$ are in seconds).

It should be emphasized that the $MaxTime$ for each case depends on how the algorithm is implemented. There are numerous variants for SD algorithm. In the following, the SD algorithm is implemented based on the Schnorr-Euchner strategy proposed in [1]. Moreover, the simulations of the proposed algorithms are implemented by one of the simplest available packages, the SDPA package [70]. However, by utilizing the sparsity of the constraint matrices as suggested in [14] and using the DSDP package, the computed $AveTime$ and $MaxTime$ can be reduced dramatically (a factor of $NK$ in the analysis), without any performance degradation.

**Table 2:** Comparison of $MaxTime$ for different methods in a $4 \times 4$ MIMO system employing 16-QAM

<table>
<thead>
<tr>
<th>$E_b/N_0$</th>
<th>-5</th>
<th>0</th>
<th>5</th>
<th>10</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model III</td>
<td>0.1037</td>
<td>0.1095</td>
<td>0.1108</td>
<td>0.1178</td>
<td>0.1196</td>
</tr>
<tr>
<td>Method [143]</td>
<td>0.0685</td>
<td>0.0640</td>
<td>0.0697</td>
<td>0.0735</td>
<td>0.0624</td>
</tr>
<tr>
<td>Method [124]</td>
<td>0.0580</td>
<td>0.0633</td>
<td>0.0536</td>
<td>0.0646</td>
<td>0.0596</td>
</tr>
<tr>
<td>SD Method</td>
<td>61.8835</td>
<td>47.0480</td>
<td>28.0347</td>
<td>4.3848</td>
<td>2.2477</td>
</tr>
</tbody>
</table>

Table 2 shows the simulation results for a MIMO system with $\hat{M} = \hat{N} = 4$ employing 16-QAM. The maximum time for decoding a symbol using SD algorithm is much longer than the corresponding time in the proposed SDP relaxation method. The other three methods have comparable $MaxTime$. As it is also shown in the analysis, the proposed Model III is more
Figure 21: Comparison of the relaxation model proposed in LLK [85] and that in the proposed method in a $4 \times 4$ MIMO system employing 8-PSK modulation.

Figure 22: Comparison of the relaxation model proposed in SLW [124], WES [143] and that in our proposed method in a $4 \times 4$ MIMO system employing 16-QAM modulation.
complex compared to the two other SDP methods. However, this method outperforms the other SDP methods in [124] and [143].

The relaxation Model III outperforms the SDP methods proposed in papers [124] and [85]. Figure 21 compares the performance of [85] and the relaxation Model III and the performance of the method proposed in [124] is shown in Figure 22 in a 4×4 MIMO system. The order of the complexity of [124] is comparable to the proposed Model III and the order of the complexity of [85] is less than that of the Model III (O(N^2) vs. O(N^{3.5})). The method in [124] can handle QAM constellations; however, it achieves near ML performance only in the case of BPSK and QPSK constellations. Also, the method in [85] is limited to PSK constellations. Note that the proposed models can be used for any arbitrary constellation and labeling.

The comparison of the performance of the relaxation model in [143] and that in the proposed method is shown in Figure 22 (4×4 antenna system employing 16-QAM). It is observed that the SDP relaxation Models III and IV perform better than [143]. The order of the complexity of [143] is the same as that of the model (77), while the Model IV is more complex (O(N^{5.5}) vs. O(N^{3.5})).

Although the worst case complexities of the SD algorithm [1, 58] and the other variants are exponential, in several papers, the average complexity of these algorithms are investigated. In [66], it is shown that generally, there is an exponential lower bound on the average complexity of the SD algorithm. However, it is shown that for large values of $E_b/N_0$ and small values of dimension $M$, the average complexity can be approximated by a polynomial function of dimension $M$.

### Table 3: Comparison of AveTime for different methods in a 4×4 MIMO system employing 16QAM

<table>
<thead>
<tr>
<th>$E_b/N_0$</th>
<th>-5</th>
<th>0</th>
<th>5</th>
<th>10</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model III</td>
<td>0.0372</td>
<td>0.0377</td>
<td>0.0394</td>
<td>0.0428</td>
<td>0.0417</td>
</tr>
<tr>
<td>Method [143]</td>
<td>0.0130</td>
<td>0.0134</td>
<td>0.0142</td>
<td>0.0156</td>
<td>0.0156</td>
</tr>
<tr>
<td>Method [124]</td>
<td>0.0116</td>
<td>0.0118</td>
<td>0.0126</td>
<td>0.0141</td>
<td>0.0141</td>
</tr>
<tr>
<td>SD Method</td>
<td>0.0449</td>
<td>0.0139</td>
<td>0.0060</td>
<td>0.0026</td>
<td>0.0016</td>
</tr>
</tbody>
</table>

In Table 3, the average time AveTime spent for decoding the received vectors in the previous scenario is shown. As it can be seen, the average complexities of all SDP methods are gradually increasing with $E_b/N_0$ while the average complexity of SD method is decreasing exponentially. This suggests that for different dimensions $M$ and values of $E_b/N_0$, there is a threshold that the proposed SDP methods perform better than SD algorithm even in terms of the average complexity. However, Table 2 shows that how inefficient the SD algorithm performs
in terms of the worst-case complexity.

**Table 4**: Decoding Time in a $4 \times 4$ MIMO system employing QPSK

<table>
<thead>
<tr>
<th>$E_b/N_0$</th>
<th>-5</th>
<th>0</th>
<th>5</th>
<th>10</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>AveTime</td>
<td>Model III</td>
<td>0.0154</td>
<td>0.0156</td>
<td>0.0238</td>
<td>0.0278</td>
</tr>
<tr>
<td></td>
<td>SD Method</td>
<td>0.0199</td>
<td>0.0074</td>
<td>0.0046</td>
<td>0.0028</td>
</tr>
<tr>
<td>MaxTime</td>
<td>Model III</td>
<td>0.4271</td>
<td>0.4251</td>
<td>0.4765</td>
<td>0.7572</td>
</tr>
<tr>
<td></td>
<td>SD Method</td>
<td>28.326</td>
<td>26.3109</td>
<td>25.4260</td>
<td>2.2232</td>
</tr>
</tbody>
</table>

The performance of the proposed algorithm based on Model III and SD algorithm are shown in terms of AveTime and MaxTime in Tables 4 and 5, for different number of antennas and constellations. It can be seen that, in terms of the worst-case complexity the proposed algorithm based on Model III always outperforms SD algorithm. Generally, it can be concluded that by increasing the dimension and rate, the range of $E_b/N_0$ that the proposed model outperforms the SD algorithm increases. In order to show that the MaxTime values are not sporadic, the values of AveMaxTime is also provided in Table 5. This number is the average of the largest 100 decoding times in each case.

**Table 5**: Decoding Time in a $8 \times 8$ MIMO system

<table>
<thead>
<tr>
<th>$E_b/N_0$</th>
<th>-5</th>
<th>0</th>
<th>5</th>
<th>10</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>AveTime</td>
<td>Model III</td>
<td>0.0152</td>
<td>0.0152</td>
<td>0.0174</td>
<td>0.0224</td>
</tr>
<tr>
<td></td>
<td>SD Method</td>
<td>0.6005</td>
<td>0.1061</td>
<td>0.0319</td>
<td>0.0149</td>
</tr>
<tr>
<td>MaxTime</td>
<td>Model III</td>
<td>0.0965</td>
<td>0.0655</td>
<td>0.1666</td>
<td>0.6586</td>
</tr>
<tr>
<td></td>
<td>SD Method</td>
<td>433.3972</td>
<td>179.0310</td>
<td>19.7889</td>
<td>16.7787</td>
</tr>
<tr>
<td>AveMaxTime</td>
<td>Model III</td>
<td>0.0658</td>
<td>0.0587</td>
<td>0.0642</td>
<td>0.1492</td>
</tr>
<tr>
<td></td>
<td>SD Method</td>
<td>73.4830</td>
<td>16.3274</td>
<td>6.1652</td>
<td>5.9249</td>
</tr>
<tr>
<td>AveTime</td>
<td>Model III</td>
<td>0.0936</td>
<td>0.0948</td>
<td>0.0984</td>
<td>0.1050</td>
</tr>
<tr>
<td></td>
<td>SD Method</td>
<td>42.2894</td>
<td>1.6575</td>
<td>0.4762</td>
<td>0.2955</td>
</tr>
<tr>
<td>MaxTime</td>
<td>Model III</td>
<td>0.2867</td>
<td>0.2974</td>
<td>0.2772</td>
<td>0.2916</td>
</tr>
<tr>
<td></td>
<td>SD Method</td>
<td>8633.8</td>
<td>383.40</td>
<td>290.89</td>
<td>121.92</td>
</tr>
<tr>
<td>AveMaxTime</td>
<td>Model III</td>
<td>0.1574</td>
<td>0.1580</td>
<td>0.1633</td>
<td>0.1682</td>
</tr>
<tr>
<td></td>
<td>SD Method</td>
<td>411.6743</td>
<td>15.3724</td>
<td>4.5987</td>
<td>2.9336</td>
</tr>
</tbody>
</table>

The performance of the proposed SDP relaxation model (88), Model IV, is close to the ML performance. Similar to the SDP relaxation model (86), the algorithm based on Model IV
outperforms the SD algorithm in terms of the worst case complexity (polynomial vs. exponential). Furthermore, by using the LLL lattice basis reduction before the proposed SDP model, the complexity is reduced, with an acceptable degradation in the performance (as shown in simulation results).

As a final note, it must be emphasized that in the complexity analysis for Model IV, all the non-negative constraints are considered. This suggests that the complexity of this model is not tractable. However, it is not required to consider all the non-negative constraints. In order to implement this model more efficiently, the SDP relaxation (88) can be solved with only the most violated constraints. These constraints correspond to those positions in matrix Y where their values are the minimum negative numbers. Implementing Model IV based on the most violated constraints reduces the complexity to almost a number of times more complex compared to the Model III.

5.8 Conclusion

A method for quasi-ML decoding based on two semi-definite relaxation models is introduced. The proposed semi-definite relaxation models provide a wealth of trade-off between the complexity and the performance. The strongest model provides a near-ML performance with polynomial-time worst-case complexity (unlike the SD that has exponential-time complexity). Moreover, the soft decoding method based on the proposed models is investigated. By using lattice basis reduction the complexity of the proposed SDP decoding methods is reduced.
CHAPTER 6

MATRIX LIFTING SEMI-DEFINITE PROGRAMMING

Abstract – This chapter presents a computationally efficient decoder for multiple antenna systems. The decoder is based on Matrix Lifting Semi-Definite Programming (MLSDP). The strength of the proposed method lies in a new relaxation algorithm applied to the methods proposed in Chapter 5. This results in a reduction of the number of variables from \((NK + 1)^2\) to \((2N + K)^2\), where \(N\) is the number of antennas and \(K\) is the number of constellation points in each real dimension. Moreover, the proposed method offers a better performance as compared to the best quasi maximum likelihood decoding methods reported in the literature.

6.1 Introduction

In this chapter, a new algorithm based on Matrix Lifting Semi-Definite Programming (MLSDP) [40, 11] is introduced for any constellation (QAM or PSK) and any labeling method. This algorithm is inspired by the method proposed in Chapter 5 with an efficient implementation resulting in a better performance and lower computational complexity. In SDP optimization problems, the computational complexity is a polynomial function of the number of variables. Using the proposed method, the number of variables in Chapter 5 is decreased from \((NK + 1)^2\) to \((2N + K)^2\), where \(N\) is the number of antennas and \(K\) is the number of constellation points in each real dimension. Since the computational complexity of solving MLSDP is a polynomial function of the number of variables, a significant complexity reduction is achieved. In addition to this large reduction in the complexity, simulation results show that the proposed algorithm also outperforms all other known convex quasi-ML decoding methods, e.g. [143, 121, 150].
6.2 Matrix-Lifting Semi-Definite Programming

The SDP relaxation models proposed in Chapter 5 offer a large computational complexity. In order to solve the optimization problem in (65) based on VLSDP, the optimization parameter $U$ is lifted to the vector $u$, which results in the matrix $Y$ with large dimensions. However, if the relaxation models are defined based on the matrix $U$, a large reduction in the dimension of the variable parameters and computational complexity of the optimization problem can be achieved.

To keep the matrix $U$ in its original form in (64), the idea is to use the constraint $X = U^T U$. As a result, the relaxation is $X \succeq U^T U$, or equivalently, by the Schur complement,

$$
\begin{bmatrix}
I_N & U \\
U^T & X
\end{bmatrix} \succeq 0.
$$

This is known as matrix-lifting semi-definite programming. Define the new variable $V = U S$. Since the matrix $S$ is symmetric, the objective function in (64) can be represented as the Quadratic Matrix Program [11]

$$
\text{trace}\left(\begin{bmatrix} U^T & V^T \end{bmatrix}\begin{bmatrix} 0 & \frac{1}{2}Q \\ \frac{1}{2}Q & 0 \end{bmatrix}\begin{bmatrix} U \\ V \end{bmatrix} + 2CU\right)
\quad = \quad \text{trace}\left(\begin{bmatrix} 0 & \frac{1}{2}Q \\ \frac{1}{2}Q & 0 \end{bmatrix}\begin{bmatrix} U \\ V \end{bmatrix}\begin{bmatrix} U^T & V^T \end{bmatrix} + 2CU\right)
\quad = \quad \text{trace}\left(\mathcal{L}_{QC}W_U\right),
\quad (98)
$$

where

$$
\mathcal{L}_{QC} = \begin{bmatrix} 0 & C & 0 \\ C^T & 0 & \frac{1}{2}Q \\ 0 & \frac{1}{2}Q & 0 \end{bmatrix},
\quad (99)
$$

and

$$
W_U = \begin{bmatrix} I & U^T & V^T \\ U & UU^T & UV^T \\ V & VU^T & VV^T \end{bmatrix}.
\quad (100)
$$

To linearize $W_U$, consider the matrix

$$
\begin{bmatrix} U \\ V \end{bmatrix}\begin{bmatrix} U^T & V^T \end{bmatrix} = \begin{bmatrix} X \\ Y \end{bmatrix},
\quad (101)
$$

where $X, Y, Z \in S_N$. This equality can be relaxed to

$$
\begin{bmatrix} UU^T & UV^T \\ VU^T & VV^T \end{bmatrix} - \begin{bmatrix} X \\ Y \end{bmatrix} \leq 0.
\quad (102)
$$
It can be shown that this relaxation is convex in the Löwner partial order and it is equivalent to the linear constraint

$$W \triangleq \begin{bmatrix} I & U^T & V^T \\ U & X & Y \\ V & Y & Z \end{bmatrix} \succeq 0. \quad (103)$$

On the other hand, the feasible set in (64) is the set of binary matrices in $M_{N \times K}$ with row sum equal to one, the set $\mathcal{E}_{N \times K}$ in (63). By relaxing the rank-one constraint for the matrix variable in (98), a tractable SDP problem is obtained. The feasible set for the objective function in (98) is approximated by

$$\mathcal{F}_M = \text{conv} \{ W_U \mid U \in M_{N \times K} : U e_K = e_N, \quad u_{ij} \in \{0, 1\}, \forall i, j; V = US \} \quad (104)$$

Therefore, the decoding problem can be represented by

$$\min \quad \text{trace}(\mathcal{L}_{QC} W)$$
$$\text{s.t.} \quad W \in \mathcal{F}_M. \quad (105)$$

Note that the size of matrix $W$ is $(2N + K) \times (2N + K)$, compared to $(NK + 1) \times (NK + 1)$ in Chapter 5. In SDP optimization problems, the computational complexity is a polynomial function of the number of variables (elements of $W$). By the new implementation of (105), the number of variables in Chapter 5 is decreased from $(NK + 1)^2$ to $(2N + K)^2$, resulting in a large reduction in the complexity.

Although the rank constraint in (101) is relaxed, some more additional linear constraints can be considered to further improve the quality of the solution. These constraints are valid for the non-convex rank-constrained decoding problem. However, the SDP problem is forced to satisfy these constraints. Consider the auxiliary matrix $V$ and the symmetric matrices $X, Y$ and $Z$ in matrix $W$. Since $U \in \mathcal{E}_{N \times K}$ and $\sum_{i=1}^{N} u_{ij}^2 = 1$, it is clear that $\text{diag}(X) = e_N$. Also, $Y$ represents $USU^T$ and $Z$ represents $US^2U^T$. It is easy to show that

$$\text{diag}(Y) = U \text{diag}(S) \quad \text{and} \quad \text{diag}(Z) = U \text{diag}(S^2). \quad (106)$$

Moreover, $S = ss^T$ (rank-one matrix) and $S^2 = (\sum_{i=1}^{K} s_i^2)S$. Therefore, instead of $\text{diag}(Z) =$
U_{\text{diag}(S^2)}, a stronger result for \( Z = (\sum_{i=i}^K s_i^2)Y \). Therefore,

\[
\begin{aligned}
\min & \quad \text{trace} \left( \mathcal{L}_{QC} \begin{bmatrix} I & U^T & V^T \\ U & X & Y \\ V & Y & Z \end{bmatrix} \right) \\
\text{s.t.} & \quad \text{Ue}_K = \text{e}_N ; \quad \text{U} \geq 0 \\
& \quad \text{V} = \text{US} \\
& \quad \text{diag}(X) = \text{e}_N \\
& \quad \text{diag}(Y) = \text{U}_{\text{diag}}(S) \\
& \quad \text{Z} = (\sum_{i=i}^K s_i^2)Y \\
& \quad \begin{bmatrix} I & U^T & V^T \\ U & X & Y \\ V & Y & Z \end{bmatrix} \succeq 0 \\
& \quad U, V \in M_{N \times K}, X, Y, Z \in S_N
\end{aligned}
\] (107)

The equation in (106) determines the diagonal elements of \( Y \). This property is hidden in the special structure of \( U \), i.e. \( U \in \mathcal{E}_{N \times K} \). By using this property, more constraints can be added. The equation \( Y = \text{USU}^T \) implies that \( y_{ij} = s_{kl} \) for some \( k \) and \( l \). Therefore, the value of \( y_{ij} \) is between the minimum and the maximum elements of \( S \). In addition, it can be easily shown that in communication applications, \( S, Y, \) and \( Z \) are diagonal dominant matrices (since \( s^T\text{e}_K = 0 \)). This property can be also used to add more constraints to improve the quality of the solution. Our studies show that the improvements due to including the above constraints are marginal. Therefore, in the sequel, the focus is on the form given in (107).

The objective function in (64) is \( \text{trace} \left( \text{SU}^T\text{QU} + 2\text{CU} \right) \) which can be written as

\[
\text{trace} \left( \text{SU}^T\text{QU} + 2\text{CU} \right) = \text{trace} \left( \text{QUSU}^T + 2\text{UC} \right) .
\] (108)

Exchanging the role of \( Q \) and \( S \) in the proposed method results in two different formulations. Here, the auxiliary variable \( V \) is defined as \( QU \). Similarly, the auxiliary variables \( X, Y, \) and \( Z \) represents \( U^T\text{U}, U^T\text{QU}, \) and \( U^T\text{Q}^2\text{U}, \) respectively. Therefore, it is easy to show that the equivalent minimization problem is
where the size of the variable matrix is \((2K+N)\). Note that both (107) and (109) are equivalent, however, depending on the structure of the system (values of \(N\) and \(K\)), the one which offers a smaller number of variables can be used. In the following, the focus is on (107), which is a better choice for \(N \leq K\).

### 6.3 Geometry of the Relaxation

In this section, similar to Chapter 5, the constraints defining \(Ue_K = e_N\) are eliminated by providing a tractable representation of the linear manifold spanned by this constraint. Consider the minimization problem (64). By substituting (73), the objective function is

\[
\text{trace} \left( SU^T QU + 2CU \right) = \text{trace} \left( S(F + \hat{U}G)^T Q(F + \hat{U}G) + 2C(F + \hat{U}G) \right) = \text{trace} \left( GSG^T \hat{U}^T \hat{U} + GS\hat{F}^T \hat{U} + QFS^T \hat{U}^T + GC\hat{U} + C^T G^T \hat{U}^T + 2CF + SF^T QF \right) = \text{trace} \left( \hat{L}W\hat{U} + 2CF + SF^T QF \right),
\]

(110)
where

$$
\hat{L} = \begin{bmatrix}
0 & GSF^T Q + GC & 0 \\
QFSG^T + C^T G^T & 0 & \frac{1}{2} Q \\
0 & \frac{1}{2} Q & 0 \\
\end{bmatrix}.
$$

$$
W_\hat{U} = \begin{bmatrix}
I & \hat{U}^T & \hat{V}^T \\
\hat{U} & \hat{U} \hat{U}^T & \hat{U} \hat{V}^T \\
\hat{V} & \hat{V} \hat{U}^T & \hat{V} \hat{V}^T \\
\end{bmatrix},
$$

$$
\hat{V} = \hat{U} GSG^T.
$$

(111)

Therefore, the optimization problem (64) can be written as

$$
\begin{align*}
\min & \quad \text{trace}(\hat{L} W_\hat{U}) \\
\text{s.t.} & \quad \hat{U} = U(1 : N, 1 : (K - 1)); \quad U \in \mathcal{E}_{N \times K} \\
& \quad \hat{V} = U(GSG^T) \\
\end{align*}
$$

(112)

Using a similar procedure, it can be shown that the optimization problem (112) is equivalent to the following reduced MLSDP problem:

$$
\begin{align*}
\min & \quad \text{trace}\left(\hat{L} \begin{bmatrix}
I & \hat{U}^T & \hat{V}^T \\
\hat{U} & \hat{X} & \hat{Y} \\
\hat{V} & \hat{Y} & \hat{Z} \\
\end{bmatrix}\right) \\
\text{s.t.} & \quad \hat{U} e_{K-1} \leq e_N; \quad \hat{U} \geq 0 \\
& \quad \hat{V} = \hat{U}(GSG^T) \\
& \quad \text{diag}(\hat{X}) = \hat{U} e_{K-1} \\
& \quad \text{diag}(\hat{Y}) = \hat{U} \text{diag}(GSG^T) \\
& \quad \hat{Z} = \left(\sum_{i=1}^{K-1} (s_i - s_K)^2\right) \hat{Y} \\
& \quad \begin{bmatrix}
I & \hat{U}^T & \hat{V}^T \\
\hat{U} & \hat{X} & \hat{Y} \\
\hat{V} & \hat{Y} & \hat{Z} \\
\end{bmatrix} \succeq 0 \\
& \quad \hat{U}, \hat{V} \in \mathcal{M}_{N \times (K-1)}, \hat{X}, \hat{Y}, \hat{Z} \in \mathcal{S}_N \\
\end{align*}
$$

(113)

Note that this method can also be applied to the equivalent formulation in (109).
6.4 Solving the SDP Problem

The relaxed decoding problems can be solved using common Interior-Point Methods (IPMs), such as DSDP [15], SeDuMi [127], SDPA [70], etc.

In the MLSDP optimization problem (107), the rank-constrained matrix $W_u$ is relaxed to the positive semi-definite matrix $W$. Utilizing the rank-constrained property of the variable parameter, the relaxed problem (107) can be solved using a non-linear method, known as the augmented Lagrangian algorithm. This approach offers a significant complexity reduction for “large” problem sizes as compared to common IPM-based methods, while the performance degradation is negligible. For a comparison on the computational complexity and performance of IPMs and augmented Lagrangian algorithm, the reader is referred to [18]. In continue, a brief review of this method is presented. By using this method, an algorithm to solve the MLSDP relaxed problems is proposed. However, in the numerical experiments, the SDPA package is used for solving the MLSDP models.

6.4.1 The Augmented Lagrangian Algorithm

Recently, Burer and Monteiro [18] proposed a new method for solving a full-rank SDP problem

$$\begin{align*}
\min & \quad \text{trace}(L_{QC} W) \\
\text{s.t.} & \quad \text{trace}(A_i W) = b_i \quad \text{for} \quad i = 1, \cdots, m \\
& \quad W \succeq 0.
\end{align*}$$

(114)

The distinguishing feature of the algorithm is a change of variables that replaces the symmetric, positive semi-definite variable $W \in \mathcal{M}^n$ of (114) with a rectangular variable $R$ according to the factorization $W = RR^T$. In [8, 112], it is shown that, for an SDP problem (114) with $m$ constraints, there exists an optimal solution with rank $r$ such that $r(r+2) \leq m$. In [18], $R$ is chosen in $\mathcal{M}_{nxr}$. By using this formulation, the positive semi-definite constraint is removed since $W = RR^T$ automatically enforces the constraint. Now the problem (114) can be reformulated as

$$\begin{align*}
\min_{R \in \mathcal{M}_{nxr}} & \quad \text{trace}(R^T L_{QC} R) \\
\text{s.t.} & \quad \text{trace}(R^T A_i R) = b_i \quad \text{for} \quad 0 \leq i \leq m.
\end{align*}$$

(115)

In order to solve this non-linear problem, an augmented Lagrangian method is introduced
in [18]. The augmented Lagrangian is defined as

\[ L(R, \lambda, \sigma) = \text{trace}(R^T L_{QC} R) - \sum_{i=1}^{m} \lambda_i \left( \text{trace}(R^T A_i R) - b_i \right) + \frac{\sigma}{2} \sum_{i=1}^{m} \left( \text{trace}(R^T A_i R) - b_i \right)^2, \] (116)

where \( R \in M_{n \times r} \), \( \lambda \in \mathbb{R}^m \), and \( \sigma \in \mathbb{R}^+ \). The last term is the penalty term indicating the Euclidean norm of the infeasibility of \( R \) with respect to \( r \).

To minimize the augmented Lagrangian (116), this function is alternatively minimized with respect to \( R \) and with respect to \( \lambda \) and \( \sigma \). The optimization of (116) with respect to \( R \) can be achieved by a limited-memory BFGS algorithm, which uses the gradient of \( L \):

\[ \nabla_R L(R, \lambda, \sigma) = -2 \sum_{i=1}^{m} \left( \lambda_i - \sigma \left( \text{trace}(R^T A_i R) - b_i \right) \right) A_i R + 2L_{QC} R. \] (117)

This algorithm has the advantage of maintaining \( O(nr) \) memory overhead, but also has the speed of a quasi-Newton method.

In order to optimize (116) with respect to \( \lambda \) and \( \sigma \), the authors in [18] updates \( \lambda_i \) by \( \lambda_i - \sigma \left( \text{trace}(R^T A_i R) - b_i \right) \) and \( \sigma \) by a multiplicative factor. They have shown that this technique always empirically converges to the globally optimal solution, although the quadratic programming problem is non-convex. Moreover, they have shown that this method is significantly faster than existing SDP solvers.

### 6.4.2 Decoding Problem as a Quadratic Non-Linear Problem

Define \( R = [I \ U^T\ V^T]^T \). Therefore, the MLSDP optimization problem (107) can be reformulated as the problem in (115). Instead of applying IPM solvers, an augmented Lagrangian method can be applied directly to the mentioned decoding problem. However, despite the work in [18], the MLSDP problem have an “explicit rank constraint”. In other words, the size of the matrix \( R \) is precisely determined by the rank constraint.

The other difference is that there are some inequality constraints in the optimization problem (107). The augmented Lagrangian method in [18] should be generalized to handle linear inequality constraints. The same technique as in [74] can be approached by solving directly for updates of the Lagrange multipliers for both equality and inequality constraints.

The updates of \( \lambda_i \) can be solved by treating a constraint \( \text{trace}(R^T A_i R) \geq b_i \) as the constraint \( \text{trace}(R^T A_i R) = b_i + s_i \) and \( s_i \geq 0 \). For inequality constraint, this results in

\[ \lambda_i = \max(\lambda_i - \sigma(\text{trace}(R^T A_i R) - b_i), 0). \] (118)
This update satisfies \( \lambda_i \geq 0 \) for Lagrange multipliers for inequality constraints. Computing the Lagrangian and the gradient of the Lagrangian are also straightforward for inequality constraints \[74\]. The second and third terms of the Lagrangian change: for each constraint \( i \), the Lagrangian term \(-\lambda_i (\text{trace}(R^T \mathbf{A}_i \mathbf{R} - b_i) + \frac{2}{\sigma}(\text{trace}(R^T \mathbf{A}_i \mathbf{R} - b_i)^2 \) is unchanged if \( \sigma(\text{trace}(R^T \mathbf{A}_i \mathbf{R} - b_i) \leq \lambda_i \). Otherwise, this term becomes \(-\lambda_i^2 / 2\sigma \). Similarly, in the computation of the gradient of Lagrangian, only the term \( 2(\lambda_i - \sigma(\text{trace}(R^T \mathbf{A}_i \mathbf{R} - b_i)) \mathbf{A}_i \mathbf{R} \) is contributed if \( \sigma(\text{trace}(R^T \mathbf{A}_i \mathbf{R} - b_i) \leq \lambda_i \). Otherwise, nothing is added to the gradient.

### 6.5 Integer Solution - Matrix Nearness Problem

Solving the relaxed decoding problems results in the solution \( \tilde{\mathbf{U}} \). In general, this matrix is not in \( \mathcal{E}_{N \times K} \). The condition \( \mathbf{U}_e \mathbf{K} = \mathbf{e}_N \) is satisfied. However, the elements are between 0 and 1. This matrix has to be converted to a 0-1 matrix by finding a matrix in \( \mathcal{E}_{N \times K} \) which satisfies a condition of nearness to this matrix. Matrix approximation problems typically measure the distance between matrices with a norm. The Frobenius and spectral norms are common choices as they are analytically tractable.

Therefore, in order to find the nearest solution in \( \mathcal{E}_{N \times K} \) to the solution of the relaxed problem \( \tilde{\mathbf{U}} \), it is proposed to solve

\[
\min_{\mathbf{U} \in \mathcal{E}_{N \times K}} \| \mathbf{U} - \tilde{\mathbf{U}} \|_F^2,
\]

where \( \| \mathbf{A} \|_F^2 \) is the Frobenius norm of the matrix \( \mathbf{A} \) which is defined as \( \| \mathbf{A} \|_F^2 = \text{trace}(\mathbf{A} \mathbf{A}^T) \), and

\[
\| \mathbf{U} - \tilde{\mathbf{U}} \|_F^2 = \text{trace} \left( (\mathbf{U} - \tilde{\mathbf{U}})(\mathbf{U} - \tilde{\mathbf{U}})^T \right) = N - 2\text{trace}(\tilde{\mathbf{U}} \mathbf{U}^T) + \text{trace}(\tilde{\mathbf{U}} \tilde{\mathbf{U}}^T).
\]

The last equality is due to the fact that for any \( \mathbf{U} \in \mathcal{E}_{N \times K}, \text{diag}(\mathbf{U} \mathbf{U}^T) = \mathbf{e}_N \), see (107). Therefore, after removing the constants, finding the integer solution is the solution of

\[
\max_{\mathbf{U} \in \mathcal{E}_{N \times K}} \text{trace}(\tilde{\mathbf{U}} \mathbf{U}^T)
\]

Consider the maximization problem

\[
\max \quad \text{trace}(\tilde{\mathbf{U}} \mathbf{U}^T) \\
\text{s.t.} \quad \mathbf{U}_e \mathbf{K} = \mathbf{e}_N \\
\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad 0 \leq \mathbf{U} \leq 1,
\]

where \( \leq \) in the last constraint is element-wise. This problem is a linear programming problem with linear constraints. Therefore, the optimum solution is a corner point meaning that the
constraints are satisfied with equality at the optimum point. In other words, at the optimum point, \( U \in \mathcal{E}_{N \times K} \). Therefore, to find the solution for (121), simply, the linear problem (122) can be solved, which is strongly polynomial time. To improve this result, the randomization algorithms, introduced in Chapter 5, can be further applied.

### 6.6 Simulation Results

The proposed MLSDP relaxation model (113) in a \( 4 \times 4 \) MIMO system employing 16-QAM is simulated. Figure 23 shows the performance of the proposed method vs. the performance of the VLSDP Model III in Chapter 5 and the previous known methods in WES [143], SiLu [121], and YZZX [150]. As it can be seen, the proposed method outperforms all other convex suboptimal methods.

![Figure 23: Performance of the proposed MLSDP method in a 4×4 MIMO system employing 16-QAM compared to the previous known methods in WES [143], SiLu [121], and YZZX [150]](image)

The worst case complexity of the proposed method solved by IPMs is a polynomial function of the number of antennas (similar to the analysis in Chapter 5). In the optimization problem of (107), where \( N \leq K \), the dimension of the matrix variable \( W \) is \( m = O(K) \) and the number of constraints is \( p = O(K^2) \). Similar to Chapter 5, it can be easily seen that a solution to (113) can be found in at most \( O(K^{5.5}) \) arithmetic operations (utilizing the sparsity of the rank-one constraint matrices), where the computational complexity of the VLSDP model in Chapter 5, [143], [150], [121] are \( O(N^{5.5}K^{5.5}) \), \( O(N^{6.5}K^{6.5}) \), \( O(K^2N^{4.5} + K^3N^{3.5}) \), and \( O(N^{3.5}) \) respectively.
Note that for the equivalent optimization problem (109), where \( K \leq N \), the computational complexity is at most \( O(N^{5.5}) \). It must be emphasized that depending on values of \( N \) and \( K \), the optimization problem (107) or (109) which results in less computational complexity can be implemented.

Note that many of the constraints have very simple structures. This property can be used to develop an interior-point optimization algorithm fully exploiting the constraint structures of the problem, thereby getting complexity order better than that of using a general purpose solver such as SeDuMi or SDPA. Moreover, the complexity of the proposed method can be further reduced by implementing the augmented Lagrangian method for large problem sizes.

### 6.7 Conclusion

A sub-optimum method for decoding in MIMO systems based on MLSDP is introduced. The advantage of this structure lies in its efficient implementations, whereas there is fewer redundant constraints to add under this relaxation. Simulation results show that the proposed algorithm outperforms all known convex quasi-ML decoding methods in the literature.
CHAPTER 7

EPILOGUE

7.1 Conclusion

It is known that lattice codes can achieve the capacity in an AWGN channel [82, 83]. Some general lattice code were designed based on fixed dimensional classical lattices [28] or based on algebraic error correcting codes [46]. However, the lattice labeling and lattice decoding problems associated with these lattice codes make them almost impractical to be implemented for common communication applications. In this thesis, some lattice codes for specific applications are designed such that some desirable geometrical properties are provided.

In OFDM systems, a lattice code with low PAPR is designed. The shaping region for the lattice code is a cube whose boundary is along the basis defined by a Hadamard matrix. The lattice labeling and decoding algorithms are based on SNF decomposition of an integer matrix. Due to the recursive structure of the Hadamard matrix these algorithms can be implemented very efficiently. In multiple antenna broadcast systems, a lattice code with low average transmit energy is introduced. This design is more complex compared to that in the OFDM system, since the labeling algorithm should be such that the users can decode their data independent of each other. By defining some redundancy, an SLM technique is introduced which results in a lattice code with low average transmit energy. The decoding algorithm is a simple rounding algorithm.

In MIMO systems usually simple lattice codes are used. However, due to the channel and noise effects, the decoding problem in these systems is an NP-hard problem. In the second part of this thesis, several sub-optimal decoding algorithms are introduced. They introduce a wealth of tradeoff between complexity and performance. They offer a better performance compared to other sub-optimal method reported in the literature with the same order of computational
complexity.

In summary, in this thesis, lattice codes are designed in different communication applications such that they provide different geometrical properties and they also increase the data rate of wireless communication networks. The focus of these designs is in fast and simple implementations for the corresponding lattice labeling and decoding algorithms.

7.2 Future Work

Over the last two decades, there have been significant advances in producing powerful optimization models and efficient algorithmic tools as well as software. Recently these advances have begun to significantly impact various applied science and engineering fields, where efficient optimization is essential. The goal of this proposal is to apply SDP tools to solve several core problems in signal processing and communications. The previous work-horse optimization algorithms in communication systems suffer from slow convergence, difficulty in finding global optima, and sensitivity to the algorithm initialization and stepsize selection, especially when applied to many naturally ill-conditioned or non-convex communication problems. Examples of such problems include decoding in multiple antenna systems, decoding of binary block codes, and designing codes in delay-constrained networks. One powerful way to avoid these problems is to derive an SDP relaxation of the original non-convex formulation. Then, we can be guaranteed of finding the globally optimal design “efficiently” without the usual headaches of stepsize selection, algorithm initialization and local minima. Therefore, the challenge is to find SDP relaxations which efficiently model different problems, and then, to find additional constraints that improve the system performance.

7.2.1 Multiple Antenna Decoding

In this thesis, several sub-optimum SDP relaxation models are introduced. However, the bounds achieved by the relaxation models for high dimension problems are always loose. To achieve tight bounds for high dimensional problems, the branch and bound methods and SDP relaxation method can be combined to develop better SDP relaxations. Compared to the global optimization SDP methods, the proposed method achieves a better bounds. Moreover, the SDP branch and bound decoding algorithm can be implemented more efficiently compared to previous decoding methods based on conventional branch and bound methods.

7.2.2 Decoding Binary Block Codes by SDP

Binary Block codes have been widely used in different communication applications. These codes are sequences of zero and one which follow a certain algebraic pattern. Sub-optimum
decoding of these codes can be implemented by linear programming. However, the corresponding decoding problem can be reformulated as a quadratic binary optimization problem. Then, SDP algorithms can be applied to find a better solution for the decoding problem. The advantage of the proposed formulation is that potentially the symmetry properties of the SDP problem can be exploited. Therefore, matrix algebra can be used to reduce the size of this SDP problem. Using this approach simplifies the SDP decoding while it achieves a better performance.

### 7.2.3 Finding Optimal Precoding Scheme for Broadcast Systems

In order to provide a simple and independent decoding for users in a MIMO broadcast system, a precoding has been applied at the transmitter side. Recently, some researchers have focused on finding the optimal precoder for different setups. Since, the general optimization problem is hard, several simplifications have been considered in defining the problem. These simplifications will significantly limit a broadcast system. In continue, the design of an optimal "non-linear" precoder can be considered. By redefining the constraints to limit the signal to interference ratio, an SDP relaxation problem will result, which can be solved efficiently.

### 7.2.4 Code Design for Delay Limited Networks based on SDP

In transmitting data packets in a communication network, some packets may be lost. In order to deal with these dropped packets, the receiver send an acknowledgement when it receives a packet. If the transmitter does not receive anything back, it will send the packet again. Consider a network that has a hard upper bound on acceptable delays for transmitting packets. The problem of encoding transmitting packets can be considered such that increasingly more accurate approximation of the original packet is obtained. Having a set of labels, the problem of deciding which codeword to assign to each label can be relaxed to an SDP optimization problem. By efficient solution of this problem, different codes with desired properties can be obtained.
APPENDIX A

PROOFS

This appendix is devoted to the detailed proofs for the lemmas and theorems in the thesis.

A.1 Part I - PAPR Reduction Proofs

A.1.1 Theorem 2

Based on (15), \( \det(H_{2^n}) = \det(D_{2^n}) \), because the matrices \( U_{2^n} \) and \( V_{2^n} \) are unimodular and their determinants are one. To prove this theorem, the induction can be used. For a \( 2 \times 2 \) Hadamard matrix,

\[
\text{det} (D_2) = \det \begin{bmatrix} 1 & 0 \\ 0 & 2 \end{bmatrix} = 2 = 2^{1 \times 2^{1-1}}.
\]

(123)

It is assumed that the claim is valid for a \( 2^k \times 2^k \) Hadamard matrix. Based on (15), for a \( 2^{k+1} \times 2^{k+1} \) Hadamard matrix,

\[
D_{2^{k+1}} = \begin{bmatrix} D_{2^k} & 0 \\ 0 & 2D_{2^k} \end{bmatrix}
\]

\[\Rightarrow \text{det} (D_{2^{k+1}}) = \text{det} (D_{2^k}) \times 2^{2k} \times \text{det} (D_{2^k}) \]

\[= 2^{2k} \times (\text{det} (D_{2^k}))^2 \]

\[= 2^{2k} \times (2^{2k-1})^2 = 2^{(k+1)2^{(k+1)-1}}.
\]

(124)

A.2 Part II - Precoding Proofs

A.2.1 Theorem 3

The matrix \( Q \) is positive semi-definite, i.e., \( \mu^T Q \mu \geq 0 \) for any vector \( \mu \). Therefore, in order to minimize \( E\{\gamma\} \) in (35), \( E\{u\} = \mu = 0 \).

In designing input constellations for communication systems, the objective is to reduce the average transmit energy, while keeping a fixed entropy for the input constellation. On the other hand, this is equivalent to keeping a fixed average energy while the entropy is maximized. Therefore, instead of minimizing \( E\{\gamma\} = \text{tr}(Q \Sigma) \) given \( \mathcal{H}(u) = \text{fixed} \), the equivalent problem of maximization of \( \mathcal{H}(u) \) is considered, given a fixed average transmit energy, \( E\{\gamma\} = \text{tr} (Q \Sigma) = K \), where \( K \) is a known constant.
In [39], it has been shown that for a random vector \( u \) with zero mean and covariance matrix \( \Sigma \),

\[
\mathcal{H}(u) \leq \frac{1}{2} \log(2\pi e)^M|\Sigma|
\]

with equality iff \( u \) is a multivariate Gaussian vector. Therefore, a Gaussian random vector with zero mean and covariance \( \Sigma \) is desired such that

\[
\begin{align*}
\max & \quad \log |\Sigma| \\
\text{s.t.} & \quad \text{tr}(Q\Sigma) = K \\
\Sigma & \succ 0
\end{align*}
\]

(125)

By considering \( Q = U\Lambda U^T \) and \( \Sigma' = U^T\Sigma U \), it is easy to show that the optimization problem (125) is equivalent to

\[
\begin{align*}
\max & \quad \log |\Sigma'| \\
\text{s.t.} & \quad \text{tr}(\Lambda\Sigma') = K \\
\Sigma' & \succ 0.
\end{align*}
\]

(126)

The Hadamard inequality states that, for a Hermitian positive definite matrix \( \Sigma' = [\sigma'_{ij}] \), \( |\Sigma'| \leq \prod_i \sigma'_{ii} \), with equality iff \( \Sigma' \) is a diagonal matrix. Therefore, in order to maximize the objective in (126), it is assumed that the covariance matrix \( \Sigma' \) is a diagonal matrix with diagonal elements \( \sigma_i^2 \). Hence, the optimization problem (126) can be written as

\[
\begin{align*}
\max & \quad \sum_{i=1}^M \log \sigma_i^2 \\
\text{s.t.} & \quad \sum_{i=1}^M (\lambda_i \sigma_i^2) = K
\end{align*}
\]

(127)

The optimum solution for (127) is \( \sigma_i^2 = \frac{K}{M\lambda_i} \). Therefore, for independent Gaussian random variables with variance \( \sigma_i^2 \) in (127),

\[
\begin{align*}
\mathcal{H}(u) & = \frac{1}{2} \log(2\pi e)^M|\Sigma| \\
& = \frac{1}{2} \sum_{i=1}^M \log \left(2\pi e \frac{K}{M\lambda_i} \right) \\
& = \log(\mathcal{V}) = M\mathcal{H}
\end{align*}
\]

(128)

or equivalently,

\[
\log 2\pi e \frac{K}{M\sqrt{\Pi\lambda_i}} = 2\mathcal{H}.
\]

(129)
Considering (177) and (129),

\[ K = M \sqrt{\prod \lambda_i} \sigma^2, \]

which results in

\[ \sigma_i^2 = \frac{\sqrt{\prod \lambda_i}}{\lambda_i} \sigma^2 \quad i = 1, \cdots, M. \]  

(130)

Therefore, the optimum solution of (125) would be

\[
\Sigma = \sqrt{\prod \lambda_i} \sigma^2 U \left[ \begin{array}{cccc}
\frac{1}{\lambda_1} & 0 & \cdots & 0 \\
0 & \frac{1}{\lambda_2} & \ddots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{1}{\lambda_M}
\end{array} \right] U^T
\]

\[
= \sqrt{\prod \lambda_i} \sigma^2 U \Lambda^{-1} U^T = \sqrt{\prod \lambda_i} \sigma^2 \mathbf{H} \mathbf{H}^T
\]  

(131)

A.2.2 Theorem 4

The following lemmas will help in proving the main results.

Lemma 12

\[ E \{ N_r \hat{\gamma}_{r,N} \} = \int_{\mathbb{R}_+} \left( 1 - F \left( \mathcal{B}_D(0, \frac{\sqrt{\lambda} \sqrt{N \hat{\gamma}}}{\sqrt{N}}) \right) \right)^N dv \]  

(132)

Proof:

\[ E \{ N_r \hat{\gamma}_{r,N} \} = E \left\{ N_r \min_{1 \leq i \leq N} ||s^{(i)}|| \right\} \]  

(133)

But, if \( V \) is a nonnegative random variable, then

\[ E[V] = \int_{\mathbb{R}_+} \mathbb{P}[V \geq v] dv, \]  

(134)

since

\[
\int_{\mathbb{R}_+} \mathbb{P}[V \geq v] dv = \int_{\mathbb{R}_+} E \{ 1_{V \geq v} \} dv \\
= E \left\{ \int_{\mathbb{R}_+} 1_{V \geq v} dv \right\} \\
= E[V]
\]

Combining (134) and (133) yields

\[
E \{ N_r \hat{\gamma}_{r,N} \} = \int_{\mathbb{R}_+} \mathbb{P} \left\{ N_r \min_{1 \leq i \leq N} ||s^{(i)}|| \geq v \right\} dv \\
= \int_{\mathbb{R}_+} \mathbb{P} \left\{ \bigcap_{i=1}^N [N_r ||s^{(i)}|| \geq v] \right\} dv
\]  

(135)
Since $s^i$'s are i.i.d.,

$$E \{N^\gamma s_{\gamma,N}^F\} = \int_{R_+} \left(\mathbb{P}\{N^{\gamma/2}\|s^i\| \geq v\}\right)^N dv$$

$$= \int_{R_+} \left(1 - F\left(B_D(0, \frac{v^{1/2}}{N^{1/2}})\right)\right)^N dv,$$

which completes the proof. \hfill \blacksquare

**Lemma 13** For any $\rho > 0$, define $\mathcal{A}_\rho = \{v \in R_+; v^{1/r}/N^{1/D} \leq \rho\}$ and set

$$g_\rho := \inf_{\delta \in (0, \rho]} \frac{F(\mathcal{B}_D(0, \delta))}{\text{Vol}(\mathcal{B}_D(0, \delta))}.$$  

Then,

$$\int_{\mathcal{A}_\rho} \left(1 - F\left(B_D(0, \frac{v^{1/2}}{N^{1/2}})\right)\right)^N dv \leq \int_{\mathcal{A}_\rho} \exp\left(-B_D g_\rho v^{D/r}\right) dv. \quad (137)$$

**Proof:** One has

$$\left(1 - F\left(B_D(0, \frac{v^{1/2}}{N^{1/2}})\right)\right)^N$$

$$= \exp\left(N \ln \left(1 - F\left(B_D(0, \frac{v^{1/2}}{N^{1/2}})\right)\right)\right)$$

$$\leq \exp\left(-NF\left(B_D(0, \frac{v^{1/2}}{N^{1/2}})\right)\right)$$

$$\leq \exp\left(-B_D \frac{F\left(B_D(0, \frac{v^{1/2}}{N^{1/2}})\right)}{\text{Vol}\left(B_D(0, \frac{v^{1/2}}{N^{1/2}})\right)} v^{D/r}\right), \quad (138)$$

where $B_1 = 2$ and $B_D = \text{Vol}(\mathcal{B}_D(0, 1)) = \pi^{D/2}/\Gamma(1 + D/2)$ for $D = 2, \cdots$. By the definition of the set $\mathcal{A}$,

$$\int_{\mathcal{A}_\rho} \left(1 - F\left(B_D(0, \frac{v^{1/2}}{N^{1/2}})\right)\right)^N dv$$

$$\leq \int_{\mathcal{A}_\rho} \exp\left(-B_D g_\rho v^{D/r}\right) dv$$

$$= \int_{\mathcal{A}_\rho} \exp\left(-B_D g_\rho v^{D/r}\right) dv. \quad (139)$$
**Proof for Theorem 4:** According to Lemma 12,

\[ E \left\{ N \hat{\gamma}_{r,N}^{F} \right\} = \int_{\mathbb{R}^+} \left( 1 - F \left( \mathcal{B}_D(0, \frac{v^\perp}{N^\perp}) \right) \right)^N dv \]  

(140)

For any \( \rho > 0 \) define \( \bar{\mathcal{A}}_\rho \) as the complement region of \( \mathcal{A} \). Therefore,

\[ E \left\{ N \hat{\gamma}_{r,N}^{F} \right\} = \int_{\mathcal{A}_\rho} \left( 1 - F \left( \mathcal{B}_D(0, \frac{v^\perp}{N^\perp}) \right) \right)^N dv \]

\[ + \int_{\bar{\mathcal{A}}_\rho} \left( 1 - F \left( \mathcal{B}_D(0, \frac{v^\perp}{N^\perp}) \right) \right)^N dv \]  

(141)

Based on Lemma 13,

\[ \int_{\mathcal{A}_\rho} \left( 1 - F \left( \mathcal{B}_D(0, \frac{v^\perp}{N^\perp}) \right) \right)^N dv \]

\[ \leq \int_{\mathcal{A}_\rho} \exp \left( -B_D g_\rho v^{D/r} \right) dv. \]  

(142)

Note that the integral in (142) is limited (The proof is easy and it is similar to the approach in [25]). As \( N \to \infty \), \( \mathcal{A}_\rho \to \mathbb{R}^+ \). Therefore,

\[ \int_{\mathcal{A}_\rho} \left( 1 - F \left( \mathcal{B}_D(0, \frac{v^\perp}{N^\perp}) \right) \right)^N dv \to \int_{\mathbb{R}^+} \exp \left( -B_D g_\rho v^{D/r} \right) dv, \]

and

\[ \int_{\bar{\mathcal{A}}_\rho} \left( 1 - F \left( \mathcal{B}_D(0, \frac{v^\perp}{N^\perp}) \right) \right)^N dv \to 0. \]  

(143)

In [64], it is shown that

\[ \int_{\mathbb{R}^+} \exp \left( -B_D g_\rho v^{D/r} \right) dv = B_D^\perp \Gamma(1 + \frac{r}{D}) g_\rho^{-\frac{r}{D}} \]  

(144)

Therefore,

\[ \lim_{N \to \infty} E \left\{ N \hat{\gamma}_{r,N}^{F} \right\} = B_D^\perp \Gamma(1 + \frac{r}{D}) g_\rho^{-\frac{r}{D}} \]  

(145)
APPENDIX A. PROOFS

A.2.3 Theorem 6

According to (49), when $N \to \infty$,

$$
E_{Broadcast} = \frac{1}{L} E \left[ \gamma_{2,N}^{U(\bar{R})} \right] = \frac{1}{L} B_D \frac{2}{\Gamma(1 + \frac{2}{D})} N^{-\frac{2}{D}} \text{Vol}(\bar{R})^{\frac{2}{D}},
$$

(146)

where $\text{Vol}(\bar{R}) = (\sqrt{2L_i})^D \text{Vol}(\bar{R}), \bar{R} = \bar{R}_1 \times \bar{R}_2 \times \ldots \times \bar{R}_K$, and $\text{Vol}(\bar{R}_i) = N_i \text{Vol}(B_{D_i}(0, \sqrt{D_i} \sigma_i))$. Therefore,

$$
\text{Vol}(\bar{R}) = N_1 B_{D_1} D_1^{\frac{D_1}{2}} \cdot \cdots \cdot N_K B_{D_K} D_K^{\frac{D_K}{2}} \sigma_K^{D_K},
$$

(147)

where $B_{D_i} = \pi^{D_i/2}/\Gamma(1 + D_i/2)$ is the volume of a $D_i$-dimensional sphere of radius one ($D = LM = \sum D_i$ and $N = \prod N_i$).

$$
\text{Vol}(\bar{R}) = \frac{N B_{D_1} \cdots B_{D_K}}{B_D} \left( \frac{B_{D_1} \cdots B_{D_K}}{B_D} \right)^K \left( 2L_i \right)^{\frac{D_i}{2}} \prod_{i=1}^K \sigma_i^{D_i},
$$

(148)

The term in parenthesis can be simplified

$$
\frac{B_{D_1} \cdots B_{D_K}}{B_D} \prod_{i=1}^K n_i^{\frac{D_i}{2}} = \frac{\Gamma(1 + D/2)}{\prod \Gamma(1 + D_i/2)} \prod_{i=1}^K n_i^{\frac{D_i}{2}}
$$

$$
= \frac{(LM/2)!}{\prod (Ln_i)!} \prod_{i=1}^K n_i^{\frac{D_i}{2}}
$$

$$
= \frac{\sqrt{\pi LM} (LM/2)^{LM/2} e^{LM/2}}{\prod_{i=1}^K \sqrt{2\pi Ln_i} (Ln_i)^{Ln_i} e^{Ln_i}} \prod_{i=1}^K n_i^{Ln_i}
$$

$$
= \frac{\sqrt{\pi LM} (M/2)^{LM/2}}{\prod_{i=1}^K \sqrt{2\pi Ln_i}},
$$

(149)
where the last equality is based on applying stirling’s formula (since $L \to \infty$). On the other hand\footnote{\lim_{L \to \infty} \frac{1}{LM} \left[ \ln \pi LM - \sum_{i=1}^{K} \ln 2\pi Ln_i \right] = 0},

\[
\lim_{L \to \infty} \left( \frac{B_{D_1} \cdots B_{D_K}}{B_D} \prod_{i=1}^{K} \frac{n_i^{D_i}}{n_i!} \right)^{\frac{2}{LM}} = \lim_{L \to \infty} \left( \frac{\sqrt{\pi LM}}{\prod_{i=1}^{K} \sqrt{2\pi L n_i}} \right)^{\frac{2}{LM}} \frac{M}{2} = \frac{M}{2}.
\]

Therefore, for large enough $L$, the volume of region $\bar{R}$ can be written as

\[
\text{Vol}(\bar{R}) = NB_D D^2 \prod_{i=1}^{K} \sigma_i^{D_i} = N \text{Vol} \left( B_D(0, \sqrt{D} \sigma) \right).
\]

It is easy to show that, in order to provide entropy $\mathcal{H} = \frac{1}{M} \log(\mathcal{V})$ per each dimension,

\[
\sigma^M = \sigma_1^{2n_1} \cdots \sigma_K^{2n_K},
\]

where $\sigma^2$ is the variance of a Gaussian random variable with entropy $\mathcal{H}$ and

\[
\text{Vol}(\tilde{R}) = N \text{Vol} \left( B_D(0, \sqrt{D} \sigma) \right).
\]

Therefore, the average transmit energy in (146) can be written as

\[
E_{\text{Broadcast}} = \frac{1}{L} B_D^{\frac{2}{\hat{b}}} \Gamma(1 + \frac{2}{D}) N^{-\frac{2}{\hat{b}}} \text{Vol}(\tilde{R})^{\frac{1}{\hat{b}}} = M \sqrt{\Pi \lambda_j} \sigma^2,
\]

where $\sigma^M = \sigma_1^{2n_1} \cdots \sigma_K^{2n_K}$.

### A.3 Part III - Lattice Code Decoding Proofs

#### A.3.1 Lemma 7

Let $U \in \mathcal{M}_{N\times K}$ and $Ue_K = e_N$. Since $G$ is a $(K-1) \times K$ matrix containing a basis of the orthogonal complement of the vector of all ones, i.e., $Ge_K = 0_{K-1}$, and

\[
Fe_K = e_N,
\]
therefore,

\[ U = F + \hat{U}G, \]  

(154)

where \( \hat{U} \in M_{N \times (K-1)} \). From

\[
F = \frac{1}{K} (E_{N \times K} - E_{N \times (K-1)}G)
= \begin{bmatrix} 0_{N \times (K-1)} & e_N \end{bmatrix},
\]  

(155)

and

\[
\hat{U}G = \begin{bmatrix} \hat{U} & -\hat{U}e_{K-1} \end{bmatrix}
\]  

(156)

it follows that \( \hat{U} = U(1 : N, 1 : (K-1)) \).

**A.3.2 Theorem 8**

Let \( Y \in \mathcal{F} \) be an extreme point of \( \mathcal{F} \), i.e.

\[
Y = Y_u = \begin{bmatrix} 1 & x^T \\ x & xx^T \end{bmatrix},
\]  

(157)

for some \( x = \text{vec}(X^T) \), \( X \in \mathcal{E}_{N \times K} \). From Lemma 7, it follows that every matrix \( X \in \mathcal{E}_{N \times K} \) is of the form \( X = F + \tilde{X}G \) where \( \tilde{X} = X(1 : K - 1, 1 : N) \). From the properties of the Kronecker product (see [55]), it is known that

\[ \text{vec}(ACB) = (B^T \otimes A)\text{vec}(C). \]

Therefore, it follows that

\[
x = \text{vec}(X^T) = \frac{1}{K} (e_{KN} - (I_N \otimes G^T)e_{(K-1)N})
+ (I_N \otimes G^T)\tilde{x},
\]  

(158)

where \( \tilde{x} = \text{vec}(\tilde{X}^T) \). Let \( p^T := \begin{bmatrix} 1 & \tilde{x}^T \end{bmatrix}, \)

\[ b_V = \frac{1}{K} (e_{KN} - (I_N \otimes G^T)e_{(K-1)N}), \]

and

\[ W := \begin{bmatrix} b_V & I_N \otimes G^T \end{bmatrix}. \]  

(159)

Therefore, \( x = Wp \), and

\[
Y = \begin{bmatrix} 1 \\ Wp \end{bmatrix} \begin{bmatrix} p^T W^T \\ Wpp^T W^T \end{bmatrix} = \hat{V}R\hat{V}^T,
\]  

(160)
where $R := pp^T$, i.e.

$$R = \begin{bmatrix} 1 & \tilde{x}^T \\ \tilde{x} & \tilde{x}\tilde{x}^T \end{bmatrix} \succeq 0. \quad (161)$$

Since $\tilde{x}$ is a binary vector, it follows that $r_{ij} \in \{0, 1\}, \forall i,j \in \{0, \ldots, N(K-1)\}$, and $\text{diag}(\tilde{x}\tilde{x}^T) = \tilde{x}$. The proof follows analogously for any convex combination of the extreme points from $\mathcal{F}$.

### A.3.3 Theorem 9

Fix $u \in \mathcal{U}$ and let

$$Y = Y_u = \begin{bmatrix} 1 \\ u \end{bmatrix} \begin{bmatrix} 1 \\ u^T \end{bmatrix}.$$

Considering the constraint on this vector in (67), the vector $u$ is divided into $N$ sub-vectors of length $K$. In each sub-vector all the elements are zero except one of the elements which is one. Therefore, there are $K^N$ different binary vectors in the set $\mathcal{U}$. Consider the entries of the 0-th row of $Y$. Note that $y_{0,j} = 1$ means that the $j$-th element of $u$ is 1. In addition, there is only one element equal to 1 in each sub-vector. Therefore, there are $K^{N-1}$ such vectors, and the components of the 0-th row of $\hat{Y}$ are given by

$$\hat{y}_{0,j} = \frac{1}{K^N}K^{N-1} = \frac{1}{K}.$$

Now consider the entries of $Y$ in the other rows, $y_{i,j}$.

1. If $i = j$, then $y_{i,j} = 1$ means that the $i$-th element of the vector $u$ is 1 and there are $K^{N-1}$ such vectors; therefore, the diagonal elements are

$$\hat{y}_{i,i} = \frac{1}{K^N}K^{N-1} = \frac{1}{K}.$$

2. If $i = K(p-1) + q, j = K(p-1) + r, q \neq r, q, r \in \{1, \ldots, K\}, p \in \{1, \ldots, N\}$, i.e. the element is an off-diagonal element in a diagonal block, then, $y_{i,j} = 1$ means that the $i$-th and the $j$-th elements of $u$ in a sub-vector should be 1 and this is not possible. Therefore, this element is always zero.

3. Otherwise, the elements of the off-diagonal blocks of $Y$ are considered. Then, $y_{i,j} = 1$ means that the $i$-th and the $j$-th elements of $u$ in two different sub-vectors are 1 and there are $K^{N-2}$ such vectors; therefore, the elements of the off-diagonal blocks are

$$\hat{y}_{i,j} = \frac{1}{K^N}K^{N-2} = \frac{1}{K^2}.$$
This proves the representation of \( \hat{Y} \) in (i) in Theorem 9.

It can be easily shown that

\[
\begin{bmatrix}
1 & 0^T_n \\
-\frac{1}{K} e_n & I_n
\end{bmatrix}
\hat{Y}
\begin{bmatrix}
1 & -\frac{1}{K} e_n^T \\
0_n & I_n
\end{bmatrix}
= \begin{bmatrix}
1 & 0^T_n \\
0_n & \hat{W}
\end{bmatrix},
\]

where \( \hat{W} = \frac{1}{K^2} I_N \otimes (KI_K - E_K) \). Note that \( \text{rank}(\hat{Y}) = 1 + \text{rank}(\hat{W}) \).

The eigenvalues of \( I_N \) are 1, with multiplicity \( N \) and the eigenvalues of \( KI_K - E_K \) are \( K \), with multiplicity \( K - 1 \), and 0. Note that the eigenvalues of a Kronecker product are given by the Kronecker product of the eigenvalues [55]. Therefore, the eigenvalues of \( \hat{W} \) are \( \frac{1}{K} \), with multiplicity \( N(K - 1) \), and 0, with multiplicity \( N \). Therefore,

\[
\text{rank}(\hat{Y}) = 1 + \text{rank}(\hat{W}) = N(K - 1) + 1.
\]

This proves (ii) in Theorem 9.

By (162) and (163), it can be easily seen that the eigenvalues of \( \hat{Y} \) are \( \frac{1}{K} \), with multiplicity \( N(K - 1) \), \( \frac{K + N}{K} \), and 0, with multiplicity \( N \). This proves (iii) in Theorem 9.

The only constraint that defines the minimal face is \( Ue_K = e_N \), or equivalently \( (I_N \otimes e_K)u = e_N \). By multiplying of both sides by \( u^T \) and using the fact that \( u \) is a binary vector,

\[
(I_N \otimes e_K)uu^T = e_N \left( \text{diag}(uu^T) \right)^T.
\]

This condition is equivalent to

\[
T\hat{Y} = 0.
\]

Note that \( \text{rank}(T) = N \). Therefore,

\[
\mathcal{N}(\hat{Y}) = \{ u : u \in \mathcal{R}(T^T) \}.
\]

This proves (iv) in Theorem 9.

Since \( \text{rank}(\hat{V}) = N(K - 1) + 1 \) and using Theorem 8, the columns of \( \hat{V} \) span the range space of \( \hat{Y} \). This proves (v) in Theorem 9.
APPENDIX B

REVIEW ON SOME PRECODING METHODS

In this appendix, the average transmit energy for different methods based on the probabilistic view point of (35) is calculated. Each case corresponds to different regions \( R \) (or \( R' \)) and marginal probability distributions. In all these cases, it is assumed that the vector \( \mathbf{u} \) is selected uniformly over a hypercube centered at the origin with side length of \( 2A \), \( R = C_M(0, 2A) \). The energy of the vector \( \mathbf{v} = \sqrt{\Lambda} \mathbf{U}^T \mathbf{u} \) is equal to the transmit energy of vector \( \mathbf{s} \), \( \gamma = s^T \mathbf{s} = \mathbf{u}^T \mathbf{Q} \mathbf{u} = \mathbf{u}^T \mathbf{U} \mathbf{\Lambda} \mathbf{U}^T \mathbf{u} = \mathbf{v}^T \mathbf{v} \). In the following, in some cases, the region \( R' \) is defined based on the vector \( \mathbf{v} \).

**B.1 Case (I) - Independent Uniform Marginal Probability Distribution**

Assume that \( \mathbf{u} \) is a random vector in \( \mathbb{R}^M \) such that its elements are i.i.d. random variables with a uniform distribution between \(-A\) and \(A\). In order to provide the entropy of \( \mathcal{H} \), there should be

\[
\mathcal{H} = \log 2A \quad \text{or equivalently} \quad A = 2^{\mathcal{H}-1}.
\]

(166)

According to (35), the average anergy of the transmit signal corresponding to \( \mathbf{u} \) is

\[
E[\gamma] = tr(\mathbf{Q} \mathbf{\Sigma}) = tr(\mathbf{U} \mathbf{\Lambda} \mathbf{U}^T \mathbf{\Sigma}) = tr(\mathbf{\Lambda} \mathbf{\Sigma}')
\]

(167)

where \( \mathbf{\Sigma}' = \mathbf{U}^T \mathbf{\Sigma} \mathbf{U} \). Note that \( \mathbf{\Sigma} = \frac{A^2}{3} \mathbf{I} \) and since \( \mathbf{U} \) is a unitary matrix \( \mathbf{\Sigma}' = \frac{A^2}{3} \mathbf{I} \). Therefore, the average energy of transmit vector corresponding to \( \mathbf{u} \) is

\[
E_{\text{cube}} = E[\gamma] = \frac{A^2}{3} \sum_{i=1}^{M} \lambda_i = \frac{2^{2\mathcal{H}}}{12} \sum_{i=1}^{M} \lambda_i.
\]

(168)

This case corresponds to a conventional block constellation, i.e., there is a uniform distribution over region \( \mathcal{R} \) which is an \( M \)-dimensional cube centered at the origin with side length of \( 2A \), \( \mathcal{R} = C_M(0, 2A) \). Therefore, the region \( \mathcal{R}' \) for the auxiliary vector \( \mathbf{v} \) is an orthotope centered at the origin and along the eigenvectors of \( \mathbf{Q} \) (see Figure 24). This orthotope is the rotated version of the hypercube \( \mathcal{R} \) where each side is multiplied by \( \sqrt{\lambda_i} \). It is clear that \( \text{Vol}(\mathcal{R}') = \sqrt[3]{\prod \lambda_i} = (2A)^M \sqrt[3]{\prod \lambda_i} \). When the channel condition is poor, this ortotope is stretched, resulting in a large average transmit energy.
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Figure 24: Schematic region $\mathcal{R}$ for the uniform distribution and its corresponding auxiliary region $\mathcal{R}'$.

B.2 Case (II) - Regularization

In [114], a method is introduced to reduce the average transmit energy. In this technique, a multiple of the identity matrix is added to the channel matrix before inverting in (33), i.e.,

$$s = H^T(HH^T + \alpha I_M)^{-1}u,$$

where it is shown that $\alpha_{opt} = M/\rho$. Since $HH^T = U\Lambda U^T$, the auxiliary vector $v$ can be written as

$$v = \frac{\sqrt{\Lambda}}{\alpha \Lambda + I} U u.$$

Here, the region $\mathcal{R}'$ is an orthotope whose sides compared to the one in Case (I) are smaller (the sides are divided by $1 + \alpha \lambda > 1$). This orthotope is called a reduced-orthotope compared to the one in Case (I). By assuming the same uniform distribution for $u$, the average transmit energy of this signal is

$$E_{\text{reg}} = E\{\gamma\} = \frac{A^2}{3} \sum_{i=1}^{M} \frac{\lambda_i}{(\alpha \lambda_i + 1)^2},$$

where for the same reason is less than $E_{\text{cube}}$.

In the channel inversion technique, a linear transformation $T$ is desired such that it maps the region $\mathcal{R}$ to some other region. This region should be such that when its points are multiplied by $H^{-1}$ the average transmit energy is minimized, while the minimum mean square error in the receivers are minimized. In other words, a matrix $T$ is desired such that $s = H^{-1}Tu$ with minimum error in decoding regarding the interference caused by $T$ and with minimum average transmit energy for the new region $T\mathcal{R}$.

---

1The operations on the diagonal matrices are based on the operations on the diagonal elements.
In [65], it is shown that in order to satisfy these conditions, the matrix $H^{-1}T$ should be a Wiener filter, i.e.,

$$H^{-1}T = H^T(\alpha I_M + \alpha I_M)^{-1}.$$ 

By using matrix inversion lemma [53],

$$H^T(\alpha I_M + \alpha I_M)^{-1} = H^{-1}(I_M - \alpha(HH^T + \alpha I_M)^{-1}).$$

Therefore,

$$T = (I_M - \alpha(HH^T + \alpha I_M)^{-1}).$$

This simple argument emphasis that the method in [114] proposes a lattice code defined by the region $TR$. This lattice code is the best lattice code that can be achieved by linear transformation which has the minimum transmit energy while minimizes the mean square error at the decoding process in the receiver side.

### B.3 Case (III) - Perturbation Technique

In [115], a perturbation method is introduced in order to reduce the average energy of the transmit signal. The data is transmitted by judiciously adding an integer vector offset. Instead of sending the transmit signal in (33), the perturbed version of this signal is transmitted as

$$s = H^{-1}(u + \tau l),$$  \hspace{1cm} (171)

where $\tau$ is a positive real number and it is chosen large enough so that the receivers may apply the modulo function. The vector $l$ is chosen such that the average energy $\gamma$ is minimized.

Let $u$ be a point selected uniformly over $C_M(0,2A)$ and $\tau = 2A$. Therefore, vector $s$, based on (33), is selected uniformly over a polytop whose sides are along the columns of the matrix $H^{-1}$. This polytope is actually a fundamental region of the lattice $\tau H^{-1}$ centered at zero (for definition of fundamental region refer to [27]).

By using (171), the hypercubic region of $R$ is expanded and the vectors $l$ are found in the expanded region such that the vectors $s$ with the minimum energy are selected. In other words, by using perturbation in (171), vector $s$ is uniformly selected over a region which is known as the Voronoi region of the lattice $\tau H^{-1}$. The Voronoi region of a lattice is the set of points in $R^M$ which are closer to the origin than any other points in the lattice [27]. Denote by $V(\tau H^{-1})$ the Voronoi region of $\tau H^{-1}$. Therefore, the average transmit energy of perturbation technique [115] would be

$$E_{perturb} = E(\gamma) = \int_{V(\tau H^{-1})} ||x||^2 dF(x),$$  \hspace{1cm} (172)

where $F(x)$ is the uniform distribution over $V(\tau H^{-1})$. 
Since the probability distribution over the Voronoi region is uniform, the average energy in (172) can be formulated by the second moment of $\tau \mathbf{H}^{-1}$ [27]. The dimensionless second moment of the Voronoi region $\mathcal{V}(\tau \mathbf{H}^{-1})$ is defined as

$$G(\mathcal{V}(\tau \mathbf{H}^{-1})) = \frac{1}{M} \int_{\mathcal{V}(\tau \mathbf{H}^{-1})} \|x\|^2 dx$$

$$= \frac{1}{M} \int_{\mathcal{V}(\tau \mathbf{H}^{-1})} \|x\|^2 dF(x)$$

Therefore,

$$E_{perturb} = MG'(\mathcal{V}(\tau \mathbf{H}^{-1})) \left(\text{Vol}(\mathcal{V}(\tau \mathbf{H}^{-1}))\right)^{\frac{2}{M}},$$

where

$$\text{Vol}(\mathcal{V}(\tau \mathbf{H}^{-1})) = \sqrt{\det(Q)}(2A)^M.$$ 

In [27], it is shown that $G'(\mathcal{V}(\tau \mathbf{H}^{-1})) \geq G_M$ where

$$\frac{1}{(M + 2)\pi} \Gamma\left(\frac{M}{2} + 1\right)^{\frac{2}{M}} \leq G_M \leq \frac{1}{M\pi} \frac{1}{\Gamma\left(\frac{M}{2} + 1\right)^{\frac{2}{M}}} \frac{1}{M} \Gamma\left(1 + \frac{2}{M}\right).$$

Generally, the method in [115] changes the region of the transmit signal $\mathbf{s}$ form a fundamental region to the Voronoi region of $\tau \mathbf{H}^{-1}$. The closer the Voronoi region is to a ball, the smaller the value of the average transmit energy would be. However, the Voronoi region of $\tau \mathbf{H}^{-1}$ is fixed and it can be far away from a ball. The methods in [129] and [144] change the region of the transmit signal $\mathbf{s}$ form a fundamental region to another fundamental region which is more similar to a ball.

### B.4 Case (IV) - Independent Gaussian Marginal Probability Distribution

Now, consider the theoretical case that $\mathbf{u}$ is a random vector in $\mathbb{R}^M$ such that its elements are i.i.d. random variables with a Gaussian distribution with zero mean and variance $\sigma^2$, i.e. $N(0, \sigma^2 \mathbf{I}_M)$. Satisfying the entropy $\mathcal{H}$ per dimension requires that

$$\mathcal{H} = \frac{1}{2} \log 2\pi e \sigma^2.$$ 

The average transmit energy of $\mathbf{u}$ is $E(\gamma) = \text{tr}(\Lambda \Sigma')$. The covariance matrix is a diagonal matrix since the elements are i.i.d., $\Sigma = \sigma^2 \mathbf{I}$. By multiplication of a unitary matrix, there are i.i.d. Gaussian elements with $\Sigma' = \sigma^2 \mathbf{I}$. Therefore, the average energy is

$$E_{sphere} = E(\gamma) = \sigma^2 \sum_{i=1}^{M} \lambda_i = \frac{2^\mathcal{H}}{2\pi e} \sum_{i=1}^{M} \lambda_i.$$ 

(178)
According to (168) and (178), $G_{sphere} = \frac{E_{cube}}{E_{sphere}} = \frac{\pi e}{6}$, which is known as the shaping gain (the advantage of using Gaussian distribution instead of uniform distribution). The idea of shaping has been frequently used in different applications to generate signals with desired properties.
APPENDIX C

LAGRANGIAN DUALITY

In this appendix, it is shown that Lagrangian duality can be used to derive the SDP relaxation problem \(77\). First, the dual for the constraints of \(65\) is found, and then, an SDP relaxation from the dual of the homogenized Lagrangian dual is derived. Finally, the obtained relaxation is projected onto the minimal face. The resulting relaxation is equivalent to the relaxation \(77\).

It is easy to show that the minimization problem in \(65\) is equivalent to

\[
\min \quad u^T (Q \otimes S) u + 2 \text{vec}(C)^T u
\]

\[
\text{s.t.} \quad (I_N \otimes e_K^T) u = e_N
\]

\[
u_i^2 = u_i \quad \forall i = 1, \cdots, n.
\]

According to [146], for an accurate semi-definite solution, zero-one constraints should be formulated as quadratic constraints. Therefore,

\[
\min \quad u^T (Q \otimes S) u + 2 \text{vec}(C)^T u
\]

\[
\text{s.t.} \quad \|(I_N \otimes e_K^T) u - e_N\|^2 = 0
\]

\[
u_i^2 = u_i \quad \forall i = 1, \cdots, n.
\]

First, the constraints are added to the objective function using lagrange multipliers \(\lambda\) and \(\tilde{w} = [\tilde{w}_1, \cdots, \tilde{w}_n]^T\):

\[
\mu_O = \min_u \max_{\lambda, \tilde{w}} \left\{ u^T (Q \otimes S) u + 2 \text{vec}(C)^T u 
\right.
\]

\[
+ \lambda \left( u^T (I_N \otimes E_K) u - 2 e_{N_K}^T u + N \right) 
\]

\[
+ \sum_{i=1}^n \tilde{w}_i \left( u_i^2 - u_i \right) \}.
\]

Interchanging min and max yields

\[
\mu_O \geq \mu_L = \max_{\lambda, \tilde{w}} \min_u \left\{ u^T (Q \otimes S) u + 2 \text{vec}(C)^T u 
\right.
\]

\[
+ \lambda \left( u^T (I_N \otimes E_K) u - 2 e_{N_K}^T u + N \right) 
\]

\[
+ \sum_{i=1}^n \tilde{w}_i \left( u_i^2 - u_i \right) \}.
\]
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Next, the objective function is homogenized by multiplying it with a constrained scalar $u_0$ and then increasing the dimension of the problem by 1. Homogenization simplifies the transition to a semi-definite programming problem. Therefore,

$$\mu_O \geq \mu_L = \max_{\lambda, \tilde{w}} \min_{u, u_0} \left\{ u^T \left[ Q \otimes S + \lambda I_N \otimes E_K + \text{Diag}(\tilde{w}) \right] u - \left( 2\lambda \epsilon_{NK}^T - 2\text{vec}(C)^T + \tilde{w}^T \right) u_0 + \lambda N \right\},$$

where $\text{Diag}(\tilde{w})$ is a diagonal matrix with $\tilde{w}$ as its diagonal elements. By introducing a Lagrange multiplier $w_0$ for the constraint on $u_0$, the lower bound $\mu_R$ is obtained

$$\mu_O \geq \mu_L \geq \mu_R = \max_{\lambda, \tilde{w}, w_0} \min_{u, u_0} \left\{ u^T \left[ Q \otimes S + \lambda I_N \otimes E_K + \text{Diag}(\tilde{w}) \right] u - \left( 2\lambda \epsilon_{NK}^T - 2\text{vec}(C)^T + \tilde{w}^T \right) u_0 + \lambda N u_0^2 + w_0 \left( u_0^2 - 1 \right) \right\},$$

Note that both inequalities can be strict, i.e. there can be duality gaps in each of the Lagrangian relaxations. Also, the multiplication of $\lambda E_N$ by $u_0^2$ is a multiplication by 1. Now, by grouping the quadratic, linear, and constant terms together and defining $\tilde{u}^T = [u_0, u^T]^T$ and $\tilde{w}^T = [w_0, \tilde{w}^T]^T$, the following relaxation is obtained:

$$\mu_R = \max_{\lambda, \tilde{w}} \min_{\tilde{u}} \left\{ \tilde{u}^T \left[ L_Q + \text{Arrow}(\tilde{w}) + \lambda L_\lambda \right] \tilde{u} - w_0 \right\},$$

where

$$L_\lambda = \begin{bmatrix} N & -e_{NK}^T \\ -e_{NK} & I_N \otimes (E_K) \end{bmatrix},$$

$$\text{Arrow}(\tilde{w}) = \begin{bmatrix} w_0 - \frac{1}{2} w_{1:n}^T \\ -\frac{1}{2} w_{1:n} & \text{Diag}(w_{1:n}) \end{bmatrix},$$

and

$$L_Q = \begin{bmatrix} 0 & \text{vec}(C)^T \\ \text{vec}(C) & Q \otimes S \end{bmatrix}.$$

Note that the additional row and column generated by the homogenization of the problem is referred as the 0-th row and column. There is a hidden semi-definite constraint in (185), i.e. the inner minimization problem is bounded below only if the Hessian of the quadratic form is positive semi-definite. In this case, the quadratic form has minimum value 0. This yields the following SDP problem:

$$\max \quad -w_0$$

$$\text{s.t.} \quad L_Q + \text{Arrow}(\tilde{w}) + \lambda L_\lambda \geq 0.$$
The desired SDP relaxation of (180) is the Lagrangian dual of (187). By introducing the \((n+1) \times (n+1)\) dual matrix variable \(Y \geq 0\), the dual program to the SDP (187) would be

\[
\begin{align*}
\min \ & \text{trace} \ L Q Y \\
\text{s.t.} \ & \text{diag}(Y) = (1, Y_{0,1:n})^T \\
& \text{trace} L d Y = 0 \\
& Y \geq 0,
\end{align*}
\]

where the first constraint represents the zero-one constraints in (180) by guaranteeing that the diagonal and 0-th column (row) are identical (matrix \(Y\) is indexed from 0); and the constraint \((I_N \otimes e_k^T)u = e_N\) is represented by the constraint \(\text{trace} L d Y = 0\). Note that if the matrix \(Y\) is restricted to be rank-one in (188), i.e.

\[
Y = \begin{bmatrix} 1 \\ u \end{bmatrix} \begin{bmatrix} 1 & u^T \end{bmatrix},
\]

for some \(u \in \mathbb{R}^n\), then the optimal solution of (188) provides the optimal solution, \(u\), for (180).

Since the matrix \(L d \neq 0\) is a positive semi-definite matrix; therefore, to satisfy the constraint in (188), \(Y\) has to be singular. This means the feasible set of the primal problem in (188) has no interior [156] and an IPM may never converge. However, a simple structured matrix can be found in the relative interior of the feasible set in order to project (and regularize) the problem into a smaller dimension.

As mentioned before, the rank-one matrices are the extreme points of the feasible set of the problem in (188) and the minimal face of the feasible set that contains all these points shall be found [156].

From Theorems 8 and 9, it can be concluded that \(Y \geq 0\) is in the minimal face if and only if \(Y = \hat{V} R \hat{V}^T\), for some \(R \geq 0\). By substituting \(\hat{V} R \hat{V}^T\) for \(Y\) in the SDP relaxation (188), the following projected SDP relaxation is obtained which is the same as the SDP relaxation in (77):

\[
\begin{align*}
\mu_{R1} = \min \ & \text{trace} \ (\hat{V}^T L Q \hat{V}) R \\
\text{s.t.} \ & \text{diag}(\hat{V} R \hat{V}^T) = (1, (\hat{V} R \hat{V}^T)_{0,1:n})^T \\
& R \geq 0.
\end{align*}
\]

(189)

Note that the constraint \(\text{trace}(\hat{V}^T L d \hat{V}) R = 0\) is dropped since it is always satisfied, i.e. \(L d \hat{V} = 0\).
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