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Abstract

Wireless Mesh Networks are increasingly becoming populas bow cost alternatives to
wired networks for providing broadband access to users (tHast mile connectivity). A
key challenge in deploying wireless mesh networks is desmgnnetworks with su cient
capacity to meet user demands. Accordingly, researchersveaexplored various schemes
in an e ort to build high throughput mesh networks. One of thekey technologies that is
often employed by researchers to build high throughput witess mesh networks (WMN)
is equipping nodes with smart antennas. By exploiting the a@ntages of reduced inter-
ference and longer transmission paths, smart antennas halseen shown to signi cantly
increase network throughput in WMN. However, there is a neetb identify and establish
an upper-bound on the maximum throughput that is achievabldy using smart antennas
equipped WMN. Such a bound on throughput is important for searal reasons, the most
important of which is identifying the services that can be spported by these technologies.
This thesis begins with a focus on establishing this bound.

Clearly, it is evident that smart-antennas cannot increasanetwork throughput beyond

a certain limit for various reasons including the limitations imposed by existing smart an-
tenna technology itself. However with the spiralling demashfor broadband access, schemes
must be explored that can increase network throughput beyaithe limit imposed by smart
antennas. An interesting and robust method to achieve thisicreased throughput is by en-
abling multiple gateways within the network. Since, the paton of these gateways within
the network bears a signi cant in uence on network performace, techniques to \opti-
mally" place these gateways within the network must be evodd. The study of multiple
gateway placement in multi-hop mesh networks forms the nexocus of this study.

This thesis ends with a discussion on further work that is nessary in this domain.
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Chapter 1
Introduction

Wireless Mesh Networks (WMNs) are multi-hop wireless netwks that deliver packets to
the destination, by sequencing the delivery over a set of mtmediate nodes in a process
similar to the co-operative communication scheme used in ned Local Area Networks
(LAN).

Mesh networks usually employ a two-tier communications irdistructure. The backhaul-
tier (Figure [LJa.) which is comprised ofatewaysis designed to handle large volumes of
tra c and connect users to the internet. The access-tier(Figure [Lb.) which is comprised
of nodes typically static wireless devices (end-users themselyesnd represents user de-
mands. Additional to serving as access-points to users, resdalso forward communication
packets from other nodes to respective gateways. The numbef gateways a node can
transmit/forward packets to, is largely dependent on the nvork provider. Some WMNs
accommodate nodes that forward tra c to multiple gateways vhile others ensure that
nodes forward data-tra c to a single gateway only. In this thesis, we follow the latter
approach and limit the nodes to transmit packets to a singleageway only. A gateway
and its set of nodes constitute theaccess tier Similar to the access-tier, aggregated data
at the gateways may reach the internet directly with each gatway directly connected to
the internet or the data could reach the internet through a seof intermediate gateways.
Subsequently, the organization of gateways constitute theackhaul tier

This work proposes extensions to the research project debed in [L0] and[9] and stud-
ies the problem of maximising the capacity in wireless multiop mesh networks. Speci -
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(a) Backhaul Tier (b) Access Tier

Figure 1.1: Wireless Mesh Networks

cally, [9] proposes a method to compute the maximum throughip of an N node network
with known node locations and data ows. The notion of maximm throughput in this work
Is the max-min ow rate ie., they consider maximising the minimum end-to-ed ow that
can be achievable in the network. The ow of tra c is invariably to and from the gateway
and utilizes conict-free link schedules for forwarding d&a to/from the gateway. Fur-
ther, [9] also establishes the con guration of the networkif terms of link schedules, data
routes, other physical parameters such as transmitter sighpower and modulation-coding
scheme employed by the link etc) required in order to achievtis network throughput.
Nodes and gateways in this study are equipped with omni-dicBonal antennas. Sincel]9]
is central to this work, we start by presenting the problem fonmulation and some of the
main results in SectionlLIl. An interesting result that fobws from [9] indicates that the
maximum throughput of a single gatewayN node mesh network is upper-bounded b%
(where A is the highest data-rate available in the network).

The use of omni-directional antennas in WMNSs invariably leds to interference that lim-
its the achievable throughput. In an e ort to reduce the inteference, the model proposed
in [9] is extended to the case of smart antennas and the impaah network throughput in
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WMNSs is studied.

As stated earlier, the maximum throughput of single-gatewaWMNSs is upper-bounded
to ﬁ (whereA is the highest data-rate of available). The maximum througput of large sin-
gle gateway WMNs hence decreases very fast as the number adesN increases. In order
to increase themax-min throughput ( ) achievable for a giverN -node network beyond%,
multiple gateways within the network are necessary. Howewnegateway placement within
the network in uences the network throughput. Thus this sty starts by investigating
the impact of gateway placement in single-gateway WMNs on tweork throughput. We
then study the case of networks with multiple gateways and exnine two related issues: (i)
gateway placement (ie., which node location must be desiged as a gateway?) and (i)
node association (ie., which gateway should nodes in the werk transmit/forward data
to?). We examine these two problems under two network condins modelled on (i) all
access networks using a single band-widtilfe Common Frequency Problejrand (ii) each
access network using a non-overlapping bandwidtike Multiple Frequency Problem

1.1 Background Work

Computing the maximum capacity of wireless networks has taed out to be an important
problem for several reasons. From a technology perspectiem upper bound on the maxi-
mum throughput for a given wireless network helps us to estlish benchmarks over which
newer technologies and protocols can be evaluated in termtthe performance-to-cost
ratio. From an engineering perspective, the limit on the marmum throughput speci es
the number of gateways to be setup to serve a set of users dewliag a set of services.
In most networks, the cost of the gateways are critical sinaey primarily de ne overall
network infrastructure costs. Careful design of a wirelegsetwork by equipping networks
with an optimal number of gateways reduces infrastructureasts due to over-provisioning
or reduce re-design costs due to under-provisioning of tleegateways. Computing the
maximum capacity of wireless networks is hence important.

As aresult, several researchers have studied this problefrtomputing wireless capacity.
The authors in [9] study the capacity of wireless networks bgpeci cally seeking answers
to two important questions: (i) What is the maximum achievalbe throughput for a set
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of nodes arbitrarily distributed in space and for a set of da ows specied as source-
destination pairs? (ii) How should the network be con guredin order to achieve this
maximum throughput. By network con guration, they intend, the complete set of links,
their physical layer parameters, the ow routes and the linkactivation schedules etc.

1.1.1 Problem Model

The research work in[[B] starts with a set oN nodes with known positions (node positions
are speci ed by the triplet viz., a node indexifi 2 (1:::N)g, a (X, y) coordinates), a
single gateway and the set of data- ows (ie., only data tra c from or to the gateway).
The aim is to compute the maximum network throughput availabe by maximising the
minimum throughput achievable by any node by optimally conguring the network in
terms of routing, link scheduling, physical parameters ofiie link (ie., transmitter power,
modulation-coding scheme) etc. Since the aim is to seek \mimum" capacity results,
random access wireless networks where links are activatedndomly” are not considered.
Random link activations results in increased interferencand collisions leading to link
transmission failures. The research work hence speci estkxistence of a central controller
that schedules links for discrete time intervals to avoid ik \con icts".

Wireless link transmissions are not assumed to be complsgtedrror-free, instead the
success of a transmission on a link is speci ed by the abilitf the transmission to maintain
the SINR above a certain threshold for the duration of the lik [6]. This threshold is
determined by the transmit power, modulation-coding schees and the Bit Error Rate
(BER) requirements. Hence assuming that a set of links are ta@ted simultaneously,
this model assumes that the transmissions of all these linkse successful if for each of
these links, the receiver receives its SINR above the thredtl for the duration of the link
transmission.

Since [9] also speci es the complete con guration of the nebrk, they do not start
with any speci c network topology, instead they model a comlpte graph on the given
set of wireless nodes with the vertices and edges represegtthe wireless nodes and links
respectively. LetL be the set of directed links numbered;P;:::;L representing the set
of all possible links. LetP;1 2 L, represent the transmitter power on linkl. Since
the maximum transmitter power available for each linkl is limited, certain links in this
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complete graph are infeasible, in which case the data-ratassociated with a speci c radio-
con guration is taken as 0. The links are assumed to be diread and each linkl 2 L,
is represented aslg; l4), wherel, and Iy represents the originating and destination nodes
respectively. LetL? and L! denote the set of links outgoing (and incoming) from (to)
nodei (respectively). As described earlier, the notion of succdal link transmission is
on the ability of the link to maintain a speci ed SINR-threshold for the duration of the
link activation. Let | correspond to the SINR-threshold, the linkl must ensure for a
\success". This threshold ;1 2 L, is specied by the Bit Error Rate (BER) desired
for each modulation-coding scheme on the link Hence for transmission on link to be
successful

_ G P
~ No+ [ .GnPr ! 1)

| corresponds to the SINR computed on link. G, denotes the gain from the transmitter
to the receiver of linkl, G,q denotes the gain from the transmitter ofl°to the receiver of
|, and Ny denotes the noise power in the operating frequency band. Tlgains Gs..4 are
assumed to be known and xed. Details on modeling interferee using BER or SINR,
are explained in[[I]. In this research work, the channel gaiG, are modelled as isotropic
path loss, where the channel gains between two pointsand y is speci ed by the relation
X i

dO

where is the path loss exponent, usually between 2 and 4; anyg represents the far- eld
cross-over distance.

Since this model incorporates multiple modulation-codingchemes, letz; represent
the modulation-coding scheme available on link and Z represent the set of available
modulation-coding schemes. The modulation-coding scheragailable for each linkl is
abstracted into data-rate ¢, where depending on the modulation-coding schemes on the
link |, a specic value is associated for the data-ratg. Hence, depending on the set of
modulation-coding scheme available at each node, multiplieks (each link associated with
a speci ¢ modulation-coding scheme) are possible betweetransmitter-receiver node pair
(or pairs of vertices in the complete graph).

The success of link transmission is dependent on the abilitf the link | to maintain
its SINR above a threshold | (refer Equation (I)). This indicates that multiple links

ny =

(1.2)
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can be simultaneously activated provided that each link maintains the threshold | for
the duration of the activation. Hence letl denote this set of independent sets of links,
which characterizes the simultaneous operation of the seitlinks based on the interference
caused by the links to one another. Hence denoting the subsétiinks by an L -dimensional
vector x, wherex; = 1 implies the link | 2 x andx; = 0 implies | 2 x, the set of independent
setsl is given by:

( )
G P,
| = x: P > x;8l 2L 1.3
No + 1016 |0 G PjoXjo - ( )
I:)Let |, represent the set of independent sets, a linkbelongs to. Let = f ;k 2

lj wa. . o k=1 represent the link activation schedulek is any generic independent
set and | represents the fraction of time, the independent sek is active. A ow is
speci ed by a source-destination pair and the set of ows isahoted byF. Flows in the

node and the destination node respectively. Letlf denote the amount of owf on link |
and ¢, the throughput on ow f.

With the network model and the notion of \independent sets ofinks" now de ned,
the solution to this problem of maximising the capacity liesn selecting appropriate in-
dependent sets of links such that the data transferred fromaeh node on these links are
maximised. Hence the problem of capacity and optimal con gation can then be modeled
as the following optimization problem:

max 8 (1.4)
P ] P . _2 O I21:1:Syfdg
2L 0 X| FAR G I
. f |:fd
=10 Nf =150 M
P f P —_— 2 s s s
f2FPXI G oy, k =150
ko k=1
0 f f=1;::::M

From Equation [L:4), the objective is clearly to maximise tk throughput (the throughput
in the objective function is the throughput associated witheach ow that needs to
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be maximised. The optimization model described in EquatiofC4) uses themax-min

throughput to accomplish this.) under the following constaints. The rst species the

Oow conservation ie., unless a node sources or sinks data- ow, the total amount of ow
handled by this node is zero. The next speci es the capacityonservation constraint ie.,
a link | can handle only so much of the total ow as the data-rate corresponding to a
speci ¢ modulation-coding scheme and the discrete time iatval for which the link | is

active over all the ows. The next constraint speci es that he sum of activation of all the
\independent sets"l;k 2 | must equal 1.

1.1.2 Results

Several interesting results follow from this research waorlkA few of them are brie y men-
tioned in this section. The optimization framework indicaéd in the previous section can be
translated into a computational tool for accurately compuing the maximum throughput
capacity and the required con guration necessary to achievit for any N-node network.
Figure [I2a., indicates one such result for the case of a % grid with a single-gateway
placed in node-position 1. All three modulation schemes ubtrated in Figure [L2a., are
de ned for a BER requirement of 10°6. Subsequently forModulation 1, this BER require-
ment corresponds to an SINR threshold () of 10 dB and is associated with a data-rate
(g) of 1. The maximum throughput (normalized) achievable for lte 24-node network is
0:0416 or E24. Similarly the BER requirement of 10° for Modulation 2 and Modulation 3
corresponds to the SINR-threshold () of 100 dB and 1000 dB respectively. Subsequently
data-rates () of 4 and 8 are associated wittModulation 2 and 3 respectively. Hence the
maximum throughput (normalized) achievable increases to167 and 0333 corresponding
to 4 2—14 and 8 2%1 respectively. Note that the maximum achievable throughpuincrease
associated withModulations 2and 3 over Modulation 1incurs greater transmitter power re-
quirements. Clearly, the maximum upper-bound is limited toﬁ (where A is the maximum
data-rate available in theN node network).

From the throughput curves in Figure[TRa., it is also eviddrthat while the maximum
throughput of a N -node network is upper-bounded tcﬁ (where A is the highest data-rate
available in the network), the throughput at lower powers isconsiderably reduced. Two
factors in uence this reduced throughput: (i) transmit sighal power used does not create
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Max-min Throughput vs. Transmit Power Spatial Reuse vs. Transmit Power
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Figure 1.2: a. Variation of  with transmit power (in dBm) b. Variation of Spatial-Reuse
with transmit power (in dBm)

longer links, hence throughput is considerably reduced sm data needs to be relayed on
intermediate nodes. (ii) the use of low transmit power makebnks more vulnerable to
interference and hence spatial re-use signi cantly decrses in lower powers resulting in
reduced throughput.

Finally, spatial reuse plots corresponding tiModulations 1, 2and 3 have been plotted
as a function of transmit powerP in Figure [L2b. For very low powers in the case of
Modulation 1, spatial reuse is just 1, resulting in only singletons (ingeendent sets of size
1) being scheduled. The susceptibility of links to interfance at extremely low powers
contributes to this behaviour. As power is increased, the apal re-use improves, since
increased transmitter power not only enables strengthergnof links (due to higher SINR),
but independent sets that were infeasible at lower powers wd)ecome feasible due to in-
creased transmitter power. At high transmitter power corrgponding to links that span the
complete network, spatial reuse again decreases to 1, simadlenodes are able to commu-
nicate with the gateway directly and the presence of singladio on the gateway ensures
that only one node can communicate with the gateway at any gan instant.



Chapter 2

Network Performance: The Impact
of Directional Antennas

Improving the capacity of wireless networks by employing sant and innovative schemes
has been an important topic of study for several researchem®rldwide. As a consequence
of the research work in[[9], we now know that the maximum thraghput of a single gateway,
scheduled WMN is upper-bounded b),@, (A is the highest operating data-rate of any link)
whereN is the number of nodes in the network (not including the gateay). For instance,
for a WMN of 36 nodes and 1 gateway, with an operating data-ratof 100 Mbps (expected
in IEEE 802.16), the maximum achievable ow throughput is uper-bounded by 100/36
Mbps or 2.8 Mbps.

An important factor that usually a ects wireless networks and limits their performance
is interference, especially due to the omni-directional hare of transmissions. As seen in]9],
the upper bound on throughput is achieved for very high valgeof transmit power and for
low to moderate powers, the achievable throughput turns oub be considerably lower. In
general, the use of omni-directional antennas results in porange for a given transmit
power, thereby leading to longer paths, and higher relayinigpad on the links close to the
gateway. Further, the distribution of energy in directionsother than the required direction
creates interference that limits the number of links that ca be active simultaneously.
An e cient and robust method to improve network throughput at a given power is by
using directional antennas. By focussing the energy withia given envelope, directional
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antennas increase transmission range, reduce interfererand consequently allow for better
throughput.

Conventional directional antenna technology has severalralvbacks. Some of them
are: (i) Prohibitively high steering time Broadband networks infrastructure must support
high throughput data links and high speed switching interfee between nodes. Directional
antennas with their superior link quality are capable of maitaining high capacity links but
the network throughput is bottlenecked by the delay involvd in mechanically steering and
accurately positioning these antennas between appropreahodes. (ii)Power consumption
The use of mechanically steerable antenna consumes largeoamts of power to make it
practical to be deployed in community networks where the enmasis is on the use of low
power hardware. The possibility that some of these nodes elop battery based power
sources makes it infeasible to use mechanically steerabl#emnas. As expected these
limitations have forced researchers to de ne and build newnéenna technologies that deliver
on the performance of directional antenna while overcominguch of their drawbacks. In
recent years,Smart Antennatechnology has made great strides in delivering this pronas

Several technologies contend asmart antennas by incorporating somentelligence in
their working principle. Intelligencein most antenna technologies invariably involves mul-
tiple antenna elements. Depending on how the antenna elent@function with respect to
other co-existing antenna elementsmart antennacan be classi ed as eithePhased Array
antenna systemor Switched Beam antenna systems

In Phased arraytechnology, beam steering is achieved by constantly changithe ex-
citation phase feeding the antenna elements. Since the atigtion of the main-lobe is a
function of the phase fed to the antenna elements, a phase olge results in a beam steer.
In Switched Beanmantenna technology, steering is achieved by selectivelyissking speci ¢
antenna elements pre-oriented to speci ¢ directions. Otlhesmart antenna technology use
a combination of either of these two technologies along wiophisticated signal processing
to isolate or null noise, improve SNR (Signal-to-Noise Rat) of the intended signal etc. In
this thesis however, the termsmartis used for antenna systems which (i) radiate power not
in all directions, but con ned within a certain angle of a paticular direction, and which (ii)
have the ability to orient their beams electronically and gickly, in any particular direction.
The use of such antennas result in the following gains:
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1. For the same power, smart antennas can provide higher ragand therefore shorter
paths, lowering the relaying burden on the links close to thgateway.

2. For the same range, smart antennas can operate at lower pog;, and reduce the
interference, thereby improving the spatial reuse.

3. In a scheduled WMN, the ability to steer antenna beams hedpensure the alignment of
transmitter and receiver beams, thus maximizing the gainsdm directionality. Unlike
omni-directional antennas, resolving directions to steeand align smart antennas is
fairly di cult owing to the problem of \deafness" in smart antennas. However the
use of scheduled networks where antenna directions are p@nputed and executed
in a time-scheduled basis makes scheduled networks partanly suited for smart
antennas.

This chapter is organized as follows. | begin by introducingelated work in this area
and go on to describe the problem completely by explaining ¢hantenna model and the
problem formulation. The results are described next, subettiated by relevant data. |
brie y describe existing antenna technologies and evaluatthese technologies in a WMN
setting before concluding by summarizing the results.

2.1 Related Work

Signi cant research has been conducted on the capacity of stenetworks employing di-
rectional/smart antennas both in terms of the asymptotic cpacity scaling [13[14,15] and
by proposing di erent protocols to increase the network cagity 14,1819, 20]. In[[I5],
the asymptotic capacity bounds for ad-hoc networks derivetly Gupta and Kumar [16]
for omni directional antennas have been extended to the smaantennas modelled using
a simple at-toped antenna model, a phased array model and aadaptive array antenna
model. Although the capacity scaling is shown to essentigltfemain the same, the authors
note that by scaling the antenna parameters such as the numbef antenna elements,
the capacity could be improved, but raf)t_ln all cases. IrM[l4the authors have specied
that the capacity scales by a factor of 2-, in wireless ad-hoc networks; where and
are the beam-widths of the transmitting and receiving antemas. In [13], the asymptotic
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capacity of a random network under an ideally sectorized dictional antenna model, is
shown to scale as Fn log® n), assuming the beam-width can be made arbitrarily small,
and that receivers can decode multiple non-overlapping bma simultaneously. Interest-
ingly, despite having such sophisticated directional antmas at one's disposal, the capacity
improvements are only of the order (log? n) over the Gupta-Kumar bound [18].

In [20], the authors have proposed a Directional Busy Sign&iultiple Access (DB-
SMA) MAC protocol as a means to achieve signi cant improvenr# in the throughput of
the ad-hoc networks. Their protocol also uses a more genedatectional antenna model
than the ideally sectorized antenna model used ih]18]. Ing]. the authors have proposed
an adaptive MAC protocol where each node maintains the dynaoally changing neigh-
bourhood information in order to decide on the direction, ndes employing directional an-
tennas can communicate. Some MAC protocols proposed for stnantennas include [18]
for ideally sectorized antennas[T17] for switched-beamtannas, and[[1B] for phased array
antennas. [18] proposes a multi-hop RTS MAC protocol (MMACjor directional antennas.
Through simulations on a 5 5 grid and a random network for di erent instances of routes,
the authors show a throughput increase of up-to 400% over IEHE802.11. In comparison
to these works, our analysis computes exactly the maximum ribughput achievable by the
network employing directional antennas for speci c topolgies under scheduled network
operation. We do not seek results in the asymptotic scalinggesse or by proposing random
access protocols. We base our results using available phgsiayer technologies and model
the interference on the notion of con ict-graphs by speciipg sets of mutually interfering
links that cannot be used simultaneously.

2.2 Antenna Model

Our main focus in this chapter is to understand the impact of idectional antennas in wire-
less networks. Hence its important that the results and inghts we develop during this
exercise can be applicable to existing directional antenrtachnologies. We do not intend
to realistically model directional antennas (although sut a model is quite necessary) for
several reasons. (i) Our focus of work is to study the impactf @irectional antennas on
WMN and to establish an upper bound on the network throughput We are not interested
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in evaluating di erent directional antennas and their beha&iour in WMN and any such at-
tempt to usespeci c directional antenna model will deviate from our main goal. i) Several
directional antenna technologies exist and most, if not albf these, can be appropriately
used in WMN. The selection of theright directional antenna is also in uenced by other
parameters like equipment costs, operating complexity, gdqguency of operation etc.; none
of which form our study goals. It is hence important that we us a very generic directional
antenna model, at the same time ensuring that our model is ilime with our de nition of
smart antenna.

Also, in the network setup, we envision that each node is motad with such a smart
antenna system. In characterising our antenna, we assumeathour antenna has some
intelligence to correctly switch its radiation beam toward an incoming signal, although we
make no assumptions on the type of algorithm or the method, thantenna system employs
to determine the direction. We also make no assumption on tlatenna capable of incorpo-
rating a null for Signal Not Of Interest (SNOI). We assume diect line-of-sight communica-
tion and intend that the antenna can distinguish between d&ct rays and ground-re ected
rays appropriately. The termsmart and directional have been used inter-changingly in this
chapter.

In our model, we consider Smart antennas as directional ameas whose beams can be
steered to any pre-computed direction to facilitate perfé@ntenna alignment between the
transmitter and receiver nodes of each link in the given ingendent set. Each of the smart
antenna equipped nodes can accomplish such steering indegently of the rest. Further,
we also assume that antenna steering and alignment is vensftand delays associated with
antenna steering are negligibly small. Our antenna modeldbaracterized by two important
parameters:gain () and beam-width () which can be computed from the aperture and
the operating wavelength as [22]:

()2 (2.1)

_ 70

a
where is the antenna-e ciency, usually assumed equal to 55%. Cldg, an antenna
with a gain (), at a given transmitter power ( P) can reach multiple nodes in the network.
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Figure 2.1: For perfectly aligned smart-antennas, the totagain is 2, For the case of
antennas with an angle between their alignments, the total gain perceived by the oeiver
is indicated in Equation (Z3). Note: The arrows indicate tle direction of transmission.

Some of these nodes however will never be part of the \optimialbutes as determined by
the \optimal con guration™ of the network and hence some of hese nodes will never be used
for relaying data-tra c from a node i. However, for all nodes that are part of the \optimal
routing” or constitute the next hop node (as determined by tle optimal-routing policy),
information on orienting smart antennas to favour precisel@nment between transmitting
and receiving nodes are pre-computed. The central schedulses this information at pre-
determined times to instruct corresponding nodes to oriergmart antennas in precise and
speci c directions.
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2.2.1 Gain

In our smart antenna model, we neglect side-lobes and badbes and assume that energy
is concentrated within the main-lobe. Consequently, the ga is zero outside the beam-
width. In our network model since all antennas have uniformdam-width, the gain of the
transmitting antenna ( ) is identical to the gain of the receiving antenna (). Hence
let be representative of the antenna gains. Moreover, depeling on the orientation of
the transmitting and receiving antennas, the gain within the beam-width is a variable
parameter. Along the axis of the beam (the transmitting ande&ceiving antenna are aligned
accurately), the gain of the directional antenna is , whileat an angle of with respect
to the axis of the beam, the gain is lower by a factor of I(ZS. At the receiver, the power
is computed
2
P, (d) = % d%

wherePy; P;; ( ¢; ) represents the transmitter and receiver power (gain) reggtively;
d, is the far- eld cross over distance and is the path loss exponent andl represents
the distance of the receiver-transmitter separation. Heecfor perfectly aligned antennas,
assuming that all nodes in the network are the same, the totgain is . = 2 while
total gain for transmitting-receiving antennas aligned vth an angle is

(2.2)

2
IR S ST Rk

(2.3)

2.2.2 Beam-width

As explained earlier, we do not consider side-lobes and/oadk-lobes in our antenna model.
Our antenna model incorporates a beam steering although theam-width remains con-
stant as the antenna is steered. The constant beam-width iripes a constant gain as the
antenna is steered.

Note:
Several other antenna models can be found in the literatur&&ome of these are:
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1. Idealized Antenna Model
This antenna model is characterized by a constant gai@ within the beam-width,
and zero gain outside the beam-width. Typically, if repregnts the antenna gain,
represents the antenna beam-width and represents an arbitrary value, then the
gain is given by (
C;
0; elsewhere

2. Flat-topped Antenna Model
This antenna model is characterized by a constant gain withithe beam-width and
a smaller gain outside the beam-width. Hence, the gain is gén by

( c.

C; elsewhere ( << 1)

2.3 Network Model

2.3.1 Scheduled Wireless Mesh Networks

In this chapter, we consider the case of centrally scheduledesh networks as in[]9]. This
assumption works well in this context since we are seeking &rimum" capacity results.
The use of scheduling to co-ordinate link transmissions enss no packets are lost due to
collisions and hence the throughput obtained represents éhmaximum throughput or the
upper-bound The use of scheduled networks in directional antennas aliates in principle, a
major drawback associated with directional antennas i.edeafness A problem associated
with directional antennas is the inability of the source (tansmitting) node to resolve a
free destination (receiving) node from a busy destinationade. This problem is called
deafnessince the directional antenna employed by the nodes is deafdll directions except
the direction in which it is transmitting data. The use of scleduled network with pre-
determined link activation schedules enables smart antearequipped WMNSs to precisely
align receiver and transmitter antennas thus maximising th gains from directionality and
reducing interference. Further the nature of the tra c can be either uni-directional (nodes
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are uploading tra c to gateways or gateways are downloadingra c to nodes) or bi-
directional [1Z].

2.3.2 Optimization Model and the Computational Framework

We extend the computational tool based on the optimizationrmework proposed in[]9] to
incorporate directional antennas. From the optimization mdel indicated in Sectiorl_L1L, it
is clear that the existing model serves well in the case of dational antennas as well.

Although the optimization model remains identical to the malel proposed in[[B], the
computational tool based on this framework requires substial changes to incorporate
directional antennas in all the nodes and gateways. Mode&lj directional antennas has
already been explained in Sectiond.2. It is well known thahe use of directional antenna
increases spatial reuse in the network since interferensereduced. Such an advantage; in
our study translates in increasing the bound of the size of ¢hmaximum independent set
in the network.

In [Q], it has been shown that in general, computing the maxiom throughput of an
arbitrary network is an NP-hard problem [12]. Howevel]9] ab indicates that it is possible
to solve the problem exactly, under certain assumptions. Uler these assumptions, it is
possible to establish a bound on the size of the maximum indepdent set in the network.
Then, the numerical technique used i [9] for the case of oradirectional antennas, is that
of enumerating the set of independent sets, by using this biod. This is accomplished by
only checking the \independence" of all subsets a&f, of a size smaller than the bound.

For this approach to work in the case of smart antennas, we re¢o derive a bound
on the size of the maximum independent set in the network whesmart antennas are
used. We are however, unable to nd a bound tight enough to besed. Instead, we take
the following approach. Rather than attempting to solve theproblem exactly, we solve
it approximately, by enumerating all independent sets of aize smaller than a complexity
parameter we termMAXISETBY increasing the value oMAXISEThe accuracy of our results
can be improved. There are two advantages to using this apgch: (i) the throughput
we obtain through this approach is clearly always a lower bowd on the actual achievable
throughput; and (ii) the parameter MAXISETntroduces a trade-o between complexity
and performance. The higher the value d¥IAXISEThe more accurate the results, at the
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Figure 2.2: Optimal Routing fora 5 5 grid employing: (i) omni-directional antenna with
transmit power 7:75 dBm (left); (i) smart antennas with beam-width 52 and transmit
power 2248 dBm (right).

cost of increased computational complexity of enumeratin@rger sized subsets. We do
not claim optimality of the numerical results we present, fosmart antennas, but we feel
this is a reasonable approach because even with modest valoeMAXISETwe are able to
demonstrate considerable gains in using smart antennas. this study, we use a MAXISET
value of 8 indicating that up-to 8 links can be scheduled sintaneously.

2.4 The Impact of Directional Antennas: Results

In order to evaluate the performance of directional antenrsain WMNSs, we choose the
following computation environment. We consider a 5 5 grid topology with 24 nodes and
1 gateway as indicated in Figur€&Z]12. The gateway is placed the bottom left corner. This

regular grid topology features an inter-node separation &m along the rows and columns
of the grid. For this scenario, all nodes use the same powerdathe same modulation
scheme. The modulation scheme requires a SINR threshold 6f dB to guarantee a BER
of 10 8. For the sake of simplicity, we consider uni-directional & ¢, where we associate
each node with a ow that originates with the node and terminges at the gateway. The
computational tool however is quite capable of handling ldirectional tra ¢ as well. The
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Figure 2.3: Variation of vs Transmit Power (dBm)

variation of the network capacity as a function of transmit mwer is illustrated in Figure
23 by using the computational and modelling techniques dasbed in Sectiond_Lll an@212.

2.4.1 Omni-directional antenna

For the case of single-gateway WMN employing omni-directi@al antennas, [[9] establishes
the upper bound on the maximum throughput toﬁ. This throughput however, is achieved
at higher power. For low to moderate powers, the maximum thrgghput actually fares
much worser. From FigureZRB, it is clear that the throughputachieved at lower powers,
especially at powers when the networfust gets connecteds less than one-fourth of the
maximum achievable throughput. Increasing the transmitte power marginally leads to
dramatic throughput improvements to about 60% of the maximm at 8 dBm. Increasing
the transmitter power further leads to a slow but steady risewith the maximum through-
put (%) achieved at 846 dBm, a full 2232 dBm after the network becomes rst connected.
Clearly this high throughput is achieved with high power expnditure.

Figure [Z2a., illustrates the optimal routing used by the risvork at a transmit power
of 7:75 dBm. At this transmit power, the range of the nodes is su cent to reach the
diagonal node and yet, the optimal routing depicts some intesting facts. Far from using
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Figure 2.4: Variation of Spatial Reuse with Transmit Power ¢Bm)

the shortest path by employing diagonal links, the nodes oré periphery of the grid route
the data along the periphery using more hops in the process teach the gateway and at
the same time avoiding internal nodes to forward data tra c. Such a routing scheme has
been called in[[B], \interference-avoiding” and can be atitouted to the high-interference
caused by use of omni-directional antennas. Such a routingheme increases the relaying
load on the links to the gateway and has a detrimental e ect otthe throughput. This also
perhaps explains the slow increase in the throughput plot dfie omni-directional antenna
from moderate to high powers.

2.4.2 Directional Antenna

One of the key reasons of employing directional antennas in MiNs is to improve net-
work performance by harnessing the advantages associateithweduced interference. As
expected, directional antennas in our study contribute toncrease network throughput.
Network throughput as a function of transmit power is plottel for various antenna beam-
widths in Figure [Z3. It is evident that the maximum network throughput for a WMN

with N nodes is still upper-bounded by,% (where A is the maximum data-rate available)
with smart antennas irrespective of the antenna beam-widtbonsidered. This result specif-
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ically, is due to the fact that we are considering single-gatvay WMNSs, where gateways
and nodes are equipped with single-radio interfaces capalbf communicating with one
link (or a node) at any given time. The network throughput is naximised when all nodes
are able to communicate with the gateway within one hop (theby removing the need to
relay load to intermediate nodes). Ensuring that all nodesaj to communicate with the

gateway implies that in 1 unit time interval, the gateway mus ensure that then nodes are
each aIIocated% discrete time unit.

Hence directional antenna do not contribute to improving tle throughput bound of
omni-directional antenna. However, the greatest advantagof using smart antennas is
in low powers, where marginal increases in transmit powers@ts in substantial gains in
network throughput. For example, consider the plot of direttonal antenna with antenna
beam-width of 52. Network connectivity is achieved at 33:65 dBm. A slight increase in
transmitter power to  33:63 dBm improves the network throughput by 70%. An increase
made possible for a 02 increase in transmit power. Thus for power critical WMNsglirec-
tional antennas provide clear cut advantages both in termsf @ower-savings (the network
connectivity using directional antennas is achieved at 33.65 dBm compared to 1385
dBm for the case of omni-directional antennas; a full 20 dBmasgings in power) and the
throughput that can be extracted for marginal increases in@wver. Further, as the antenna
beam-width is increased, the upper-bound @f still persists but two points are worth men-
tioning. (i) Reduced savings in power, evident from the facthat the plots are moving
closer to the omni-directional antenna as the beam width isicreased. (ii) The through-
put gains for marginal increases in transmit power is no loeg substantial as evident by
comparing plots of smart antennas with beam width 52and 9C°. As referenced earlier, a
0:02 dBm increase in the transmit power achieves a B9 improvement in throughput for
smart antennas with 52 beam-width, while to achieve the same throughput improvenme
for smart antennas with 90 beam-width, the transmit power needs to be increased bys
dBm.

In our simulation environment, we have xed the bound on the igze of the maximum
independent set i.e., MAXISET to 8. In-spite of possibly chasing a suboptimal value for
MAXISET, the gains of using smart antenna are apparent from iguresZB andZ}l. In
Figure[Z3, it is quite clear that the use of directional antena signi cantly improves spatial
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reuse, although at very high powers, spatial reuse reduces 1, since at these powers, all
nodes are able to communicate with the gateway directly

Figure [Z2b, illustrates the optimal routing plot for a smat antenna with an antenna
beam-width of 52 corresponding to a transmit power of 2263 dBm. This speci ¢ trans-
mit power corresponds to a transmission range of #m, similar to the case of an omni-
directional antenna with transmit power of 7:75 dBm illustrated in Figure[Z2a. In con-
trast to Figure Z2a, the smart antenna routing plot indicaes thefrequentuse of diagonal
links thus enabling most nodes in the network to choose a datepath to the destination
(gateway). The directed beam of the smart antenna results iless interference and hence
nodes, on the periphery of the grid network no longer choosa anterference avoiding”
path, but instead route their data tra c through the grid its elf.

As we saw earlier, owing to their directionality, smart antanas provide a gain of
with respect to omni-directional antennas. Hence, a smartnéenna can achieve the same
transmission range for signi cantly lower powersR ! F,). Also for the same power,
smart antennas can provide connectivity at increased intatode separationD ! % D).

2.5 A Note on Smart Antennas

Antenna arrays are often used to direct radiated power towds a desired angular sector.
As explained earlier, antenna arrays can be used either toest a directed beam to a
particular position or can be used to switch a beam to a desdedirection. We consider
two interesting smart antenna technologies depending on Wwdoeam steering is achieved.

2.5.1 Phased Array Antennas

Phased array antennas exploit the relative displacementd the antenna array elements to
introduce phase shifts in the radiation vector and to radis¢ power in a given direction[[21].
By constantly changing the excitation phase of the array eteents, beam-steering can be
successfully achieved. The ability of phased array antensiéo control beam steering to any
required direction achievable at high speeds makes thesdeamas an invaluable addition
in WMNSs since: (i) networks capable of high throughput can belesigned using these
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Figure 2.5: Phased Array Antenna: a. Azimuthal gain patters of a 6-element uniform
array with the main-lobe ata. @ b. 60° c. 9C Clearly, the beam steer has no e ect on the
main-lobe but side-lobes and back-lobes antenna patternsdatheir number have changed.

antennas, (ii) network design can also be simpli ed, since single phased-array antenna
type can equip all the constituent nodes and gateways in WMNs

However, the use of phased array antenna in WMN raises imparit design concerns.
Incorporating phased arrays in WMNs also needs to factor irhé e ects of side-lobes and
back-lobes. The side-lobe and/or back-lobe can have a noagtigible e ect on network
performance since they add on to network interference. In¢hcase of phased array anten-
nas, the number of elements constituting the antenna arragheir arrangement and relative
displacements along with the phase determine the overalldiation pattern of the antenna
and in several cases introduce, remove or modify side-loksesd/or back-lobes in the ra-
diation pattern [23]. Modelling behaviour is particularly hard since the resulting model
needs to accurately determine the complete and changing ration pattern for every beam
steering. In Figure[Z5b, the azimuthal gain pattern of threali erent phased array antenna
are plotted. As can be noticed, as the beam is steered from eme ( = 0°) to broadside
( =90°), the side-lobes and the back-lobes in the antenna radiatigpattern changes. The
variation of the side-lobe gain for a 6 element antenna arrayith each element separated
by a 0.5 wavelength of its channel frequency is plotted in Figudle®.as the antenna array
is steered from O@to 60° in 10 steps. Although the main-lobe gain remains a constarthis
gure clearly indicates the variation in the side-lobe gairand the di culty associated with
incorporating this model in WMN design.
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2.5.2 Switched Array Antenna Systems

Switched arrays [[24] operate by providing overlapping beasrthat cover a required angu-
lar sector. Depending on the direction of the incoming sighaa control unit determines
the best beam that is aligned to the incoming signal and swites on the beam to start
communication. Such an antenna system has considerable dulties in o ering the full
gain for incoming signals that are in a direction between twoverlapping beams and repre-
sents a severe limitation on the use of these antennas. Comgrhto phased array systems,
these antennas are cost e ectived_[25] and o er xed radiatio patterns in all directions.
The rigid switching structure of the switch array system whee incoming signals unaligned
with pre-determined beams result in reduced gain often bdéneck their performance in
WMNSs. This might also require con guring the constituent bems on the nodes, on a
per-node basis, depending on the topology.

In SectionZ2, we have described our antenna model. Our smantenna model sup-
ports extremely fast steering and alignment in switching heveen di erent pre-computed
paths. Further, we also indicate that this model enables oylthe main-lobe and discard
modelling the side-lobe and/or back-lobes. Clearly an antea with such high capabilities
is unrealistic. However, not withstanding these technicties, our goal throughout this
study has clearly been to establish upper bound in network tbughput and get valuable
insights on the behaviour of spatial reuse and routing in WMBlemploying smart antennas.
Incorporating realistic smart antenna models is clearly aequirement if practical WMNs
using smart antennas are to be designed.

2.6 Conclusion

Our e orts to quantify throughput of WMNs employing directi onal antennas has given
us interesting results. By extending the computational tolobased on the optimization

framework proposed in[]9] to incorporate directional anteras, we have shown that the
maximum throughput is upper bounded byﬁ (normalised with respect to the highest
operating data-rate A), where n is the number of nodes in the network (not including
the gateway). This result is identical to the result obtaind in [9] using omni-directional

antenna. Although signi cant power savings accompany digtional antennas as seen in the
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Figure 2.6: Side-lobe antenna patterns as the phased arraptenna is steered from O
to 60°. Note the variation in the side-lobe gain which makes it di ault to design smart-
antenna equipped WMNSs.

earlier throughput plots, it is particularly signi cant th at the upper bound in itself remains
unchanged. Hence if power is not a design concern, then swrgtating WMN migration
from omni-directional to directional antennas is dicult; especially with the increased
di culty in deploying smart-antenna equipped WMN However, the greatest advantage
of using directional antenna is in the low to moderate powerange, where signi cant
improvement in throughput can be achieved for marginal inease in the transmit power.
The upper bound ofﬁ for N -node single-gateway WMNs employing directional antenna

also motivates us to come up with alternate schemes to impmwetwork throughput,
especially if the services demanded require throughput caplities greater than %. The
study of these schemes forms our next chapter.



Chapter 3
Gateway Selection Algorithms

Internet Service Providers or ISPs have long struggled to zance deployment costs with the
unprecedented demand for broadband access from both compiar and residential users.
Consequently, several researchers have explored variethgan improving the performance
of mesh networks. Broadly, their approach can be classi edtb 3 main categories: (i) Im-
proving the throughput of existing deployed networks by eqgpping networks with smart
antennas etc., (i) migrating to other or newer standards/échnology that promise higher
throughput and (iii) adding more gateways points and using»sting technology to improve
network throughput. From our study on smart antennas and thi in uence on network
performance, primarily throughput, it is evident that smat antennas improve through-
put for a certain power, but certainly, do not change the uppebound on the maximum
achievable throughput (). Hence smart antennas equipped WMNs may not be the right
approach for improving network throughput beyond% (A is the highest data-rate avail-
able in the N node mesh network). The emergence of new standards is uspalsociated
with new technologies. Incorporating new technologies anm@placing existing ones is a
very complex and drawn out a air demanding e cient managemaeat of available resources
(primarily costs and manpower) with the di culties associaed in planning and logistics,
costs of re-training, choice and familiarity to new hardwae etc. Clearly, migrating to new
technologies is not a very easy decision. Compared to theaeobust strategy to improve
network throughput simply involves the addition of more gag¢ways. Mesh networks, in par-
ticular, are well poised for this approach since (i) in mostases, data aggregation points

26
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Figure 3.1: N nodes arbitrarily distributed within an L L area.

or gateways in mesh networks are nodes themselves with sn@ianges to the hardware
that enables them to connect to the back-haul tier. (ii) The ered organization of mesh
networks simpli es enabling nodes as gateways since chasde network con guration are
minimal. However, it is not too clear, on how network througput ( ) will improve by the
addition of more gateways. Broadly, this is the topic of stug in this chapter.

More precisely, consider the case &f nodes arbitrarily distributed in a geographical
area ofL L square-units as illustrated in Figure 3.1. We do not even kmohow the
placement of a single gateway (or designating a node as a gedg as explained earlier)
within such arbitrary network bears on the throughput ( ) and the \optimal" con guration
of the network. Hence it is important that we study and undergand the case of \optimally"
placing a single gateway in the network prior to studying thecase of optimally placing
multiple gateways in the network. We hence begin this chaptdy studying single gateway
placement in networks by proposing heuristics to place a gavay at one of the node
positions in the network. We will then study the case of mulple gateways. To describe
the problem more precisely, lets take the case of placing 2tgaays in the network as
illustrated in Figure 3.2. Clearly, the problem is to place wo gateways in this arbitrary
network so as to maximise the network throughput (). However, the issue is not only to
nd the optimal node-pair at which the 2 gateways need to be piced, but also to decide on
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Figure 3.2: N nodes arbitrarily distributed within an L L area.

the \sets" of nodes that associate with one of these 2 gatevgyBy association, we intend,
that nodes forward their data-tra c to their \associated" g ateway only. Node association
is important since the number of nodes associated with a gatay signi cantly bears on
the network throughput and hence it is important to designag¢ the \optimal” set of nodes
to be associated with a particular gateway. The problem nowdzomes more interesting,
since we are seeking (i) gateway placements (ie., which nddeation must be designated
as a gateway?) and (ii) node association (ie., which gatewahould nodes in the network
transmit/forward data to?) as well. In Figure 3.2, we have lustrated gateway placement
and node association for the case of 2 gateway&l and G2 illustrate optimal gateway
positions while nodes in sub-networksl 1 and N 2 illustrate node associations to gateways
G1 and G2 respectively.

However solving these two problems depends on how this muiateway wireless mesh
network is designed to operate as well. Clearly, in order telsedule sets of links (or sets of
independent sets of links) as described in [9] in each of thenstituent sub-networks (say
N1 and N 2) it is important that they do not use a single common frequesy across the
network since the resulting interference due to the use of eitommon frequency may inhibit
independent link-scheduling across the sub-networks. Hmneach sub-network operate
within non overlapping frequency bands. Subsequently, if band-width B is allocated
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for the case of a single-gateway, L WMN, then each sub-networkN;;i 2 K (where

K is the set of gateways in the network anK the number of g%teways in the network)
within the total area L L is now allocated a band-widthB; (fBij 4, Bi = Bg). Hence

for the case of 2 gateway WMN illustrated in Figure 3.2 assumgj B; = %;i =1;2 and

the number of nodes in sub-network®N1 and N2 as N; we need to compare throughput
benchmarks associated withl(  L;N;B) with (N 1;%;3). This network model is fairly

straight-forward and we call it the The Multiple Frequency Problenor the Split Bandwidth

Problemin this chapter.

The second option is to use the same bandwid® for the 2 sub-networks. The use of a
single bandwidth demands that operation of the two sub-netwks are co-ordinated. This
is the second and more complex network model and we call this Bhe Common Frequency
Problemor the Co-ordinated Schedule ProblemA variant of this Common Frequency Model
involves operating sub-networks independently, but usindpe same band-width throughout
the network. Hence scheduling sets of links within each sutgtwork involves collisions due
to interference from other sub-networks as well. We do not osider this network model
however, since it is extremely di cult to evaluate the maximum network throughput ( )
in this case.

3.1 Related Work

The problem of gateway placement in wireless networks is amgning research problem.
In [4] the authors pose the question of gateway placement uerddi erent wireless link
models and propose algorithms for each of these models. Thaligorithm iteratively se-
lects a new gateway position from a given pre-determined set gateway positions only if
nodes associated with a new gateway have their demands (or&)satis ed. By assigning
capacity to the wireless links and by using the max-min ow tleorem [7], they are able to
compute the capacity delivered by a new gateway position. lour study, we consider all
nodes as probable gateway positions and with each iteratiowe consider a subset of the
nodes as gateways, discarding the others till our requiremteof nominating K gateways
are met. Further, assigning capacity to wireless links is aewy hard problem, as explained
in Chapter 1 and [9]. In [5], the researchers propose an algbm that recursively computes
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the minimum weighted dominating set in determining gatewaylacements such that the
QoS requirements of the users are satis ed. The authors in][Bropose a distributed clus-
tering algorithm for determining gateway positions for adioc networks. They consider
node mobility unlike mesh network and base their decision oassigning nodes to gate-
ways based on the amount of time a node has been already asstec with the network.
Similar to these works, we use a clustering approach, but a®ur clusters on creating
regions of minimal interference. Since wireless transm@s cannot guarantee an error
probability of zero, and are based on an acceptable probahjl of error, we believe such
an approach is more tuned to realistic network models. In caéing clusters, we examine
two approaches,yviz (i) clustering minimal interference region within a netwok and then
electing an optimal gateway position and (ii) electing an dpmal gateway position in each
iteration and updating this position within a cluster as thenumber of nodes added to the
network increases.

Gateway placement problems have also been studied in the aref sensor networks.
The authors in [2] formulate the gateway placement problem ith the intent of reducing
the energy and latency required by nodes to communicate witthe gateway in power
constrained sensor networks. Their algorithms recursiyelcomputes gateway positions
by identifying competitive regions (areas of overlappingaenmunication range) within the
network. Sensor networks are often used to sample data in dending and unsupervised
environments. In [1], the authors propose a polynomial timalgorithm that optimally
places relay nodes (similar in role to gateways) with the ient of providing fault tolerant
operations. Their clustering algorithm tries to determinghe minimum number of gateways
and their positions such that each sensor node in the netwoik able to communicate with
at-least two relays.

3.2 Single Gateway Placement in WMN

In Section 1, we have described the 2-tiered organization wfesh networks. Accordingly,
the organization of the back-haul tier controls how gatewayaccess the internet and the
organization of access-tier determines how nodes route ithdata-tra ¢ to each of these
gateways. In most wireless mesh networks, gateways are n@tteemselves aggregating data
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from the rest of the nodes within the access tier. However, like the other nodes, data is no
longer forwarded to other nodes, instead, this data-tra c § routed to the internet directly
or by forwarding through a series of intermediate gatewaysSimilarly, for data destined for
the nodes (in the access-tier) from the internet, gatewaygiye the role of data distribution
points through which aggregated data reaching the gatewayse subsequently distributed
to the rest of the nodes through multiple hops. E ectively, gteways handle extremely
large amounts of data-tra c. Further, the inherent organization of mesh networks where
data is forwarded to the gateway through a series of hops ini$ a fully functional access-
tier irrespective of the gateway location. It hence becomasportant to answer if gateway
placement within a network in uences the network throughpti( ). If gateway, placement,
is important, then it is only appropriate that schemes whichdesignate a particular node
within a network as an \optimal" gateway position are exploed. These are some of the
issues that are dealt in this section.

Fortunately, the computational tool derived from the optimization model in [9], provides
us the means to accurately compute and compare the networkrdughput ( ) for various
gateway positions in anN -node single-gateway WMN. By extensively using this tool fo
various node deployments, we have several interesting riéston the behaviour of network
throughput for varying gateway placements in anN-node network. We also use these
results as insights in proposing a heuristic for \optimally placing a single gateway in a
network.

3.2.1 Gateway placement is important in WMN

Although the organization of mesh network implies that datacan be forwarded to a gateway
in any position from any node within the network, the placemet of gateway does in uence
network throughput. From [9], however, we know that the maxinum throughput of a
single-gateway WMN is upper-bounded toﬁ— (A, the maximum available data-rate in
an N-node mesh network) clearly suggesting that gateway placemt bears no impact
on the maximum achievable network throughput. However thigsesult no way speci es
the transmit power at which the maximum throughput is achieed. Optimally placing
the gateway within the network ensures that the maximum thraghput is achieved for
relatively less transmit power expenditure compared to odr node positions within the
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Figure 3.3: Variation of as a function of transmit powerP (dBm) for various gateway
positions indicated in a.

network. As an example, consider a 5 5 grid with 24 nodes and 1 gateway placed at
various positions as indicated in Figure 3.3a. The variatioof optimal throughput ( ) as
a function of transmit power P is plotted in Figure 3.3b.

Clearly, gateway placed at node position 13 is \optimal" fotwo reasons: (i) compared
to the rest of the gateway positions, gateway at node 13 reahthe maximum throughput
of ﬁ for less transmit power requirements than the other gatewagositions and (ii) the
throughput curve of this gateway position dominates the thoughput curves of the other
gateway positions indicating that at each discrete transnipower level, the gateway at
node position 13 yields signi cantly better network throudpnput compared to other gateway
position in the 5 5 grid. Clearly, gateway position within a mesh network doematter.

3.2.2 Gateway placement heuristic is necessary.

As illustrated in Figure 3.3b, the problem of single gatewaplacements can be posed and
solved exactly. Clearly, by specifying, the \set" of modulon-coding schemes and the set
of input powers available for known node locations, the optiization framework of [9] can
be employed to accurately compute network throughput for vging gateway positions.
However, this approach is computationally intensive and dy gets worse if the \set" of
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modulation-coding scheme, the transmitter power levels aWable at each node and the set
of nodes itself increases. Hence there is a need to explorartstic schemes to place single
gateway in networks.

For the case of regular networks (eg., complete grids, heapologies, sub-compact grids
etc.) orirregular network based on grids (eg., grids with Hes), where inter node separation
is xed and follows a speci c pattern, operating at just enogh power required for network
connectivity (we call this powerP,, )and using a single modulation-coding scheme, we can
prove the maximum throughput is given by

1 .
=P - 2N (3.1)
i Ny
where h;;) is the minimum hop count for nodei;i 2 N to reach gateway at nodg .
Hence clearly, to maximise the network throughput , at the minimum power P, , one
should place the gateway at the node that ensures

min * hajy 1) 2N;i6j (3.2)
i

At this point, it is important that we observe results in Secton 3.2.1 and Equation (3.2)
closely. Clearly, if the optimal gateway position atP;, is \optimal" for all transmitter
powers (refer Figure 3.3b), then a heuristic based on Equati (3.2) can be used for selecting
a gateway positions for all transmit power greater tharP, as well. Since for the case
of regular grid networks, the use of higher powers yields Iger links, ensures that the
minimum hop metric will still yield the gateway position identical to the gateway position
at Pnin . After a certain power level, other nodes in the network wilhlso become \optimal*
(or satisfy Equation (3.2)). This minimum hop metric forms ar rst heuristic H1.

In Section 3.2.1, we have used the example of a 55 grid to illustrate the case of
gateway at node position 13 as being \optimal" since this gatvay position yields the
maximum throughput for least expenditure of transmitter pever P. For the case of multi-
hop mesh network, where multiple links can be scheduled sittaneously as explained in
Section 1.1, computing the minimum power at which the maxinm throughput is achieved
is di cult. Instead, we use the following approach to circunvent this problem. The use of
Single Hop links (all nodes can communicate with a gateway thin a hop) (refer Figure
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1.2b), in the network ensures maximum throughpue is achieved [9]. Hence the optimal
gateway position is the node that ensures the creation of gile hop links for all the nodes
with the minimum transmitter power. This can be used as a gateay selection strategy
for designating a node in single-gateway WMNSs.

Hence we select a nodeas an \optimal” gateway position that ensures the transmiter
power required to satisfy
ai(i;j)

Pj8j g P ;] 2N 16] (3.3)
0

is minimum. d(i;j ) is the length of the link or the euclidean distance betweenoades
i and j and d, is the cross-over distance. The SINR threshold represents the SINR
threshold of the highest modulation-coding scheme availebin that network. We call this
Minimum Power heuristic asH 2.

Let us evaluate how these two heuristics fare for the case efgular/irregular networks
described above. We consider three cases to test for the \opality" of these heuristics.

Regular and Complete Grid Networks

Consider the case of a regular 5 5 grid shown in Figure 3.3a. Clearly, as seen in Figure
3.3Db, the throughput of the gateway at node-position 13 domates gateways at other node
positions. The results of usingd 1 on such a grid network is indicated in Table 3.1.

Power (in dBm) Gateway Position

1385 P 7:89 13

880 P 994 812,13 14,18

1273 P 1473 |7 911 1517 19
1555 2 4,6 2022 24
1575 All positions

Table 3.1: Theminimum-hop heuristicH 1 for the 5 5 grid yields gateway at node-position
13 as optimal for all powers. For very high powers, other nogddend to become optimal
due to longer link lengths.
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Figure 3.4: The variation of throughput ( ) for the case of the sub-compact grid shown
in a., is illustrated in b.

Using H 2 in these networks also yields gateway at node position 13 agtimal since
this node requires a transmitter power of only 4 dBm compared to other node-positions
to reach all other constituent nodes in the grid using singleop links.

Regular but Incomplete or Sub-Compact Grids

Figure 3.4a illustrates an example of sub-compact grids. €se grids are similar to regular
grid networks since they follow a speci ¢ node placement pairn and xed inter-node sep-
aration. To establish the throughput-curves, we follow thesame methodology as explained
in Section 3.2.1. We iterate over all possible gateway pasihs and choose 2 or 3 positions
that yield the most optimal results relative to all other gaeway positions for all powers.
The variation of throughput () as a function of transmit powerP is plotted in Figure
3.4b. From the throughput curves, gateway at node-positioid dominates for all discrete
power levels barring a few points. Using Heuristiél 1 yields two gateway positions 7 and
8 as being \optimal" for the input transmitter power range asindicated in Table 3.2.
Using the Minimum Power heuristic H 2 yields the gateway at node-position 8 as being
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Transmit Power (dBm) | Optimal Gateway Position

1385 P 8:33 7

756 P 2:37 7,8

1.82 P 0:27 7

022 P 409 7,8

448 P 592 8,12

6:27 P 82 2,7,8,12

850 P 994 2;3,7;8,9;,11, 12
14:09 All

Table 3.2: The minimum-hop heuristic H1 for the grid in Figure 3.4a illustrates two
gateway positions 7 and 8 as being optimal.

optimal, since this position requires only 507 dBm for the creation of single-hop links to
all nodes. Lets consider the case of another sub-compact @&(refer Figure 3.5a). From
the throughput curves, node-position at 7 dominates for atliscrete power levels barring a
few as indicated in Figure 3.5b. But, gateway at node-postn 7 yields \optimal” results at
power P, and is the rst node to reach the maximum throughput. Heurisic H 1 however,
yields two gateway positions 7 and 8 as being \optimal” for tla input transmitter power
range as illustrated in Table 3.3.

Using the Minimum Power heuristic H2 however, yields gateway at node-position 13
as being optimal, since this position requires only:507 dBm for the creation of single-hop
links to all nodes. Clearly, as indicated in Figure 3.5b thigateway position is sub-optimal
for all powers.

Irregular Grid Based Networks

Figure 3.6a illustrates an example of an irregular grids nebrk. These grids are similar
to regular grid networks since they follow a speci c node ptement pattern with inter-

node separation being constant throughout the network. Haver, unlike the regular grid
networks, certain nodes in this grid are missing. To estaBh the throughput-curves, we
follow the same methodology as explained in Section 3.2.1.eWerate over all possible
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Transmit Power (dBm) | Gateway Position
1385 P 8:33 7
756 P 2:38 7
1.82 P 0:27 7
022 P 370 7,8,12
448 P 79 3,7
8:2 7,8,12,13
16:32 All

Table 3.3: Theminimum-hop heuristicH 1 for the grid in Figure 3.5a illustrates gateway
positions 7 as being optimal.

_B
.7
Dl DG Dlo D14D15

(a) Sub-Compact Grid 2

13

L] ) O [

(b) Throughput Curves

Figure 3.5: The variation of throughput ( ) for the case of the sub-compact grid shown
in a., is illustrated in b.

gateway positions and choose 2 or 3 positions that yield theast optimal results relative to
all other gateway positions for all powers. The variation ofhroughput () as a function
of transmit power P is plotted in Figure 3.6b. From the throughput curves, gateay at
node-positions 1418 dominate for all discrete powers. Using Heuristie 1 yields gateway
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Figure 3.6: the variation of throughput ( ) for the case of an irregular grid shown in a.,
is illustrated in b.

position at 14 as being \optimal" for the input transmitter power range except at power
Pmin Where gateway at node-position 19 is optimal, as illustratein Table 3.4.

Transmit Power (dBm) | Gateway Position
1386 8:33 19
7:56 2:37 8,12 14,18
1:82 0:27 14,18
0:22 370 8;12 14,18
4:48 79 8,12 14,24
8:2 8;14
16:32 All

Table 3.4: The minimum-hop heuristicH 1 for the grid in Figure 3.6a illustrates multiple
gateway positions 1918; 14 as being optimal.

Using the Minimum Power heuristic H2 however, yields gateway at node-position
8;12, 14,18 as being optimal, since these position require only52 dBm for the creation
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Figure 3.7: lllustrating several examples of symmetricafregular grid networks

of single-hop links to all nodes.

At this stage it is interesting to evaluate these two heurists based on some of the
cases that we have illustrated above. As we have seen fromgbevarying examples, there
is no single heuristicH 1 or H 2 that can clearly designate a node-position as an "optimal”
gateway location. The success of these two heuristics aregely dependent on the node
organization. For the case of regular and complete grid nebnks, both heuristics yield
optimal results and this gateway position dominates the tloughput over all other gateway
position as seen in Figure 3.3b. For all other networks, sulempact grid networks and
irregular networks based on grids, the \optimality" of the gateway position as computed
using heuristicH1 or H2 is largely dependent on the node organization. For netwak
in which the constituent nodes exhibit \symmetry" in their organization as illustrated in
Figures 3.7, it is expected that, a gateway at a speci ¢ nodgesition will dominate other
node-positions. Hence for these cases, gateway positionsnmated by H 1 for the case of
power P, and gateway position nominated byH 2 for the case of poweP,. is identical.
Hence both heuristics can be used to nominate gateways in thetwork. However, cases
of \symmetrical" networks that violate this property can also be conjured.

However for networks that do not o er any symmetry (eg: Figue 3.6a), no single
heuristic yields optimal results for all input power ranges Depending on the node orga-
nization in these types of networks, certain gateway posiths may or may not dominate
other gateway positions for all input power ranges. Clearlif H1 and H 2 yield identical
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Figure 3.8: The variation of throughput ( ) for the case of an arbitrary network in a., is
illustrated in b.

results in these networks, then the gateway position is esdetermined. However, if these
two heuristics nominate di erent gateways, thenH 1 can be used to nominate a gateway
position in these networks by selecting the node that satiss the minimum-hop metric,
maximum number of times.

Our experience with these two metrics clearly show the di city involved in nominating
gateways for networks that are neitheregular and completenor irregular but symmetrical
This problem becomes more complicated in the case of arbitiig distributed nodes where
inter-node separation is no longer constant. Clearlyninimum-hop metric cannot be used
in these scenarios. Further, as we have already explained $ection 1.1, our network
model incorporates multiple modulation-coding schemes a®ll. Clearly, any metric must
accommodate these as well in computing the gateway position the network. Such a
metric is discussed in the next Section.

A SINR based link metric

In an e ort to incorporate these physical layer parametersike multiple modulation-coding
schemes and circumvent the problems associated with usimgnimum hop metric on arbi-



Gateway Selection Algorithms 41

trary networks, we propose the following link-metric:

1
W = ﬁ (34)
where | is given by the LHS of Equation (1.1). Alink metric based on SR also has the
added advantage of modelling the geographical condition§the network. An obstruction
in the network easily results in low SINR and hence we are alile incorporate the physical
environment, network layout, node-density etc., into our ratric as well. Further, by using
this metric, it is clear that robust links (links with higher SINR values), have lower weights
relative to less-robust links. Hence path weights computedlsing this metric corresponds
to low-interfering routes between two speci c nodes. Henaogithin a particular network,
any node which results in the lowest average SINR-weight cgoted from this node to
every other node becomes a favourable candidate to be coesetl as a possible gateway

position. Speci cally, gateway positioned at node that ensures

( X )
min @iy ] 2N (3.5)
8j2N ;i6j

is considered as an optimal gateway position; wherg;;, is the total SINR weight
computed between nodes and j using the link metric w;. We call this heuristic H3. To
evaluate this heuristic, we consider two networks (i) a 24ade arbitrary network and (i)
a Regular and sub-compact grid network with 2 modulation-ating schemes. Consider the
arbitrary network in Figure 3.8. The use ofH 3 yields node-position 6 as being optimal.
From the throughput curves in Figure 3.8b there is no singleade that is optimal over the
entire transmitter power range, but gateway at position 6 i®ptimal for most of the powers
barring a few and the attainment of maximum throughput by gaeéway at node-position 6,
follows no other node.

Consider the case of the sub-compact grid as illustrated inigure 3.9a where the con-
stituent nodes can operate with a choice of two modulationecding schemes. The through-
put curves are indicated in Figure 3.9b. Clearly gateway atade-position 7 dominates the
rest of the gateways over all transmit power levels. By usinthe heuristic H3, we also
arrive at the same result of nominating gateway at node-pdgn 7 as the optimal gateway
position.
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Figure 3.9: The variation of throughput ( ) for the case of an arbitrary network in a., is
illustrated in b.

These heuristicH 1, H 2 andH 3 can also be used to place gateways within sub-networks
(or clusters). These algorithms are explained in Sections331, 3.3.2 and 3.4.

3.3 The Common Frequency Problem

Under this network model, all wireless nodes and designatgateways operate within a
single bandwidth. The model is depicted in Figure 3.3, wheithe use of uni-color links is
intended to show that all nodes operate within a single banddth and employ a common
frequency to communicate. Nodes however are multi-coloréed and blue in this case) to
designate that nodes only forward their data-tra c to the gateway that they are associated
to.

We do not attempt to solve this problem exactly as in the casef single-gateway net-
works [9]. Instead, we propose two heuristics based on theNR link metric (refer Section
3.2.2) to optimally place K gateways in anN-node network and designate sets of nodes
that are associated with each of thes& gateways. Further, we extend the optimization
model of [9] to accurately compute network throughput and té con guration for the case
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Gateway2

Figure 3.10: Common FrequencyNetwork Model: Network model for arbitrarily placed
nodes and multiple gateways, all operating at the same fregncy

of K -known gateway positions under the condition that nodes farard data tra c to their
associated gateways only. Such an optimization model yisldivo interesting results: (i) It
computes the maximum throughput achievable for the case &f gateways in anN-node
network. (ii) Node association to gateways is also speci eals part of the complete \op-
timal" con guration of the network. These results can then @ used as a benchmark to
evaluate our own node-association results which are part thfe heuristics.

We use the same notations barring a few described in Sectiorl.1 Unless we restate
de nitions for variables used in this model, all notations evert back to the same de nition
used in [9]. As explained earlier, our aim is to maximise theath transmitted to a partic-
ular destination through K gateways. The data transfer requirements is still speci eth
terms of ows, denoting a source-destination pair, but unke in [9], ows here are specic
to nodes destined to a particular gateway only and hence we dify the de nition of the
ow variable to include this change. Under this assumptionye restate the set of ows as
denoted byF . The cardinality of this set denoted byM = N K. Each owf 2 F is now
associated with a node-gateway paiti;(j );i 2N ;j 2 K. Let x:j represent the ow variable
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associated with a owf 2 F on link |. For an associated node-gateway pair,; denotes
the ow rate. The binary variable j ensures that nodes source or sink data specic to
one particular gateway only.

Under this assumption, we can state the optimization probla as

max8 (3.6)
2 0 k6 ij
Y L k=i k=1:::N+K 3.7
29 Xi LK T S =1 =1 (3.7)
ij k:j
i X G oy, m =100 (3.8)
ma m =1, (3.9)
m O (3.10)
P .
i =L I=1:::N
j 2f0;1g; i=1:::N;j =1:::K (3.11)
0 i i=1:::N

Clearly from this optimization model, our objective (3.6) § to maximise network
throughput ( ) under the following constraints: Constraint 3.7 is the owconservation
constraint which speci es that unless nodes aligned to a picular gateway sources or
sinks any data, the total data ow through the nodei;i 2 N is zero. To force this condi-
tion we use the binary variable ; specied for every node;i 2 N and gatewayj;] 2 K.
Constraint 3.8 speci es the capacity conservation constii@. This constraint limits the
amount of ow handled by each linkl to be within or equal to the capacity of the link
speci ed by the data-rate ¢, and the link activation schedule ,,;m 2 1 . Constraint 3.9
indicates the summation of ; for a node-gateway pair is unity thus forcing all data to be
forwarded by nodei also associated with the same gatewgy ; is the ow variable for
each node that needs to be maximised.

We describe the proposed algorithms for the common frequgnaroblem in detail in the
subsequent sections. We propose two algorithms to selecte@ay positions in mesh net-
works. In the rst algorithm, we recursively choose gatewaypositions with each iteration
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or with a set of nodes added, thereby growing the size of theusters and terminate the
algorithm when there are no more nodes to be added in the netwo In the second algo-
rithm, however, we select gateway position by identifyinghte required number of clusters
and then selecting the best gateway position in each of theskisters.

In all algorithms, our input parameters are the set oN nodes that constitute a network
topology, the K gateways that need to be positioned and the metrigy, that assigns a
weight to every possible link as determined by the transmit @ver and modulation-coding
scheme. Our output are a set of nodes, the cardinality of thiget being equal to the number
of gateways required to be positioned and the list of nodesahare assigned to each of
these gateways. Speci cally, abstracting the network as argph model; given a directed
graph G = (V; E) representing a network, where the vertice¥ are representative of the
nodes andE, the directed edges the algorithms partitions/ into subsetsf Vi; V,;:::Vk g,
where K is the number of gateways to be positioned as part of the inpwgpeci cation
and ~ L, Vi = V, such that eachV; forms a connected subgraph o&. We describe the
algorithms.

3.3.1 Algorithm 1: Clustering by Leader Election

1. The algorithm starts with all nodes declaring themselveas gateways. In this algo-
rithm, the term gateways and cluster-head are used inter-angingly.

2. All links in the communications network have an SINR-baskweight metric assigned
to them. Each of the cluster-heads compare their link-weiggh with the adjacent
nodes. If a node, say, has a lesser link weight than its neighbouring nodB, then
nodeB resigns its cluster-head status and associates with node Note: The design
of our link metric ensures that links with relatively lower weight are more robust
than links with higher weights as explained in Section 3.2.2

In retaining or resigning their cluster-heads status, ceain nodes might enter an
in nite recursive loop. Since a cluster-head which has a nedassociated with it,
might resign its status when compared to another node with Itter link-weight and
assign itself to the other node. This might result in a recuige loop with some
nodes resigning their cluster-head status or being nomireat again as a cluster-head
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depending on the link weights. To circumvent this problem, amode loses its cluster-
head only if no nodes are associated with it already. Since wek nodes in a random
fashion and compare link weights, this problem gets evenlystributed.

Similar action is repeated throughout the network and at theend of the rst iteration
we have two sets of nodes. Nodes which still have retained itheluster-head status
due to a better link weight compared to its neighbouring nodand nodes which have
resigned their cluster-head status and associated themsaed with the node which
has a better link metric. The cluster-head and the nodes assated are all within
one-hop reachability.

. With the previous step completed, we now compute the numbef clusters that

exist by determining nodes which have still retained theirlaster-head status. If this
number is more than the number of gateways to be positioned,enwgo to the next
step, else we skip to step 6.

. In this step, we identify the cluster with the smallest nurber of nodes associated with

the constituent cluster-head. In case there exists multipl clusters with the smallest
number of nodes associated, then we pick any one of the clusta a random fashion.
We break this selected cluster by forcing the cluster-hea tresign its status and re-
assigning all associated nodes including the cluster-hetdother clusters. To enable
re-association of these nodes, for each node we compute thertest SINR path to

a cluster-head. Such computation can be carried out using asttibuted algorithm

such as the Dijkstra's Algorithm. To enable additive link weghts, we take thelog of

the computed SINR weights and use them in the Dijkstra's algahm.

. At this step, we have assigned nodes to cluster-heads whigre multi-hop distant.

Once the re-association is carried out, we re-position/ralign the cluster-head to
re ect the growth in the cluster. In section 3.2, we have expined in detail, the
schemes adopted to nominate a cluster-head within a cluster

. Unlike step 4, we have reached here, since more number oktgrs are required than

what is available after the termination of step 2. Unlike stp 4, we identify the cluster
with the largest number of nodes associated, force resigiwat of the cluster-head and
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nodes associated with them
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repeat step 2, under the condition that the former cluster-ead will not be allowed
to regain cluster-head status. With this, several new smait clusters will be formed.
We repeat this step till the number of gateways equals the numer of clusters and
associating nodes of the lost cluster with other appropriatclusters based on the least
cost (path-weight) path to a cluster-head.

7. At the end of the step 5, we have reduced the total number ofusters by 1. The
number of clusters are now compared with the total number ofigsters required. If
the required number of clusters (corresponding to the numbef gateways) are less,
we recursively repeat steps 4 and 5. After each iteration, valeck if the number of
cluster-heads equal¥ .

8. This algorithm terminates when the number of clusters arequal to the number of
gateways required. At the termination, we haveK clusters or sub-networks with a
node in each cluster serving as a cluster-head or a gateway.

Correctness of the Cluster

The algorithm starts by declaring all nodes as cluster-head(gatewaysand terminates
by designatingK nodes as cluster-heads, with each cluster-head also speaif its set of
nodes. As described in Section 3.3.1, a node may leave a @ugobr two reasons: (i) Its
link-weight is more compared to the link-weight of the othenode. (ii) Certain clusters are
terminated and corresponding nodes forced to join their ngibouring clusters.

Simulation and Results

This algorithms has been simulated for a 10 10 grid network for placing 10, 8, 6 and 4
gateways respectively. Each of the grids considered haverger-node separation of B.
For the simulation, we have considered single-rate linkslthough as evident from the link-
metric (refer Section 3.2.2) accommodating multi-rate liks are also quite possible. Also,
a transmit power of 13:84 dBm on each links corresponds to a transmission range ddB
m. The SINR-threshold is xed at 10 dB. Although we have indiated algorithm growth
at power Py, corresponding to the power required for minimum node conrtagty our
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Figure 3.12: Variation of as a function of transmit power for the case of a 5 5 grid
illustrating the performance of the \Clustering by Leader Hection" algorithm

algorithm works well for other power ranges as well. The relési of using this algorithm is
illustrated in Figure 3.13(a-d).

Figure 3.12 illustrates the results of usingAlgorithm 1 on a 5 5 grid to designate
2 nodes as gatewaysK( = 2). To establish the upper bound (red curve) we choose the
following strategy: since we have two elect 2 gateways forglange of powers considered, we
iterate over all node pairs and select the best gateway pathg highest throughput o ered)
for each transmit power. We compute these results by basingiocomputational tool on
the optimization framework de ned in Section 3.6. Using ouheuristic, we determine the
gateway pair for each transmitter power level, compute its aximum throughput, derive
an envelope of these results and plot them in Figure 3.12. Cpared to the upper-bound,
our heuristic yields sub-optimal results. This is expectedince we are not solving the
problem exactly. However, note that the worst gateway-plaament occurs at 7:85 dBm
and is within 10% of the upper-bound result. The gateway pdgns computed through
iterations and the gateway positions obtained by using thialgorithm is indicated in Table
3.6
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Power (in dBm) | Gateway Position (Iteration) | Gateway Positions (Algorithm 1)
-13.845699 8,17 8,22
-12.802818 8,17 7,22
-11.811008 3,23 2,17
-10.872779 3,18 7,19
-9.982637 2,24 8,22
-9.135891 2,24 8,21
-8.328507 2,19 7,19
-7.854278 3,23 8,22
-7.702942 3,23 7,19
-1.824347 3,23 7,19
-1.300642 3,23 7,19
0.112180 3,23 7,19
5.010006 3,23 7,19

Table 3.5: Comparing Gateway positions obtained by iteratig over all node-pairs and by
using the Algorithm 1 for corresponding transmitter powerdvels.

3.3.2 Algorithm 2: Clustering by Maximal SINR weights

In this section, we describe an algorithm, that rst formsK clusters corresponding t&K
gateways and then elects a cluster-head for each of thdseclusters. The description of
the algorithm follows:

1. We have already indicated assignment of link weights baken the metric. In order
to facilitate computing robust paths, we use a distributed korithm like Dijkstra's
Algorithm. As already indicated in the previous algorithm,to enable additive links,
we compute the natural logarithm of each of the SINR weightsral use thesenodi ed
weights throughout this algorithm. At the start of the algorithm, we already have
computed the path length from every node in the network to evg other node. In
computing the shortest SINR-distance, we also compute foaeh node, the number
of nodes that are in the periphery of the network. Byperipheral nodeswe simply
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Figure 3.13: Common Frequency Problem, 1010 grid: Gateway positions for the case of
a. 10 gateways b. 8 Gateways c. 6 Gateways d. 4 Gateways in a Ho@le network
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Figure 3.14: a. Nodes at the periphery (grey patterned sques) of a 6 6 grid network

as seen from Node 1 computed using the Dijkstra Algorithm. bSelecting nodes for the
case ofK = 2. The longest paths (in this gure, the solid and dotted lines) or paths of
maximum SINR weight are chosen. Nodes 1 and 31 are initiallglected for iteration 1.

consider nodes that are not used by Dijkstra's Algorithm to each other nodes. In
Figure 3.14a, we indicate a 6 6 grid and based on the SINR metric, the reachability
from node 1 to other nodes is indicated. As illustrated in Figre 3.14a, certain
nodes (grey patterned squares) are not used to reach otherdes and these nodes
are considered as th@eripheral nodes We compute such nodes for all nodes in the
network.

2. In the previous step, we have identi ed theperipheral nodes Reachability to these
nodes represents the longest SINR-distance as computed bykBtra's Algorithm.
We sort these paths in ascending order and pick th¢ greatest paths. Now in view
of the fact that a path can be abstracted as one link that spanthe entire path
with two end nodes and we are pickind< paths, this implies that one node in each
path must be discarded to facilitateK clusters. Any one of the two nodes can be
discarded, since as will be explained later, we will be exammg all maximum SINR
paths and the nodes which are discarded will be consideredela To illustrate this,



Gateway Selection Algorithms 53

consider Figure 3.14b, where two maximum SINR paths (corqgsnding to K = 2)
have been selected for a 66 grid network. These paths correspond to Nodes!1 36
and 6! 31. In the rst iteration, we pick nodes 1 31 corresponding to paths 1 36
and 6! 31 discarding nodes 6 and 36.

3. We will use the termsector-headto identify the nodes selected (for eg, nodes 31)
in the previous step. Using thesesector-headswe start associating the rest of the
nodes in the communication network to any of these sector-f@s depending on the
shortest SINR path.

4. The previous step continues untill all nodes are assoagakto any one of theK sector-
heads. In the actual implementation however, we associateaes to sector-heads by
continuously increasing the hop count till all nodes are maged. By hop count,
we intend, that in the rst iteration, nodes which are within 1-hop distance from
any of the sector-heads are checked for sector-heads witte tehortest SINR-weight
and then assigned to a particular sector-head. There mightebcases, when the hop
count might be higher for a certain node, but its SINR-distane to a sector head is
relatively small compared to the SINR distance from anothesector-head. We take
care of this problem, by not associating the node, untill th@articular hop-count is
reached. Such a direction is formulated from a purely impleemtation perspective,
but the algorithm itself was designed oblivious to the hopeaunt.

5. At the end of the previous step, we have all nodes assocwt® sector-heads. At
this point we choose the next set oK paths, selectK nodes of theseK paths by
discarding a node from each of these paths and iterate fromept 3 to step 4. These
iterations are performed untill all combinations of the peapheral paths have been
extinguished.

6. The loop terminates when there are no longer any paths to @bse from. At this
step, we examine sector-heads and the number of nodes asdedi with them and
choose the sector-heads that have equitable number of nodesociated to each of
the sector-heads.

In Figures 3.23 (a-d) , we have illustrated the growth of thelgorithm for the case of
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Figure 3.15: Variation of as a function of transmit power for the case of a 5 5 grid
illustrating the performance of the \Clustering by Maximal SINR Weights" algorithm

4 gateways in a 10 10 grid network. Note: as compared to the previous algorithm
in 3.3.1, there is no progression of the gateway placementy the sense, that in
the previous algorithm, every iteration resulted in a decising number of gateways
positioned optimally till the limit of K was reached. In this algorithm however, we
need to run the algorithm independently for changind requirement.

7. Placing the gateway in each of these sectors follows theveaprinciple as de ned in
section 3.3.1 and is explained in 3.2.

3.3.3 Simulation and Results

Figure 3.3.2 illustrates the results of usind\lgorithm 1 on a5 5 grid to designate 2 nodes
as gateways K = 2). Computing the upper-bound is explained in the previousection. As
expected, this heuristic also yields sub-optimal result8ut compared to Algorithm 1, the
results are much closer to the upper-bound. In-fact the lowethroughput results at  7:85
dBm as well and is within 8% of the upper-bound. The yield of tis algorithm compared to
Algorithm 1 over the rest of the input power range shows marked improvemte However,
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this algorithm becomes time-intensive with increasel and N since the number of nodes
to iterate across increases quite rapidly.

Power (in dBm) | Gateway Position (Iteration) | Gateway Positions (Algorithm 1)
-13.845699 8,17 8,18
-12.802818 8,17 8,19
-11.811008 3,23 8,18
-10.872779 3,18 8,18
-9.982637 2,24 8,18
-9.135891 2,24 8,18
-8.328507 2,19 8,18
-7.854278 3,23 8,18
-7.702942 3,23 8,17
-1.824347 3,23 8,17
-1.300642 3,23 8,18
0.112180 3,23 8,18
5.010006 3,23 8,18

Table 3.6: Comparing Gateway positions obtained by iteratig over all node-pairs and by
using the Algorithm 2 for corresponding transmitter powerdvels.

3.4 The Multiple Frequency Problem

Figure 3.3b indicates theMultiple Frequencynetwork model. The dotted and the dashed
links denote links operating at unique frequencies.

Similar to the previous optimization model, we use the sameotations as described in
Section 1.1 unless rede ned here. The network data transfeequirements are speci ed
in terms of ows. However, under the multiple frequency netark model, where a set of
links and nodes operate with a unique frequency, the destit@n is no longer the gateway
but a \hypothetical-sink" called the \internet" to which da ta must be forwarded. Hence
although, we still consider a ow as a source-destination jpa the destination however is
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Gateway2

Figure 3.16: Multiple Frequency Network Model Network model for arbitrarily placed
nodes and multiple gateways with gateway and nodes assoeidtwith them operating
using a unique frequency.

unspeci ed since we consider the \hypothetical sink" as théestination. Hence we de ne
the ow speci c to the nodes of a unique frequency only. The s®f ows is denoted by F
and its cardinality denoted byF. For each nodd;i 2 N let x|, represent the ow variable
associated with a owf 2 F onlink|. ; denotes the ow rate for each node. The binary
variable j; ensures that the capacity assigned to a linkfor a speci ¢ ow f is zero unless
destined to a particular gateway.

Under this assumption, we can state the optimization probla as
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max ( (3.12)
P : P . 0 k6 i
12 0 Xir X = . k=liK (3.13)
. k=
P P
iX”P it O m21, m; l=1:::L (3.14)
mar m =1 (3.15)
m 0 (3.16)
P .
g =1, i=1:::N
i 2T 0;1g; i=1:::N; If =1:::K (3.17)
0 i i=1:::N

Clearly from this optimization model, our objective (3.12)is to maximise network
throughput ( ) under the following constraints: Constraint 3.13 is the @v conservation
constraint which speci es that unless nodes aligned to a pagular gateway sources or sinks
any data, the total data ow through the nodei;i 2 N is zero. Constraint 3.14 species
the capacity conservation constraint. Unlike theCommon Frequencynodel, where we put
the binary test variable j to ensure that a ow is handled only by a particular node-
gateway combination, here, we specify the binary test valide j; on the capacity of the
link. Essentially, unless a linkl carries data using a particular frequency, we null the link
by assigning the capacity of the linkl to zero (j = 0). Otherwise, this constraint limits
the amount of ow handled by each linkl to be within or equal to the capacity of the link
speci ed by the data-rate ¢ and the link activation schedule ,,;m 21 . Constraint 3.15
indicates the summation of j; for a node is unity thus forcing all data to be forwarded by
nodei. ; is the ow variable for each node that needs to be maximised.

Algorithm: Leader Election by Updating SINR weights

Algorithms 1 and 2, can be very well used in théultiple Frequency Problemas well,
since these algorithms only create clusters by aggregatingdes based on low-interference.
However any algorithm for theMultiple Frequency Problemmust factor in the added ad-
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vantage gained by using multiple frequency within the netwd by each gateway and its
associated nodes. Such an approach makes nodes commumgatvith di erent frequen-
cies completely oblivious to each other, in the sense that des operating with di erent
frequencies no longer interfere with each others communiicen and transmissions can co-
exist while both these nodes operate simultaneously. We mbyd Algorithm 1 to re ect
this advantage. We explain the modi ed algorithm:

1. OnceAlgorithm 1 terminates, we haveK clusters formed and a cluster-head within
each cluster selected. At this point, we retain the clusteinead position and cancel
all node associations to these cluster-heads.

2. At the completion of the previous step, we have identi edlte gateway positions but
we do not have any nodes associated with these gateways. Talgorithm starts o,
by identifying nodes which are within one-hop distance fronreach of theK cluster-
head and associating a node with a cluster-head if its link vgit is less than the
link-weight to other cluster-heads similar to the procedwr de ned in Algorithm 1.
At the end of this step, we have three types of nodes. Nodes mgsted as cluster-
heads, nodes assigned to speci ¢ cluster-heads and unasstgnodes.

3. We recompute the SINR weights of the nodes as explained: rkl links that have
neighbouring nodes associated with di erent cluster-head we assign a very large
weight (or infinity ) in an attempt to discourage Dijkstra's Algorithm from using
these links to compute a path from an uncovered node to a clesthead. The use of
multiple frequency makes such links redundant. Next, for blinks that have a node
associated with a particular cluster-head and the other n&dunassigned, we compute
SINR by considering the nodes that have similar cluster-hdaassociations or nodes
which are unassigned, since only these contribute to the erference. Finally, for
links that have two neighbouring unassigned nodes, we recpute the link weight as
detailed in 3.2.2.

4. Node association is then executed in the same fashion ataded in 4. After a node
has been associated with a particular cluster, we update SR\weights by following
the procedure in 3 and iterate over steps 4 and 3.
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The algorithm growth hasnt been illustrated since it follows the Algorithm 1. The results
however has been indicated in Figure 3.17

Simulation and Results

This algorithms have been simulated for a 10 10 grid network for placing 10, 8, 6 and
4 gateways respectively. Each of the grids considered havénter-node separation of &.
For the simulation, we have considered single-rate linkslthough as evident from the link-
metric (3.2.2) accommodating multi-rate links are also gte possible. Also, a transmit
power of 13:85 dBm on each links corresponds to a transmission range o8B m. The
SINR-threshold is xed at 10 dB.

Establishing the upper-bound for the cas®ultiple Frequencynetwork model is fairly
di cult since the gateway position within a cluster, the number of nodes within a cluster
and the con guration of the cluster itself bear direct in uence on the behaviour of network
throughput. Although from our analysis in Section 3.5, we ha identi ed some thumb-rules
that makes identifying the \optimal" cluster size and the \optimal" gateway position within
a cluster easier; establishing the \optimal” cluster con gration (the node distribution) is
fairly di cult. However for the case of small networks, eg: 5 5 grids and for the case of a
small K (eg. K = 2), permutations of cluster con gurations to consider is &irly minimal
and brute force approach can be employed to nd the right clusr con guration for each
transmit power. This information along with our thumb rulesexplained earlier can then be
used to get an insight in establishing the upper-bound. Thigpper-bound can then be used
for testing the optimality of Algorithm 3. Using the brute-force approach the sub-network
con guration illustrated in Figure 3.18a with the gateway @ node-position 8 is found to be
\optimal”. Using this as our upper-bound we plot the resultsof our algorithm computed
using the framework in Section 3.4.

3.5 Algorithm Requirements

Our algorithms de ned in the previous sections are motivate by several insights obtained
by using the computational tool in [9]. In this section, we Bt some of the insights and
relevant results,
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L e Ll

(a) Optimal Division (b) Throughput Curves

Figure 3.18: The variation of throughput ( ) for the case of the sub-network illustrated
in a. is plotted in b. Results of using Algorithm 3 are also plted in b.
Clustering Based Approach

In [8], the authors indicate that the capacity available at each node to source a packet
is upper-bounded by the relation

< N (3.18)

=Ir|sl0

where C is the total one-hop capacity of the network,n, the number of nodes in the
network, L the expected physical path length from the source to destitian and r is
the xed radio transmission range. Equation (3.18) clearlyindicates that in multi hop
networks, where tra c is sequenced over a set of hops, the alable capacity at each node
to transmit a packet falls o with increasing path length which only underscores the idea
that relay-load in multi-hop networks must be minimised in oder to maximise network
throughput. The need for clustering also arises from a commication cost perspective.
By keeping tra c localised to a particular cluster, communication costs which involves
maintaining routing tables or costs imposed by the overlym network protocol can also
be signi cantly minimised. Moreover, when the number of noeks increases or decreases
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Figure 3.19: Optimal Routing for a 6 6grid corresponding to transmit powers a. 13:8456
dBm and b. 1:72695 dBm

]

(the network scales up or down), ensuring that tra c is localsed to a cluster implies any
network changes a ects a particular cluster only and the resof the network is isolated
from these performance degradation. The computational tb@n [9] lends credence on the
optimality of using clustering-basedlgorithms in designing high throughput multi-gateway
WMNSs. Figures 3.19a and 3.19b illustrate the optimal routig for a dual-gateway WMN
with node 9 and 27 considered as gateways, for two values aérismit powers, 13845
dBm and 1:726 dBm respectively. Clearlyclusteringis in-place, since the gateways have
dividedthe 6 6 grid into two sub-networks and each of these gateways semepeci ¢ set
of nodes only. In other words, the network tra c is being locéised around gateways.

All these suggest that optimal performance can be obtainetithe network is composed
of sub-networks or clusters, each with a set of nodes and astier-head. The cluster-head
performs the same role as a gateway.
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Multiple gateway networks with equitable number of nodes as sociated with
each gateway have the maximum throughput

Clearly, our clustering based approach explained earlieigsi es division of the network
in terms of clusters of gateways andheir associatednodes. Specifying the throughput
of the overall network hence involves ensuring that every bBtnetwork or cluster meets
the throughput speci cation. Under such circumstances, it is clear that tis throughput
speci cation su ers due to the existence of large clusterssince they result in reduced
throughput (by [9], it is clear that the throughput of single-gateway WMN scales a@(%)).
Considering that the overall network hasK -clusters orK -sub-networks and each cluster
has (hijj1 i K) nodes, the upper-bound on the throughput can be maximised all
clusters have equal node assignments; (= ngji 6 k;i;k 2 (1;K)).

To illustrate this example, we consider a 6 6 grid and designate pairs of nodes as
gateways. Table 3.7 indicates gateway-pairs and the numbef nodes associated with each
gateways and their throughput all computed using the compational tool from [9]. From
Table 3.7, it is evident that gateway positions which enablequitable association of nodes
o er higher throughputs compared to the other gateway posions.

]

GatewayP airs | Throughput | Nodes=Gateway
8,19 0.00934 19,15
10,13 0.01086 21,13
9,16 0.01041 23,11
3,33 0.01111 17,17
2,29 0.01177 17,17

Table 3.7: Gateway Pairs and the corresponding throughput
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Multiple gateway networks with equitable number of nodes as sociated with
each gateway have their throughput maximised when the inter -gateway sepa-
ration is maximised

One of the characteristics of multi-hop networks is the pragssive aggregation of data-
tra c in the intermediate nodes as data is forwarded from sotce to the destination. The
nodes in the immediate vicinity of the gatewaysthe last hop nodesare critical since
data aggregated over the entire network is forwarded to thesnodes for transmission to
the gateways. It is hence important that the last-hop links ee scheduled more often
and for longer durations to reduce the relay load which is iaviably high in these links.
Such a measure improves network throughput. Our network medl stipulates that we
explicity compute sets of links that can be simultaneouslyscheduled with each other
(\independent sets" of links). As explained in Section 1.1the scheduler then chooses an
optimal con guration of these \independent sets" of links b maximise network throughput.
Our model of computing \independent sets" of links and our dgre to schedule last hop
links as much as possible clearly indicates the infeasibjliof positioning gateways close
to each other. Such a step will ensure that: (i) the last-hopiiks of di erent gateways
cannot form an \independent set", since activation of one E-hop link will be at the cost of
another last-hop link. The proximity of gateways to each otar ensures that the resulting
interference will be too high for links of both gateways to cexist. Network throughput
is hence reduced since last-hop links which bottle-neck metrk throughput su er further
due to interference of another last-hop link associated iitanother gateway.

In Figure 3.20, we illustrate two 6 6 grid with nodes 16 and 22 designated as gateways
(Figure 3.20a) and nodes 8 and 29 designated as gateways (&g 3.20b). In Figure
3.20a, the solid line represents a scheduled last-hop linkcdathe proximity of the two
gateways ensures that corresponding last-hop links (brakdines) corresponding to the
other gateway will not be scheduled. However in Figure 3.20last-hop links corresponding
to both gateways can be scheduled simultaneously and henbeaughput improves. Using
the computational tool from [9], we are able to quantify the mprovement in network
throughput for gateway positions illustrated in Figures 20 a and b. As expected, the
network throughput of Figure 3.20b, shows signi cant imprgement over Figure 3.20a.

In Table 3.8, we illustrate this for several gateway placemés. Each gateway pair indi-
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GatewayP airs | Throughput | Nodes=Gateway
8,29 0.00609 17,17
16,22 0.00555 17,17
1,36 0.00909 17,17
3,33 0.01111 17,17
2,29 0.01177 17,17

Table 3.8: Gateway Pairs with equal node association

cated in Column 1 results in equitable node division (ColumB). Column 2 illustrates the
throughput computed using [9]. Several observations are arder. First, as explained, note
that the throughput achieved by gateway pairs 8 and 29 (Figuw 3.20b is much higher than
the throughput achieved by gateway pairs 16 and 22 (FigureZa. Second, ensuring that
gateways are as further apart from each other also serves tegilade network throughput
as observed from gateway pairs; B6 compared to gateway pairs ;833 and 229. This is
because gateways 1 and 36 are no longer in the logical centetheir respective clusters and
hence throughput degradations are expected. Third, note &b although gateway pairs 136
contribute to sub-optimal network performance, their thraughput however shows marked
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improvement compared to gateway pairs;29 and 1622. Such behaviour gives insight on
the in uence of last-hop links on the throughput of the netwaok.

3.6 Common vs Multiple Frequency: A Note on Per-
formance

We set out to study the problem of gateway placement in WMNSs bynodelling two di erent
networks. Although we based these models on how users are @esl in the event of
a gateway failure, advantages in countering noise and inference and the operational
ease were other factors that were also considered in forntilg these network models.
While attempting to address the problem of gateway placemgnve made some interesting
observations on the behaviour of these networks. We delvetmthese observations in this
section.

3.6.1 Spatial Reuse Gains

As explained earlier, ourmultiple frequencymodel was based on dividing network band-
width into K sectors, whereK is the number of gateways to be placed. Each gateway and
its associated nodes operate with a unique frequency whic:h% part of the total band-
width. Since noise in the network is modelled aadditive white Gaussiamormalized over
the entire band-width, any division in network band-width leads to division in noise power
as well. This reduction in noise power increases the overalpatial reuse. Spatial reuse
in the network is determined by the transmitter signal poweand the cumulative e ect of
noise and interference along with the modulation-codingiseme employed. Mathematically
restating equation 1.3 from Section 1.1, we have

( )

p GiP > %8l 2L (3.19)

Il = X: I
No + |0;|6|0G|0|P|0X|0

It is evident that any reduction in noise power fromN, to % contributes signi cantly to
increasing the spatial reuse. However, it must be noted thaihe bound on the \maximum
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Spatial Reuse vs Transmit Power
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Figure 3.21: Spatial Reuse plot as a function of the TransmRower P for 3 cases: Common
Frequency Network Model, Multiple Frequency Network Modeland a Single Gateway
Network, shown for the case of a 5 5 grid. Note that using Multiple frequency Model
increases the Spatial reuse substantially.

independent set" or MAXISET explained in Section 1.1 must bendependently computed
for each of theK cluster within the network. The total \maximum independent set" of
the full network then is the summation of the \maximum independent g& of each of the
K clusters. To illustrate, we consider a 5 5 grid with 23 nodes and 2 gateways. Figure
3.21 indicates the spatial reuse gain for th&lultiple Frequencymodel. The MAXISET
for the multiple frequencymodel is given by the addition of the MAXISET for two clus-
ters that constitute the 5 5 grid. However, spatial gains associated with thenultiple
frequencymodel are absent in theCommon Frequencynetwork model. Hence, in terms
of spatial reuse, modelling multi-gateway WMNs to employ mitiple frequency is clearly
advantageous.

3.6.2 Clustering

In proposing algorithms for solving the gateway selectiorrpblem in multi-rate multi-power
WMNSs, researchers must contend with two important issuesi)(Clustering (ii) Optimality
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Figure 3.22: Variation of with the Transmit Power P for 3 cases: Common Frequency
Network Model, Multiple Frequency Network Model and a Singl Gateway Network, shown
for the case of a 5 5 grid.

of gateways. The problem is not in identifying the clustersrad gateway positions, but in
ensuring that clusters and gateways are optimal for all trasmitter powers and modulation-
coding schemes employed by the WMNs. Owing to the complex @mtdependence between
routing, scheduling, signal power, modulation-coding seime etc, proposing a strategy for
identifying the right cluster and theright gateway is fraught with di culties and makes
gateway selection in WMNSs patrticularly hard.

Using the computational tool of [9], we have illustrated theproblem for the case of
5 5 grid with 2 gateways. To establish the upper-bound in throghput, we have iterated
over all possible gateway pairs for a set of discrete powewdds (powers that enable links
to establish basic node connectivity to links that span thergire network are considered in
this range) and choose the best gateway pair for each disagtower level. The variation
in throughput as a function of transmitter power is plotted n Figure 3.22. In this case
however, we have used a single modulation-coding schemehalgh similar results can
be expected if the network supports multi-rate modulation cheme as well. From the
gure, it is clear that no single gateway pair is optimal overthe entire range of transmitter
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power level. The changing gateway positions that are optirhéor each chosen power also
exacerbates the problem of optimally identifying clustersvithin the network.

3.6.3 Throughput Gains

The multiple frequencynetwork model leads to \cleaner" networks since division ofetwork
bandwidth leads to reduced noise and contributes to incread spatial reuse. However the
bandwidth division adversely a ects the networks throughpt. Each modulation-coding
scheme has an associated data-rate which signi es the number of bits transmitted per
symbol. This data-rate is dependent on the band-width as gan by the Shannons Channel

Capacity equation:
SNR

wW

It is clear that dividing the bandwidth W by K, reduces the data-rate byK as well
for each modulation-coding scheme employed in the networklence, unlike thecommon
frequencynetwork model, where installing more gateways increasestwerk capacity, the
multiple frequencynetwork model actually hampers network throughput. This isalso
evident for the case of a 5 5 grid with 2 gateways. The variation of network throughput
as a function of the transmit power is indicated in Figure 32 It is evident that for
the case of the common frequency model, the maximum througlipscales linearly withe
addition of gateways. The maximum throughput of a single-gaway WMN with 24 nodes
and 1 gateway is 041667, while the maximum throughput for the case of 2-gateaw5 5
grid with 23 nodes is @08756. Note: In our computational tool, certain nodes splifra ¢
to both gateways and hence the maximum throughput is greatehan %

Hence between the two network models, it is clear that modely networks to employ
a single \Common Frequency" is the best strategy as opposed tMultiple Frequency”
network models.

C=Wlog 1+ (3.20)

3.7 Conclusion

The Gateway Selectiorproblem has been dealt in this chapter. We formulate an opti-
mization model and subsequently propose polynomial timegarithms for each of the two
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network models described. We also provide interesting ig$its on some of the factors that
must be considered while formulating gateway selection agthms. We simulate these
algorithms over a 10 10 grid network and indicate gateway positions for varyingumber
of gateways K). We also evaluate the performance of these algorithms fdne case of 2
gateways over a 5 5 grid. As indicated in Sections 3.3.1, by permuting a gatewspair over
all nodes in the 5 5 grid and choosing the best gateway pair and its associatedtwork
throughput, we establish an upper-bound. The results of ougateway-selection algorithms
are then compared to this upper-bound and shown to be withins5% of the upper-bound

Finally, we compare the two networks proposed in Section 3 tarms of network perfor-
mance. The practical issues associated with each of theséwweks are explained. Clearly,
at the end of the study, it is evident that using the \Common Fequency” network model is
the best strategy in modelling multi-gateway WMNSs althoughthe complexity of operating
such a network model is far higher compared to its counter-pga
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Figure 3.23: Algorithm Growth for a 10 10 grid: a. Sector-heads with maximal SINR

weights have been identied (3). The sector heads starts amdgating nodes.

Here we

indicate node association to the sector heads for the case2oiops andK = 4 gateways.
b.The hop count for associating nodes has increased from 3.2Here we illustrate node
association for hop-count of 6. c. All nodes have been assted to respective sector-
heads as is evident. d. The algorithm terminates by nominatg cluster-heads in each of
the cluster. Sector-heads have also lost their status and\eassociated themselves with
the cluster-head ( lled squares). Refer 3.2 for Gateway/Cister-head nomination



Chapter 4

Conclusions and Future Work

4.1 Conclusions

At the start of this work, we set out to understand performane limits imposed by the
use of di erent technologies in WMN. To that extent, we idented two broad technologies
that are frequently used to improve performance in WMNSs:

1. Smart Antennas in WMNS.

2. Multiple Gateways in WMNSs.

4.1.1 Smart Antennas in WMN

Our e orts to understand the maximum capacity of smart antema enabled WMNs has
yielded interesting results. We now know that the maximum thoughput achieved by single
gateway WMN with/without smart-antenna is limited to % (normalized to the highest
data-rate A in a N-node mesh network). This is interesting since it clearly dicates the
infeasibility of building large WMNSs (single gateway servig a large number of nodes)
with/without smart antennas. This is contrary to existing belief where several researchers
have argued that the inherent spatial-reuse advantage assated with low-interference
smart-antennas will yield high performance and o set the iffa-structure costs associated
with smart-antennas. Further, we are witnessing several teresting antenna technologies

72
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being developed to serve an array of applications. Each oftbe smart-antenna technologies
bring in their unique set of pros and cons. Identifying the ght technology and using this
technology to build smart-antennas enabled WMNs will requé detailed understanding of
the technology and more accurate models, something that hasen lacking in our study.

We do not intend however, that the use of smart antenna is notdvantageous to the
WMNs. Contrary to such claims, our study and Figure 2.3 rea rms the advantages as-
sociated with smart antennas. We realize that the greatestdaantage of using smart
antenna lies in the low power range where there is a very sigrant increase in throughput
compared to their omni-directional antenna counterpart. e use of smart antennas in
designing high throughput WMNs hence, must be carefully stied in light of our study
to identify the gains associated with these interesting téoologies.

4.1.2 Multiple Gateways based WMNSs.

The infeasibility of using smart-antennas to serve large WMs clearly motivates us to
explore other avenues. The use of multiple gateways in WMNSs a robust alternative to
smart antenna enabled WMNs since performance scales withdittbn of more gateways
in WMNSs. Based on the operation, we have explored two types ofulti-gateway WMNs
and proposed algorithms to position gateways for each of e WMN models. Clearly,
from the results, it is evident that in terms of network throughput performance, the gains
associated withCommon Frequencymodel outweigh the gains associated with thilultiple
Frequencymodel. Such a result clearly indicates the impact of bandwid on network
throughput in-spite of the fact that using the Multiple Frequencymodel yields low-noise
\cleaner" networks. As part of our study, we have establislteseveral bench-marks that is
useful in designing algorithms.

4.2 Future Work

There are a number of avenues for future work. For the case ofart antennas in WMN, it
is important that smart antennas are modelled more realistally incorporating side-lobes
and/or back-lobes etc in the antenna model. Such precise mald lend more insight into
the WMN behaviour (throughput, routing, spatial reuse etc)
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Moreover, in [9], it has been shown that computing the max-mithroughput of arbi-
trary network is an NP-hard problem. However, by computingte bound on the maximum
size of the \independent set" in the network, it has been shawin [9], that it is possible
to compute the network throughput exactly under certain assmptions. The work of [9]
however, models omni-directional antennas only. Owing tdé inter-dependence of several
parameters such as antenna beam-width and gain, side-lobedér back-lobe gain and
beam-width on the network throughput and spatial-reuse, égblishing such a bound for
the case of smart antenna is a very hard problem. Hence, fughresearch work is re-
quired in this direction as well. As smart-antenna technolgy matures and becomes more
a ordable in the future, it is only evident that more application scenarios will demand
smart-antenna integration. It is hence important that preése antenna models and compu-
tational tools exist to fully exploit the advantages assoated with these modern antenna
technologies.

We have formulated a solution for theGateway Selectiorproblem by proposing algorithms
that designate certain nodes as optimal gateways based oret®INR metric as explained
in Section 3.2.2. It is interesting to study placement algithms under more sophisticated
link metrics. Several link metrics, for example, metrics tht model tra ¢ behaviour, hop-

count, radius of transmission, etc are already being used tesignate nodes as \optimal"
gateways by various researchers. However, these metricsecao WMNSs incorporating

single-power and single modulation-coding schemes. Linletrics that work on a range of
input transmitter power levels yet yield optimal or close tooptimal results are important

and needs to be studied. Further, in Section 3.5, we have debed the problem associated
with locating gateways with close proximity to each other. ncorporating the idea of \inde-

pendent sets" in algorithms will lead future algorithms to k& more robust and circumvent
this problem. Further, as explained in Section 3.6.2, proping algorithms to work over
a wide range of transmitter powers and/or modulation and cadg schemes is a di cult

problem. Algorithms which yield optimal results over a wideange of transmitter powers
(and/or modulation-coding schemes) if not the complete rage must be explored as well.
Solutions for accurately solving theGateway SelectiorProblem must be explored as well
in order to avoid the approximations or sub-optimal resultsassociated with algorithms.
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Formulating and solving this problem in terms of a linear ogtnization model gives accu-
rate results on gateway positions for any arbitrary node l@tions. Solving the problem
accurately is important when compared to solutions using @brithms and hence must be
explored.
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