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Abstract

The focus of this thesis is on the development of control systems for nano-positioning ac-

tuators using magnetostrictive materials. Magnetostrictive materials have large strokes and

fast responses. However, they are less commonly used than other smart materials such as

piezoceramics due to their highly nonlinear and hysteretic behaviour.

It is necessary to arrive at an accurate model which can predict the material response at

any magnetic field and load condition. Furthermore, due to the nonlinearity of the material, a

closed-loop feedback system with a stabilizing controller is needed.

Different hysteresis models for magnetostrictive materials are implemented and compared.

Since load-dependence is one of the main features of hysteresis for magnetostrictive materials,

load-dependent models are studied. An existing load-dependent model is implemented and

compared with a new load-dependent hysteresis model which is developed by energy consider-

ations.

Passivity of the magnetostrictive system was shown using a physical argument. The results

are used to develop a stabilizing controller. Using the properties of the Preisach model, an

alternative approach for controller design is proposed. Tracking properties and stability of the

controllers were shown.

An experimental setup has been developed for data collection and model and controller

evaluation.
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Chapter 1

Introduction

In recent years, a growing demand for micropositioning actuators has been seen in industry.

Micropositioning actuators are now commonly used for optical fiber alignment, biological cell

micromanipulation, scanning microscopes and chip manufacturing. Currently, most of the

micropositioning actuators are made of piezoceramic materials because of their fast response

time and almost linear behaviour.

Still, there is a demand for actuators with a higher force, larger stroke and faster response

time. For this purpose, the possibility of using other active materials for actuation has been

examined in the past decade. Among possible choices, Terfenol-D, a magnetostrictive material,

is a competitive choice. Terfenol-D is an alloy of iron, terbium and dysprosium. In Figure 1-1

a rod made of Terfenol-D is shown. Terfenol-D is a brittle metal and cannot stand tension

or shear. It reacts to a magnetic field, to which, it becomes larger in size. Terfenol-D is not

polarized; that is, regardless of the direction of a magnetic field, it becomes longer. Because

of the required magnetic field for the excitation, Terfenol-D actuators are usually larger in size

compared to piezoceramic stack actuators. However, because of the large force and strain they

produce, they are an attractive choice in many applications. Terfenol-D also has a very fast

response time which makes it suitable for high-frequency applications [20].

Terfenol-D provides more displacement (about 50% more) compared to piezoceramics. But,

it is less commonly used partly because it is highly nonlinear and its underlying physics and
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Figure 1-1: Terfenol-D rod (top) and cold-rolled steel rod (bottom).

magneto-mechanical response are not fully understood. Terfenol-D, like other magnetic materi-

als, has hysteresis. Because of its nonlinearity and hysteresis, Terfenol-D actuators are difficult

to control. In many micropositioning tasks, sub-micron accuracy is required. This requires an

accurate hysteresis model and control system. For this purpose, extensive research in hysteresis

modeling and control is underway.

To achieve the required performance, Terfenol-D actuators need to be used in a closed-loop

feedback system. External physical conditions affect the hysteretic behaviour of magnetostric-

tive materials. The shape of the hysteresis curve changes significantly if the mechanical loading

is changed. Development of a feedback control considering the dependence of hysteresis on many

physical conditions together with intrinsic nonlinearity of the system is difficult and complex.

Furthermore, robust stability is needed before the actuator can be used in a real application.

In [57], a test rig was designed for measuring different parameters of a Terfenol-D sample.

From this test rig, a set of experimental curves was obtained for a fixed stress. These curves

were used in three existing hysteresis models, and the ease of use and accuracy of these models

were discussed and compared.

This thesis is a continuation of [57]. Several upgrades are done on the test rig. A new

set of experimental data is obtained under different loading conditions. A new load-dependent

hysteresis model is developed and compared with an existing load-dependent hysteresis model.

The accuracy of the models are discussed.
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In this thesis, a new approach is used to establish stability for Terfenol-D closed-loop feed-

back system. Using a physical argument, it is shown that Terfenol-D actuators satisfy a passivity

condition. This passivity result is not based on any model for Terfenol-D hysteresis, that is, this

result holds for any model. The storage function is found and discussed for the homogenized

energy model. This result is used to design a stabilizing velocity controller for the system.

A PI (proportional-integral) controller is used to develop a position controller for the mag-

netostrictive actuator. It is shown that if the hysteretic system satisfies certain assumptions,

tracking and stability is guaranteed. The validity of assumptions are discussed. These results

are used to develop a position controller and an alternative velocity controller.

The controllers discussed here are simulated using a Preisach model. Numerical optimization

is used to find the optimal controller parameters. The optimization is subjected to stability

constraints. The optimal controller is evaluated experimentally and the results are discussed.

The outline of this thesis is as follows: In Chapter 2, background and related literature

is reviewed. Chapter 3 discusses the hysteresis models for Terfenol-D and its load-dependent

behaviour. In Chapter 4, the closed-loop control of magnetostrictive actuators is discussed.

Related background material, passivity of magnetostrictive actuators and velocity and position

controllers are included in this chapter. The experimental apparatus used in this thesis is

explained in Chapter 5. The optimization and experimental evaluation of the controllers are

also discussed in this chapter. This thesis in concluded in Chapter 6.

3



Chapter 2

Review of hysteresis models

In this chapter, background and literature related to the modeling of magnetostrictive materials

are reviewed. In the first section, the hysteresis curve and related terminology is discussed. Since

the most important nonlinearity in magnetostrictive materials is their hysteresis, the existing

models for hysteresis are discussed next. In Section 3 modeling of magnetostrictive materials

in particular is reviewed.

2.1 Hysteresis curve

A hysteresis curve is a plot of system output versus system input for one or more cycles. For

magnetic materials, it is a plot of magnetization M versus magnetic field H. Two typical

hysteresis curves are shown in Figure 2-1. This shape of curve is called sigmoid, which is seen

frequently in many physical phenomena.

In this figure, the inner curve is obtained when the input is oscillating between +a and −a
and the outer curve when the input is oscillating between +Hsat and −Hsat. In each curve, the

upper part is for when H is decreasing, and the lower part is for when H is increasing. The

magnetization reaches a final value when the absolute value of H becomes larger than a specific

value Hsat. This is called the saturation of the material.

4
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Figure 2-1: Two typical hysteresis curves.

The hysteresis curve when the input is oscillating between +Hsat and −Hsat is called “the

major loop”, which is the outer curve in Figure 2-1. If the input oscillates between any other

value, especially if it is not symmetric about zero, the produced curve is called a minor loop.

Minor loops always lie inside the major loop.

Suppose that the magnetic field H is large enough so that the material is saturated. If H is

brought back to zero monotonically, the magnetization M is not decreased to zero; instead it

will decrease to a positive nonzero value which is called “the remanence magnetization”. This

point is labeled MR in Figure 2-1. If zero magnetization is requested, H needs to be further

decreased. At some negative value of H, the magnetization is zero. The absolute value of this

magnetic field H is called “the coercive force” HC , as shown in Figure 2-1. The coercive force

is a measure of the strength of the material when it is used as a permanent magnet. For more

details about the formal theory of magnetic materials, see [35].
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2.2 Hysteresis models

It is more than 70 years since magnetic hysteresis was first studied and there is still much active

research in this field. There are many models for magnetic hysteresis and it would be impossible

to mention all of them here [33, 64, 27, 57, 29]. In this section the most common hysteresis

models are reviewed.

2.2.1 Preisach model

The Preisach model [33] is the most common and probably the most important hysteresis model

in the literature. It is used for many hysteretic systems [62, 18, 19]. This model is not based on

any physical model of hysteretic materials and has a mathematical structure which can generate

curves like the sigmoid curve. It was developed about seventy years ago for magnetic materials.

In this model, the output, magnetization, is the weighted sum of the output of a continuum

of hysteresis relays. The output of each relay can be either +1 or −1, which is determined by the

input, H field. Although this model is not explicitly based on any physical model, its structure

is intuitively related to the formal theory of magnetic materials. Magnetic materials are believed

to be made of a large number of magnetic dipoles. Each dipole is like a small permanent magnet.

The dipoles are allowed to rotate in their places and the final magnetization is the aggregation

of magnetizations of dipoles. Each Preisach relay is intuitively related to one of the dipoles.

Model structure

The basis of this model is the hysteresis relay shown in Figure 2-2. Model input, which is shown

in the horizontal axis, is directly fed to this relay. The output of the relay, which is shown in

vertical axis, is used for computing the model output.

The output of this relay is either +1 or −1. The relay retains its state unless the input

passes s + r or s − r. If the relay is in +1 state and the input goes less than s− r, the relay

6
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Figure 2-2: The hysteresis relay.

switches to −1, and if the relay is in −1 state and the input goes above s+r, the relay switches

to +1 state, otherwise, the output remains the same.

The output of the model is:

y(t) =

∫ ∫
Rr,s[u(·)](t)µ(r, s)drds (2.1)

Here, u(t) is the input, Rr,s[u(·)](t) is the output of the relay, µ(r, s) is a weight function,

and y(t) is the model output. As it can be seen, an infinite number of relays with different

s and r are used, and their outputs, after being multiplied by a weight function µ(r, s), are

added together to form the output of the model. The weight function µ(r, s) is determined by

experimental data for the material.
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Preisach plane

At first, this model looks very difficult to implement and simulate since it appears to need

unlimited memory for its unlimited number of relays. In fact, there is no need to have unlimited

memory to store the state of the system. It has been shown that the state of the system can

be described by a finite sequence of numbers [17]. This great simplification is done by the

introduction of the Preisach plane.

Consider a two-dimensional coordinate system with variables r and s as shown in Figure

2-3. There is a one-to-one relationship between each point (r, s) on this plane and each Preisach

relay. This plane is called the Preisach plane.

It is clear from Figure 2-2 that when r < 0, a valid relay is not represented, so the points

left of the line r = 0 are not considered. Also, the points which are far from the origin are not

concerned since the associated relays switch only when the input value is far from zero, which

indicates the saturation state of the material. Since in the modeling, the saturated zone is not

of interest, these relays and the associated points in the Preisach plane are not considered.

For simplicity and because the input is physically limited, it is assumed that the output will

not change if the absolute value of the input becomes greater than a specific number, S. In

that case µ(r, s) = 0 if |s+ r| > S or |s− r| > S. This limits the active points of the Preisach

plane to a triangle, shown in Figure 2-3.

The model input affects the status of Preisach relays. When a typical input is applied to

the system, some of the relays takes the state of +1 and the others, −1. In the Preisach plane,

a line separates the relays in +1 state from the relays in −1 state. Figure 2-4 shows a typical

boundary. The Preisach plane boundary is usually composed of lines with a slope of +1 or −1

only. This boundary is very important since it describes the state of the system [17]. In fact,

the location of the corners of the boundary determine the boundary and hence, the state of the

system. You do not need to store the state of each relay; a sequence of numbers having the

location of the corners is sufficient [17].
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If the Preisach boundary is denoted by s = τ(t, r), the model output can be rewritten in

terms of the boundary:

y(t) =

∫
∞

0

∫ τ(t,r)

−∞

µ(r, s)dsdr −
∫
∞

0

∫
∞

−∞

µ(r, s)dsdr. (2.2)

Note that the Preisach boundary τ(t, r) and the vertical axis r = 0 in Figure 2-4 intersect

at the current input value; that is,

τ(t, 0) = u(t). (2.3)

Consider the Preisach plane shown in Figure 2-5. Assume that the system state is initially

represented by boundary 1 and the input is equal to u1. If the input is reduced to u2 the system

state will change to boundary 2. The corners in boundary 1 no longer exist and it seems like the

input is reduced from the positive saturation value monotonically. Since the system memory is

stored in the corners of the Preisach boundary, the system effectively “forgets” the history of

past extrema. This property of the Preisach model is called the “wiping-out property”.

Another property of the Preisach model is the “congruent minor loop” property. Consider

the Preisach boundaries shown in Figure 2-6 when for both systems, the input is oscillating

between u1 and u2. Since the same area is swept, these systems experience the same change in

the output. In this case, the minor loops generated by these systems will be similar in shape.

In Figure 2-7, two congruent minor loops are shown. For more information about the Preisach

model properties, see [33].

The wiping-out and congruent minor loop properties together form a necessary and sufficient

condition for a Preisach representation [33]; that is, any Preisach model satisfies these properties

and any hysteretic system satisfying these properties can be represented by a Preisach model.

The Preisach model is flexible, computationally fast and in most cases can represent the

material hysteresis accurately, but it is relatively complex. Since its development, many mod-
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Figure 2-7: Congruent minor loops

ifications to this model have been made for improvement. In the following, some of these

modifications are reviewed.

Modifications to Preisach model

There are many modified versions of the Preisach model. For example, in [43] an extension to

the Preisach model is introduced to model magnetic materials in a broad temperature range.

In [48, 53, 54], a physical explanation for the Preisach model is introduced. The classical

Preisach model is empirical and it is not directly based on any physical model of magnetic

materials. In this explanation, a physical model of the material is introduced. Based on the

Helmholtz free energy of a single dipole, a two-state magnetization is obtained. The bulk

material is believed to have many of these dipoles so the macroscopic magnetization is found

to be the average of magnetizations of a distribution of these dipoles. The result is similar to

a Preisach model. This model is called the homogenized energy model and is fully discussed in

Subsection 3.2.1 with reference to magnetostrictive materials.

A physical model similar to the Preisach model is presented in [5]. In this model, domain

wall motion is the main magnetization mechanism. Here a single domain wall is modeled and
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the magnetic behavior of the material is assumed to be the superposition of these domain wall

models. This model proved to be efficient for commercial power ferrites [34].

2.2.2 Jiles-Atherton model

The Jiles-Atherton model [23, 24] is a physics-based model. In this model, domain wall motion

is the mechanism for magnetization. The motion of a single domain wall is considered. Re-

versible and irreversible domain wall motions are introduced and based on them, two equations

for reversible and irreversible magnetization are obtained. By combining them, the model is

formulated. In this subsection, this model is briefly explained.

As stated before, there are a large number of magnetic dipoles in every magnetic material.

Each of them has a very small contribution in the macroscopic magnetic properties of the matter.

It is interesting to know that the magnetic direction of these dipoles are usually parallel to their

neighbors. In fact, it is seen that these dipoles come in groups. In each group, almost all dipoles

are parallel to each other. These groups are called the “magnetic domains”. The border between

different domains is called the “domain wall”. In a demagnetized sample, domains are oriented

randomly. If an external magnetic field is induced upon the material, domains that are parallel

to the external magnetic field grow, and domains that are anti-parallel to the magnetic field

shrink. This results in domain wall motion.

An irreversible domain wall motion happens when the entire domain wall is moved. The

domain wall will not necessarily return to its previous position if the cause is removed. So

this process is irreversible. The resulting magnetization is called the irreversible component of

magnetization.

In the Jiles-Atherton model, the irreversible domain wall motion is modeled and a differential

equation for the irreversible component of magnetization is obtained:

dMirr

dH
=

(Man −Mirr)

δk − ᾱ(Man −Mirr)
(2.4)
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Figure 2-8: A plot of equation (2.5) for a = 6.2kA
m and Ms = 700kA

m .

In this equation, Mirr is the irreversible component of magnetization. The parameters k, ᾱ

and µ0 are constants. The parameter δ is +1 when H is increasing and −1 when it is decreasing.

The parameter Man is the anhysteretic magnetization, which is the magnetization for an ideal,

pure and defect-less material with no hysteresis.

The form of anhysteretic curve depends on the material under discussion. For most cases the

Langevin function can be used successfully for anhysteretic magnetization. This function was

developed theoretically for paramagnetism [28], but it was extended to ferromagnetic materials

by Weiss:

Man(He) = MsL

(
He

a

)
= Ms

[
coth

(
He

a

)
− a

He

]
(2.5)

In this equation, Ms is the saturation magnetization, a is a constant, L(.) is the Langevin

function and Man is the anhysteretic magnetization. A plot of this equation is shown in Figure

2-8. The parameter He is the effective magnetic field defied by the following relation:
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He = H + ᾱM (2.6)

A reversible domain wall motion is another source of magnetization. This happens when

a domain wall bends. When the cause of bending is removed, the domain wall returns to its

previous state, so this effect is reversible. The magnetization component produced when a

domain wall is bent, is denoted by Mrev. In the Jiles-Atherton model, Mrev is given by the

following relation:

Mrev = c(Man −M) (2.7)

where c is a constant. This equation and equation (2.4) are the equations which describe the

Jiles-Atherton model. Note thatM = Mirr+Mrev. An equation for anhysteretic magnetization,

such as equation (2.5), is also needed.

This model is easy to implement and it has only a few parameters to adjust. This model

was originally developed for hysteresis in magnetic materials, but it is shown that the idea of

this model can be expanded to ferroelectric, ferroelastic and magnetostrictive materials [52].

This model, however, has some difficulties with minor loops. The model presented here does

not produce closed minor loops. Since in most cases, the minor loops are closed, different mod-

ifications are proposed to close the loops. In [10], scaling is used to produce closed minor loops.

In [21], equations (2.4) and (2.7) are modified to close the minor loops. For this modification,

the input extrema should be known in advance. For applications in which the trajectory of the

input is not predetermined, this approach cannot be used.

2.2.3 Stoner-Wohlfarth model

The Stoner-Wohlfarth model [55] is a physics-based model. The mechanism of magnetization

in this model is the rotation of noninteracting dipoles. In this model, a single mechanism is

used to explain both reversible and irreversible magnetization. Also it is a completely three
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dimensional model. Unlike other models mentioned here, it does not need an extension to

become a three-dimensional model. But, the effects of pinning sites (e.g. impurities) and dipole

interactions are ignored in this model. Dipole interactions can be modeled by introduction of

the effective magnetic field He = H + ᾱM , where ᾱ is a constant. If instead of H, He is used, a

mean-field Stoner-Wohlfarth model [4] is obtained, which is supposed to be more accurate. It

is shown that the mean-field Stoner-Wohlfarth model is useful for hard magnetic materials [4].

2.3 Models for magnetostrictive materials

Unlike magnetic materials, the study of magnetostrictive materials is relatively new, and hence,

not much work is available in the literature. The hysteresis relation for magnetostrictive ma-

terials is coupled with mechanical variables (stress and strain). Also hysteresis curves for

magnetostrictive materials are different from those of regular magnetic materials (Figure 2-9).

Because of these differences, hysteresis models for magnetic materials cannot accurately model

magnetostrictive materials. But still, most of the models for magnetostrictive materials are

taken from the models for magnetic materials. Since the Preisach model is the most important

hysteresis model for magnetic materials, it is more often used for magnetostrictive materials.

When the magnetic state (H and M) of magnetostrictive materials changes, it is seen that

its mechanical state (strain and stress) is influenced. It is also seen that mechanical state can

influence the magnetic state. For magnetostrictive materials, change of stress can cause change

of magnetization. This effect is called the magnetomechanical effect. For more information see

[22].

2.3.1 Preisach model for magnetostrictive materials

The Preisach model is frequently used for the modeling of magnetostrictive materials. Since

magnetostrictive materials have four variables per axis (magnetic field H, magnetization M ,

stress and strain), different choices for input and output are used for the Preisach model. In

[1], a two dimensional Preisach model is used for one-dimensional magnetostriction. Here the
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Figure 2-9: (a) Major hysteresis curve of Terfenol-D, (b) major hysteresis curve of a regular
magnetic material.

inputs are H field and stress, while the outputs are B field and strain. In [15], M is chosen

as the input and strain is chosen as the output. In this article, magnetostriction of soft iron

alloys are studied. In [41], the classical choice of H as the input and M as the output is used

for modeling Terfenol-D at audio frequencies. In [65], effective magnetic field H and effective

stress are defined to extend the Preisach model to magnetostrictive materials. A Preisach model

relates the effective magnetic field H to magnetization M and an algebraic relation is used to

describe strain as a function of magnetization and stress. In all these articles, the model and

experimental data were in a reasonable agreement. This comparison shows that the Preisach

model is flexible enough to model the system properly, with different choices of inputs and

outputs. The Preisach model can also represent Terfenol-D accurately for a constant stress

[58, 62].

In [6], the Preisach model is modified to develop a stress-dependent hysteresis model. An

effective magnetic field is defined by combining magnetic field H and stress. This effective

magnetic field is the input for a Preisach model which determines the magnetization M . A

different effective magnetic field H is used for each dipole. In [56], the Preisach model is used

with a set of ordinary differential equations to develop a rate-dependent hysteresis model for

magnetostrictive materials.

In [49], a physics based model for magnetostriction is developed. This article is the extension
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of [53] to magnetostrictive materials. Here, the system equilibrium points are found by modeling

the Helmholtz free energy for each dipole. The developed model is similar to a Preisach model.

This model is fully discussed in Subsection 3.2.1.

In [47], the model in [49] is extended to a more accurate load-dependent hysteresis model.

For this purpose, the model parameters in [49] are assumed to be functions of the load. Sim-

ple algebraic relations are used to represent the model parameters as functions of the load.

Experimental data is used to find the coefficients of the algebraic relations.

2.3.2 Other models for magnetostrictive materials

In [44, 13], the Jiles-Atherton model is extended to include the effects of stress. It is suggested

that the effects of stress can be represented by an additional magnetic field; that is, equation

(2.6) is replaced by the following relation:

He = H + ᾱM + Hσ (2.8)

where Hσ represents the effects of the stress. In [44], using thermodynamics, Hσ is computed

as:

Hσ =
3

2

σ

µ0

∂λ

∂M
(2.9)

where σ is stress, λ is magnetostriction and µ0 is a physical constant. In [13], the Jiles-

Atherton model with quadratic magnetostriction is used. The law of approach to anhysteretic

magnetization is used to model the magnetomechanical effect. This model was evaluated with

experimental results from a Terfenol-D sample.

In [25, 26, 40], the Stoner-Wohlfarth model is modified for magnetostrictive materials. In

this model, the rotation of non-interacting magnetic domains is the main mechanism. Magne-

tostriction is introduced by adding an energy term to the domain energy.

In this chapter, hysteresis models in general were reviewed. In the next chapter, load-

dependent hysteresis models for magnetostrictive materials are discussed in detail.
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Chapter 3

Load dependent hysteresis models

for magnetostrictive materials

In the previous chapter, the hysteresis models in general were reviewed. In this chapter, hys-

teresis models for Terfenol-D in particular, are discussed. The homogenized energy model

introduced in the previous chapter is examined in more detail. Since load dependence is one of

the main features of Terfenol-D hysteresis, it is thoroughly covered in this chapter. A test rig is

used to obtain experimental data under different conditions. The experimental results are used

to identify and evaluate the hysteresis models. The test rig is explained in Chapter 5 in detail.

In the first section, the relation between magnetization and elongation for Terfenol-D is

studied. Minor loop handling of different hysteresis models are examined in Section 2 for a

constant load. In Section 3, load-dependent hysteresis of Terfenol-D is discussed. A new load-

dependent model is proposed and compared with an existing load-dependent hysteresis model.

3.1 Magnetostriction of Terfenol-D

For magnetostrictive materials, there is an algebraic relation between magnetization and elon-

gation that is independent of the system history [62, 22]. In modeling, it is usually preferred to

compute magnetization M , and then derive the elongation using this relation. In this section,
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Figure 3-1: Elongation versus magnetization for multiple hysteresis loops for a constant stress
(7.18 MPa).

this relation is studied. The relation between magnetic field H and magnetization M is studied

in the next sections.

In Figure 3-1, the elongation is plotted versus magnetization for a set of hysteresis loops at

a constant stress of 7.18 MPa. Ignoring experimental error, it is seen that the curves coincide.

This confirms the existence of an algebraic relation between magnetization and elongation.

Since the curves in Figure 3-1 are symmetric about the elongation axis, a polynomial function

of even powers of M is proposed [22]:

λ = γ1(σ)M2 + γ2(σ)M4 + · · · (3.1)

where γi(σ) are functions of stress and λ is the elongation caused by magnetization. Usually,

terms higher than M4 are not used:

λ(M,σ) = γ1(σ)M2 + γ2(σ)M4. (3.2)
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Figure 3-2: Magnetostriction versus magnetization at different loads.

Note that in this equation, only the elongation caused by magnetization is included. For

total elongation ε, the mechanical strain σ
Y
should be added, where σ is the stress and Y is the

Young’s modulus.

In Figure 3-1, a plot of equation (3.2) is shown with a dashed line. This dashed line mostly

lies within the experimental data and cannot be clearly seen, which shows a good agreement

between equation (3.2) and the experimental data at this stress.

Figure 3-2 shows the magnetostriction versus magnetization at different loads. It is seen

that the shape of curves changes significantly when the stress is changed. The parameters

γ1(σ) and γ2(σ) determine how the curves change when the stress is changed. Consider a linear

relationship between γi(σ) and σ:

γ1(σ) = γ1(0) + σγ′1(0) (3.3)

γ2(σ) = γ2(0) + σγ′2(0)
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Parameter γ1(0) γ′1(0) γ2(0) γ ′2(0)

Unit (m
A

)2 (m
A

)2 Pa−1 (m
A

)4 (m
A

)4 Pa−1

Value 2.07e-15 -1.13e-22 -2.23e-27 -2.67e-34

Table 3.1: Magnetostriction parameters for Terfenol-D

Figure 3-3: Elongation versus magnetization at 0.57 MPa.

The parameters γ1(0), γ′1(0), γ2(0) and γ′2(0) are constants that are determined by exper-

imental data. For the Terfenol-D sample, elongation and magnetization are measured using

the experimental setup at 21 different loads from 0.15 MPa to 11.31 MPa. The parameters in

equation (3.3) are determined using a least-square fit to the data, minimizing the following

error function:

J =
∑

(λex − λm)2 (3.4)

where λex is the experimental elongation and λm is obtained from equation (3.2). The results

are listed in Table 3.1.

In Figures 3-3 and 3-4, experimental data is compared with equations (3.2) and (3.3) for
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Figure 3-4: Elongation versus magnetization at 7.98 MPa.

the major hysteresis loop. For high stresses (Figure 3-4), a good fit is obtained since the

experimental curves are very similar to a parabola. For low stresses (Figure 3-3), there is a

considerable discrepancy. The reason is having too few terms in equation (3.2). To improve

accuracy, more terms or a different function should be used. See Section 3.3.2.

3.2 Hysteresis models at a constant load

In this section, minor loop handling of different hysteresis models for magnetostrictive materials

is examined for a constant load. The Preisach model, the homogenized energy model and the

Jiles-Atherton models are used and identified for a Terfenol-D sample in the candidate’s master’s

thesis [57]. In this section, a new experiment is performed and the accuracy of the models in

predicting the response of the material is discussed.

The Preisach and Jiles-Atherton models were introduced in the previous chapter. The

homogenized energy model includes the effects of strain. Since the homogenized energy model

is frequently used in this thesis, it is explained in detail in the following subsection.
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3.2.1 Homogenized energy model for magnetostrictive materials

In this model [49], a physical model for magnetostrictive materials is used to develop a hysteresis

model similar to the Preisach model that is based on energy considerations. Here, the material

is assumed to be composed of a large number of weakly interacting magnetic dipoles. Magnetic

dipoles can be an atom or a molecule, having a constant magnetic “strength” like a small

magnet. These dipoles can rotate in their place, and the magnetic field of the material is

the aggregate of the magnetic fields of the dipoles. When the material is demagnetized, it is

believed that these dipoles are oriented randomly so their magnetic fields cancel each other and

no macroscopic magnetic field can be seen. When an external magnetic field is induced upon

the material, the dipoles rotate in their place and become parallel to the external magnetic

field. In that case, even if the external field is removed, a macroscopic magnetic field can be

seen. When all dipoles are parallel to each other, the maximum magnetization is obtained and

it is said that the material is saturated magnetically.

In this model, the equilibrium states of the dipoles are obtained by using the Helmholtz and

Gibbs energies. The Helmholtz free energy ψ and the Gibbs energy G are defined as follows:

ψ = U − TS, (3.5)

G = ψ − µ0HM − σε, (3.6)

where U is the internal energy, T is the temperature, S is the entropy of the system, µ0 is a

physical constant, σ is the stress, and ε is the strain. The following thermodynamical relations

hold for the mentioned energy functions. The first relation is the first law of thermodynamics.

The second relation defines the work done on the system and the third relation is the inequality

of Clausius [67, page 205]:
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dU

dt
=

dQ

dt
+
dW

dt
(3.7)

dW

dt
= µ0H

dM

dt
+ σ

dε

dt
(3.8)

dS

dt
≥ 1

T

dQ

dt
(3.9)

where Q and W are the amount of heat energy and mechanical/magnetic energy transferred to

the system, respectively. For more information about the thermodynamical relations, see [67].

The Helmholtz free energy for a dipole can be computed theoretically [48]. It is a complex

equation which is not used in practice. In this model, the Helmholtz free energy is approximated

by three parabolas [49] (Figure 3-5):

ψ(M,ε) =
1

2
Y ε2 − Y γ1εM

2 +






µ0η
′

2 (M + MR)2, M ≤ −MI ,

µ0η
′

2 (M −MR)2, M ≥MI ,

µ0η
′

2 (MR −MI)(MR − M2

MI
), |M | < MI ,

(3.10)

where the variable M is the magnetization for the dipole, the parameter η′ is a constant, γ1 is

the magnetomechanical coupling constant and Y is Young’s modulus. The parameterMR is the

remanence magnetization. In the absence of strain ε, ψ is minimized at ±MR. The parameter

MR is assumed to be the same for all dipoles. The parameter MI is the inflection point where

the second derivative of ψ changes sign. Unlike MR, because of the nonhomogeneities and

imperfections in the material, MI is different for each dipole. For a valid Helmholtz free energy

MR > MI . This ensures that the Helmholtz free energy has two distinct minima as shown in

Figure 3-5.

Define H0 to be the local magnetic field at a dipole. Because of the imperfections and

nonhomogeneities in the material, the local magnetic fieldH0 might not be equal to the external

magnetic field H. It is assumed that the difference s = H −H0 is constant over time for each

dipole.
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Figure 3-5: The Helmholtz free energy for ε = 0.

The parameters s and MI describe each dipole. Define:

r = η′(MR −MI) +
2

µ0

Y γ1εMI . (3.11)

It will be shown later that it is easier to use r as defined in equation (3.11) instead of MI to

describe each dipole. This definition of r is consistent with r for a Preisach relay, as shown in

Figure 2-2.

For a dipole, the Gibbs energy is:

Gr,s(H0,Mr,s, σ, ε) = ψr,s(Mr,s)− µ0H0Mr,s − σε (3.12)

as shown in Figure 3-6. In this equation, Mr,s is the magnetization for the dipole as a function

of r and s.

Consider a single dipole in a process in which the temperature, magnetic field H and stress

are constant. By combining equations (3.5)-(3.9), we have:
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dGr,s

dt
≤ 0. (3.13)

This relation states that during this process, G has to either stay constant or decrease. At

a stable equilibrium point, the Gibbs energy is minimized [46, pp. 65 and 184]. In this case,

the derivative of Gibbs energy has to be zero with respect to unconstrained variables:

(
∂Gr,s(H0,Mr,s, σ, ε)

∂Mr,s

)

T,H0,σ,ε

= 0, (3.14)

(
∂Gr,s(H0,Mr,s, σ, ε)

∂ε

)

T,H0,σ,Mr,s

= 0. (3.15)

By combining (3.12) and (3.14), the following relation is obtained:

µ0H0 =

(
∂ψ

∂Mr,s

)

T,ε

. (3.16)

In a magnetic system with many dipoles, the dipole dynamics is very fast. If the magnetic

field is not very rapidly changing, the magnetic field appears to be almost constant for each

dipole over the time constant of the dipole. The magnetization for a dipole is a minimum of

the Gibbs energy.

By combining equations (3.10), (3.12), and (3.16), the equilibrium magnetization for a dipole

is obtained:

M∗

r,s =
H − s+ Rr,sη

′MR

η′ − 2Y γ1ε
µ0

. (3.17)

If the dipole is in the left minimum in Figure 3-6(a), Rr,s = −1, and if the dipole is in the

right minimum, Rr,s = +1.
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Figure 3-6: For a constant ε: (a): Gibbs energy when H0 = 0, (b): Gibbs energy for a positive
H0, (c) if H0 is further increased, at some point, only one minimum exists.

As seen in Figure 3-6(a), if H0 = 0, two minima exist. For a small positive H0 as shown

in Figure 3-6(b), still two minima exist, but if H0 is further increased, at some point, one

disappears as shown in Figure 3-6(c). At this time, dipole magnetization moves to the new

minimum. This transition is shown with an arrow in Figure 3-6(c).

Using equation (3.11), it can be shown that if H ≥ s + r, the R = −1 minimum does not

exist. Similarly, for H ≤ s − r, the R = +1 minimum vanishes. For s− r < H < s + r, two

minima exist, which means that both R = −1 and R = +1 are possible. Similarly, for the

Preisach relay introduced in Figure 2-2, the output −1 is nonexistent if H ≥ s + r, and +1

vanishes if H ≤ s− r. For the values between s− r and s + r, both outputs are possible.

With a distribution µ(r, s) for the dipoles, the overall magnetization can be obtained:

MT ot = C

∫
∞

0

∫
∞

−∞

M∗

r,sµ(r, s)dsdr. (3.18)

Define In to be

In =

∫
∞

0

∫
∞

−∞

snµ(r, s)dsdr, (3.19)

where n = 0, 1, or 2. Using (3.17), MT ot can be rewritten:

28



MTot =
C

η′ − 2Y γ1ε
µ0

[

I0(H −MRη
′)− I1 + 2MRη

′

∫
∞

0

∫ τ(t,r)

−∞

µ(r, s)dsdr

]

, (3.20)

where C is a constant and τ(t, r) is the Preisach boundary for the relay configuration Rr,s.

Experimental data is used to find the optimum weight function µ(r, s). A few common choices

for the form of µ(r, s) can be found in [47, 51, 62].

Unlike the classic Preisach model, magnetization in this model depends on strain ε. In this

model, stress σ and magnetic field H are the inputs. The Preisach plane boundary τ(t, r) and

strain ε are the system state. The outputs are strain ε andmagnetizationM . The magnetization

is determined by (3.20). Combining (3.10), (3.12), and (3.15), we obtain the strain:

ε =
σ

Y
+ γ1M

2. (3.21)

In this equation, σ
Y
is the strain caused by the stiffness of the material and γ1M

2 is the strain

caused by magnetization. This equation is similar to equation (3.2) with γ2 = 0.

As stated before, for a dipole with s− r < H < s + r, two equilibrium states are possible.

In the presented model, a transition between these states cannot happen unless the magnetic

field is changed. In general, such transitions may be possible due to thermal fluctuations. For

example, the dipole shown in Figure 3-6(b) can have a transition to the right state if the thermal

fluctuations are large enough. Such “thermal relaxations” can cause a change in the output

even if the input is constant. Since such behaviour is not visible in the experimental data for

Terfenol-D, this effect is not discussed here. For more information see [9].

The Preisach and homogenized energy models have similar structures. As a result, these

models have many similar properties. Unlike the Preisach model, the homogenized energy model

is physics based. Some features of the hysteresis such as temperature and load dependence and

thermal relaxations are seen in the homogenized energy model because of its physical basis.
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3.2.2 Models comparison

To evaluate and compare the hysteresis models for Terfenol-D, two sets of experimental data

are obtained. The first set is used to identify the model parameters for the Preisach model, the

homogenized energy model explained in the previous subsection, and the Jiles-Atherton model

[57]. The second set is used to evaluate and compare the models.

Minor loops have a special importance in control applications. In a typical control system,

usually the major loop is not experienced, and frequently the input is oscillating about an

operating point. In this case, a minor loop is experienced. If the oscillation amplitude decays

with time, complex nested loops may be produced. For this reason, it is important to have a

hysteresis model capable of handling complex minor loops for control applications.

For the second experiment, in the beginning, the system input, magnetic field H, oscillates

between negative and positive saturation values. The amplitude of the input is decreased

gradually and finally the input settles down to zero. This input generates a few nested minor

loops. In Figure 3-7, flux density B is plotted versus the magnetic field H for this experiment.

To produce hysteresis curves with the Preisach model, a general weight function is used. The

weight function µ(r, s) in equation (2.1) is a piecewise-constant function over the Preisach plane.

The Preisach plane is subdivided into 820 square-shaped regions. The weight function µ(r, s)

is constant in each region. The weight function is identified using an equation which relates

the weight in each region to the experimental data [57]. For weight function identification, the

first set of experimental data is used.

Figure 3-8 shows the Preisach model output for the same input as the second experiment.

It is seen that the experimental data and model results are very similar, which shows the

accuracy of the Preisach model prediction. The special curvature of Terfenol-D hysteresis curve

is completely captured and reproduced. The major loops of the first and second experimental

data sets are not identical. Small variation of experimental parameters such as temperature,

etc. is likely the reason for this difference. This is believed to be the main source of error.
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Figure 3-7: Hysteresis curves of the second experiment.

Figure 3-8: The Preisach model results.
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Parameter Gaussian distribution, Log-normal distribution,
equation (3.22) equation (3.23)

η′ 17.766 0.47537

b 1.1591× 109
(
A
m

)2
10.837

b̄ 2.2540× 108
(
A
m

)2
1.4567× 108

(
A
m

)2

H̄c −136030A
m 0.81725A

m

MR 7417.7 A
m 8.0029× 105 A

m

C 2.0996(m
A

)2 5.5034× 10−7(m
A

)2

Table 3.2: Model parameters for the homogenized energy model

Before the homogenized energy model can be used, a class of weight functions µ(r, s) should

be chosen. In this thesis, the following weight functions are used:

Gaussian: µ(r, s) = exp

(
−(r − H̄c)

2

b

)
exp

(
−s

2

b̄

)
, (3.22)

Log-normal: µ(r, s) = exp




−

(
ln

(
r
H̄c

))2

b




 exp

(
−s

2

b̄

)
, (3.23)

where b, b̄, and H̄c are constants. A general weight function can also be used for this model

[51], which gives model results similar to that of the classic Preisach model.

Root-mean-square error was computed as follows: For each value of magnetic fieldH, error is

computed by subtracting model results from experimental data. Total model error is computed

by taking the root-mean-square of these errors.

As detailed in [57], for the Terfenol-D experimental data, the best model parameters are

found by numerically minimizing the root-mean-square error using Nelder-Mead simplex direct

search method for the first set of experimental data. Other methods can also be used [50]. The

optimum values are in Table 3.2.

Figures 3-9 and 3-10 compare the model results and the second set of experimental data

for a Gaussian distribution. It is seen that the model and experimental data are close, but

the curvature in the middle is not accurately captured. In Figure 3-11, the model results and
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Figure 3-9: The experimental data and the homogenized energy model results with Gaussian
distribution, equation (3.22).
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Figure 3-10: The experimental data and the homogenized energy model results with Gaussian
distribution. The experimental results are shifted for easier comparison.

experimental data are compared for a log normal distribution. The result for a log normal

distribution is very similar to that of the Gaussian distribution.

The Jiles-Atherton model was implemented and identified in the candidate’s MS program

[57]. By minimizing the root-mean-square error for the first set of experimental data, the

optimum model parameters were found. The parameters are listed in Table 3.3.

The second set of experimental data and model results are compared in Figures 3-12 and 3-

13. Similar to the homogenized energy model, it is seen that the model is close to experimental

Parameter Unit Value

ᾱ 1 1.9903× 10−8

a A
m 6200.2

Ms
A
m 690380

k A
m 2476.6

c 1 5.7080× 10−4

Table 3.3: Model parameters for the Jiles-Atherton model
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Figure 3-11: The experimental data and the homogenized energy model results with a log-
normal distribution. The experimental results are shifted for easier comparison. The results
are similar to that of the Gaussian distribution.
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Figure 3-12: The experimental data and the Jiles-Atherton model results. The model was
unable to reproduce the middle of the curve correctly.

data, but the twisted section of the experimental data is not captured.

The Preisach model could reproduce the experimental data with least error. The homoge-

nized energy and Jiles-Atherton models had about the same accuracy; and could not capture

the twisted section in the middle part of the hysteresis curve.

The Preisach and homogenized energy models can handle minor loops properly. The minor

loop handling for the Jiles-Atherton model is not done correctly for control applications [48].

If Figures 3-8, 3-10, 3-11, and 3-13 are compared, it is seen that the minor loops for the

Jiles-Atherton model join the major loop faster than the experimental data. In contrast, for

the homogenized energy model, the minor loops join the major loop much slower than the

experimental data. It can be said that the Jiles-Atherton model underestimates the amount of

input variation required to forget past history and the homogenized energy model overestimates

this amount. The Preisach model is the most accurate in this matter.

In Table 3.4, the model comparison is summarized. Fitting error is the best error found
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Figure 3-13: The experimental data and the Jiles-Atherton model results. The experimental
results are shifted for easier comparison.

The classic The homogenized The homogenized The Jiles-
Parameter Preisach energy model energy model Atherton

model (Gaussian), eq. (3.22) (log normal), eq. (3.23) model

Fitting error 0 0.0356 0.0322 0.0254
(Tesla)

Prediction error 0.0172 0.0569 0.0562 0.0426
(Tesla)

No. of model 820 6 6 5
parameters

Minor loop
√ √ √ ×

handling

Table 3.4: Models comparison
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during the model identification process for the first set of experimental data and prediction

error is the accuracy of the predicted output for the second experiment.

The Preisach model has 820 parameters to describe the material. This number is six for the

homogenized energy model and five for the Jiles-Atherton model. The accuracy of the Preisach

model with a general weight function is partially due to the large number of parameters. Where

high accuracy is crucial, a general weight function should be used. The Jiles-Atherton model

and homogenized energy model had similar accuracy and required similar number of parameters.

However, the Jiles-Atherton model does not handle minor loops properly. Furthermore, its use

requires solving coupled nonlinear differential equations and is considered more computationally

intensive than the Preisach or homogenized energy models. The homogenized energy model is

preferable to Jiles-Atherton. Also, a general weight function can be used for the homogenized

energy model [51] at the expense of higher number of parameters. In this case, the classic

Preisach model and the homogenized energy model will have similar accuracies.

3.3 Load-dependent hysteresis models for magnetostrictive ma-

terials

For magnetostrictive materials, the shape of the hysteresis curve changes significantly if the load

is changed. In Figure 3-14, the hysteresis curves of Terfenol-D are shown for different stresses.

It is seen that for low loads, the hysteresis curve is very thin with a high slope in the middle.

As the stress is increased, the hysteresis curve becomes thicker with less slope in the middle.

For high stresses, an additional curvature is seen in the middle portion of the hysteresis curve.

This new curvature is not visible for low loads. It is believed that this curvature is caused by

the fact that the dipoles have more than two equilibrium states [3, 26].

The models mentioned in the previous section can represent the material accurately only

for a constant load. Since the hysteresis curves are highly load-dependent, if the material is

subjected to a variable load, a load-dependent hysteresis model is needed.
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Figure 3-14: Hysteresis curves for different loads.

To incorporate the effects of load, the hysteresis models are extended. In this section, it is

explained how the homogenized energy model can be modified to include load-dependence [47].

A new load-dependent hysteresis model is also developed by using a classic Preisach model with

a general weight function.

3.3.1 Load-dependent homogenized energy model

In this subsection, the model discussed in Subsection 3.2.1 is extended to include better load-

dependence [47].

By comparing equations (3.2) and (3.21), it is seen that for the hysteresis model in Subsec-

tion 3.2.1, γ2(σ) = 0. To obtain a more accurate relation for the magnetostriction, the Gibbs

energy given in equation (3.12) is modified as follows:

G(H0,M, σ, ε) = ψ(M,ε) + γ4M
4 − γ2(σ)Y εM4 − µ0H0M − σε, (3.24)
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where ψ(M, ε) is as defined in equation (3.10). The parameter γ4 is a constant, Y is the Young’s

modulus at a constant magnetization, ε is strain, and σ is stress.

By combining equations (3.15) and (3.24), the following relation is obtained to replace

equation (3.21):

ε =
σ

Y
+ γ1(σ)M2 + γ2(σ)M4. (3.25)

Both terms in equation (3.2) are included.

The new terms added to the Gibbs energy provide more accuracy, but the general shape of

the Gibbs energy shown in Figure 3-6 still applies. Similar to Subsection 3.2.1, for no magnetic

field, two distinct minima exist. For a small positive magnetic field, still two minima exist. At

some point, one of the minima disappears and there is only one possible state for the dipole.

The smallest magnetic field at which, only one stable equilibrium point exists is called the

coercive force Hc which is similar to variable r for a Preisach relay (Figure 2-2).

By combining equations (3.14) and (3.24), the following relation is obtained for magnetiza-

tion.

[4γ4 − 4γ2(σ)Y ε]M3 +
[
µ0η

′ − 2γ1(σ)Y ε
]
M +

[
−µ0H0 − µ0Rη

′MR

]
= 0 (3.26)

where R = +1 denotes the right minimum in Figure 3-6 and R = −1 denotes the left one. By

using equation (3.25), the strain ε can be eliminated.

[
−4γ2

2Y
]
M7 + [−6γ1γ2Y ]M5 +

[
4 (γ4 − γ2σ)− 2γ2

1Y
]
M3 + (3.27)

[
µ0η

′ − 2γ1σ
]
M +

[
−µ0

(
H0 + Rη′MR

)]
= 0

For a given stress σ, equation (3.27) can be used to find the magnetization. For each value

of R, this equation gives seven solutions. Six of these solutions are either imaginary or not

physical because they are too large.

40



The remaining solution is sometimes inadmissible; for example for R = +1, if the solution

is in the middle or left section of Figure 3-5, it is not a valid solution. If the solution is valid,

it is the location of the appropriate minimum in Figure 3-6. If |H0| < Hc, there is one solution

for R = +1 and one solution for R = −1. For H0 ≥ Hc, only one solution for R = +1 exists

and for H0 ≤ −Hc, R = −1 gives the only solution.

As for the analysis in Subsection 3.2.1, because of the nonhomogeneities and imperfections

in the material, the local magnetic field H0 is not equal to the external magnetic fieldH. Define

the interaction field to be HI = H0 − H. The interaction field is similar to variable s for a

Preisach relay. It is assumed that the dipoles have the same η′ and MR but different values for

Hc and HI . If Hc is known, MI can be computed. The variable r for a Preisach relay is similar

to Hc.

Similar to equation (3.18), by assuming a distribution for HI and Hc, the overall magneti-

zation can be computed:

MT ot =
C

I

∫
∞

0

∫
∞

−∞

MHc,HI
µ(Hc,HI)dHIdHc (3.28)

where MHc,HI
is obtained from equation (3.27). Parameter I is included to normalize the

distribution:

I =

∫
∞

0

∫
∞

−∞

µ(Hc,HI)dHIdHc (3.29)

For the distribution µ(Hc, HI), a log-normal distribution similar to equation (3.23) is used

[47]:

µ(Hc, HI) = exp




−




ln

(
Hc

H̄c(σ)

)

2c





2



 exp

[
− H2

I

2b2(σ)

]
(3.30)

where c is a constant and b2(σ) and H̄c(σ) are functions of stress. The parameter H̄c(σ)

determines the mode for the coercive force distribution. For a constant stress
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Parameter Unit The original model The new modified model

γ4

(
m
A

)4
Pa 1.29× 10−17 4.06× 10−18

η′ 1 0.621 0.135

MR
kA
m 216 489

Ĥc
A
m 12.7 12.6

k1 Pa−1 1.81× 10−7 1.86× 10−7

c 1 1.20 1.21

C 1 4.12 2.97

b0
(
A
m

)2
1.34× 106 8.71

b1
(
A
m

)2
Pa−1 3.96 −3.23× 10−6

b2
(
A
m

)2
Pa−2 2.82× 10−6 −3.59× 10−13

b3
(
A
m

)2
Pa−3 −2.32× 10−14 −1.43× 10−20

RMS error kA
m 26.0 or 4.72% 23.1 or 4.20%

Table 3.5: The load-dependent homogenized energy model parameters

H̄c(σ) = Ĥce
−k1σ (3.31)

where Ĥc and k1 are constants. The function b2(σ) is the variance for the interaction field

distribution. A polynomial is used for this function.

b2(σ) = b0 + b1σ + b2σ
2 + b3σ

3 (3.32)

The parameters b0, b1, b2, and b3 are constants that are chosen to fit the data.

This model is computationally intense if not implemented correctly. Different techniques

for efficient programming, such as lookup tables, should be used. For a detailed discussion of

efficient implementation techniques for this model, see [8].

The model parameters are listed in Table 3.5. To find them, experimental data is used. The

hysteresis curves of Terfenol-D were obtained for 21 loads from 0.15 MPa to 11.31 MPa. Model

parameters are determined by a nonlinear least-square method minimizing the cost function

J =
∑

(Mex −Msim)2 (3.33)
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Figure 3-15: Modeled and experimental hysteresis curves for 0.15 MPa.

where Mex is the magnetization from experimental data and Msim is the simulated magneti-

zation from the model. The summation is done over all data points. The results are shown in

Table 3.5.

The modeled hysteresis curves are compared against the experimental data in Figures 3-15

and 3-16. The largest error is seen in Figure 3-15. The root-mean-square error is 53.9kA
m or

10% of the saturation magnetization. It is seen that the slope of the middle section is not

reproduced correctly. The least error is seen in Figure 3-16; with an RMS error of 11.7kA
m or

2%. A very good agreement between the model and experimental results is seen. The average

RMS error over all stresses is 26kA
m or 4.7%.

It is seen that for low stresses, the slope of the middle section is not reproduced correctly.

This slope is controlled by the variance of the interaction field, b2(σ). To investigate this, a plot

of the optimum value for b2(σ) is shown in Figure 3-17. These optimum values are obtained

by performing numerical optimization on each load separately. For each load, all of the model

parameters except b2(σ) are held constant and the optimum value of b2(σ) is found for each

43



Figure 3-16: Modeled and experimental hysteresis curves for 9.07 MPa.

value of σ.

It is seen that for high compressive stresses, the data and original model agree closely. For

lower stresses, the model deviates from optimum experimental values. To improve the model

accuracy, the following new relation is proposed to replace equation (3.32):

b2(σ) = exp(b0 + b1σ + b2σ
2 + b3σ

3). (3.34)

The simulation is repeated with the new modified model. The results are included in Table

3.5. The modified model is also shown in Figure 3-17. It is seen that this model follows

experimental data more closely than the original model. As a result, the overall RMS error is

reduced to 23.1kA
m or 4.2% from 4.7%.

In Figures 3-18 and 3-19, the hysteresis curves of the original model and the new modified

model are compared. It is seen although the slope of the middle portion is not modeled accu-

rately by the original model; the modified model provides better accuracy than that with the
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Figure 3-17: Model comparison for the variance of the interaction field.

Figure 3-18: Hysteresis curves for 2.33 MPa for the original model.
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Figure 3-19: Hysteresis curves for 2.33 MPa for the modified model.

original form of b2(σ). For this stress, the RMS errors for the original and modified models are

37.5kA
m and 28.2kA

m , respectively. The new modified model is 25% more accurate. For higher

stresses, the models provide similar results. Note neither model correctly reproduces the twisted

portion in the middle of the hysteresis curve.

3.3.2 Load-dependent Preisach model with a general weight function

In the previous subsection, it was noted that the twisted portion in the middle of the hysteresis

curve was not reproduced. In Subsection 3.2.2, it was observed that only the model with a

general weight function captures and reproduces the curvature. In this subsection, a general

weight function is used to develop a new load-dependent model with improved accuracy.

The new model is constructed by analyzing the flow of energy for this system [59]. Suppose

that a magnetostrictive sample undergoes a process in which the magnetization is changed by

a rate Ṁ . The magnetic power supplied to the material per unit volume is µ0HṀ . During this
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process, some elongation is seen because of magnetostriction. The mechanical power generated

by the material per unit volume is −σε̇ where σ and ε are the stress and strain, respectively.

The difference between the power supplied to the material and the power generated by the

material is the amount of energy stored or dissipated as heat in the system.

In Figure 3-14, hysteresis curves at different stresses are shown. Consider a process in which,

the magnetization is increased from zero to some value M0. For a low stress, the magnetic field

H is very small. As a result the magnetic power supplied to the system will be small. At

the same time, since the stress σ is close to zero, the amount of work done by the system is

also small. For a high compressive stress, σ is a large negative number. Unlike the previous

case, H is large and considerable magnetic power is sent to the system. At the same time,

considerable mechanical power is generated by the system since −σ is large. It is suggested

that the difference, the power stored or dissipated, has the same value for high and low stresses.

This assumption will be verified later.

If the power stored or dissipated is denoted by Pd, we have:

Pd = µ0HṀ + σε̇. (3.35)

Similar to equations (3.21) and (3.25), the strain can be obtained by adding the mechanical

and magnetostrictive parts:

ε =
σ

Y
+ λ(M,σ). (3.36)

If the stress is constant, ε̇ can be obtained by differentiating both sides of the equation:

ε̇ =
∂λ(M,σ)

∂M
Ṁ. (3.37)

By combining equations (3.35) and (3.37), the following relation is obtained:
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Pd =

(
µ0H + σ

∂λ

∂M

)
Ṁ. (3.38)

The power stored/dissipated is linearly proportional to Ṁ . The quantity Pd
µ0Ṁ

has the same

units as a magnetic field. Define:

Hd ≡
Pd

µ0Ṁ
= H +

σ

µ0

∂λ

∂M
. (3.39)

The parameter Hd has magnetic field units, but does not represent a real magnetic field.

This parameter represents the power stored/dissipated in the system. In Figure 3-20, a plot

of magnetization versus Hd is shown for a few stresses. It is seen that compared to Figure

3-14, the hysteresis curves are more similar. This confirms the assumption of having the same

stored/dissipated power for different stresses. It is suggested that the magnetic field H is

replaced by Hd for modeling. Define Hσ to be

Hσ = Hd −H =
σ

µ0

∂λ

∂M
. (3.40)

In Subsection 2.3.2, it was stated that the load dependence for the Jiles-Atherton model is

implemented by representing the load as an additional magnetic field. The results presented

here are very similar to the Jiles-Atherton approach (equation 2.9); the only difference is a 3
2

factor forHσ. This new approach can be implemented for any hysteresis model. Here, a Preisach

model with a general weight function is used when the effects of the load are represented by an

additional magnetic field, as shown in equations (3.39) and (3.40).

Instead of including the effects of the load in the Preisach model, the system with load σ

and magnetic field H can be regarded as equivalent to a system with no load and magnetic field

H +Hσ. The Preisach model can be identified when there is no load. The generated hysteresis

curve can be transformed for other stresses by using H +Hσ instead of H. This approach can

also be used when the Preisach model is identified at some load σ1. The hysteresis curves for
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Figure 3-20: Magnetization versus Hd.

no load can be obtained by using H −Hσ1 instead of H. In this case, the hysteresis curves at

some other load σ2 can be obtained by replacing H with H −Hσ1 +Hσ2.

The derivative of elongation with respect to magnetization is needed in equation (3.40).

Since the elongation is measured experimentally, obtaining such a derivative directly will result

in numerical errors. To overcome this issue, a function is fitted to λ(M,σ) and the derivative is

obtained using the function. As shown in Figure 3-3, equation (3.2) does not provide satisfactory

results for low stresses. The following new relation is used:

λ(M,σ) = a1M
2 + a2 +

a5

a3
ln

[
1 + exp

(
a3(M2 − a2

4 − a6M
4)
)]

(3.41)

where a1 to a6 are constants for a constant stress. If the exp(·) term is small this expression

simplifies to a1M
2 + a2, and if large, it simplifies to (a5 + a1)M

2 + (a2− a5a
2
4)− a5a6M

4. The

former term is used to model the middle portion of Figure 3-3 while the latter term is used to

model other parts. In Figure 3-21, a curve fitted by this function for a low stress is shown.

49



Figure 3-21: Elongation versus magnetization at 0.57 MPa. The fitted function matches the
experimental data perfectly.

It was shown that the Preisach model with a general weight function can reproduce the

major hysteresis curve with no error [58, 57]. Since in this subsection only major loops are

discussed, instead of a curve generated by a Preisach model, the actual experimental data is

used.

In Figure 3-22, the major loop at σ1 = −9.62 MPa is transformed to σ2 = −9.07 MPa

by using the algorithm outlined. The transformed loop is compared with the experimental

data. A very good agreement is seen. In Figure 3-23, the major loop at σ1 = −0.15 MPa is

transformed to σ2 = −11.31 MPa and compared with experimental results. Since the stresses

are very different, the curves do not agree closely. If the stress is not changing significantly, this

approach provides accurate results.

As shown in Figure 3-14, the middle part of the hysteresis curve is not twisted at σ1. In

Figure 3-23, it is seen that the middle portion of the transformed curve is twisted similar to

the experimental data at σ2. The curvatures of the transformed loop and experimental data
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Figure 3-22: Experimental data and model results at 9.07 MPa.

Figure 3-23: Experimental data and model results at 11.31 MPa.
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agree qualitatively but not quantitatively. This can provide a possible new explanation for

the unusual twisted hysteresis curve of Terfenol-D. Such curvature is not seen in regular non-

magnetostrictive magnetic materials. If equation (3.2) is used to compute Hσ, the twisted

portion is not regenerated. This establishes a link between the twisted portion of hysteresis

curves in Figure 3-14 and the flat portion in the middle of magnetostriction curves in Figure

3-2. The reason for the flat portion in magnetostriction curves is likely causing the twist in

hysteresis curves.

In Figure 3-20, it is seen that the curves are not exactly similar. It seems like for large

stresses, the graph is stretched in the horizontal direction. To provide better accuracy for the

new model, it is suggested that instead of Hd,
Hd

S(M,σ) is used in the Preisach model. The

function S(M,σ) is a scaling factor defined as follows:

S(M,σ) = d1(σ) + d2(σ)
[
1− tanh

(
d3(σ)M2

)]
(3.42)

where di(σ) are linear functions of the stress:

di(σ) = pi + qiσ. (3.43)

Unlike the other results presented in this subsection, the introduction of S(M,σ) is just

a curve fitting attempt and has no physical reason. Using this approach a single hysteresis

curve generated by the Preisach model is sufficient to produce hysteresis curves at all stresses

with a reasonable accuracy. In this subsection, hysteresis curves at 4.48 MPa are chosen as the

reference. The parameters pi and qi are determined by a least-square fit to the experimental

data minimizing the following cost function:

J =
∑

(Hm −Hex)2 (3.44)

where Hm and Hex are the magnetic field from the model and experimental data, respectively.

The parameter p1 is set to 1 to restrain an extra degree of freedom when S(M,σ) is multiplied
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Parameter Unit Value

q1
1

MPa −0.1477

p2 1 0.08247

q2
1

MPa −0.4477

p3
(
m
A

)2 −1.811× 10−12

q3
1

MPa

(
m
A

)2 −9.892× 10−13

Table 3.6: The results of curve fitting

Figure 3-24: Experimental data and model results at 7.98 MPa.

by a constant value. Clearly, multiplying S(M,σ) by a constant factor has no effect. The results

are in Table 3.6.

In Figures 3-24, 3-25, and 3-26, the model results and experimental data are displayed and

compared at different stresses. Good agreement is seen. To have a quantitative measure of

modeling errors, root-mean-square error for the magnetization is computed. The maximum

error of 18.1kA
m is seen at 7.98 MPa. The hysteresis curves at this stress are displayed in Figure

3-24. The average RMS error for all stresses is 11.7kA
m .

In Figure 3-26, the hysteresis curves at 1.15 MPa are shown. It is seen that for parts of the
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Figure 3-25: Experimental data and model results at 10.81 MPa.

middle portion of the hysteresis curve, the slope is negative. This feature is seen at some low

stresses and is not physical. It is one of the model disadvantages. To resolve this issue, the

reference stress at which the Preisach model is identified should be reduced. As stated before,

the transformation discussed here is more accurate when the stresses are close. By lowering

the stress at which the Preisach model is identified, more accuracy at lower stresses is obtained

and the issue is resolved.

Since in this model, the magnetic field H is transformed monotonically, the new model is

expected to handle minor loops properly. The new model inherits the wiping-out property from

the Preisach model, but because of the nonlinearity of the transformation, the congruent minor

loop property is lost.

This model is best implemented if an inverted hysteresis model is needed; that is when

magnetization M is given and magnetic field H is requested. Using the Preisach model, Hd

S(M,σ)

can be computed. By using equations (3.39) and (3.42), magnetic field H is obtained. An

inverted hysteresis model is useful for open-loop control strategies by linearization. (See Chapter
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Figure 3-26: Experimental data and model results at 1.15 MPa.

4).

Since a Preisach model with a general weight function is used, the new model has many

model parameters. The number of parameters for the homogenized energy model in the previous

subsection is 11. The average RMS error for this model is 11.7kA
m and the average RMS errors

for the homogenized energy model are in Table 3.5. The new model is this subsection is about

twice more accurate. This accuracy is partially due to the large number of parameters. Since

only algebraic transformations are used in the new model, it can be implemented efficiently.

In the next chapter, energy-based passivity and the properties of the Preisach model are

used to develop closed-loop position and velocity controllers for the magnetostrictive actuator.
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Chapter 4

Closed-loop control of

magnetostrictive materials

In this chapter, closed-loop control of magnetostrictive actuators is examined. The first section

reviews the literature related to passivity and control of hysteretic systems. In Section 2,

energy-based passivity and velocity control of a magnetostrictive actuator are discussed. In

Section 3, velocity and position control of hysteretic systems represented by the Preisach model

are examined. Monotonicity of the model is established and used to derive several stability

results.

4.1 Previous work

Energy-dissipating systems are frequently seen in engineering problems. For many of these

systems, passivity can be established if the problem is properly formulated. In this case, the

passivity theorem can be used to design a controller and establish stability for these systems.

In [66], a few common passive systems are discussed.

Passivity-based controller design is frequently used for structural mechanical systems. In

[12], passivity is established for a box-like structure with a few sensors and piezoceramic actu-

ators. A LQG controller is designed based on passivity. The designed controller is verified by
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simulation. In [11], passivity of a flexible beam is used to develop a fuzzy adaptive controller for

the system that acts as a dynamic vibration absorber for a targeted frequency. In [2], passivity

of a flexible beam is examined. An algorithm for controller design is proposed. The algorithm

and the designed controller are verified by experimental data.

It has been shown that the Preisach model is a dynamical system with the Preisach boundary

as the state [17]. In [18], passivity of a shape memory alloy actuator is shown. Passivity of the

Preisach operator is established when the system output is the time-derivative of the traditional

output. The associated storage function is also computed. This result is used to develop a

velocity controller for shape memory alloys.

For magnetostrictive materials, many other approaches are also used for controller design.

One popular approach is to linearize the system by adding the inverse of hysteresis before the

actuator. This approach requires an accurate hysteresis model. If the model can be inverted, the

system can be linearized. For this approach, the system needs to be accurately identified. Any

inaccuracy in the model will affect the overall performance. In general, this approach leads to a

complex controller because the hysteresis model inverse needs to be included in the controller.

As a result, real-time implementation of this approach is difficult. In [56], the Preisach model

is coupled to an ODE to model the magnetostrictive actuator. The model is inverted and used

before the actuator to linearize the system. In [37, 38], the actuator is linearized by an inverse

model and H2 and H∞ optimal control is used to provide robust stability for the linearized

system. In [39], a magnetostrictive actuator is controlled by a hybrid optimal controller. The

actuator input is computed by a hysteresis model offline. A PI controller is added to compensate

for unmodeled dynamics and provide robust position control.

In [45], the Jiles-Atherton model is used with optimal nonlinear control to provide stability.

The model is numerically tested by simulation and shown to be robust. In [36], a model reference

adaptive control based on the Preisach model is used for the controller.

In [31, 32], tracking and boundedness of the solution for hysteretic systems are studied using

techniques for nonlinear dynamical systems. Because of the similarity to the results presented

in this chapter, some of the results in [31, 32] are reviewed in Section 4.3 in detail.
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4.2 Energy-based passivity and control of magnetostrictive ma-

terials

In this section, a model-independent passivity framework is developed for magnetostrictive

actuators. The passivity results are used to identify a class of stabilizing velocity controllers. In

the first subsection, definitions and background are included. The passivity for magnetostrictive

materials is examined in Subsection 2. In Subsection 3, the homogenized energy model is used

to identify the system storage function. The equilibrium state of the system is identified by

minimizing the storage function. In Subsection 4, the passivity results are used to develop a

velocity controller. For more information, see [61, 60].

4.2.1 Preliminary material

In this subsection, passivity is defined in a dynamical systems framework. This framework

will be used later for magnetostrictive materials. Consider a system with input u ∈ U , output

y ∈ U , and state x ∈X . The following is a standard definition for dynamical systems [66].

Definition 1 A dynamical system is defined through input, output and state spaces U and X,

a readout operator r′, and a state transition operator φ. The readout operator is a map from

U×X to U . The state transition operator is a map from R
2×X×U to X. The state transition

operator must have the following properties for all x0 ∈ X, t0, t1, t2 ∈ R, u, u1, u2 ∈ U :

Consistency: φ(t0, t0, x0, u) = x0.

Determinism: φ(t1, t0, x0, u1) = φ(t1, t0, x0, u2) for all t1 ≥ t0 when u1(t) = u2(t) for all

t0 ≤ t ≤ t1.

Semi-group: φ(t2, t0, x0, u) = φ(t2, t1, φ(t1, t0, x0, u), u) when t0 ≤ t1 ≤ t2.

Stationarity: φ(t1 + T, t0 + T, x0, uT ) = φ(t1, t0, x0, u) for all t1 ≥ t0, T ∈ R when

uT (t) = u(t+ T) for all t ∈ R.
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Figure 4-1: A spring-mass-dashpot system.

Definition 2 [66] Consider a dynamical system with state variables x, an input u and output

y. If there is a real-valued function S(x) satisfying the following relation for any ti ≤ tf and if

S(x) is bounded from below, the dynamical system is called passive:

S(x(ti)) +

∫ tf

ti

〈u, y〉 dt ≥ S(x(tf)). (4.1)

In this definition, 〈., .〉 is the inner product on U . The variables u and y are vectors of

the same dimension, so that 〈u, y〉 is defined. The scalar function S(x) is called the storage

function. Passive systems are frequently seen in engineering. The storage function is often the

energy.

Example: Consider a spring-mass-dashpot system (Figure 4-1). The following equation

describes this system:

M
d2z

dt2
+ b

dz

dt
+ kz = u, (4.2)

where u is the external force applied. The velocity of the mass ż is considered to be the system

output: y = ż. The state variables are z and ż. If both sides of equation (4.2) are multiplied

by ż and integrated from ti to tf , it becomes:
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M

2

(
ż2(tf )− ż2(ti)

)
+

∫ tf

ti

bż2dt +
k

2

(
z2(tf )− z2(ti)

)
=

∫ tf

ti

〈u, y〉dt. (4.3)

In this example, total energy is

E(z, ż) =
1

2
kz2 +

1

2
Mż2. (4.4)

Using this definition and assuming b ≥ 0, equation (4.3) can be rewritten as

E(z(ti), ż(ti)) +

∫ tf

ti

〈u, y〉dt ≥ E(z(tf ), ż(tf )). (4.5)

The storage function E(z, ż) is always non-negative and hence, bounded from below. As a

result, this system is passive. When u = 0, as t approaches infinity, the system goes to a state

which minimizes E. The energy E is minimized when z = 0, ż = 0. This is the global system

equilibrium point.

When the force applied to the system includes a constant force, such as gravity, its effect

can be included in the system storage function. If the force applied to the mass is Fconst + u,

the following storage function is minimized at the equilibrium point:

Ē = E − Fconstz. (4.6)

In this case, the equilibrium point is z = Fconst
k

, ż = 0.

Define the set R+ and the operator ‖·‖ to be the set of non-negative real numbers and
the Euclidean norm, respectively. The following definitions are used to establish stability for a

dynamical system [63].

Definition 3 The set Ln
2 consists of all measurable functions f : R+ → R

n such that

∫
∞

0
‖f(t)‖2 dt <∞. (4.7)
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Figure 4-2: The standard feedback configuration.

Definition 4 The L2-norm of a function f ∈ Ln
2 is

‖f(·)‖2 =

√∫
∞

0
‖f (t)‖2 dt. (4.8)

Definition 5 The set Ln
∞ consists of all measurable functions f : R+ → R

n that are bounded

on [0,∞).

Definition 6 The L∞-norm of a function f ∈ Ln
∞ is

‖f(·)‖
∞

= sup
t∈R+

‖f(t)‖ . (4.9)

Definition 7 Consider a function f : R+ → R
n. The truncation of f to the interval [0, T ] is

fT (t) =





f(t), 0 ≤ t ≤ T

0, T < t
. (4.10)

Definition 8 The set Ln
pe consists of all measurable functions f : R+ → R

n with the property

that fT ∈ Ln
p for all finite T when p = 2 or ∞.

Definition 9 A mapping R : Ln
pe → Lm

pe is said to be Lp-stable if u ∈ Ln
p implies that Ru ∈ Lm

p .

Suppose a given system P is passive. Consider the general feedback control configuration

shown in Figure 4-2. If the controller C satisfies certain conditions, the following result can be

used to show the stability of the controlled system.
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Theorem 10 [14, theorem 10, page 182] Consider the feedback system shown in Figure 4-2

where C and P map U to U . The set U is a subset of Lm
2e. Assume that for any r and d in

Lm
2 , there are solutions e and u in Lm

2e and there are constants α1, α2, α3, β1, β2, and β3 such

that for every real T and x ∈ Ln
2e the following conditions hold:

I ‖(Cx)T ‖2 ≤ α1 ‖xT ‖2 + β1,

II

∫ T

0

〈x,Cx〉dt ≥ α2 ‖xT ‖22 + β2, (4.11)

III

∫ T

0
〈Px, x〉dt ≥ α3 ‖(Px)T‖22 + β3.

If α2 + α3 > 0, then r, d ∈ L2 implies that e, u, Ce, y ∈ Lm
2 .

A passive system satisfies the third condition with α3 = 0 and β3 = inf S(x)−S(x(0)). The

second and third conditions are similar to requiring that plant and controller be passive, but

slightly stronger since α2 + α3 has to be strictly positive. The last line of the theorem states

that the closed loop is L2-stable.

This theorem can be used to establish stability for a large class of nonlinear systems. For

many systems this theorem is the only way to establish stability. The passivity results which will

be shown later can be used with this theorem to show stability for a controlled magnetostrictive

system.

4.2.2 Passivity for magnetostrictive materials

Since magnetostrictive materials dissipate energy, we expect them to be passive with some en-

ergy function as the storage function. In this section, the physical parameters of magnetostric-

tive materials are introduced. Three different energy functions for magnetostrictive materials

and their suitability as a storage function are discussed. Finally, a proof of passivity is given.

For magnetostrictive materials, the magnetization M is not the only parameter affected

by an external magnetic field H. The mechanical variables are also affected. For a material

where the magnetic and mechanical responses are decoupled, the stress σ is usually considered

62



to be the input for the mechanical part, and the strain ε, the response. For magnetostrictive

materials, a magnetic field affects both magnetization and strain, and similarly for the stress.

For magnetostrictive materials, generalized force and displacement are defined as follows:

F =



 µ0H

σ



 , (4.12)

X =



 M

ε



 .

Generalized force F is the system input and time-derivative of generalized displacement Ẋ,

the output. The constant µ0 is a physical constant to ensure that µ0 〈H,M〉 has the unit of
energy per unit volume.

Various energy functions can be associated with magnetostrictive materials. Here these

energy functions are introduced and their suitability as a storage function are discussed.

The internal energy

The internal energy U is the total potential energy stored in the material. The first law of

thermodynamics holds for this energy function:

dU

dt
=

dQ

dt
+
dW

dt
, (4.13)

where dQ
dt is the rate of thermal energy supplied to the material and dW

dt is the rate of mag-

netic/mechanical work done on the system. The inequality of Clausius [67, page 205] states

that for any process dS
dt
≥ 1

T
dQ
dt
where T is the temperature and S is the entropy. Using this

inequality, the first law can be written as

dU

dt
≤ T

dS

dt
+
dW

dt
. (4.14)
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A relation similar to the passivity inequality can be obtained by integrating both sides of

equation (4.14) from ti to tf :

Ui +

∫ tf

ti

(
T
dS

dt
+
dW

dt

)
dt ≥ Uf . (4.15)

In this relation, dW
dt =

〈
F, dXdt

〉
. It is seen that thermal terms should appear in the system

input/output, i.e. u should be






µ0H

σ

T





and y should be






Ṁ

ε̇

Ṡ





. Since the energy stored

in the material is limited, the amount of energy which can be pulled out of the material is also

limited. This means that the energy function U has a lower bound. As a result, the internal

energy U can be used as a storage function.

However, thermal variables are usually difficult to work with. For magnetostrictive materi-

als, they are difficult to measure. Extra thermal input and output are disadvantages to using

internal energy as a storage function. For this reason, the internal energy is not chosen as the

storage function.

The Gibbs energy

The following relation defines the Gibbs energy:

G = U − TS − 〈F,X〉 . (4.16)

In Subsection 3.2.1, the Gibbs energy for a dipole in a magnetostrictive system is obtained

using the homogenized energy model. By combining equations (3.10), (3.12), and (3.17) and

assuming Rr,s = 1, the Gibbs energy at a large magnetic field H is obtained.

Gr,s =
1

2
Y ε2 +

µ0

2
η′M2

R −
µ0(H − s+ η′MR)2

2(η′ − 2Y γ1ε
µ0

)
− σε. (4.17)
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The overall Gibbs energy can be obtained by adding individual Gibbs energies for the

dipoles. It is seen that the Gibbs energy is a function of H. This means that H has to be

included in the system states. This is awkward for several reasons. First, in this application H

is an input. Second, for situations in which ε = 0 and H has a large value, the Gibbs energy

can be made arbitrarily small by increasing H. This means that the Gibbs energy does not

have a lower bound, and hence it is not a suitable storage function.

The Helmholtz energy

The Helmholtz free energy ψ is defined as

ψ = U − TS, (4.18)

where T and S are the temperature and total entropy, respectively, of the system. Using the

inequality of Clausius, the first law of thermodynamics (4.14) can be written as

dψ

dt
≤ −SdT

dt
+
dW

dt
. (4.19)

Under constant temperature, this equation simplifies to

dψ

dt
≤ dW

dt
. (4.20)

This relation states that the rate of work provided is more that the rate at which Helmholtz

free energy is increased. It can be said that part of the work energy provided is absorbed

by the system and added to the stored energy, while the rest is wasted in energy dissipation.

The Helmholtz free energy can be regarded as the energy actually stored in the system. In this

respect, the Helmholtz energy is comparable to the energy storage function E in the mechanical

example. Since the energy E is the storage function for the mechanical example, this comparison
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suggests the Helmholtz energy as the storage function. In the next subsection, a detailed proof

of passivity, with the Helmholtz free energy as the storage function, is given.

Proof of passivity

It is assumed that, during any process discussed here, no phase transition occurs. This guar-

antees the existence of partial derivatives. All of the processes are under constant air pressure

and the work done by the air pressure is negligible. For simplicity, from now on, it is also

assumed that the thermal connection between the material and the surrounding environment

is such that the temperature of the material is always close to the room temperature T0 and

constant.

In a magnetic material, the ratio between the dipole magnetic energy and the energy of

thermal fluctuations plays an important role. If the dipole magnetic energy is small compared

to thermal fluctuations, the material is called paramagnetic. In this case, the dipoles are mostly

affected by thermal fluctuations and the external magnetic field H. Dipole-dipole interaction

is weak. Because of thermal fluctuations, paramagnetic materials are memoryless and have

no hysteresis. On the other hand, if the dipole magnetic energy is large compared to thermal

fluctuations, the material is called ferromagnetic. Dipoles in a ferromagnetic sample retain

their state, and the material has memory. These materials are hysteretic. Because of strong

dipole-dipole interactions in ferromagnetic materials, the models available for these materials

are complex and difficult to use. The energy of thermal fluctuations depends linearly on tem-

perature. For this reason if a ferromagnetic material is heated, in a certain temperature it

becomes paramagnetic. This transition temperature is called the Curie temperature Tc. Curie

temperature is fairly high for most of the ferromagnetic materials. For iron Tc = 1043 K.

When a ferromagnetic material is heated beyond Tc, it becomes paramagnetic and during

this heating process, the entropy of the material is increased. In the following lemmas, this fact

is used together with entropy relations for a paramagnetic material to show an upper bound for

the entropy in a ferromagnetic material. The first lemma is used to show that the Helmholtz

free energy has a lower-bound.
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Lemma 11 For a paramagnetic material at a constant temperature, the entropy S has an upper

bound.

Proof. The strength of a magnetic dipole is denoted by a constant positive half-integer

J . This constant depends on the material under discussion. The following equations define

entropy for a single dipole in a paramagnetic sample [42, pages 213, 215, and 259]:

β =
1

kT
,

η = cβ ‖H‖ ,

Z =
sinh

[
(J + 1

2 )η
]

sinh
[
1
2η

] , (4.21)

S = k(lnZ − β
∂ lnZ

∂β
),

where c is a positive constant and k is the Boltzmann constant k = 1.38e− 23 J
K
.

In a paramagnetic sample with N dipoles, total magnetic entropy is simply N times the

entropy of a single dipole. Total magnetic entropy is maximized when H = 0. (See appendix

A.) This result is consistent with physics since in the presence of an external magnetic field,

dipoles become oriented and the overall system disorder is reduced. Thus,

Smax = SH=0 = kN ln(2J + 1). (4.22)

Thus, at a constant temperature, the magnetic portion of entropy has an upper-bound,

Smax.

The nonmagnetic portion of the entropy is a function of temperature and external load.

At any temperature, this entropy is maximized for the highest possible (tensile) external load.

This means that at any temperature, the nonmagnetic portion of the entropy has an upper

bound. Thus at any temperature, the total entropy has an upper bound.

The paramagnetic state is usually obtained at a high temperature. In order to have an

upper bound for entropy in normal working conditions of the material, the lemma above should

be extended to ferromagnetic materials.
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Lemma 12 For any magnetic material at a constant temperature, the entropy S has an upper-

bound.

Proof. Lemma 11 states that the entropy has an upper bound for paramagnetic state. Here

we are interested in the ferromagnetic state.

To obtain a relation for entropy in ferromagnetic state, consider a process in which the

ferromagnetic material is heated from an arbitrary initial state to a paramagnetic state. The

entropy and temperature for initial state are Si and Ti, respectively. For the paramagnetic

state, the entropy and temperature are Sp and Tp, respectively. From Lemma 11, it is known

that Sp has an upper bound.

The entropy is a function of system states [67, page 217]. The difference between any two

arbitrary states is only a function of the states. This difference is independent of the process

which connects the two states. This fact holds for the process mentioned above. The difference

Sp − Si does not depend on the process as long as the initial and final conditions remain the

same. For simplicity, consider a process in which, the temperature is increased monotonically.

Since the temperature is always increasing during this process, there should be a non-

negative heat flow to the material during the process:

dQ

dt
≥ 0. (4.23)

The inequality of Clausius states that for any process dS
dt
≥ 1

T
dQ
dt
. As a result, in this process

dS
dt ≥ 0 or Sp−Si ≥ 0. Since Sp has an upper bound, Si is bounded from above. This concludes

the proof.

The following is an immediate result of the lemma above.

Theorem 13 For a constant temperature, the Helmholtz free energy ψ = U − TS is bounded

from below.

Proof. Lemma 12 states that the entropy has an upper bound. This means that −TS has
a lower bound. The internal energy U has a lower bound. This results in ψ to be bounded from

below.
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Theorem 14 At a constant temperature, the following passivity condition is satisfied when the

storage function is the Helmholtz free energy ψ:

ψi +

∫ tf

ti

〈
F,

dX

dt

〉
dt ≥ ψf . (4.24)

Here, subscripts i and f denote initial and final conditions, respectively; F and X are the

generalized force applied to the system and the generalized system output, respectively as defined

in (4.12).

Proof. If the temperature is constant, equation (4.19) can be written as

dψ

dt
≤ dW

dt
, (4.25)

where dW
dt

=
〈
F, dX

dt

〉
is the rate of magnetic/mechanical work done on the system.

If both sides are integrated from ti to tf , we obtain

ψf − ψi ≤
∫ tf

ti

〈
F,

dX

dt

〉
dt, (4.26)

or

ψi +

∫ tf

ti

〈
F,

dX

dt

〉
dt ≥ ψf . (4.27)

Theorem 13 shows that the Helmholtz free energy is bounded from below, which means that

it is a valid storage function. This concludes the proof.

The proof above shows the passivity of a magnetostrictive system with a three-dimensional

magnetic field and a one-dimensional stress-strain. In this proof, no model for magnetostrictive

material is assumed. Passivity is shown with fundamental laws of physics only. In fact, the

theorem above can be applied to any model for magnetostrictive materials.

4.2.3 Helmholtz free energy using the homogenized energy model

In this subsection, the total Helmholtz free energy for a magnetostrictive material is calculated

using the homogenized energy model introduced in Subsection 3.2.1. The model presented in
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Subsection 3.3.1 is not used because a closed-form solution to equation (3.27) is not available.

Since the Helmholtz free energy is the system storage function, it is written as a function of

system states τ(t, r) and ε.

As stated in Subsection 3.2.1, the local magnetic field H0 is the local magnetic field at a

dipole and H is the external magnetic field at the macroscopic level which can be measured.

It was stated that the local magnetic field H0 might not be equal to the external magnetic

field H. This difference between H and H0 should have some effect on the energy functions.

For example, consider a dipole with a negative s = H −H0 when the dipole magnetization is

increased by dM and the external magnetic field H is constant: Work done by the external

magnetic source is HdM and work done on the dipole is H0dM = HdM − sdM . It is seen

that the work done on the dipole is more that the work done by the external magnetic field.

This extra work is not done by the external field. The imperfections and nonhomogeneities

which are the source of the difference between H and H0 should have done this work on the

dipole. As a result, they need to be considered when the overall system Helmholtz free energy

is computed.

From equation (3.12),

Gr,s(H0,Mr,s) = ψr,s(Mr,s)− µ0H0Mr,s − σε (4.28)

where r is defined by equation (3.11). Define ψ̄r,s(Mr,s) and Ḡr,s(H,Mr,s) to be the Helmholtz

free energy and Gibbs energy respectively in terms of external variables. When the system is

viewed from an external point of view, the combined effect of the dipole and the imperfections

are seen. To find ψ̄r,s(Mr,s) and Ḡr,s(H,Mr,s), an assumption for the imperfections and non-

homogeneities must be made and based on that, the contribution to the Helmholtz free energy

computed. Another approach is to construct ψ̄r,s(Mr,s) by studying the equilibrium points of

the system for a constant magnetic field.

The equilibrium points for a constant magnetic field in terms of the external variables

(H,Mr,s) can be obtained from two methods:

1. The equilibrium condition can be written for Ḡr,s(H,Mr,s).
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2. The system parameters can be transformed to the local variables (H0,Mr,s). The equilib-

rium condition is written for Gr,s(H0,Mr,s), and the results are transformed back to the

external variables.

These two methods must be equivalent.

The equilibrium conditions for Ḡr,s(H,Mr,s) and Gr,s(H0,Mr,s) are:

(
∂Ḡr,s(H,Mr,s)

∂Mr,s

)

T,H
= 0,

(
∂Gr,s(H0,Mr,s)

∂Mr,s

)

T,H0

= 0, (4.29)

where H = H0 + s and s is assumed constant. Further,

(
∂G(H0,Mr,s)

∂Mr,s

)

T,H0

=

(
∂

∂Mr,s

)

T,H

(ψ(Mr,s)− µ0H0Mr,s − σε) (4.30)

=

(
∂

∂Mr,s

)

T,H

(ψ(Mr,s)− µ0HMr,s + µ0sMr,s − σε)

= 0.

Now, Ḡr,s(H,Mr,s) equals Gr,s(H − s,Mr,s) or

Ḡr,s(H,Mr,s) = ψ(Mr,s)− µ0HMr,s + µ0sMr,s − σε. (4.31)

It can be shown that the equilibrium conditions (4.29) are identical. Defining ψ̄r,s(Mr,s) so

that Ḡr,s(H,Mr,s) = ψ̄r,s − µ0HMr,s − σε, analogously with equation (3.12), we have

ψ̄r,s(Mr,s) = ψ(Mr,s) + µ0sMr,s. (4.32)

Equation (3.17) gives the equilibrium magnetization for a dipole. By combining equations

(3.10), (3.17), and (4.32), the equilibrium value of ψ̄r,s for each dipole is obtained:
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ψ̄
∗

r,s =
1

2
Y ε2 +

µ0
2 (H2 − s2)− η′MR(Y γ1εMR − µ0sRr,s)

η′ − 2Y γ1ε
µ0

. (4.33)

Similar to equation (3.18), by assuming a distribution for r and s, the Helmholtz free energy

for the entire system can be found using the superposition principle:

ψTot(τ(t, r), ε) = C

∫
∞

0

∫
∞

−∞

ψ̄
∗

r,sµ(r, s)dsdr. (4.34)

By combining equations (2.3), (4.33), and (4.34), the following equation is obtained:

ψT ot(τ(t, r), ε) =
CI0

2
Y ε2 +

C

η′ − 2Y γ1ε
µ0

(
µ0I0τ2(t, 0)

2
− η′Y γ1εM

2
RI0

+η′MRµ0A−
µ0

2
I2

)
, (4.35)

where the functions In are defined by equation (3.19) and A =
∫
∞

0

∫
∞

−∞
Rr,ssµ(r, s)dsdr =

2
∫
∞

0

∫ τ(t,r)
−∞

sµ(r, s)dsdr − I1.

This is the value of the Helmholtz free energy, the storage function for the magnetostrictive

system, for any ε and Preisach boundary τ(t, r). The only nontrivial aspect of calculating

ψT ot(τ(t, r), ε) is efficient computation of A. It is seen that the double integral of A is very

similar to the double integral used for computing M (equations (2.1) or (3.18)). In fact, any

efficient algorithm used for the computation of M can be used here, for example that on [33,

p. 37]; only the weight function is slightly different.

Minimum of the storage function

As stated in page 29, the Preisach boundary τ(t, r) and strain ε are the system states. Here,

the Preisach boundary that globally minimizes the storage function is obtained.
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Suppose that when τ(t, r) = τ∗(t, r) and ε = ε∗, ψTot(τ(t, r), ε) is globally minimized. If ε is

held fixed at ε = ε∗ and τ(t, r) is changed, ψT ot(τ(t, r), ε∗) is minimized when τ(t, r) = τ∗(t, r).

This means that τ∗(t, r) globally minimizes the following function:

ψTot(τ(t, r), ε∗) =
CI0

2
Y ε∗2 +

C

η′ − 2Y γ1ε
∗

µ0

(
µ0I0τ2(t, 0)

2
− η′Y γ1ε

∗M2
RI0

+η′MRµ0A−
µ0

2
I2

)
. (4.36)

The following terms are the only variable parts of the storage function:

F1 (τ(t, r)) =
µ0I0τ2(t, 0)

2
, (4.37)

F2 (τ(t, r)) = A.

Assume that the weight function µ(r, s) is non-negative for all r and s. Since η′ − 2Y γ1ε
∗

µ0

is a positive quantity, if F1 and F2 are minimized at the same time, the storage function is

minimized. Function F1 is minimized when τ(t, 0) = 0. Function F2 is minimized when A is

minimized:

A = 2

∫
∞

0

∫ τ(t,r)

−∞

sµ(r, s)dsdr − I1. (4.38)

The sign of the integrand equals the sign of s. This integration is minimized when the region

of integration is the subset of the Preisach plane on which the integrand is negative. This is

the lower half of the Preisach plane. Thus, the integration is minimized when the boundary

τ(t, r) = 0. This Preisach plane boundary is shown in Figure 4-3.

Function F2 is globally minimized with the boundary τ(t, r) = 0. Since this boundary also

globally minimizes F1, this results in global minimization of the storage function.
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Figure 4-3: The global minimum Preisach boundary.

It is commonly seen that the weight function µ(r, s) is an even function of s; that is µ(r, s) =

µ(r,−s) for all r and s [62, 47]. If this condition holds, by substituting the Preisach boundary

τ(t, r) = 0 in equation (3.20), it is seen that the resulting magnetization is zero. In this case

there is no magnetic field H, magnetization M , or flux density B. This state is called the

demagnetized state and is the state of lowest “energy” for the system.

Storage function in presence of a constant input

When the stress and magnetic field applied to the system include a constant portion, the system

can be simplified by redefining the input as ū =



 µ0(H −Hconst)

σ − σconst



, while the output is not

changed. In this case, the system is passive with the following storage function:

ψF = ψT ot − µ0 〈Hconst,MT ot〉 − σconstε, (4.39)

where ψTot is the system Helmholtz free energy and MTot is the system magnetization. This

situation is analogous to the example of a spring with a constant imposed force, such as gravity,
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discussed in Subsection 4.2.1.

Theorem 15 At a constant temperature, in the presence of a constant input, the following

passivity condition is satisfied when the storage function is ψF :

ψF
i +

∫ tf

ti

〈
ū,
dX

dt

〉
dt ≥ ψF

f . (4.40)

Subscripts i and f denote initial and final conditions respectively and X =



 M

ε



 is the

generalized displacement.

Proof. If the definition of ū and ψF is substituted in the result of Theorem 14, the result

is

ψF
i + µ0 〈Hconst,MTot,i〉+ σconstεi +

∫ tf

ti

〈

ū +



 µ0Hconst

σconst



 ,
dX

dt

〉

dt

≥ ψF
f + µ0 〈Hconst,MT ot,f 〉+ σconstεf . (4.41)

This simplifies to

ψF
i +

∫ tf

ti

〈
ū,
dX

dt

〉
dt ≥ ψF

f . (4.42)

Since bothMTot and ε have a lower bound and an upper bound, existence of a lower bound

for ψTot implies that ψ
F has a lower bound. The proof is complete.

The storage function ψF can be written as a function of the Preisach boundary τ(t, r) and

ε by combining equations (4.35) and (4.39):

ψF (τ(t, r), ε) =
CI0

2
Y ε2 +

C

η′ − 2Y γ1ε
µ0

(
µ0I0 (τ(t, 0)−Hconst)

2

2
− µ0I0H2

const

2
(4.43)

−η′Y γ1εM
2
RI0 + µ0HconstMRη

′I0 + µ0HconstI1

−η′MRµ0I1 + µ0η
′MRĀ−

µ0

2
I2

)
− σconstε

75



 

r 

s 

+1 
 

-1 

τ(t,r) 
Hconst 

Figure 4-4: The global minimum Preisach boundary in the presence of a constant input.

where Ā = 2
∫
∞

0

∫ τ (t,r)
−∞

(s−Hconst)µ(r, s)dsdr. Using an argument similar to that for ψT ot, it

can be shown that the following boundary minimizes the storage function:

τ(t, r) = Hconst. (4.44)

This boundary is shown in Figure 4-4. For a constant input, this is the state of minimum

energy. The magnetization in this state is the anhysteretic magnetization.

4.2.4 Energy-based velocity control of magnetostrictive materials

By comparing equations (4.1) and (4.24), the closed-loop output y is identified to be the time-

derivative of the generalized displacement X. By using equation (4.12), we have

y =



 Ṁ

ε̇



 (4.45)
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This relation implies that the closed loop in Figure 4-2 provides velocity control for the

magnetostrictive actuator. In this subsection, a controller for this purpose is identified.

Any controller C satisfying conditions I and II with α2 > 0 in equation (4.11) provides a

stable closed loop. For linear controllers, the following theorem can be used to prove condition

II for positive real controllers:

Theorem 16 [63, Lemma 91, page 353] Consider a linear controller C with transfer function

Ĉ(s). Condition II is satisfied with β2 = 0 and

α2 = inf
ω∈R

Re Ĉ(jω). (4.46)

In this thesis, a PID controller is used. PID controllers are simple, inexpensive and easy to

build and implement. Using operational amplifiers (op-amps), inexpensive, high performance

PID controllers with less than 1µs response time can be built. In general, more sophisticated

controllers need a PC-based control system. PC-based control systems are more flexible, but

usually more expensive and difficult to set-up. The response time for a typical PC-based system

is usually much higher than that of operational amplifiers.

An ideal PID controller does not satisfy condition I in equation (4.11). Consider a function

u(t) which is equal to cosωt for 0 ≤ t ≤ 1 and zero elsewhere. The parameter ω is a positive

real number. For every ω, u(·) ∈ L2 and ‖u‖2 is a finite number which is at most 1. For

ω = 0, if u(t) is applied to an ideal integration denoted by transfer function 1
s
, the output will

have infinite L2 norm. For large values of ω, application of u(t) to an ideal derivative with

transfer function s will generate outputs with large L2 norm. By increasing ω, the norm of the

output can be made arbitrarily large. As a result, both integration and derivative terms violate

condition I.

To overcome this problem, approximate integration and derivative with transfer functions

1
s+α

and s
δs+1 , respectively, are used. The parameters α and δ are positive constants When

α and δ are zero, ideal terms are obtained. For non-zero small values, the functions are close
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to the ideal case, but the outputs will not have infinite L2 norms. Approximate derivative has

other advantages for numerical simulations and experimental implementations, such as more

stability of the solutions and less noise level.

A PID controller with transfer function KI

s+α + KP + KDs
δs+1 satisfies condition I if α, δ > 0.

If KI , KP , KD > 0, Theorem 16 can be used to show that condition II is also satisfied. In

this subsection, such a PID controller is not used because it does not provide satisfactory

performance.

The mentioned PID controller cannot provide zero steady-state error. To show this, assume

that the steady-state error is zero. The controller output is almost a constant and hence, a

constant input is applied to the actuator. This means zero output velocity. This implies that

the reference input is zero. Thus, the PID controller cannot provide perfect tracking of non-zero

velocities.

To provide better performance, the derivative term of the PID controller is replaced with

an approximate double integration term. This gives the following controller for velocity control

(See Figure 4-2):

Ĉe(s) =





(
KI

(s+α)2
+ KP

s+δ + KD

)
Ṁe

0



 (4.47)

whereKP , KI ,KD are the controller gains, α and δ are positive constants, e =



 Ṁe

−ε̇



 = r−y,

r =



 Ṁr

0



 is the reference input, d =



 µ0Hnoise

σin



, Hnoise is the controller noise, σin is

the resultant stress from the external load applied to the actuator, and Ṁe = Ṁr − Ṁ .

Theorem 17 The controller proposed in (4.47) gives an L2-stable closed loop for the magne-

tostrictive system if α and δ are positive and the controller transfer function Ĉ(s) satisfies the

following inequality:

α2 = inf
ω∈R

Re Ĉ(jω) > 0. (4.48)
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Proof. Since α and δ are positive, the controller satisfies condition I in equation (4.11) with

β1 = 0. Theorem 16 states that condition II is satisfied with α2 > 0. Theorem 14 proves that

condition III is satisfied. Finally Theorem 10 implies L2-stability for the closed-loop system.

It is difficult to use inequality (4.48) to develop a constraint on the controller gains for the

general case. The following theorem can be used when α = δ.

Theorem 18 Define

N �
(KPα+ 3KI)α2

KI −KPα
. (4.49)

If α = δ, inequality (4.48) is satisfied if and only if the following inequalities are satisfied:

KD > 0, (4.50)

KI

α
+ KP > 0,

and at least one of

N < 0, (4.51)

KI
N − α2

(N + α2)2
< KP

α

α2 + N
+ KD.

Thus, if the controller gains satisfy certain conditions, the closed-loop system is stable. In

next chapter, the controller parameters are determined and the controller is evaluated experi-

mentally.

4.3 Closed-loop control of hysteretic system represented by the

Preisach model

In the previous section, an energy-based control approach for magnetostrictive materials was

developed. In this section, a different approach to control the systems modeled by the Preisach
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Figure 4-5: Integral control of a hysteretic system with input hysteresis [32].

model is used. Results on the performance of PI controllers are obtained. In Chapter 3, it was

stated that magnetostrictive materials can be accurately represented by the Preisach model.

The results in this section apply not only to magnetostrictive materials, but also to other

hysteretic systems represented by the Preisach model.

In [31, 32], integral control of hysteretic systems is studied. Because of the similarity to

the results presented here, some of the results in [31, 32] are reviewed in detail. Consider a

hysteretic system controlled by an integrator as shown in Figure 4-5. In this figure, r is a

constant reference signal, κ(t) is a time-varying integration gain, Γ is a hysteresis operator, G is

an L2-stable linear bounded shift-invariant operator, g ∈ L2 is included to model the effects of

non-zero initial conditions, ρ is a static nonlinearity, υ is a constant, and h is a locally integrable

function [32]. The following definitions are from [31, 32].

Define C(I) to be the set of continuous functions defined on I ⊂ R+. The numerical value

set NVS Γ of a hysteresis operator Γ is defined as follows:

NVS Γ = {(Γu) (t) : u ∈ C(R+), t ∈ R+} (4.52)

For a continuous function w defined on some interval [0, a], define
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D(w, δ, γ) =

{

v ∈ C([0, a + γ]) : v(t) = w(t),∀t ∈ [0, a], sup
t′∈[a,a+γ]

∣∣v(t′)−w(a)
∣∣ ≤ δ

}

(4.53)

where γ and δ > 0 are real numbers.

Consider the following assumptions for the hysteresis operator Γ [32]:

(N1) Γ maps the set of real-valued locally absolutely continuous functions defined on R+

to itself.

(N2) For any locally absolutely continuous u(t),
(
d
dt

Γu
) (

d
dt
u
)
≥ 0 for all t ∈ R+.

(N3) There exists some λ > 0 such that for all a ≥ 0 and w ∈ C([0, a]), there exists real

numbers γ, δ > 0 such that for every u and v in D(w, δ, γ)

max
τ∈[a,a+γ]

|(Γu) (τ)− (Γv) (τ)| ≤ λ max
τ∈[a,a+γ]

|u(τ)− v(τ)| . (4.54)

(N4) For all a > 0 and all u ∈ C([0, a)), there exists β > 0 such that for every t ∈ [0, a)

max
τ∈[0,t]

|(Γu) (τ)| ≤ β

(
1 + max

τ∈[0,t]
|u(τ)|

)
. (4.55)

(N5) If u ∈ C(R+), limt→∞ u(t) = ∞, and for all ε > 0, there exists v ∈ C(R+), such that

• for some τ ∈ R+, v is non-decreasing on [τ,∞)

• |u(t)− v(t)| < ε, for all t

then (Γu) (t) and (Γ(−u)) (t) converge, as t→∞, to sup NVS Γ and inf NVS Γ, respectively.

(N6) If, for u ∈ C(R+), limt→∞ (Γu) (t) ∈ int NVS Γ, then u is bounded.

The assumption (N2) states that the hysteretic system is monotonic. The third assumption

is similar to Lipschitz continuity for the hysteresis model.

Define Ĝ(s) to be the transfer function for G. Define Ĝ(0) as follows

81



Ĝ(0) = lim
s→0,Re s>0

Ĝ(s). (4.56)

Assume that Ĝ(0) exists, Ĝ(0) > 0 and

lim sup
s→0,Re s>0

∣∣∣∣∣
Ĝ(s)− Ĝ(0)

s

∣∣∣∣∣
<∞. (4.57)

Define R(G,Γ, ρ) as follows

R(G,Γ, ρ) =
{
ρ
(
Ĝ(0)v

)
: v ∈ NVS Γ

}
. (4.58)

The following theorem is used to show tracking of a constant input.

Theorem 19 [32] Assume that the following hold:

(a) The operator G is an L2-stable linear bounded shift-invariant operator satisfying equation

(4.57).

(b) g ∈ L2.

(c) Assumptions (N1) - (N6) hold, where λ1 is the constant associated with (N3).

(d) The function ρ : R→ R is non-decreasing and globally Lipschitz with Lipschitz constant

λ2.

(e) r − υ ∈ R(G,Γ, ρ).

(f) h ∈ L2 and
∫
∞

0 |h(t)| dt <∞ and the function
∫
∞

t
|h(τ)| dτ is in L2.

(g) κ : R+ → R+ is measurable and bounded, satisfying the following relation

lim sup
t→∞

κ(t) <
1

λ1λ2

(
ess inf
ω∈R

Re
(
Ĝ(iω)
iω

)) (4.59)

In this relation, if the denominator is zero, we consider the inequality satisfied.

Then the closed loop has a unique solution u which is locally absolutely continuous on R+

and the following statements hold:
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(i) d
dtΓu ∈ L2 and the limit Γ∞ = limt→∞ (Γu) (t) exists and is finite.

(ii) The signals w and y (see Figure 4-5) can be decomposed as w = w1 +w2 and y = y1 +y2

where w1, y1 are continuous and have finite limits

w∞1 = lim
t→∞

w1(t) = Ĝ(0)Γ∞, y∞1 = lim
t→∞

y1(t) = ρ(Ĝ(0)Γ∞) + υ, (4.60)

and w2, y2 ∈ L2. Under the additional assumption that

lim
t→∞

[
g(t) + (Γu) (0)

(
(Gθ) (t)− Ĝ(0)

)]
= 0 (4.61)

where θ(t) = 1 for all t ∈ R+ and

lim
t→∞

h(t) = 0, (4.62)

we have

lim
t→∞

w2(t) = 0, lim
t→∞

y2(t) = 0. (4.63)

(iii) If the integral
∫
∞

0 |k(t)| dt diverges, then y∞1 = limt→∞ y1(t) = r and the error signal

e = r − y can be decomposed as e = e1 + e2, where e1 is continuous with limt→∞ e1(t) = 0 and

e2 ∈ L2. If, (4.61) and (4.62) hold, then limt→∞ e(t) = 0.

(iv) if r − υ is an interior point of the set R(G,Γ, ρ), then u is bounded.

It is seen that if certain assumptions are satisfied, for a constant input, the error e = r − y

goes to zero as t→∞. In [32], similar results for output hysteresis, that is when G precedes Γ

in Figure 4-5, are presented.

Consider the closed-loop feedback system in Figure 4-6. The signals r1 and r2 are the

reference input and controller noise, respectively. The operators G and Γ are defined previously.

The following theorem considers a variable input.

Theorem 20 [31] Assume that G is an L2-stable linear shift invariant operator satisfying

equation (4.57), Γ satisfies (N1) - (N5) with λ > 0 as the constant associated with (N3), and
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Figure 4-6: Integral control of a hysteretic system [31].

0 ∈ clos NVS Γ. Further assume that

inf
w∈R∗

Re
Ĝ(iω)

iω
> −1

λ
, (4.64)

where R∗ is the set of real numbers when 0 is excluded. Then for all r1 ∈ L2 and locally

absolutely continuous r2 with d
dt
r2 ∈ L2, r2(0) = y(0), there exists a unique solution for the

closed loop which is locally absolutely continuous on R+. Furthermore, limt→∞ (Γy) (t) = 0 and

there exists a constant γ > 0 (depending only on G and λ, but not on r1, r2, and the initial

conditions for the closed loop) such that

‖Γy‖
∞

+

∥∥∥∥
d

dt
Γy

∥∥∥∥
2

≤ γ

(
‖r1‖2 +

∥∥∥∥
d

dt
r2

∥∥∥∥
2

+ |(Γy) (0)|
)
. (4.65)

Under the additional assumption that (N6) holds and 0 ∈ int NVS Γ, y is bounded.

This theorem states that if certain conditions are held, the hysteretic system output is in

some sense, bounded. Unfortunately, since mixed norms are used in equation (4.65), the results

do not show any form of stability for the closed-loop system.

In the following subsection, a different approach is used to show tracking and establish

stability of the closed loop. In the first subsection, assumptions are defined and discussed. In

Subsection 4.3.2, the monotonicity results are used to develop an alternative passivity-based
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velocity controller. Tracking of a constant input is covered in Subsection 4.3.3, and in Subsection

4.3.4, L∞-stability of the closed loop is discussed.

4.3.1 Assumptions for the hysteretic system

Consider the closed-loop feedback system shown in Figure 4-2, where the plant is represented

by a hysteresis model Γ. The hysteresis model input and output are denoted by u and y,

respectively. The following assumptions are used:

(A1) For every continuous function u(t), y(t) is continuous.

(A2) (monotonicity) For all t, u̇(t)ẏ(t) ≥ 0.

(A3) (saturation) There exists some usat > 0 such that Γ(u) = Γ(usat) and Γ(−u) =

Γ(−usat) for every u ≥ usat.

(A4) Consider an arbitrary interval [ti, tf ]. If for every t ∈ [ti, tf ], u(ti) ≥ u(t), then

y(ti) ≥ y(tf ). Alternatively, if for every t ∈ [ti, tf ], u(ti) ≤ u(t), then y(ti) ≤ y(tf).

Assumptions (A1) and (A2) are similar to assumptions (N1) and (N2), respectively. Define

C0 to be the set of continuous functions on R and define C1 to be the set of continuously

differentiable functions on R which have a continuous derivative. The following theorem shows

that assumption (A4) is a stronger version of assumption (A2) for plants with differentiable

input and output.

Theorem 21 Consider a hysteresis model with input u and output y = Γu. Assume that u,

y ∈ C1. If assumption (A4) is satisfied, then assumption (A2) is satisfied.

Proof. Assume that for some t, assumption (A2) is violated. This means that for this t,

u̇(t)ẏ(t) < 0. (4.66)

Assume that u̇(t) < 0 and ẏ(t) > 0. (For the opposite case, the proof is similar.) Since u,

y ∈ C1, we have u̇, ẏ ∈ C0. Since u̇(t) < 0, there exists a positive number δu(t) such that, for
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Figure 4-7: (a) A clockwise hysteresis loop, and (b) a counter-clockwise hysteresis loop.

every τ ∈ [t− δu, t + δu], u̇(τ) < 0. Similarly, there exists a positive number δy such that, for

every τ ∈ [t− δy, t + δy], ẏ(τ) > 0.

Define δm to be

δm = min(δu, δy). (4.67)

Define ti = t − δm and tf = t + δm. Clearly, for every τ ∈ [ti, tf ], u̇(τ) < 0 and ẏ(τ) > 0.

In this interval, u is strictly decreasing. As a result, for every τ ∈ [ti, tf ], u(ti) is greater than

or equal to u(t); but since in this interval, ẏ(τ) > 0, we have y(ti) < y(tf ). This shows that

assumption (A4) is violated.

The converse of Theorem 21 is not true. In Figure 4-7(a), a hysteretic system with a

clockwise hysteresis loop is shown. This plant satisfies assumption (A2), but not (A4). In

Figure 4-7(b), a plant with a counter-clockwise hysteresis loop is shown. Both assumptions

(A2) and (A4) are satisfied.

The following theorems show that the Preisach model satisfies the assumptions under certain

conditions:
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Theorem 22 [16] If the Preisach weight function µ(r, s) in equation (2.1) is bounded and

piecewise continuous, then assumption (A1) holds.

Theorem 23 Assume that u, y ∈ C1. If the weight function µ(r, s) is nonnegative, assumption

(A2) holds.

Proof. Assume that at some arbitrary t, u̇(t) > 0. (If u̇(t) < 0, the proof is similar.)

Since u ∈ C1, u̇(·) is a continuous function. Since u̇(t) > 0, there exists a positive number

δu(t) such that, for every τ ∈ [t− δu, t+ δu], u̇(τ ) > 0. In this interval, u is strictly increasing.

Consider a Preisach relay as shown in Figure 2-2. Since u is strictly increasing, no Preisach

relay goes from +1 state to −1 state. Some Preisach relays might go from −1 state to +1 state.

Pick γ < δu to be an arbitrary positive real number. Define Ω+ to be the set of Preisach

relays which are in −1 state at time t and +1 state at time t + γ. From the definition of the

Preisach model we have

y(t+ γ) = y(t) + 2

∫ ∫

Ω+

µ(r, s)drds. (4.68)

Since µ(r, s) ≥ 0, we have

y(t + γ) ≥ y(t). (4.69)

Since γ > 0,

y(t+ γ)− y(t)

γ
≥ 0. (4.70)

Taking the limit γ → 0,

lim
γ→0+

y(t+ γ)− y(t)

γ
= ẏ(t) ≥ 0. (4.71)

If ẏ(t) ≥ 0, then u̇(t)ẏ(t) ≥ 0. A similar proof can be used when u̇(t) < 0.

Theorem 24 If the weight function µ(r, s) is zero when r+s or r−s is larger than some value

usat > 0, then assumption (A3) holds.

87



Proof. Assume that

u(t) ≥ usat. (4.72)

Any Preisach relay (r, s) with a non-zero weight function µ(r, s) satisfies

s+ r < usat, (4.73)

and

s− r > −usat. (4.74)

By combining equations (4.72) and (4.73), we have

s+ r < u(t). (4.75)

By comparing with Figure 2-2, it is seen that all relays with non-zero weight function are in

+1 state. If u = usat, by using equation (4.73) and Figure 2-2, the same result is obtained and

Γ(usat) = Γ(u), (4.76)

for any u ≥ usat. Using a similar argument and equation (4.74), it can be shown that Γ(−usat) =

Γ(−u). This concludes the proof.

Theorem 25 If the weight function µ(r, s) is nonnegative, assumption (A4) holds.

Proof. Assume that for every t ∈ [ti, tf ], u(ti) is greater than or equal to u(t). Define Ω+

to be the set of Preisach relays that are in −1 state at ti and +1 state at tf . Define Ω− to be

the set of Preisach relays that are in +1 state at ti and −1 state at tf . From the definition of

the Preisach model,

y(tf )− y(ti) = 2

∫ ∫

Ω+

µ(r, s)drds− 2

∫ ∫

Ω−

µ(r, s)drds. (4.77)

From ti to tf :
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Figure 4-8: Preisach relays with s + r > u(ti).

• For relays with s + r > u(ti): as seen in Figure 4-8, a transition from −1 to +1 cannot

happen because for no t, s+ r = u(t). These relays cannot be in Ω+.

• For relays with s+ r < u(ti): as seen in Figure 4-9, at t = ti, all of these relays are in +1

state. None of these relays can be in Ω+.

Thus, Ω+ is an empty set. Since µ(r, s) ≥ 0, the integrals in equation (4.77) are non-negative.

y(tf )− y(ti) = −2

∫ ∫

Ω−

µ(r, s)drds ≤ 0. (4.78)

It means that

y(ti) ≥ y(tf ). (4.79)

If for every t ∈ [ti, tf ], u(ti) is less than or equal to u(t), using a similar argument, it can

be shown that y(ti) is less than or equal to y(tf).

For many hysteretic systems, the weight function µ(r, s) is nonnegative [18, 49, 62]. Most
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Figure 4-9: Preisach relays with s + r < u(ti).

smart materials also exhibit saturation [18, 49, 62] and hence, assumptions (A1) — (A4) hold.

4.3.2 Monotonicity-based passivity of the systems represented by the Preisach

model

In this subsection, an alternative passivity-based velocity controller is proposed. This passivity

result is based on the monotonicity of the Preisach model and can be used for any system

represented by this model.

Consider a Preisach model with input v(t) and output w(t). In the previous subsection, it

was shown that for all t, v̇(t)ẇ(t) ≥ 0. By comparing this result with the definition of passivity

in equation (4.1), it can be seen that the system is passive with the following choice of input

and output:
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u = v̇ (4.80)

y = ẇ

when the storage function S(x) = 0. Consequently, condition III in Theorem 10 is satisfied

with α3 = 0 and β3 = 0.

Similar to the previous velocity controller, any controller satisfying conditions I and II in

Theorem 10 with α2 > 0 provides a stable closed loop. As stated before, PID controllers have

many advantages. Consider the following PID controller:

Ĉ(s) =
KI

s + α
+KP +

KDs

δs + 1
. (4.81)

Approximate derivative and integration are used to satisfy condition I. As stated before, if

KI , KP , KD, α, and δ > 0, condition II is satisfied with α2 = KP . Theorem 10 states that this

controller provides an L2-stable closed loop.

Using equation (4.80), the Preisach model input v(t) can be obtained.

v(t) =

(
KI

s(s+ α)
+
KP

s
+

KD

δs+ 1

)
e(s), (4.82)

where e = r − y. By comparing with equation (4.47), it can be seen that the controllers

are similar. From e to the hysteresis model input, both controllers have a double integration

term and no derivative term. The only difference is the stability conditions. For the previous

controller, equations (4.48), (4.50), and (4.51) should be satisfied. For this controller, any

positive KI , KP , KD, α, and δ provides stability. Since the stability conditions are more

relaxed, better controllers are expected from the new velocity control approach. In the next

chapter, controller parameters are determined and the controller is examined experimentally.

The monotonicity assumption (A2) is satisfied by many hysteretic systems [30]. As a result,

the velocity controller developed here is not limited to the Preisach model.
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4.3.3 Tracking properties of position controllers for the Preisach model

In this subsection, a PI controller is shown to provide position control for a hysteretic system

represented by the Preisach model. Tracking properties of the closed loop are examined for a

constant input.

Consider a Preisach model Γ with input u and output y as the plant in Figure 4-2. The

following PI controller is used for position control:

Ĉ(s) =
KI

s
+KP (4.83)

where KI and KP are constants. Consider the following assumptions:

(B1) For the controller in (4.83), KP ≥ 0 and KI > 0.

(B2) The plant input u(t) and the reference signal r(t) are continuous functions of time.

Continuity of u(t) is needed for the Preisach model. Continuity of r(t) is included to ensure

continuity of u(t).

For position control, the controller noise d in Figure 4-2 is not considered (d = 0). The

closed-loop system shown in Figure 4-2 is described by the following equations:

e(t) = r(t)− y(t) (4.84)

f(t) =

∫ t

0
e(t′)dt′ (4.85)

u(t) = KP e(t) + KIf(t) (4.86)

y(t) = Γ [u(·)] (t) (4.87)

The following theorems establish tracking properties of the proposed controller for a constant

input:
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Theorem 26 Assume that r is a constant and assumptions (A1), (A2), (B1) and (B2) hold.

If for some t0 and ρ, |r − y(t0)| ≤ ρ, then |r − y(t)| ≤ ρ for all t ≥ t0.

Proof. Consider the function

V = (r − y)2. (4.88)

The state of the system is implicitly included in y. Note that V ≥ 0. The time-derivative

of V is

V̇ = 2(r − y)(−ẏ)

= −2eẏ. (4.89)

By taking time-derivative of equation (4.86), we have

u̇ = KP ė +KIe. (4.90)

Since KI �= 0, by combining equations (4.89) and (4.90), the following result is obtained:

V̇ = −2ẏ
u̇−KP ė

KI

= − 2

KI
u̇ẏ +

2KP

KI
ẏė. (4.91)

Equation (4.84) implies ė = −ẏ and so

V̇ = − 2

KI
u̇ẏ − 2KP

KI
ė2

≤ − 2

KI
u̇ẏ (4.92)

since KP and KI are non-negative. Assumption (A2) states that u̇ẏ ≥ 0. As a result, V̇ ≤ 0.

Since V̇ ≤ 0, the function V = (r − y)2 is non-increasing. Consequently, |r − y| is non-
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Figure 4-10: The error e(t) versus time.

increasing. If |r − y(t)| ≤ ρ at some point t = t0, |r − y(t)| ≤ ρ for all t ≥ t0.

Theorem 26 states that the absolute value of the error is never increased. The following

theorem proves that under certain conditions, the error can be made arbitrarily small.

Theorem 27 Let t0 be a non-negative real number. Assume that r(t) is a constant in [t0,∞)

and assumptions (A1), (A2), (A3), (B1), and (B2) hold. If Γ(−usat) ≤ r ≤ Γ(usat), then for

every ε > 0,

|r − y(t)| ≤ ε,∀t ≥ t̄ + t0, (4.93)

where

t̄ =
usat
KI

+ |f(t0)|
ε

. (4.94)

Proof. Assume that for some ε and t, r − y(t) > ε when t ≥ t̄ + t0. (For y(t)− r > ε, the

proof is similar.)
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Theorem 26 implies that for all t′ ∈ [t0, t],

∣∣r − y(t′)
∣∣ =

∣∣e(t′)
∣∣ > ε. (4.95)

From assumptions (A1) and (B2), y(t) is continuous. Since r is constant, e(·) is continuous
in [t0,∞). As illustrated in Figure 4-10, a region around zero is excluded by equation (4.95) in

[t0, t]. Since e(·) is continuous and e(t) = r − y(t) > ε, e(·) has to be larger than ε in [t0, t]:

e(t′) > ε,∀t′ ∈ [t0, t]. (4.96)

By integrating from t0 to t0 + t̄, where t ≥ t0 + t̄, we have

∫ t0+t̄

t0

e(t′)dt′ ≥ εt̄. (4.97)

By using equation (4.85), the following result is obtained:

f(t0 + t̄) ≥ f(t0) + εt̄. (4.98)

Equation (4.94) implies that

εt̄ ≥ usat

KI

− f(t0). (4.99)

Using equation (4.98), we have

f(t0 + t̄) ≥ usat

KI
. (4.100)

Since t ≥ t̄ + t0, equation (4.96) states that

e(t0 + t̄) > ε. (4.101)

By using equation (4.86), a bound on u(t0 + t̄) can be obtained:

u(t0 + t̄) ≥ KP ε+ usat ≥ usat. (4.102)
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Using assumption (A3), y(t0+t̄) = Γ(usat). From equation (4.101), e(t0+t̄) = r−y(t0+t̄) > 0

or,

r > Γ(usat). (4.103)

Similarly, if y(t)− r > ε, then r < Γ(−usat). Hence, |r − y(t)| ≤ ε as to be shown.

Theorem 27 gives an upper limit for the time required to achieve any accuracy ε. The

following is an immediate result of Theorem 27.

Corollary 28 Assume that r is a constant and assumptions (A1), (A2), (A3), (B1) and (B2)

hold. If Γ(−usat) ≤ r ≤ Γ(usat) then limt→∞ y(t) = r.

Proof. Let t0 be zero. Theorem 27 states that for every ε > 0, there is a t̄ such that

|r− y(t)| ≤ ε for all t ≥ t̄. This is the definition of limit. Thus, limt→∞ y(t) = r.

Corollary 28 states that if the input to the closed loop is reasonable, zero steady-state error

is guaranteed.

Unlike the results in [32], the results here do not include a linear portion denoted by G.

Instead of an integral controller in [32], a PI controller is used. Here, fewer, simpler, and less

strict assumptions are required for tracking. Also, some information about the trajectories of

the solutions are given, and an upper bound for the time required for achieving any desired

accuracy was obtained.

4.3.4 L∞-stability of the closed-loop system for position control

In the previous subsection, a constant reference input is studied. Here, a variable input is

considered and L∞-stability of the closed loop is established when the controller is described

by equation (4.83).

The following theorem is used to establish L∞-stability of the closed loop:
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Theorem 29 Assume that assumptions (A1), (A4), (B1) and (B2) hold and r ∈ L∞. Further,

assume that u(0) = 0. If |y(0)| ≤ ‖r‖
∞

, then ‖y‖
∞
≤ ‖r‖

∞
.

Proof. This is for KP > 0. The case KP = 0 is similar and is in Appendix B. Define L to

be

L = ‖r‖
∞
. (4.104)

Assume that for some tf ,

y(tf ) > L. (4.105)

Define tmaxu to be the time at which u(t) is maximized on [0, tf ]:

u(tmaxu) ≥ u(t),∀t ∈ [0, tf ]. (4.106)

Define tmax f to be the time at which f(t) defined in equation (4.85) is maximized on [0, tf ]:

f (tmax f ) ≥ f(t),∀t ∈ [0, tf ]. (4.107)

Using assumption (A4) and equation (4.106), we have:

y(tmaxu) ≥ y(tf ). (4.108)

Using equation (4.105), we have:

e(tmaxu) = r(tmaxu)− y(tmax u) < 0. (4.109)

Using assumptions (A1) and (B2), y(t) is continuous. By using assumption (B2) again, it

is found that e(t) is continuous. Equations (4.104) and (4.105) imply that e(tf ) < 0. Using

continuity of e(t), there is a neighborhood around tf at which, e(t) < 0. Since ḟ(t) = e(t), f is

strictly decreasing in this neighborhood. As a result, f(t) is not maximized at tf :

tmax f �= tf . (4.110)
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Since e(t) is continuous and ḟ(t) = e(t), f(t) is continuously differentiable. If tmax f �= 0,

maximization of f(t) at tmax f implies that ḟ(tmax f) = 0 or,

e(tmax f) = 0, if tmax f �= 0 (4.111)

or

tmax f = 0, if e(tmax f ) �= 0. (4.112)

By definition of tmax u,

u(tmax u) ≥ u(tmax f ). (4.113)

Using equation (4.86),

KIf(tmaxu) + KP e(tmax u) ≥ KIf(tmax f) + KP e(tmax f ). (4.114)

By definition of tmax f ,

f(tmax f) ≥ f(tmaxu). (4.115)

Since KI , KP > 0, using equation (4.114) we have:

e(tmax u) ≥ e(tmax f ). (4.116)

By comparing with equation (4.109), we have

e(tmax f) < 0. (4.117)

Using equation (4.112),

tmax f = 0. (4.118)

From equation (4.85), f (0) = 0. By using equation (4.86), we have
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Figure 4-11: An example of an overshoot.

u(0) = KP e(0) < 0. (4.119)

Similarly, if y(tf ) < −L, u(0) > 0. Thus u(0) = 0 implies that ‖y‖
∞
≤ ‖r‖

∞
.

Theorem 29 implies that an overshoot, like the one shown in Figure 4-11, cannot be seen in

the closed-loop response of the system. In Figure 4-11, clearly the L∞ norm of y is more than

that of r. This response violates Theorem 29 and hence, cannot exist.

Corollary 30 Assume that assumptions (A1), (A4), (B1) and (B2) hold. The closed loop

system is L∞-stable.

Proof. Assume that r ∈ L∞. For a zero initial condition, Theorem 29 states that ‖y‖
∞
≤

‖r‖
∞
. It means that y has a bounded L∞ norm and hence, is a member of L∞. The closed

loop is L∞-stable.

Corollary 30 can be used to design a controller for position control. The controller must

satisfy assumption (B1). In the next chapter, a position controller is obtained and evaluated

experimentally.
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The results presented here and in [31] assume similar structures for the plant. Here, a

PI controller is chosen while in [31], a linear transfer function in series with an integrator is

used. Similar to the previous subsection, the results presented here have fewer, simpler, and

less strict assumptions. L∞-stability of the closed loop is shown. Also, some information about

the trajectories of the solutions is obtained. In particular, there is no overshoot.

In the next chapter, the experimental apparatus used in this thesis is explained. The overall

structure, different components and sensors are discussed and the controllers proposed here are

evaluated experimentally.
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Chapter 5

Experimental evaluation of

controllers for magnetostrictive

actuators

To obtain experimental hysteresis curves for Terfenol-D and to evaluate the controllers presented

in the previous chapter experimentally, a test rig has been designed and built. In this chapter,

the design of its different parts is briefly explained. This test rig was originally developed in the

candidate’s master’s thesis [57]. Several upgrades and additional experiments have been done

with this setup and the results are included in this thesis.

In this chapter, the controllers from the previous chapter are optimized, tested in practice

and discussed. In the first section, an overview of the test rig is presented. Different components

of the setup are explained in Section 2. In Section 3, the optimization and evaluation process is

discussed. Section 4 covers energy-based velocity controllers. The monotonicity-based velocity

controller is included in Section 5, and in Section 6, position control is discussed.
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5.1 Test rig overview

A test rig (Figure 5-1) is designed to measure different parameters of a Terfenol-D rod under

different stresses and magnetic conditions. For this purpose, a rod made of Terfenol-D is put

under compression. This compression is supplied by a set of washer springs. The springs are

soft enough that it can be assumed that the compression force is constant when the Terfenol-D

rod changes size. The force of the springs can be adjusted by a bolt on top of the test rig.

The test rig and all its components are installed on a heavy granite table. This table ensures

that the setup is not affected by external vibrations. The Terfenol-D rod is surrounded by

a magnetic coil which supplies the desired magnetic field. Different sensors are included to

measure elongation, force, flux density and temperature.

Figure 5-2 shows the block diagram of the setup. The measurements made by the sensors

are fed to a data acquisition card after being amplified by an electronic circuit. The data

acquisition card is installed on a computer running Simulink, with which the measurements are

recorded. The simulink model can also send commands to the power supply unit through the

data acquisition card. The power supply feeds the magnet surrounding the Terfenol-D rod. For

more information see [57].

Since the candidate’s master’s thesis, the following upgrades have been done on the spring

assembly and power supply unit. The spring assembly has been modified to have less friction

by eliminating rubbing parts. Friction in the spring assembly causes fluctuations in the force

applied to the actuation unit. The new design has a lower friction which is almost negligible.

It is shown that this upgrade decreased the fluctuations by 90%.

It was observed that the original power supply unit had an internal delay of about 30 ms. For

high performance control applications, this delay can cause instability. For these experiments,

the power supply was replaced by a unipolar power supply with less delay. The new power

supply has a switching frequency of 125 kHz, which is much higher that that of the old power

supply (22 kHz). Improved closed-loop stability was observed with the new power supply.
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Figure 5-1: The test rig.
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Figure 5-2: The block diagram of the test rig

5.2 Test setup design

5.2.1 Actuation unit

The actuation unit consists of the Terfenol-D rod and the excitation electrical magnet. There

are many different shapes of Terfenol-D commercially available for different purposes. In this

setup, a round rod with a length of 10 cm and a diameter of 10 mm is used.

The simplest way to apply a magnetic field to the Terfenol-D sample is to use the rod in

a solenoid as shown in Figure 5-3. Here, the magnetic field path is shown with a dashed line.

For the electrical magnet winding, 940 turns of insulated magnet wire size 18 is chosen. Since

a strong magnetic field is required to saturate Terfenol-D, high electrical current may be used

in the electrical magnet. In this case heat generated by this current might become important.

The wire has a diameter of 1.12 mm and can withstand temperatures up to 180 ◦C. This wire

is wound on a tube made of phenolic. The Terfenol-D rod lies inside this tube as seen in Figure

5-3. Phenolic is chosen because of its neutral magnetic properties and its ability to resist high

temperature. The electrical magnet has an electrical resistance of 1.87 Ω. It is shown that this
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Figure 5-3: Cross-section of the solenoid.

electrical magnet can hold Terfenol-D in its saturated state with a flux density of 0.8 T and

current of 19.1 A for about 20 seconds. This period of time is long enough for most experiments.

If the magnet is used with alternating current, its inductance is important. The inductance is

measured to be 7.04 mH. Using the resistance of the magnet coil, the time constant is computed

to be 3.52 milliseconds. This time constant is negligible in this application. In Figure 5-4, the

magnet is shown in its final state.

It is obvious from Figure 5-3 that some part of the magnetic path goes through the case

Figure 5-4: The main magnet with the Terfenol-D rod inside.

105



of the solenoid. The case is made of an iron alloy. Residual flux density could be a concern

since almost all iron alloys are permanent magnets to some extent. This residual flux density

is imposed on the Terfenol-D rod even when there is no current in the wire winding; and it can

make the analysis and control of the system more complicated. However, residual flux density

linearly depends on the coercive force of the material used. To have a minimal residual flux

density, pure iron is chosen for the solenoid case. Pure iron has a small coercive force that

results in a negligible residual flux density.

Unfortunately, pure iron is not commercially available in any shape. For this setup, pure

iron powder was used to make a block of pure iron by powder metallurgy. This block was

cut and machined to produce the desired parts. A small part of this block was shaped like a

small ring. The magnetic properties of this ring was evaluated by the Rowland ring experiment

[35]. The coercive force was measured to be 250 A
m , which is about half of the coercive force of

commercially available iron (550A
m). The coercive force is much higher than its expected value

for pure iron (4A
m). A possible cause of this would be the presence of carbon contents, possibly

from the resin used in the powder metallurgy process.

5.2.2 The frame

The frame holds all pieces of the setup together and provides the compressive force for the

Terfenol-D rod. The frame is made of aluminum. Iron might be a better choice for the frame

because it is stronger, but it could not be used because of its magnetic interference with the ac-

tuation unit. A part of the magnetic flux lines could go through the frame and other components

such as the load cell, etc. The frame is made out of a 6.5 cm thick aluminum plate.

Since total displacement of the actuator unit is quite small, it is very important that different

components are held firmly in their places during the experiment; otherwise, no displacement

might be seen by the sensors. The frame is designed rigid enough that the elongation of the

frame is reasonably small. To verify this design, the frame was simulated using the finite element

method. Finite element simulations were done in FEMLAB. It was shown that this frame could

provide the requested rigidity under different loading conditions [57].
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5.2.3 Power supply unit

The core of the power supply unit is a servo-amplifier from Advanced Motion Controls, brush

type, model 25A20. This servo-amplifier, when correctly configured, can act like a program-

mable current source. Since controlling the magnetic field is desired, current should be con-

trolled. A programmable current source is the best choice. This servo-amplifier is a pulse width

modulation (PWM) amplifier with switching frequency of 22 kHz. This amplifier is the most

important source of noise in this setup. Generating high frequency noise is an intrinsic property

of any PWM amplifier, but because of their efficiency and low price, most existing amplifiers

are PWM type. This amplifier is directly controlled by a computer. Output current of this

amplifier is measured inside the amplifier and the result is sent back to the computer.

For control applications where the delay introduced by the power supply is important,

this power supply unit was replaced by a programmable power supply, model XPD33-16 from

Xantrex Technology Inc. The power supply is programmed as a current source. The desired

current is sent from the data acquisition card to the power supply directly. The actual current

in the circuit is measured inside the power supply and sent back to the data acquisition card.

5.2.4 Sensors and amplifiers

An optical encoder measures the displacement of the actuator, a flux density sensor measures

the flux density B inside Terfenol-D rod, two temperature sensors measure the temperature

of the Terfenol-D rod and the magnet windings, a load cell measures the force applied to the

Terfenol-D rod and finally, an electronic circuit inside the power supply unit measures the

current.

The displacement sensor is an optical encoder from Renishaw Inc. The encoder consists of

two parts: the readhead and the interpolator unit. The readhead should be held against a gold

tape which has a fringe pattern on it. The relative motion between the readhead and the gold

tape is measured. The interpolator unit converts analog signals from the readhead to a digital

RS-422 signal. The data acquisition card used in this setup has inputs for RS422 signals. A

107



few control signals are also sent from the interpolator to the data acquisition card. The encoder

has a resolution of 10 nm.

Measuring the flux density inside Terfenol-D rod was a challenging task. Most existing flux

density sensors need to be placed inside the field. i.e. the magnetic field flux lines should go

through the sensor. It is practically impossible to install such a sensor inside the Terfenol-D

rod. The flux density sensor could be installed somewhere else inside the magnetic circuit. In

this case, the flux density inside Terfenol-D rod is measured indirectly. But this solution is

not practical because of the high magnetic reluctance of the sensor. If the sensor is installed

inside the magnetic circuit, the ability of having strong magnetic fields inside Terfenol-D rod is

severely limited.

In this setup, a secondary coil is wound around the Terfenol-D rod. The winding should be

as close as possible to the Terfenol-D rod. In this case, the flux density inside the rod can be

measured if the voltage difference across the secondary coil is available [57]. This method seems

to be the only solution, but it has one major disadvantage. The flux density is not directly

measured; the rate of change of flux density is measured. In order to find the flux density, one

has to integrate the voltage measured across the secondary coil. For this purpose, an electronic

integrator circuit was used. This sensor is calibrated as explained in [57].

Two temperature sensors are installed. One of them is installed on the main coil. Since

the current in the main coil is high, it is desirable to have its temperature measured, so the

operator could be notified if the coil is too hot. The other temperature sensor is installed on

the Terfenol-D rod. Since the displacement is in range of a few nanometers, thermal expansion

plays an important role. If the temperature of the Terfenol-D rod is available, the effects of

thermal expansion can be compensated. The outputs of temperature sensors are amplified by

two instrumentational amplifiers and sent to the computer.

The load cell is a compression-only load cell from Transducer Techniques Inc. This load cell

is capable of measuring up to 250 lbf. Load cell output is also amplified by an instrumentation

amplifier. Amplified results are sent to the computer.
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5.3 Optimization of the controllers

From the previous chapter, for each controller, a transfer function with a few free parameters,

and a set of inequalities for the parameters are available. Any set of parameters that satisfy

the inequalities provide a stable closed loop.

In this chapter, a set of parameters for each controller is obtained. The parameters satisfy

the stability inequalities and provide an optimal performance. Several definitions for perfor-

mance are available. In this chapter, tracking performance is used; that is, an optimal set

of controller parameters should minimize the following cost function subject to the stability

constraints:

J =

∫ t2

t1

(y − r)2dt, (5.1)

where r is the reference input, y is the closed-loop output and [t1, t2] is the time range of

interest. The reference signal r is a step signal. A smaller J means a closer match between the

actual and desired outputs.

Because of the nonlinearity and complex structure of the system, the only method for

minimizing J is numerical optimization. For this purpose, the closed-loop is simulated by using

a Preisach model with a general weight function. The model is identified in [62, 57]. Using

the Preisach model, y is computed as a function of controller parameters. The cost function

J is numerically minimized using Nelder-Mead simplex direct search method [7]. The optimal

model parameters are tested experimentally for different reference signals and the results are

discussed.

5.4 Energy-based velocity control

In the previous chapter, the stability of the closed-loop system was established when Ṁ is

being controlled. In most applications the control of mechanical variables is requested. For this

reason, the relation between magnetization and elongation of Terfenol-D is examined here.
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Figure 5-5: The controlled system response for KP = Kc (left), KP = 2Kc (middle) and
KP = 3Kc (right). Kc = 1, 580, 200.

Figure 3-2 shows magnetostriction versus magnetization at different stress levels for Terfenol-

D. At each stress level, there exists an algebraic relation between elongation and magnetization.

It is also seen that except a dead-zone in the middle, a linear relation is seen between elongation

and magnetization, and the slope is almost stress independent. This behaviour can be used to

make a connection between Ṁ and ε̇.

As seen in Figure 3-2, when the operating point is chosen out of the middle dead-zone, a

linear relation between magnetization and elongation can be assumed. In this case Ṁ ∝ ε̇ and

by measuring ε̇, Ṁ can be obtained and the stability results can be extended to velocity control.

The cost J is a nonlinear function of controller parameters and numerical minimization of

J should be employed for optimum performance. Numerical optimization methods can be used

to find a local minimum of a given function. There is no guarantee that the minimum found

is the global minimum. If the initial condition for optimization is set too far from the global

minimum, it is very likely that only a local minimum is found. For this reason, the following

analysis was used to obtain an initial condition close to the optimum solution:

If a given controller C with transfer function Ĉ(s) satisfies equation (4.48), ξĈ(s) satisfies

the same inequality for any ξ > 0. However, poor performance was observed for largeKP orKD

experimentally. Similar behaviour was seen in the simulations. Figure 5-5 shows the simulated
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Figure 5-6: The controlled system response for KD = 20, 000 (left). Same simulation when the
time step is 15 times smaller. (right).

system response for different values of KP . Poor performance was experimentally observed

for controllers with KD higher than ∼ 10000. Simulated system response for KD = 20, 000 is

shown in Figure 5-6. The performance was significantly improved for a smaller time step. A

higher upper-limit for KD is expected if the sampling frequency is increased for the experiment.

Since typical values for KP and KI are much higher than 10, 000, for stabilizing controllers

the effect of KD term is negligible. Figure 5-7 shows steady-state error versus KD for a typical

controller. Less than 0.1% difference in steady-state error is seen when KD goes from zero to

the maximum. For simplicity, it is assumed that KD ≈ 0. It is obvious that multiplying both

KI and KP by a constant number does not affect the closed-loop stability. The individual

values of KI and KP do not affect stability; only the ratio KI

KP
is important.

As stated in Section 2, a PID controller cannot provide satisfactory performance. So in-

tuitively, the double integration term KI

(s+α)2
is responsible for driving the error to zero. It is

expected that when KI is large, this term is dominant and better performance is seen. The

simulation results shown in Figure 5-8 verify this prediction. It was experimentally confirmed

that controllers with higher KI have better tracking performance.
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Figure 5-7: Steady-state error versus KD; other parameters are constant.

Figure 5-8: Steady-state error versus KI when other parameters are constant.

112



Figure 5-9: Phase plane of the system for α = 0.01.

Setting α = 0.01 and using inequality (4.48), values of δ and KI

KP
that stabilize the system

are shown in Figure 5-9. Similar results are seen for other values of α. It is observed that the

highest KI can be achieved if δ = 0.024. By choosing the largest KP for which the controller

is stable and using the value of KI

KP
, KI can be determined.

This process was repeated for different values of α. Figure 5-10 shows the steady-state error

versus α obtained using simulation. Better performance is seen when α is reduced up to about

0.01. For smaller values of α, no noticeable difference is observed.

For KD ≤ 10, 000, controlled system performance is almost independent of KD. A large

value for KD increases α2 in inequality (4.48). This makes the stability inequality stronger. For

simplified inequality (4.51), it is also seen that larger KD helps. For this reason the maximum

value for KD is chosen. The initial condition for optimization is chosen as follows: α = 0.01rad
s ,

δ = 0.024 rad
s , KI = 32008Arad2

m s , KP = 1, 600, 000Arad
m and KD = 10, 000As

m .

The function J(KP ,KI , KD, εI , εD) is numerically minimized. The optimization is subjected

to the stability condition (4.48). The optimum solution was found to be: α = 0.0106, δ = 0.0231,
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Figure 5-10: Steady-state error versus α when other parameters are optimized.

KI = 31788, KP = 1, 580, 200 and KD = 9904. Since α �= δ, relations (4.50) and (4.51) cannot

be used. This controller satisfies inequality (4.48) with α2 = 9904.

Figure 5-11 displays the closed loop performance when the designed controller is imple-

mented and the reference signal is a step. Good tracking is observed. The system settled

within about 0.08s after the step, with a steady-state error of 0.09µm
s or 3% error. It was also

observed that the current applied to the actuation unit was not large and the current amplifier

did not reach the maximum current during the experiment.

Figure 5-12 compares the reference signal and measured velocity for the closed-loop system

when the reference signal is sinusoidal with varying amplitude. Excellent tracking is seen. The

RMS tracking errors is 0.71µm
s , a relative RMS error of about 3.5%.

5.5 Monotonicity-based velocity control

Similar to the previous section, in the previous chapter, stability was established when Ṁ was

being controlled. The approach used in the previous section is used here to provide velocity
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Figure 5-11: Experimental results for a step signal when velocity is being controlled.

Figure 5-12: Experimental results for velocity control when the reference signal is sinusoidal
with varying amplitude.
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Figure 5-13: Experimental results for the step response of the monotonicity-based velocity
controller.

control.

Since the stability conditions for this controller are more relaxed, the procedure used in the

previous section is not required and direct optimization can be used. The controller parameters

are found by numerical minimization of the cost function J . To provide consistency between

the simulation and the experiment, a 10 ms delay is added to the simulation to model the

power supply response time. The optimal controller parameters are: α = 9.3985 × 10−10 rad
s ,

δ = 2.0270× 10−3 rad
s , KI = 1, 875, 900A rad2

ms , KP = 1, 734, 100Arad
m and KD = 10, 153As

m .

In Figure 5-13, the closed-loop response to step functions are displayed when the controller

is tested experimentally. The results are slightly better than that of the energy-based velocity

controller. The system settled within 0.06 s of the steps with no steady-state error. Because

the stability inequalities for this controller are more relaxed, a better controller is obtained.

Figure 5-14 shows the closed-loop response when the input is a sinusoidal signal with varying

amplitude. Compared to the previous section, more oscillations about the reference signal

are seen. The root-mean-square error is 0.73µm
s or about 3.6%, which is slightly higher than
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Figure 5-14: Tracking of the monotonicity-based velocity controller when the reference signal
is sinusoidal with varying amplitude.

the previous controller. The oscillations shown in Figure 5-14 imply that the system is close

to marginal stability. For the previous section, conservative stability inequalities caused the

closed-loop system to be far from instability.

5.6 Position control of magnetostrictive actuators

In the previous chapter, the position control of a Preisach model was discussed. Since the

Preisach model can accurately represent the relation between the magnetic field H and magne-

tization M for magnetostrictive materials, the result from the previous chapter can be used to

control the magnetization. Similar to the previous sections, in most applications, the control of

mechanical variables is desired. In this section, the elongation produced by the magnetostrictive

actuator is controlled.

The relation between magnetization and elongation is given by equation (3.2). Using this

relation, position control can be achieved by controlling the magnetization M .
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Figure 5-15: The closed-loop response to various steps.

To obtain the magnetization in the actuator, output displacement is measured by an optical

encoder and (3.2) is used to compute magnetization. Since the same relation is used to compute

the desired magnetization, errors introduced by (3.2) do not affect the closed-loop performance.

The controller parameters are found by numerical minimization of the cost function J

subject to the stability inequalities. (assumption (B1).) The optimum values for the controller

gains are: KI = 38.02 s−1 and KP = 0.0785.

Figure 5-15 displays the closed-loop response of the system to step input for optimized

controller. Excellent tracking is observed. Portions of this figure are magnified in Figures 5-16

and 5-17. There is no steady-state error as predicted by Theorem 28 in the previous chapter. A

small overshoot is seen in Figures 5-16 and 5-17. Theorem 29 implies that there is no overshoot

in the closed-loop system. This overshoot may be caused by some unmodeled mass in the

system and possibly discontinuities in the reference signal.

In Figure 5-16, simulation results and experimental data are compared. Reasonable agree-

ment is seen. The experimental curve follows the simulation with an initial delay and some

vibration. It is believed that these differences are caused by a moving mass and stiffness of the
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Figure 5-16: Transient response after a step. The effects of a moving mass are seen.

Figure 5-17: Transient response after a step. No vibration is seen.
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Figure 5-18: Tracking response of the closed loop.

system. In Figure 5-17, similar comparison is done for another step. The initial delay is seen

but no vibration can be observed. The nonlinear nature of the system can exhibit different re-

sponses for different conditions. The system settles to ±10 nm of the reference signal in 0.175 s

and 0.122 s in Figures 5-16 and 5-17, respectively.

The system response to a sinusoidal input with varying amplitude is shown in Figure 5-18.

The given trajectory is followed accurately. Figure 5-19 shows the tracking error for the same

experiment. The root-mean-square tracking error is 0.11µm or 1.1%.

In the next chapter, this thesis is concluded.
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Figure 5-19: Tracking error of the closed loop.
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Chapter 6

Conclusions

In this thesis, the details of recent analysis, modeling and control of Terfenol-D were discussed.

The test rig has been upgraded and new experiments were performed to evaluate an existing

load-dependent hysteresis model and develop a new one. The passivity of magnetostrictive

systems was used to develop a velocity controller. By using the properties of the Preisach

model, an alternative velocity controller and a position controller was developed.

Before a Terfenol-D actuator can be used for a nanopositioning task, an accurate model for

the material should be available. This model is used to simulate the response of the material

and optimize the input for desired operation. The model should be able to predict the material

response for any input magnetic field and load condition. It was observed that the response

of Terfenol-D depends on loading conditions significantly. As a result, the effects of the load

needs to be included in the hysteresis model.

Because of the importance of minor loops for control applications, the hysteresis model

should reproduce the minor loops correctly. A set of experimental data was obtained and used to

find the model parameters for a Preisach model with a general weight function, the homogenized

energy model with Gaussian and log-normal weight functions, and the Jiles-Atherton model. A

second set of experimental data was used to evaluate the accuracy of the models in reproducing

the minor loops. It was shown that the Preisach model with a general weight function provides

the best accuracy.
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To analyze the load-dependent hysteresis of Terfenol-D, a set of hysteresis curves at different

loads was obtained. This set was used to identify the model parameter for an existing load-

dependent hysteresis model. The hysteresis curves generated by the model were discussed. A

modification to the model was proposed and shown to provide more accuracy at low stresses.

Using the balance of energy, a new load-dependent model was developed. In the new model,

a Preisach model with a general weight function is used. As a result, the model inherited some

of the properties of the Preisach model. The new model can generate minor loops consistently

and provides accurate results at different stresses.

A closed loop feedback system is required to achieve the required accuracy and performance.

Physical conditions such as mechanical loading affect the hysteretic behaviour of magnetostric-

tive materials. Dependence of hysteresis on many physical conditions together with intrinsic

nonlinearity of the system make it difficult and challenging to design a feedback control system.

In this proposal, the passivity approach was used to design a controller and establish sta-

bility. A passivity framework was developed and it was shown that under certain conditions,

the system is passive. The associated storage function was also studied. This result was used

to develop a closed-loop velocity controller for the material.

Using the properties of hysteretic systems, an alternative approach for showing stability

and controller design was developed. It was shown that the Preisach model satisfies the re-

quirements. This new approach can be used not only for magnetostrictive materials, but also

for many other hysteretic systems. The results were used to develop an alternative velocity

controller based on the monotonicity of the Preisach model. For position control, a PI con-

troller was used. It was shown that if certain assumptions are satisfied, zero steady-state error

is guaranteed. In addition, L∞-stability of the closed loop was proven. It was also shown that

under certain conditions, the controller will not exhibit an overshoot.

The controllers developed in this thesis were optimized by simulation and numerical opti-

mization. For the simulation, a Preisach model with a general weight function was used. The

controllers were evaluated experimentally. The responses for different inputs to the closed loop

were compared and discussed.
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The following future work is proposed:

1. The assumptions proven for the Preisach model can be investigated for other hysteresis

models. If the assumptions can be proven, the results presented here can be used for

many hysteresis models.

2. There are many hysteretic system that can be represented by the Preisach model. The

results presented here can be used to develop controllers for these systems.

3. The new load-dependent hysteresis model can be inverted to develop a model inverse-

based controller.

4. The effects of eddy currents and the actuator mass can be included to have a rate-

dependent hysteresis model.

5. In this thesis, the energy-based passivity results apply only at a constant temperature. A

new storage function should be found to extend the results when the temperature is not

constant.
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Appendix A

The maximization of entropy

In this appendix, it is shown that the entropy function equation (4.21) is maximized when

H = 0.

From Subsection 4.2.2, the following relations define entropy for a paramagnetic sample

with N dipoles:

Z =
sinh

[
(J + 1

2 )η
]

sinh
[
1
2η

] ,

S = kN

(
lnZ − β

∂ lnZ

∂β

)
, (A.1)

η = cβ ‖H‖ ,

β =
1

kT
,

where c is a positive constant.

Define D = η
2 = cβ

2 ‖H‖ and q = 2J + 1. Since J is a positive half-integer, q is an integer

greater than one. We can write

S = kN

(
ln

sinh qD

sinhD
− qD coth qD + D cothD

)
. (A.2)
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This function is not defined at D = 0, but limD→0 S(D) exists:

lim
D→0

S(D) = lim
D−→0

kN

(
ln

sinh qD

sinhD
+
D coshD sinh qD − qD cosh qD sinhD

sinhD sinh qD

)

= lim
D−→0

kN

(

ln
qD + h.o.t.

D + h.o.t.
+

D4

6 (2q − 2q3) + h.o.t.

qD2 + h.o.t.

)

(A.3)

= kN ln q.

For D �= 0, S(D) = S(−D); i.e., this is an even function. We don’t need to analyze this

function for both positive and negative values of D. For simplicity D > 0 is studied.

If D > 0,

dS

dD
= kN

(
q2D

sinh2 qD
− D

sinh2D

)
. (A.4)

It will be shown that for D > 0, dS
dD

< 0. Consider the Taylor series of the following

expression:

sinh qD − q sinhD = qD +
q3D3

3!
+
q5D5

5!
+ · · · − qD − qD3

3!
− qD5

5!
− · · ·

= q

(
(q2 − 1)

D3

3!
+ (q4 − 1)

D5

5!
+ · · ·

)
. (A.5)

Since q > 1 and D > 0 all of the terms in the Taylor series are positive. It follows that

sinh qD − q sinhD > 0. (A.6)

This inequality can be written as
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1 <
sinh qD

q sinhD
. (A.7)

or

1 <
sinh2 qD

q2 sinh2D
. (A.8)

This inequality can be further written as

q2

sinh2 qD
− 1

sinh2 D
< 0. (A.9)

By rewriting equation (A.4), the terms in equation (A.9) appear in the derivative of S with

respect to D.

dS

dD
= kND

(
q2

sinh2 qD
− 1

sinh2 D

)
. (A.10)

Since D > 0, this implies that dS
dD

< 0.

Since dS
dD

< 0, S can be increased by lowering D, or

sup
D>0

S(D) = lim
D→0

S(D) = kN ln q. (A.11)

Since S(D) is an even function, this result can be extended to all values of D �= 0: kN ln q

is an upper bound for S(D).
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Appendix B

Proof of Theorem 29 for KP = 0

In this appendix, Theorem 29 is proven when KP = 0. For nonzero KP , the proof is included

in Chapter 4.

Theorem 29 Assume that assumptions (A1), (A4), (B1) and (B2) hold and r ∈ L∞. Further,

assume that u(0) = 0. If |y(0)| ≤ ‖r‖
∞

, then ‖y‖
∞
≤ ‖r‖

∞
.

Proof. Assume KP = 0. Equation (4.86) simplifies to

u(t) = KIf(t) (B.1)

where f (t) is defined in equation (4.85).

Define L to be

L = ‖r‖
∞
. (B.2)

Assume that for some tf ,

y(tf ) > L. (B.3)

Define tmax f to be the time at which f(t) is maximized on [0, tf ]:

f (tmax f ) ≥ f(t),∀t ∈ [0, tf ]. (B.4)
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Using equation (B.1),

u(tmax f ) ≥ u(t),∀t ∈ [0, tf ]. (B.5)

Using assumption (A4), we have:

y(tmax f ) ≥ y(tf ). (B.6)

Using equation (B.3), we have:

e(tmax f) = r(tmax f )− y(tmax f) < 0. (B.7)

Using assumptions (A1) and (B2), y(t) is continuous. By using assumption (B2) again, it is

found that e(t) is continuous. Equations (B.2) and (B.3) imply that e(tf ) < 0. Using continuity

of e(t), there is a neighborhood around tf at which, e(t) < 0. Since ḟ(t) = e(t), f is strictly

decreasing in this neighborhood. As a result, f(t) is not maximized at tf :

tmax f �= tf . (B.8)

Since e(t) is continuous and ḟ(t) = e(t), f(t) is continuously differentiable. If tmax f �= 0,

maximization of f(t) at tmax f implies that ḟ(tmax f) = 0 or,

e(tmax f ) = 0, if tmax f �= 0. (B.9)

By comparing with equation (B.7), the following conclusion is obtained:

tmax f = 0. (B.10)

By combining equations (B.3) and (B.6), we have

y(0) ≥ y(tf) > L. (B.11)

Similarly, if y(tf ) < −L, y(0) < −L. Thus |y(0)| ≤ ‖r‖
∞
implies that ‖y‖

∞
≤ ‖r‖

∞
.
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