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## Abstract <br> IFSM, Wavelets and Fractal-Wavelets: <br> Three Methods of Approximation

This thesis deals with representations and approximations of functions using iterated function systems (IFS), wavelets and fractal-wavelets.

IFS use self-similarity to approximate a function by contracted and translated copies of itself. Results covered include the Banach Contraction Mapping Principle, the completeness of IFS space and the Collage Theorem. IFS on grey-level maps (IFSM) are defined to generalize IFS to real-valued functions.

Wavelets are discussed, using multiresolution analysis. Stronger convergence results are shown to hold for wavelet expansions than for Fourier expansions. An application of the Mallat algorithm to compression is given.

Fractal-wavelets use the fact that given an orthonormal basis of $L^{2}(\mathbb{R})$, the mapping which sends a function in $L^{2}(\mathbb{R})$ to its sequence of basis coefficients is an isometry. An identification is made between IFSM and operators on coefficients. Local IFS on wavelet coefficients are defined and shown to induce IFSM-type operators.
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## Introduction

From the beginning, mathematicians have been interested in nature. Indeed, it has been nature in many instances which either inspired or provided ideas for such fields as algebra, geometry, and more recently fractal geometry [9, 10, 33].

Since the discovery of the Cantor set over a century ago, mathematicians have been working with fractals. It is the invention of the computer, in the mid twentieth century, which has enabled us to calculate the fractal objects which would have required years of human computation time previously. However, this same machine has demanded constant input from mathematicians in terms of new theory and algorithms. One such example is the focus of this thesis.

Each day, vast quantities of data are generated by the millions of computers worldwide, data which could never have been generated before the advent of the computer. The need to store this information is critical and has required mathematicians to develop methods of compression. The goal of this thesis is to present three methods of mathematics which have allowed compression of the data representing signals and images. The three topics presented are fractals, wavelets and fractal-wavelets.

Chapter 1 describes iterated function systems (IFS). This method utilizes the inherent self-similarity of an object (set, signal, image) to define maps on it, which in turn allow
the reconstruction of the object. For compression, it is the maps that are stored rather than the original object.

The first section of Chapter 1 introduces basic definitions and theorems of metric spaces, including the pivotal Banach Contraction Mapping Principle (BCMP) for complete spaces, upon which rests the entire theory of IFS. Sections 1.2 and 1.3 define the concept of IFS and the space $\mathcal{H}(X)$ where IFS live. This space is shown to be complete, which allows the application of the BCMP. The following section contains examples of some attractors of IFS.

From IFS we move to IFS with grey-level maps (IFSM). This results from the realization that, from a nature perspective, IFS act on black and white images and are inadequate to model the real world. In Section 1.6, IFSM are made more concrete and conditions are given under which they are contractive. Section 1.7 presents a formal solution of the Inverse Problem for IFSM and illustrates an example where IFSM fail to give good approximations. This leads to Section 1.8 where the theory of local IFSM (LIFSM) is presented. It is shown that LIFSM resolve the problems encountered with the initial IFSM method.

The second chapter deals with wavelets. In this thesis, they are considered, for simplicity, to be special types of Hilbert space bases of $L^{2}(\mathbb{R})$. Basic notions from Hilbert space theory are given in Section 2.1. In Section 2.2 the concept of a multiresolution analysis (MRA) associated with a scaling function is defined, with a couple of example wavelet bases being presented. Sections 2.3 and 2.4 motivate the study of wavelets given the large amount of theory which has been developed in Fourier analysis [43, 55, 56]. It is shown that wavelet series often converge in better ways and much more rapidly than their trigonometric counterparts.

Section 2.5 describes the Mallat algorithm for the decomposition and reconstruction of scaling and wavelet coefficients between levels of a MRA. It is then shown in Section 2.6 how this algorithm can be viewed as a pair of quadrature mirror filters for implementation in digital circuitry. The chapter concludes with some applications of the algorithm in signal compression.

The final chapter combines the ideas of IFS and wavelets, creating fractal-wavelets. Section 3.1 describes the relation between IFSM and wavelets. This leads to local IFS on wavelet coefficients (LIFSW) which are defined in Section 3.2. The following section gives a few examples of LIFSW. The inverse problem for LIFSW is discussed in Section 3.4 with an application to compression being given there.

Appendix A describes a normalized version of the IFSM operator, which is the theoretical generalization of the IFS operator, but which is more difficult to implement in compression methods.

A glossary of notation, list of common abbreviations and index are provided at the end of the thesis. A definition or major reference to a term is indicated by a bold page number. The source code for the applications used in this thesis are available for downloading at

> http://links.uwaterloo.ca/-dgpiche
D. G. Piché
dgpiche@links.uwaterloo.ca

## Chapter 1

## Fractal Transforms

In order to understand the idea behind fractal image compression, we study the subject of iterated function systems.

### 1.1 Topological Background

We begin with some basic notation and definitions from metric spaces. Other topics not covered here may be found in $[28,54]$.

Notation 1.1.1 We will use the following notation to denote certain classical sets:

$$
\begin{aligned}
& \mathbb{N}=\{0,1,2, \ldots\} \\
& \mathbb{N}^{+}=\{1,2, \ldots\} \\
& \mathbb{Z}=\text { the integers; } \\
& \mathbb{R}=\text { the set of real numbers. }
\end{aligned}
$$

Notation 1.1.2 Throughout the text, $(X, d)$ will denote a metric space where $X$ is the set and $d$ is the metric. Special properties, such as completeness, will be specified as needed. We will denote a sequence in $X$ by $\left(x_{n}\right)_{n \in A}$, where $A \subset \mathbb{N}$. A sequence will be written as $\left(x_{n}\right)$ if the range of the subscripts is clear from the context. If ( $x_{n}$ ) converges to $x$, we write $\left(x_{n}\right) \rightarrow x$.

Other notation will be defined as needed.
Definition 1.1.3 A metric space $(X, d)$ is totally bounded if for each $\epsilon>0$, there is a finite set $F_{\epsilon}$ (called an $\epsilon$-net) of $X$ such that

$$
X=\bigcup\left\{N(x ; \epsilon): x \in F_{\epsilon}\right\}
$$

where $N(x ; \epsilon)$ is the open ball of radius $\epsilon$ centered at $x$.
Definition 1.1.4 A metric space $(X, d)$ is complete if and only if every Cauchy sequence converges in $X$ with respect to the metric $d$.

Definition 1.1.5 A function $f: X \rightarrow X$ is said to be Lipschitz if and only if there exists an $s \in[0, \infty)$ such that $\forall x, y \in X$ we have

$$
d(f(x), f(y)) \leq s d(x, y)
$$

We call $s$ a Lipschitz constant of $f$. If there exists such an $s<1$, we say $f$ is contractive or is a contraction and call $s$ a contractivity factor of $f$. In this case we say that $f$ has contractivity at least $s$. We denote the set of all Lipschitz functions on $(X, d)$ by $L(X, d)$ and write Con $(X, d)$ to mean the set of all contractive maps $f: X \rightarrow X$. If $X=\mathbb{R}$, write simply $\operatorname{Lip}(\mathbb{R})$.

Proposition 1.1.6 If $f \in L(X, d)$, then $f$ is uniformly continuous.
Proof Let $\epsilon>0$. We can assume $f$ is not constant, hence let $s>0$ be a contractivity factor of $f$. If we let $\delta=\frac{\epsilon}{s}$, then $\forall x, y \in X$,

$$
d(x, y)<\delta \Longrightarrow d(f(x), f(y)) \leq s d(x, y)<\epsilon
$$

Proposition 1.1.7 Let $f \in \operatorname{Con}(X, d)$. Define $c_{f}$ by

$$
c_{f}=\inf \{s: s \text { is a contractivity factor of } f\}
$$

Then $c_{f}$ is a contractivity factor of $f$.
Proof Let $x, y \in X$ and let $S$ be the set of contractivity factors of $f$. Then, for each $s \in S, d(f(x), f(y)) \leq s d(x, y)$. Hence,

$$
\begin{aligned}
d(f(x), f(y)) & \leq \inf (S) d(x, y) \\
& =c_{f} d(x, y)
\end{aligned}
$$

and since $c_{f}<1, c_{f} \in S$.
Notation 1.1.8 We call $c_{f}$ the contractivity of $f$. We note that $c_{f}=0$ if and only if $f$ is constant.

Example 1.1.9 Consider the function $f: \mathbb{R} \rightarrow \mathbb{R}$ by $f(x)=\frac{1}{2} x+\frac{1}{2} \forall x \in \mathbb{R}$. Then for $x, y \in \mathbb{R}$,

$$
\begin{aligned}
|f(x)-f(y)| & =\left|\left(\frac{1}{2} x+\frac{1}{2}\right)-\left(\frac{1}{2} y+\frac{1}{2}\right)\right| \\
& =\frac{1}{2}|x-y|
\end{aligned}
$$

Therefore, $f$ is contractive with contractivity $\frac{1}{2}$.
Notation 1.1.10 For $x \in X$, we define the $n$-fold composition of a function $f$ at $x$ recursively by

$$
\begin{aligned}
f^{\circ 1}(x) & =f(x) \\
f^{\circ n+1}(x) & =f\left(f^{\circ n}(x)\right)
\end{aligned}
$$

We call $f^{\circ n}(x)$ the $n$-th iterate of $f$ at $x$.
Definition 1.1.11 We say that $y \in X$ is the attractor of $f: X \rightarrow X$ if and only if

$$
\lim _{n \rightarrow \infty} f^{\circ n}(x)=y \quad \forall x \in X
$$

Example 1.1.12 Consider the function $f$ from Example 1.1.9. Then for any $x \in \mathbb{R}$, we have

$$
\begin{aligned}
f(x) & =\frac{1}{2} x+\frac{1}{2} \\
f^{\circ 2}(x) & =\frac{1}{2}\left(\frac{1}{2} x+\frac{1}{2}\right)+\frac{1}{2} \\
& =\frac{x}{2^{2}}+\frac{1}{2}+\frac{1}{4}
\end{aligned}
$$

and for a general $n>1$,

$$
f^{\circ n}(x)=\frac{x}{2^{n}}+\sum_{k=1}^{n} \frac{1}{2^{i}} .
$$

Hence, $\lim _{n \rightarrow \infty} f^{\circ n}(x)=1 \forall x \in \mathbb{R}$ and $x=1$ is the attractor of $f$.
Definition 1.1.13 Let $f: X \rightarrow X$. If for some $x \in X, f(x)=x$, we call $x$ a fixed point of $f$.

Example 1.1.14 Consider the function $f$ from Example 1.1.9. Then

$$
\begin{aligned}
f(x)=x & \Longrightarrow \frac{1}{2} x+\frac{1}{2}=x \\
& \Longrightarrow x=1
\end{aligned}
$$

Hence $x=1$ is a fixed point of $f$.
This is not a coincidence, as the next proposition shows.
Proposition 1.1.15 If a continuous function $f: X \rightarrow X$ has an attractor $x \in X$, then $x$ is a fixed point of $f$.

Proof Suppose $x \in X$ is the attractor of $f$. Then, since $f$ is continuous,

$$
x=\lim _{n \rightarrow \infty} f^{\circ n}(x)=f\left(\lim _{n \rightarrow \infty} f^{\circ n-1}(x)\right)=f(x)
$$

We now prove the result upon which the entire theory of iterated function systems is founded. It is the Banach Contraction Mapping Principle, or BCMP for short [54].

Theorem 1.1.16 (Banach Contraction Mapping Principle) Suppose ( $X, d$ ) is a complete metric space and let $f \in \operatorname{Con}(X, d)$ with contractivity factor $s$. Then $f$ has a unique fixed point $\bar{x}_{f} \in X$. Furthermore, $\bar{x}_{f}$ is the attractor of $f$.

Proof Let $x \in X$ and set $x_{n}=f^{\circ n}(x)$ for $n \in \mathbb{N}^{+}$. We will first show $\left(x_{n}\right)$ is a Cauchy sequence. Let $m>n \in \mathbb{N}^{+}$. Then

$$
\begin{aligned}
d\left(x_{n}, x_{m}\right) & =d\left(f^{\circ n}(x), f^{\circ m}(x)\right) \\
& \leq \operatorname{sd}\left(f^{\circ n-1}(x), f^{\circ m-1}(x)\right)
\end{aligned}
$$

and inductively,

$$
\begin{equation*}
d\left(x_{n}, x_{m}\right) \leq s^{n} d\left(x, f^{\circ m-n}(x)\right) \tag{1.1}
\end{equation*}
$$

Now, for $k \in \mathbb{N}^{+}$,

$$
\begin{aligned}
d\left(x, f^{\circ k}(x)\right) & \leq d(x, f(x))+d\left(f(x), f^{\circ 2}(x)\right)+\ldots+d\left(f^{\circ k-1}(x), f^{\circ k}(x)\right) \\
& \leq d(x, f(x))+s d(x, f(x))+\ldots+s^{k-1} d(x, f(x)) \\
& =\sum_{l=0}^{k-1} s^{l} d(x, f(x)) \\
& =\frac{1-s^{k}}{1-s} d(x, f(x)) \\
& \leq \frac{1}{1-s} d(x, f(x))
\end{aligned}
$$

Thus, by Equation (1.1),

$$
d\left(x_{n}, x_{m}\right) \leq \frac{s^{n}}{1-s} d(x, f(x)) .
$$

Since $s<1, d\left(x_{n}, x_{m}\right) \rightarrow 0$ as $n, m \rightarrow \infty$. Hence $\left(x_{n}\right)$ is a Cauchy sequence. Therefore, by the completeness of $X$, let $\bar{x}_{f} \in X$ with $\left(x_{n}\right) \rightarrow \bar{x}_{f}$. Hence, $\lim _{n \rightarrow \infty} f^{\circ n}(x)=\bar{x}_{f}$.

Now, suppose $f$ has another fixed point $y \in X$. Then

$$
d\left(\bar{x}_{f}, y\right)=d\left(f\left(\bar{x}_{f}\right), f(y)\right) \leq s d\left(\bar{x}_{f}, y\right)
$$

However, $s<1$ hence $d\left(\bar{x}_{f}, y\right)=0$. Therefore $\bar{x}_{f}$ is the unique fixed point, and by Proposition 1.1.15, the unique attractor of $f$.

If $f$ is contractive, we write $\bar{x}_{f}$ to denote its fixed point.
We will now define a metric on $\operatorname{Con}(X, d)$ and show that fixed points vary continuously with respect to contractive maps. The following discussion is a variation of [13].

Proposition 1.1.17 Define $\bar{d}(f, g): C o n(X, d) \rightarrow[0, \infty]$ by

$$
\bar{d}(f, g)=\sup _{x \in X} d(f(x), g(x)) \quad \forall f, g \in \operatorname{Con}(X, d)
$$

and let

$$
d_{m}(f, g)=\min \{\bar{d}(f, g), 1\} \quad \forall f, g \in \operatorname{Con}(X, d)
$$

Then $d_{m}(f, g)$ is a metric on $\operatorname{Con}(X, d)$. Furthermore, if $(X, d)$ is compact, $\bar{d}$ is a metric on $\operatorname{Con}(X, d)$.

Proof The only problem with $\bar{d}$ is that the distance between certain functions might be infinite, a problem which is eliminated if $(X, d)$ is compact. Let $f, g, h \in \operatorname{Con}(X, d)$. Then
i) $0=d_{m}(f, g) \Longleftrightarrow \bar{d}(f, g)=0 \Longleftrightarrow f=g$.
ii) $d_{m}$ is symmetric by the symmetry of $\bar{d}$.
iii) To prove the triangle inequality for $d_{m}$, it is enough to consider the case when $d_{m}(f, g)+d_{m}(g, h)<1$ since $d_{m}(f, g)$ is always $\leq 1$. Therefore suppose $d_{m}(f, g)+$
$d_{m}(g, h)<1$. Then as $\bar{d}$ satisfies the triangle inequality, we have

$$
\bar{d}(f, h) \leq \bar{d}(f, g)+\bar{d}(g, h)<1
$$

Hence,

$$
\begin{aligned}
d_{m}(f, h) & =\bar{d}(f, h) \\
& \leq \bar{d}(f, g)+\bar{d}(g, h) \\
& =d_{m}(f, g)+d_{m}(g, h)
\end{aligned}
$$

since both $\bar{d}(f, g)$ and $\bar{d}(g, h)$ are less than 1.
Theorem 1.1.18 (Continuity of Fixed Points) Define $F: \operatorname{Con}(X, d) \rightarrow X$ by $F(f)=$ $\bar{x}_{f}$ for each $f \in \operatorname{Con}(X, d)$. Then $F$ is continuous with respect to $d_{m}$. If $X$ is compact, $F$ is continuous with respect to $\bar{d}$.

Proof Let $\epsilon>0$ and let $f, g \in \operatorname{Con}(X, d)$. Without loss of generality, we assume $c=c_{g} \leq c_{f}$. Suppose $d_{m}(f, g)<\min (\epsilon(1-c), 1)$. Then

$$
\begin{align*}
d\left(\bar{x}_{g}, \bar{x}_{f}\right) & =d\left(g\left(\bar{x}_{g}\right), f\left(\bar{x}_{f}\right)\right) \\
& \leq d\left(g\left(\bar{x}_{g}\right), g\left(\bar{x}_{f}\right)\right)+d\left(g\left(\bar{x}_{f}\right), f\left(\bar{x}_{f}\right)\right) . \tag{1.2}
\end{align*}
$$

By the hypothesis on $d_{m}(f, g)$, we have $\bar{d}(g, f)<1$ and $\bar{d}(g, f)<\epsilon(1-c)$. Hence,

$$
\begin{aligned}
d\left(g\left(\bar{x}_{f}\right), f\left(\bar{x}_{f}\right)\right) & \leq \bar{d}(g, f) \\
& <\epsilon(1-c) .
\end{aligned}
$$

Therefore, by Equation (1.2),

$$
\begin{aligned}
& d\left(\bar{x}_{g}, \bar{x}_{f}\right)<c d\left(\bar{x}_{g}, \bar{x}_{f}\right)+\epsilon(1-c) \\
\Longrightarrow & d\left(\bar{x}_{g}, \bar{x}_{f}\right)<\epsilon .
\end{aligned}
$$

Corollary 1.1.19 If $(X, d)$ is a compact metric space and $f, g \in \operatorname{Con}(X, d)$, then

$$
d\left(\bar{x}_{f}, \bar{x}_{g}\right)<\frac{1}{1-c} \bar{d}(f, g),
$$

where $c=\min \left(c_{f}, c_{g}\right)$.
Intuitively, if the given maps $f$ and $g$ are close to each other, then their respective fixed points $\bar{x}_{f}$ and $\bar{x}_{g}$ are also. This is the fundamental principle behind the fractal-based methods of approximation.

Now, suppose we are given $x \in X$. Is it always possible to construct $f \in \operatorname{Con}(X, d)$ such that $x=\bar{x}_{f}$ ? In simple cases we might guess at such a function (as in Example 1.1.9). One might indeed think to take the constant function $f(y)=x$ for all $y \in X$. The goal however is to approximate $x$ using a function which is easy to describe, and this constant function would most often necessitate the complete description of $x$ ! However, suppose we would be satisfied to find an $f$ with a fixed point close to $x$ ? If this is the case, how would we proceed to find $f$ ? We can reformulate this problem as follows:

Question 1.1.20 Given $\left(Y, d_{Y}\right)$ a metric space, $y \in Y$ and $\epsilon>0$, can we find $f \in$ $\operatorname{Con}\left(Y, d_{Y}\right)$ such that $d_{Y}\left(y, \bar{y}_{f}\right)<\epsilon$ ?

This problem is called the Inverse Problem of Approximation by Fixed Points of Contraction Maps, or the Inverse Problem for short. Detailed discussions can be found in [21] and [49]. Indeed, whether such an $f$ can be constructed, or whether it even exists is uncertain at this stage. The question raised might be "Is $\left\{\bar{x}_{f}: f \in \operatorname{Con}\left(Y, d_{Y}\right)\right\}$ dense in $Y$ "? We will attempt to address this question shortly. In practice, $Y$ could be any one of a
large number of relevant spaces: compact subsets of $[0,1]^{n}$; probability measures on $[0,1]$; $L^{p}(\mathbb{R})$; fuzzy set functions.

For the moment, consider the proof of Theorem 1.1.18 and ask: "Given $y \in Y, f \in$ $\operatorname{Con}\left(Y, d_{Y}\right)$, how close is $y$ to $\vec{y}_{f}$ "? The following proposition lends an answer:

Proposition 1.1.21 Let $y, Y$ and $f$ be as above. Then

$$
d_{Y}\left(y, \bar{y}_{f}\right) \leq \frac{1}{1-c_{f}} d_{Y}(y, f(y))
$$

Proof We have

$$
\begin{align*}
d_{Y}\left(y, \bar{y}_{f}\right) & \left.\leq d_{Y}(y, f(y))+d_{Y}\left(f(y), \bar{y}_{f}\right)\right) \\
& =d_{Y}(y, f(y))+d_{Y}\left(f(y), f\left(\bar{y}_{f}\right)\right) \\
& \left.\leq d_{Y}(y, f(y))+c_{f} d_{Y}\left(y, \bar{y}_{f}\right)\right) \\
\Longrightarrow d_{Y}\left(y, \bar{y}_{f}\right) & \leq \frac{1}{1-c_{f}} d_{Y}(y, f(y)) . \tag{1.3}
\end{align*}
$$

This is often called the Collage Theorem. In the light of this new proposition, we see that if $f(y)$ is close to $y$, then $\bar{y}_{f}$ is also close to $y$. Of course, if $c_{f} \approx 1$, the right hand side of Equation (1.3) might not be very small. This thus gives some insight into finding our desired function. We should find an $f \in \operatorname{Con}\left(Y, d_{Y}\right)$ which takes $y$ close to itself. We remember from the BCMP that $\overline{\boldsymbol{y}}_{f}$ is the attractor of $f$ if $Y$ is complete. Hence we can iterate $f$ to retrieve $\bar{y}_{f}$ and get the desired approximation to $y$. Therefore, we can restate the Inverse Problem as

Question 1.1.22 (Inverse Problem) Let $\left(Y, d_{Y}\right)$ be a complete metric space, and let $y \in Y$. Given $\epsilon>0$, can we find $f \in \operatorname{Con}\left(Y, d_{Y}\right)$ such that $d_{Y}(y, f(y))<\epsilon$ ?

### 1.2 Iterated Function Systems: The Idea

The concept we wish to develop in this chapter is that of iterated function systems (IFS) which were first developed by Hutchinson [26]. They were independently discovered by Barnsley and Demko [6] who gave them their name. To motivate their development, we must enter the realm of fractals. We begin with the famous construction of the Cantor "middle-thirds" set [23, pp.114-116].

We construct the Cantor set by induction. Let $I_{0}=I=[0,1] \subset \mathbb{R}$ Let $I_{1}=I_{0} \backslash\left(\frac{1}{3}, \frac{2}{3}\right)$, that is, the interval $[0,1]$ with the open middle-third removed.


Construct $I_{2}$ from $I_{1}$ by removing the open middle-thirds from the two remaining closed intervals.


Inductively, construct $I_{n+1}$ by removing the open middle-thirds from the $2^{n}$ closed intervals of $I_{n}$. We define the Cantor set to be $\mathrm{C}=\bigcap_{n=0}^{\infty} I_{n}$.

Suppose that you were asked to describe $\mathcal{C}$. At this point, it might be difficult without giving the argument for its construction. Returning to the ideas presented at the end of Section 1.1, we would like to find a function $f$, on some appropriate space, for which $\mathcal{C}$ is the attractor. This function could then be iterated to find $\mathcal{C}$.

To understand what we wish to do in general, let us look at two characteristics of $\mathcal{C}$. By construction, $\mathfrak{C}$ is compact. A second characteristic is the self-similarity we find within
it. This is one of the reasons $\mathcal{C}$ is called a fractal. A general definition of self-similarity has been given in [30].

Definition 1.2.1 Let $(X, d)$ be a complete metric space and $\Lambda$ be a compact topological space. If $\Lambda$ is finite, it is assumed to have the discrete topology. Suppose that for each $\lambda \in \Lambda$, there is a contraction $w_{\lambda}$ on $X$. Assume that not all the $w_{\lambda}$ are constant and that each has contraction factor $s$. Define the map $w: \Lambda \times X \rightarrow X$ by

$$
w(\lambda, x)=w_{\lambda}(x) .
$$

Define $\Omega$ to be the ordered triple $((X, d), w, \Lambda)$ and $F_{\Omega}=\left\{w_{\lambda}: \lambda \in \Lambda\right\}$. Then $\Omega$ is called a contraction system.
$A$ set $A$ is self-similar under $F_{\Omega}$ if it is a non-empty compact subset of $X$ such that

$$
A=\bigcup\left\{w_{\lambda}(A): \lambda \in \Lambda\right\}
$$

Definition 1.2.2 Let $(X, d)$ be a complete metric space. Then $A \subset X$ is called self-similar if there is a contraction system $\Omega$ such that $A$ is self-similar under $F_{\Omega}$.

To see the self-similarity in $\mathcal{C}$, let $\mathcal{C}_{1}=\mathcal{C} \cap\left[0, \frac{1}{3}\right]$ and let $\mathcal{C}_{2}=\mathcal{C} \cap\left[\frac{2}{3}, 1\right]$. Intuitively, if we were to "zoom in" on $\mathcal{C}_{1}$ or $\mathcal{C}_{2}$, we could not distinguish either from $\mathcal{C}$. Mathematically, we see that the maps $w_{1}: \mathcal{C} \rightarrow \mathcal{C}_{1}$ defined by $x \mapsto \frac{x}{3}$ and $w_{2}: \mathcal{C} \rightarrow \mathcal{C}_{2}$ defined by $x \mapsto \frac{x}{3}+\frac{2}{3}$ are metric equivalences under the induced topology of $\mathbb{R}$. Indeed, $\mathcal{C}$ is the disjoint union of two metrically equivalent subsets:

$$
\mathcal{C}=\mathcal{C}_{1} \cup \mathcal{C}_{2}
$$

We wish $\mathcal{C}$ to be the fixed point of a certain function. We motivate the following definition by the fact that $\mathcal{C}$ is a subset of $I$.

Definition 1.2.3 Let $X$ and $Y$ be sets and $f: X \rightarrow Y$. We define the set mapping $\hat{f}: P(X) \rightarrow P(Y)$ by

$$
\hat{f}(A)=\{f(a): a \in A\} \quad \forall A \in P(X),
$$

where $P(X)$ denotes the power set of $X$.
We see that $\mathcal{C}_{1}=\hat{w}_{1}(\mathcal{C})$ and $\mathcal{C}_{2}=\hat{w}_{2}(\mathcal{C})$. Therefore,

$$
\begin{equation*}
\mathcal{C}=\hat{w}_{1}(\mathcal{C}) \cup \hat{w}_{2}(\mathcal{C}) . \tag{1.4}
\end{equation*}
$$

Hence, $\mathcal{C}$ can be written as a union of contracted copies of itself. This is what we wish to do in general. Given a set $A$, try to write $A$ as a union of contracted copies of itself.

Definition 1.2.4 Let $X$ and $Y$ be sets and $f_{\lambda}: X \rightarrow Y, \lambda \in \mathcal{A}$, where $\mathcal{A}$ is some indexing set. Let $\mathbf{f}=\left\{f_{\lambda}\right\}$. We define $\hat{\mathbf{f}}=\cup_{\lambda \in \mathcal{A}} \hat{f}_{\lambda}$, that is for $A \subset X$, we have

$$
\hat{\mathbf{f}}(A)=\bigcup_{\lambda \in \mathcal{A}} \hat{f}_{\lambda}(A) .
$$

If we now set $\mathbf{w}=\left\{w_{1}, w_{2}\right\}$, we see by Equation (1.4), that $\mathcal{C}$ is the fixed point of $\hat{\mathbf{w}}$. Now, for this $w$ to be useful, we would need $\mathcal{C}$ to be its attractor in some appropriate space. Intuitively we might think this is true since $I_{n+1}=\hat{\mathbf{w}}\left(I_{n}\right)$, for each $n \in \mathbb{N}$. Hence, in a way, $w$ is an exact description of $\mathcal{C}$. In general, the desired approximations would be obtained by iterating maps of the form given in Definition 1.2.4. This is the concept of an iterated function system, or IFS [5].

Definition 1.2.5 An iterated function system, or IFS, consists of a complete metric space ( $X, d$ ) together with a finite set of contraction mappings $w_{n}: X \rightarrow X$ with respective contractivity factors $c_{n}, n=1,2, \ldots, N .^{1}$ Such an IFS, denoted by $\mathbf{w}$, where

[^0]

Figure 1.1: Closeness of sets.
$\mathrm{w}=\left\{w_{n}: n=1,2, \ldots, N\right\}$, is called an $N$-map IFS. The IFS is said to have contractivity $c=\max \left\{c_{n}: n=1,2, \ldots, N\right\}$.

The meaning of the contractivity of an IFS will be made clear in the following section. For this it will be necessary to define an appropriate complete space, the elements of which are to be approximated.

### 1.3 A Complete Space for IFS

We will use the example of $\mathcal{C} \subset \mathbb{R}$ to motivate the search for a space consisting of subsets of a complete metric space. Given a complete space $(X, d)$, the goal is to find a complete space $\left(Y, d_{Y}\right)$ with $Y \subset P(X)$. We will first construct a distance function $d_{Y}$ on $P(X)$ and use the conditions needed for it to be a metric to help us determine $Y$. To begin, consider the three pairs of sets in $\mathbb{R}^{2}$ pictured in Figure 1.1.

Each case consists of two sets, one bounded by the solid line and one by the dashed line. In which case do the two sets seem "closest"? Probably not in (a). In (b), the dashed set certainly seems close to the solid one; it is part of the solid set. However, many points
of the solid set seem distant from the dashed set. Case (c) seems intuitively right. Most points of the solid are close to the dashed, and vice-versa. More precisely, each set overlaps the other set rather well. We use these ideas to begin to construct our metric.

Unless otherwise specified, $(X, d)$ will denote a metric space with no other properties. Notation 1.3.1 Let $x \in X, B \subset X$. Define the distance from $x$ to $B$ by

$$
d(x, B)=\inf _{b \in B} d(x, b)
$$

Hence, if $x \in B, d(x, B)=0$.
Notation 1.3.2 Let $A, B \subset X$. Define the distance from $A$ to $B$ by

$$
d(A, B)=\sup _{a \in A} d(a, B)
$$

This seems reasonable since if $A \subset B, A$ should be close to $B$ and by this definition we would have $d(A, B)=0$. Unfortunately, this function is not a metric. For example, $d\left(\left[0, \frac{1}{2}\right],\left[\frac{1}{3}, 1\right]\right)=\frac{1}{3}$ but $d\left(\left[\frac{1}{3}, 1\right],\left[0, \frac{1}{2}\right]\right)=\frac{1}{2}$. Symmetry is lacking, which motivates the following construction [5, 17, 26]:

Definition 1.3.3 Let $A, B \subset X$. Define the Hausdorff distance between $A$ and $B$ by

$$
h(A, B)=d(A, B) \vee d(B, A)
$$

where $x \vee y=\max \{x, y\}$.
This is the function $d_{Y}$ we seek. It satisfies the intuitive notion of two sets being close, which was found in (c) on page 16. The function $h$ is almost a metric; we use the following table to help rule out certain sets from $P(X)$ :

Problem: $\boldsymbol{h}(\emptyset,[0,1])=$ ? Solution: Only consider non- $\emptyset$ sets.
Problem: $h([0,1),[0,1])=0 \quad$ Solution: Only consider closed sets.
Problem: $h([0,1],[0, \infty))=\infty \quad$ Solution: The closed sets must be compact.
Notation 1.3.4 Define $\mathcal{H}(X)$ to be the set of all non-empty, compact subsets of $X$.
Theorem 1.3.5 Let $(X, d)$ be a metric space. Then $(\mathcal{H}(X), h)$ is a metric space.
Proof The proof will generally follow the one in [5]. Let $A, B, C \in \mathcal{H}(X)$. As the sets in question are compact, we can change sup to max in the definition of $d$. We see that

$$
h(A, A)=d(A, A)=\max \{d(a, A): a \in A\}=0
$$

If $A \neq B$, then without loss of generality let $a \in A \backslash B$. Therefore,

$$
\begin{aligned}
h(A, B) & \geq d(A, B) & & \text { definition of } h(A, B) \\
& \geq d(a, B) & & \text { definition of } d(A, B) \\
& >0 & & \text { definition of } d(a, B) .
\end{aligned}
$$

By definition, $h$ is symmetric and we are left to verify the triangle inequality. For $a \in A$ we have

$$
\begin{array}{rlrl}
d(a, B) & =\min \{d(a, b): b \in B\} & & \\
& \leq \min \{d(a, c)+d(c, b): b \in B\} & & \forall c \in C \\
& =d(a, c)+\min \{d(c, b): b \in B\} \quad & \forall c \in C .
\end{array}
$$

Therefore,

$$
\begin{aligned}
d(a, B) & \leq \min \{d(a, c): c \in C\}+\max \{\min \{d(c, b): b \in B\}: c \in C\} \\
& =d(a, C)+d(C, B) .
\end{aligned}
$$

Hence,

$$
\begin{gathered}
\max \{d(a, B): a \in A\} \leq \max \{d(a, C): a \in A\}+d(C, B) \\
\Longrightarrow d(A, B) \leq d(A, C)+d(C, B)
\end{gathered}
$$

By an argument symmetric in $A$ and $B, d(B, A) \leq d(B, C)+d(C, A)$. Thus we obtain

$$
\begin{aligned}
h(A, B) & =d(A, B) \vee d(B, A) \\
& \leq[d(A, C)+d(C, B)] \vee[d(B, C)+d(C, A)] \\
& \leq[d(A, C) \vee d(C, A)]+[d(B, C) \vee d(C, B)] \\
& =h(A, C)+h(B, C) .
\end{aligned}
$$

We are almost at our goal. We have the metric space $(\mathcal{H}(X), h)$; all that remains is to show it is complete. For this, we follow the development in [5].

Notation 1.3.6 Let $S \subset X$ and let $r \geq 0$. Then let $S+r=\{x \in X: d(x, s) \leq r$ for some $s \in S\}$. We call $S+r$ the dilatation of $S$ by a ball of radius $r$.

Lemma 1.3.7 Let $A, B \in \mathscr{H}(X)$ and let $\epsilon>0$. Then

$$
h(A, B) \leq \epsilon \Longleftrightarrow A \subset B+\epsilon \text { and } B \subset A+\epsilon
$$

Proof This is the idea of overlapping as seen in c) on page 16. We will show $d(A, B) \leq$ $\epsilon \Longleftrightarrow A \subset B+\epsilon$.
$(\Rightarrow)$ Suppose $d(A, B) \leq \epsilon$. Then $\max \{d(a, B): a \in A\} \leq \epsilon$. Therefore, by definition of $B+\epsilon, a \in B+\epsilon \forall a \in A$. Hence, $A \subset B+\epsilon$.
$(\Leftrightarrow)$ Suppose $A \subset B+\epsilon$. For each $a \in A, \exists b \in B$ such that $d(a, b) \leq \epsilon$. Hence, $\forall a \in A$, $d(a, B) \leq \epsilon$ and thus $d(A, B) \leq \epsilon$.

Therefore, by definition of $h$,

$$
\begin{aligned}
h(A, B) \leq \epsilon & \Longleftrightarrow d(A, B) \leq \epsilon \text { and } d(B, A) \leq \epsilon \\
& \Longleftrightarrow A \subset B+\epsilon \text { and } B \subset A+\epsilon
\end{aligned}
$$

The goal is to show the completeness of $(\mathcal{H}(X), h)$ when $(X, d)$ is complete. The completeness of $X$ is essential, as the following example demonstrates:

Example 1.3.8 Let $X=\left[0,1\right.$ ) with the usual Euclidean metric. Then $\left(\left\{1-\frac{1}{n}\right\}\right) \rightarrow\{1\} \notin$ $\mathcal{H}(X)$. Hence $\mathcal{H}(X)$ is not complete.

It will be necessary to consider the convergence of Cauchy sequences in $(\mathcal{H}(X), h)$. If $\left(A_{n}\right)$ is a Cauchy sequence in $(\mathcal{H}(X), h)$, then by Lemma 1.3 .7, given $\epsilon>0, \exists N$ such that $\forall m, n \geq N, A_{m} \subset A_{n}+\epsilon$ and $A_{n} \subset A_{m}+\epsilon$. As the completeness of $(\mathcal{H}(X), h)$ relies upon that of $(X, d)$, we need the following lemma which allows the extension of a Cauchy subsequence $\left(x_{n_{j}} \in A_{n_{j}}\right)$ to a Cauchy sequence $\left(x_{n} \in A_{n}\right)$.

Lemma 1.3.9 (The Extension Lemma) Suppose $\left(A_{n}\right)$ is a Cauchy sequence in $(\mathcal{H}(X), h)$ and let $\left(n_{j}\right)$ be an infinite, strictly increasing, sequence of positive natural numbers. Suppose that $\left(x_{n_{j}} \in A_{n_{j}}\right)$ is a Cauchy sequence in $(X, d)$. Then there exists a Cauchy sequence ( $\tilde{x}_{n} \in A_{n}$ ) such that $\tilde{x}_{n_{j}}=x_{n_{j}} \forall j \in \mathbb{N}$.

Proof Construct the sequence ( $\tilde{x}_{n} \in A_{n}$ ). For each $1 \leq n \leq n_{1}$, pick $\tilde{x}_{n} \in\left\{x \in A_{n}\right.$ : $\left.d\left(x_{n_{1}}, x\right)=d\left(x_{n_{1}}, A_{n}\right)\right\}$. Such a point exists, since each $A_{n}$ is compact. Proceed in a similar fashion for $n_{j}+1 \leq n \leq n_{j+1} \forall j=1,2, \ldots$. That is, choose $\bar{x}_{n} \in\left\{x \in A_{n}: d\left(x_{n_{j}}, x\right)=\right.$ $\left.d\left(x_{n_{j}}, A_{n}\right)\right\}$. The claim is that $\left(\tilde{x}_{n}\right)$ is a Cauchy sequence in $X$.

To see this, let $\epsilon>0$. Since ( $x_{n_{j}}$ ) is a Cauchy sequence, let $M \in \mathbb{N}$ such that $\forall n_{k}, n_{j} \geq$ $M, d\left(x_{n_{k}}, x_{n_{j}}\right) \leq \frac{\epsilon}{3}$. Then, choose $N \geq M$ such that $\forall m, n \geq N, d\left(A_{m}, A_{n}\right) \leq \frac{\epsilon}{3}$. Let $m, n \geq N$. Pick $n_{j-1}<m \leq n_{j}$, and $n_{k-1}<n \leq n_{k}$. Since $h\left(A_{m}, A_{n_{j}}\right)<\frac{\epsilon}{3}$, there is a
$y \in A_{m} \cap\left(\left\{x_{n_{j}}\right\}+\frac{\epsilon}{3}\right)$, thus $d\left(\tilde{x}_{m}, x_{n_{j}}\right) \leq \frac{\epsilon}{3}$. Similarly $d\left(x_{n_{k}}, \tilde{x}_{n}\right) \leq \frac{\epsilon}{3}$. Therefore

$$
\begin{aligned}
d\left(\bar{x}_{m}, \bar{x}_{n}\right) & \leq d\left(\bar{x}_{m}, x_{n_{j}}\right)+d\left(x_{n_{j}}, x_{n_{k}}\right)+d\left(x_{n_{k}}, \bar{x}_{n}\right) \\
& \leq \frac{\epsilon}{3}+\frac{\epsilon}{3}+\frac{\epsilon}{3} \\
& \leq \epsilon .
\end{aligned}
$$

The main result now follows:
Theorem 1.3.10 If $(X, d)$ is complete, then $(\mathcal{H}(X), h)$ is also. Moreover, if $\left(A_{n}\right)$ is a Cauchy sequence in $\mathcal{H}(X)$, then $A=\lim _{n \rightarrow \infty} A_{n} \in \mathcal{H}(X)$ is given by

$$
A=\left\{x \in X: \exists \text { a Cauchy sequence }\left(x_{n} \in A_{n}\right) \text { that converges to } x\right\} .
$$

Proof The proof will follow the one given in [5]. Let $\left(A_{n}\right)$ be a Cauchy sequence in $\mathcal{H}(X)$ and let $A$ be as in the statement of the theorem. We break the proof up into five parts:
a) $A \neq \emptyset$;
b) $A$ is closed, hence complete since $X$ is complete;
c) for $\epsilon>0, \exists N$ such that $\forall n \geq N, A \subset A_{n}+\epsilon$;
d) $A$ is totally bounded, hence by b) is compact;
e) $\lim _{n \rightarrow \infty} A_{n}=A$.

Proof of $a$ ): We use the Extension Lemma to find a Cauchy sequence ( $a_{i} \in A_{i}$ ) in $X$. Then $\lim a_{i}=a \in A$ by definition of $A$. Therefore $A \neq \emptyset$.

Since ( $A_{i}$ ) is a Cauchy sequence, get a strictly increasing sequence ( $N_{i}$ ) such that $h\left(A_{m}, A_{n}\right)<\frac{1}{2^{i}} \forall m, n>N_{i}$. Let $x_{N_{1}} \in A_{N_{1}}$. Given that $h\left(A_{N_{1}}, A_{N_{2}}\right) \leq \frac{1}{2}$, get $x_{N_{2}} \in A_{N_{2}}$ such that $d\left(x_{N_{1}}, x_{N_{2}}\right) \leq \frac{1}{2}$. Suppose $\left(x_{N_{i}} \in A_{N_{i}}\right)_{i=1}^{k}$ is a sequence such that $d\left(x_{N_{i-1}}, x_{N_{i}}\right) \leq$ $\frac{1}{2^{2-1}}$. Then, since $h\left(A_{N_{k}}, A_{N_{k+1}}\right) \leq \frac{1}{2^{k}}$, choose $x_{N_{k+1}} \in A_{N_{k+1}}$ such that $d\left(x_{N_{k}}, x_{N_{k+1}}\right) \leq \frac{1}{2^{k}}$.

The claim is that $\left(x_{N}\right)$ is a Cauchy sequence in $X$. To see this, let $\epsilon>0$ and choose $N$ such that $\sum_{i=N}^{\infty} \frac{1}{2^{i}}<\epsilon$. Then for $m>n \geq N$,

$$
\begin{aligned}
d\left(x_{N_{m}}, x_{N_{n}}\right) & \leq d\left(x_{N_{m}}, x_{N_{m+1}}\right)+d\left(x_{N_{m+1}}, x_{N_{m+2}}\right)+\ldots+d\left(x_{N_{n-1}}, x_{N_{n}}\right) \\
& \leq \sum_{i=N}^{\infty} \frac{1}{2^{i}} \\
& <\epsilon .
\end{aligned}
$$

Now, by the Extension Lemma, let ( $a_{i} \in A_{i}$ ) be a Cauchy sequence such that $a_{N_{i}}=x_{N_{i}}$. By the completeness of $X, \lim a_{i}$ exists. Hence $A \neq \emptyset$.

Proof of $b$ ): Suppose ( $a_{i} \in A$ ) $\rightarrow a$. For $i \in \mathbb{N}^{+}$, get a sequence ( $x_{i, n} \in A_{n}$ ) with $\lim _{n \rightarrow \infty} x_{i, n}=a_{i}$, by definition of $A$. Since $\left(a_{i}\right) \rightarrow a$, let $\left(N_{i}\right)$ be an increasing sequence of
 Therefore $d\left(x_{N_{i}, m_{i}}, a\right) \leq \frac{2}{i}$. Now let $y_{m_{i}}=x_{N_{i}, m_{i}}$. Then by definition of $x_{N_{i}, m_{i}}, y_{m_{i}} \in A_{m_{i}}$ $\forall i$ and $\lim _{i \rightarrow \infty} y_{m_{i}}=a$. By the Extension Lemma, let ( $z_{i} \in A_{i}$ ) be a sequence such that $z_{m_{i}}=y_{m_{i}}$ with $\left(z_{i}\right) \rightarrow a$. Hence $A$ is closed, and by the completeness of $X$, is itself complete.

Proof of $c$ ): Let $\epsilon>0$. Choose $N_{1}$ such that $\forall m, n \geq N_{1}, h\left(A_{n}, A_{m}\right)<\epsilon$. Let $n \geq N_{1}$. By Lemma 1.3.7, $\forall m \geq n, A_{m} \subset A_{\boldsymbol{n}}+\epsilon$. Now let $a \in A$ and suppose there is a sequence $\left(a_{i} \in A_{i}\right) \rightarrow a$. Choose $N \geq N_{1}$ such that $\forall m \geq N, d\left(a_{m}, a\right)<\epsilon$. Then $a_{m} \in A_{n}+\epsilon$, since $A_{m} \subset A_{n}+\epsilon$. As $A_{n}$ is compact, $A_{n}+\epsilon$ is closed. Hence as $a_{m} \in A_{n}+\epsilon \forall m \geq N$, the limit $a \in A_{n}+\epsilon$. Since $a$ was arbitrary, $A \subset A_{n}+\epsilon$.

Proof of d): Suppose $A$ is not totally bounded. Then by definition of total boundedness, for some $\epsilon>0$, there does not exist a finite $\epsilon$-net of $A$. Thus, choose $\left(x_{i}\right) \subset A$ such that $d\left(x_{i}, x_{j}\right) \geq \epsilon \forall i \neq j$. By c), get $n$ such that $A \subset A_{n}+\frac{\epsilon}{3}$. Then, $\forall x_{i}$, pick $y_{i} \in A_{n}$ such that $d\left(x_{i}, y_{i}\right) \leq \frac{\epsilon}{3}$. Since $A_{n}$ is compact, some $\left(y_{n_{i}}\right) \subset\left(y_{i}\right)$ converges. Therefore, let $n_{i} \neq n_{j}$ such that $d\left(y_{n_{i}}, y_{n_{j}}\right)<\frac{\epsilon}{3}$. But then,

$$
\begin{aligned}
d\left(x_{n_{i}}, x_{n_{j}}\right) & \leq d\left(x_{n_{i}}, y_{n_{i}}\right)+d\left(y_{n_{i}}, y_{n_{j}}\right)+d\left(y_{n_{j}}, x_{n_{j}}\right) \\
& <\frac{\epsilon}{3}+\frac{\epsilon}{3}+\frac{\epsilon}{3} \\
& =\epsilon .
\end{aligned}
$$

This contradicts the hypothesis on ( $x_{i}$ ), hence $A$ is totally bounded, and by $b$ ) is compact. Therefore by a), $A \in \mathcal{H}(X)$.

Proof of e): As $A \in \mathcal{H}(X)$, by c) and Lemma 1.3.7, the result will be proven if for $\epsilon>0, \exists N$ such that $\forall n \geq N, A_{n} \subset A+\epsilon$.

Let $\epsilon>0$. Choose $N$ such that $\forall m, n \geq N, h\left(A_{m}, A_{n}\right) \leq \frac{\epsilon}{2}$. Then, for $m, n \geq N, A_{m} \subset$ $A_{n}+\frac{\epsilon}{2}$. Let $l \geq N$. We claim $A_{l} \subset A+\epsilon$. Let $y \in A_{l}$ and choose an increasing sequence $\left(N_{i}\right) \subset \mathbb{N}$ such that $l<N_{1}<N_{2}<\ldots$ and such that $\forall m, n \geq N_{j}, A_{m} \subset A_{n}+\frac{\epsilon}{2 j+1}$.

By the choice of $l, A_{l} \subset A_{N_{1}}+\frac{\epsilon}{2}$. Since $y \in A_{l}$, get $x_{N_{1}} \in A_{N_{1}}$ such that $d\left(y, x_{N_{1}}\right) \leq \frac{\epsilon}{2}$. As $x_{N_{1}} \in A_{N_{1}}$ we get, by compactness of $A_{N_{2}}$, an $x_{N_{2}} \in A_{N_{2}}$ with $d\left(x_{N_{1}}, x_{N_{2}}\right) \leq \frac{\epsilon}{2^{2}}$. By induction, choose $x_{N_{j}} \in A_{N_{j}}$ such that $d\left(x_{N_{j}}, x_{N_{j+1}}\right) \leq \frac{\varepsilon}{2^{j+1}}$. Hence

$$
\begin{aligned}
d\left(y, x_{N_{j}}\right) & \leq d\left(y, x_{N_{1}}\right)+\sum_{i=1}^{j} d\left(x_{N_{i}}, x_{N_{i+1}}\right) \\
& \leq \frac{\epsilon}{2}+\sum_{i=1}^{j} \frac{\epsilon}{2^{i+1}} \\
& <\epsilon \quad \forall j \in \mathbb{N}^{+} .
\end{aligned}
$$

For $j \geq i$,

$$
\begin{aligned}
d\left(x_{N_{i}}, x_{N_{j}}\right) & \leq \sum_{k=i}^{j-1} d\left(x_{N_{k}}, x_{N_{k+1}}\right) \\
& \leq \sum_{k=i}^{j-1} \frac{\epsilon}{2^{k+1}} \\
& <\epsilon .
\end{aligned}
$$

Therefore, $\left(x_{N_{i}}\right)$ is a Cauchy sequence. By construction, $A_{N_{j}} \subset A_{n}+\frac{\epsilon}{2}$. Suppose $\left(x_{N_{j}}\right) \rightarrow x$. Since $A_{n}+\frac{\epsilon}{2}$ is closed, this implies $x \in A_{n}+\frac{\epsilon}{2}$, and since $d\left(y, x_{N_{j}}\right)<\epsilon \forall j \in \mathbb{N}^{+}$, we have $d(y, x)<\epsilon$. Thus $A_{n} \subset A+\epsilon \forall n \geq N$. Combining this with $\left.c\right), \lim _{n \rightarrow \infty} A_{n}=A$ and hence $(\mathcal{H}(X), h)$ is complete.

We will now prove a few properties about the Hausdorff metric which will enable us to
justify the contractivity of an iterated function system as seen in Definition 1.2.5. Again, let ( $X, d$ ) be a metric space.

Notation 1-3.11 Let $\operatorname{Con}(X, d, s)$ denote the set of all contractive maps with contractivity at least $s$.

Lemma 1.3.12 Let $w \in \operatorname{Con}(X, d, s)$, then $\hat{w} \in \operatorname{Con}(\mathcal{H}(X), h, s)$.
Proof Since $w$ is continuous, it takes compact sets to compact sets. Hence $\hat{w}: \mathcal{H}(X) \rightarrow$ $\mathcal{H}(X)$. Let $B, C \in \mathcal{H}(X)$. Then

$$
\begin{aligned}
d(\hat{w}(B), \hat{w}(C)) & =\max \{\min \{d(w(b), w(c)): c \in C\}: b \in B\} \\
& \leq \max \{\min \{s d(b, c): c \in C\}: b \in B\} \\
& =\operatorname{sd}(B, C) .
\end{aligned}
$$

By a symmetric argument, $d(\hat{w}(C), \hat{w}(B)) \leq s d(C, B)$. Therefore

$$
\begin{aligned}
h(\hat{w}(B), \hat{w}(C)) & =d(\hat{w}(B), \hat{w}(C)) \vee d(\hat{w}(C), \hat{w}(B)) \\
& \leq(s d(B, C)) \vee(s d(C, B)) \\
& =s(d(B, C) \vee d(C, B)) \\
& =\operatorname{sh}(B, C)
\end{aligned}
$$

The following lemmas have proofs similar to the above.
Lemma 1.3.13 Let $B, C \in \mathcal{H}(X)$. Then $B \subset C \Longrightarrow d(x, C) \leq d(x, B) \forall x \in X$.
Lemma 1.3.14 Let $(X, d)$ be complete. If $A, B, C \in \mathcal{H}(X)$, and $B \subset C$, then

$$
d(A, C) \leq d(A, B)
$$

Lemma 1.3.15 Let $A, B, C$ be as above. Then $d(A \cup B, C)=d(A, C) \vee d(B, C)$.
Lemma 1.3.16 Let $A, B, C, D \in \mathcal{H}(X)$. Then $h(A \cup B, C \cup D) \leq h(A, C) \vee h(B, D)$.

Hence, we may prove the following result:
Proposition 1.3.17 Let $(X, d)$ be a metric space and let

$$
\mathbf{w}=\left\{w_{n} \in \operatorname{Con}\left(X, d, c_{n}\right): n=1,2, \ldots, N\right\}
$$

Then $\hat{\mathbf{w}} \in \operatorname{Con}(\mathcal{H}(X), h, c)$, where $c=\max \left\{c_{n}: n=1,2, \ldots, N\right\}$.

Proof The proof is by induction on $N$, the case $N=1$ having been done in Lemma 1.3.12. Suppose for $2 \leq N \leq k, h(\hat{\mathbf{w}}(B), \hat{\mathbf{w}}(C)) \leq \operatorname{sh}(B, C)$. Let $\hat{\mathbf{w}}_{k}=\bigcup_{n=1}^{k} \hat{w}$ and $s=\max \left\{c_{n}\right.$ : $n=1,2, \ldots, k\}$. Then

$$
\begin{aligned}
h(\hat{\mathbf{w}}(B), \hat{\mathbf{w}}(C)) & =h\left(\hat{\mathbf{w}}_{k}(B) \cup \hat{w}_{k+1}(B), \hat{\mathbf{w}}_{k}(C) \cup \hat{w}_{k+1}(C)\right) & & \text { by definition of } \hat{\mathbf{w}}_{k} \\
& \leq h\left(\hat{\mathbf{w}}_{k}(B), \hat{\mathbf{w}}_{k}(C)\right) \vee h\left(\hat{w}_{k+1}(B), \hat{w}_{k+1}(C)\right) & & \text { by Lemma 1.3.16 } \\
& \leq \operatorname{sh}(B, C) \vee c_{k+1} h(B, C) & & \text { by hypothesis on } \hat{\mathbf{w}}_{k} \\
& \leq \operatorname{ch}(B, C) . & &
\end{aligned}
$$

Proposition 1.3.17 implies a crucial result for IFS.
Theorem 1.3.18 (BCMP for IFS) Let w be an $N$-map IFS with contractivity c. Then $\hat{\mathbf{w}} \in \operatorname{Con}(\mathcal{H}(X), h, c)$. Furthermore $\hat{\mathbf{w}}$ has a unique fixed point $A_{\hat{\mathbf{w}}} \in \mathcal{H}(X)$ which is also its attractor.

Proof This follows directly from Proposition 1.3.17 and Theorem 1.1.16.
Definition 1.3.19 The fixed point of $\hat{\mathbf{w}}$ is called the attractor of $\hat{\mathbf{w}}$.
This yields the following version of Proposition 1.1.21 for iterated function systems [5]:
Theorem 1.3.20 (The Collage Theorem) Let $\mathbf{w}$ be an $N$-map IFS with contractivity $0 \leq c<1$. Suppose $L \in \mathcal{H}(X)$ and $\epsilon>0$ are such that $h(L, \hat{\mathbf{w}}(L)) \leq \epsilon{ }^{2}$ Then $h\left(L, A_{\tilde{w}}\right) \leq \frac{\epsilon}{1-c}$.

[^1]Proof See the proof of Proposition 1.1.21.
The Collage Theorem is important for the Inverse Problem of approximating sets seen in Section 1.1. By the Collage Theorem, one could try to construct an IFS w which takes $L$ close to itself. The attractor of $\mathbf{w}$ would then be close to $L$.

It is possible that $c \approx 1$ which, in turn, implies that the constant $\epsilon /(1-c)$ can be large. Thus there is no guarantee that the collage distance is small and the approximation may be quite poor. To make $c \approx 0$, one can use maps with small contractivity factors. However, this might increase the number of maps needed to describe the approximation (hence reducing the compression). This fact is relevant when compression is a principal factor.

In order to calculate fractal images using the theoretical machinery that has been developed, one can use the following algorithm, a consequence of Theorem 1.3.18 [5]:

Corollary 1.3.21 (The Deterministic Algorithm) Let $\mathbf{w}$ be an $N-m a p ~ I F S$ with $\mathbf{w}=$ $\left\{w_{j}: j=1,2, \ldots, N\right\}$. Let $A_{0} \in \mathcal{H}(X)$. Compute $A_{n}=\hat{\mathbf{w}}^{\circ n}(A)$ by $A_{n+1}=\bigcup_{j=1}^{n} \hat{w}_{n}\left(A_{n}\right)$ for $n=1,2, \ldots$. Then the sequence $\left(A_{n}\right) \subset \mathcal{H}(X)$ converges to the attractor of the IFS in $\mathcal{H}(X)$.

### 1.4 Examples of IFS Attractors

In practice, affine IFS contraction maps are used to simplify calculations. Let $M_{n}(\mathbb{R})$ denote the set of all $n \times n$ matrices on $\mathbb{R}$, where $\mathbb{R}^{n}$ is the usual Euclidean $n$-space.

Definition 1.4.1 Let $X \subset \mathbb{R}^{n}, n \in \mathbb{N}^{+}$. A map $w: X \rightarrow \mathbb{R}^{n}$ is called an affine transformation if $\exists A \in M_{n}(\mathbb{R})$ and $b \in \mathbb{R}^{n}$ such that

$$
w(x)=A x+b \quad \forall x \in X .
$$

In general, given vector spaces $X$ and $Y$, an affine transformation $f: X \rightarrow Y$ is a map of the form

$$
f(x)=A x+b
$$

where $A$ is a linear transformation from $X$ to $Y$ and $b \in Y$.
Example 1.4.2 Let $X=[0,1]$ and let $w_{i}(x)=\frac{1}{3}(x+2 i), i=0,1$. Then $A_{\tilde{w}}=\mathcal{C}$.
Example 1.4.3 Let $X=[0,1]^{2}$. Define the following maps:

$$
\begin{aligned}
& w_{1}(x, y)=\left(\frac{x}{2}, \frac{y}{2}\right) \\
& w_{2}(x, y)=\left(\frac{x}{2}+\frac{1}{2}, \frac{y}{2}\right),
\end{aligned}
$$

and

$$
w_{3}(x, y)=\left(\frac{x}{2}+\frac{1}{4}, \frac{y}{2}+\frac{\sqrt{3}}{4}\right) .
$$

To find the attractor of $\hat{\mathbf{w}}$, we use the Deterministic Algorithm. We are allowed to make any choice of $A_{0}$. Therefore, let $A_{0}$ be the following triangle:


$$
\begin{equation*}
(0,0) \tag{1,0}
\end{equation*}
$$

Then, using the algorithm, we obtain the following sequence of sets:


This sequence converges to the Sierpinski gasket [33].
An affine IFS $\mathbf{w}=\left\{w_{i}\right\}$ is an IFS where each $w_{i}$ is affine. Often, affine IFS in $\mathbb{R}^{2}$ will be written in a table to facilitate their description. Consider an IFS consisting of the maps

$$
w_{i}(x, y)=\left(\begin{array}{ll}
a_{i} & b_{i} \\
c_{i} & d_{i}
\end{array}\right)\binom{x}{y}+\binom{e_{i}}{f_{i}} \quad i=1,2, \ldots, N
$$

Instead of writing them as above, they are written in a table such as:

$$
\begin{array}{cccccc}
a_{1} & b_{1} & c_{1} & d_{1} & e_{1} & f_{1} \\
a_{2} & b_{2} & c_{2} & d_{2} & e_{2} & f_{2} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
a_{N} & b_{N} & c_{N} & d_{N} & e_{N} & f_{N}
\end{array}
$$

We now recall the definition of a similitude.
Definition 1.4.4 A transformation $w: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is called $a$ similitude if it is an affine transformation of the form

$$
w(x, y)=r\left(\begin{array}{ll}
\cos \theta & \pm \sin \theta \\
\sin \theta & \mp \cos \theta
\end{array}\right)\binom{x}{y}+\binom{e}{f}
$$

where $(e, f) \in \mathbb{R}^{2}, r \neq 0, \theta \in[0,2 \pi)$. The constant $r$ is called the scaling of $w$ or its scale factor and $\theta$ is called its angle of rotation.

Proposition 1.4.5 If $w(x)=A x+b, A \in M_{2}, b, x \in \mathbb{R}^{2}$ is a similitude in $\mathbb{R}^{2}$, then its contractivity factor is $|\operatorname{det} A|$.

Proof This is simply a matter of calculating

$$
d\left(w\left(x_{1}, y_{1}\right), w\left(x_{2}, y_{2}\right)\right)
$$

for the points $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$ and using the definition of $\operatorname{det} A$ in $M_{2}$.
Notation 1.4.6 Define the following three sets:

$$
\begin{aligned}
& \operatorname{Con}_{1}(X, d)=\{w \in \operatorname{Con}(X, d): w \text { is } 1-1\} \\
& \operatorname{Sim}(X, d)=\{w: w \text { is a similitude on } X\} \\
& \operatorname{Sim}_{1}(X, d)=\operatorname{Sim}(X, d) \cap \operatorname{Con}_{1}(X, d)
\end{aligned}
$$

Corollary 1.4.7 If $w: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is a similitude as above and $|\operatorname{det} A|<1$, then $w \in$ $\operatorname{Con}(X, d)$.

Proof Use Proposition 1.4.5.
We now wish to apply this theory to images, i.e. computer images. One can think of an image as being a compact subset of $\mathbb{R}^{n}$. One can model a computer screen by $X=[0,1]^{2}$ and define an image on the screen to be a set $A$ in $X$, with points being screen pixels. If $x \in A$, the associated pixel is plotted white. If $x \notin A$, leave the pixel black. Hence a white screen represents $A=[0,1]^{2}$.

Suppose an IFS acts on the screen. When the IFS is iterated, the points of $A$ move about the screen. Looking at $\hat{\mathbf{w}}(A)$, we see that $x \in \hat{\mathbf{w}}(A)$ if $\exists i \in 1,2, \ldots, N$ such that $x=w_{i}(y)$ for some $y \in A$. Hence, after one iteration of $\hat{\mathbf{w}}$, a pixel is plotted white if there
is a white pixel mapped to it by the IFS. We can therefore think of IFS as mapping black and white images to black and white images.

Unfortunately, as they say, the world is not black and white. What is needed is an IFS-type method which allows for, say, greys?! We might want maps which move pixels around and then scale their grey-levels. These thoughts lead to IFSM [20].

### 1.5 From IFS to IFSM

The idea of applying IFS methods to grey-level (grey-scale) images was developed by Forte and Vrscay [19, 20, 21]. They formulated an IFS-type method which allows the creation of grey-scale images. Let us consider a compact subset $A$ of $\mathbb{R}^{2}$ to stimulate some ideas. It is necessary to formulate a definition of $A$ being a grey-scale image. One possible way to do this is to think of the image as a function, rather than a set. What might work is to formulate an IFS method on functions, functions from sets to grey-levels. The question remaining is how?

Following [49], we first formulate this idea for the IFS case. In this case, one finds a simple association to functions. Here, points in images can take on two values: black and white. Therefore, the function associated with a set $A$ is $\chi_{A}$, the characteristic function on $A$, where

$$
\chi_{A}(x)= \begin{cases}1 & x \in A \\ 0 & x \notin A\end{cases}
$$

The sets considered for IFS are compact, hence it would be natural to consider functions which are characteristic functions of compact sets [49]. Once again, let ( $X, d$ ) be a metric
space.
Notation 1.5.1 Let $f$ be a function from a set $A$ to $\mathbb{R}$. Then $\operatorname{inv}(f)$ is defined as

$$
\operatorname{inv}(f)=f^{-1}(1)
$$

Notation 1.5.2 Let $\mathcal{F}_{B W}(X)=\{f: X \rightarrow\{0,1\} \mid \operatorname{inv}(f) \in \mathcal{H}(X)\}$, be the black and white functions on $X$.

We write "BW" to emphasize the fact that we are considering functions which take only two values, 0 (black) and 1 (white).

Recall, for an IFS $\mathbf{w}=\left\{w_{i}: i=1,2, \ldots, N\right\}$, the map $\hat{\mathbf{w}}: \mathcal{H}(X) \rightarrow \mathcal{H}(X)$ is given by

$$
\hat{\mathbf{w}}(S)=\bigcup_{i=1}^{N} \hat{w}_{i}(S) \quad \forall S \in \mathcal{H}(X)
$$

It might therefore be of interest to consider for $A_{i} \in \mathcal{H}(X), i=1,2, \ldots, N$, and $w \in \operatorname{Con}(X, d)$,
i) $\chi_{A}$ in terms of $\chi_{A_{1}}, \ldots, \chi_{A_{N}}$ where $A=\bigcup_{i=1}^{N} A_{i}$, and
ii) $\chi_{\hat{w}(A)}$ in terms of $\chi_{A}$.

Proposition 1.5.3 Let $X$ be a set and $A_{i} \subset X$ for $i=1,2, \ldots, N$. Then if $A=\bigcup_{i=1}^{N} A_{i}$,

$$
\chi_{A}(x)=\max _{i=1,2, \ldots, N} \chi_{A_{i}}(x)
$$

Proof If $x \in A$, choose $i$ such that $x \in A_{i}$. Hence RHS=LHS. If $x \notin A$, then $\forall i, x \notin A_{i}$ and $\chi_{A_{i}}(x)=0$. This implies that $\max _{i=1,2, \ldots, N} \chi_{A_{i}}(x)=0$. Hence RHS $=$ LHS.

Proposition 1.5.4 Let $A \subset X$ and $w: A \rightarrow X$ be 1-1. Then

$$
\chi_{\hat{w}(A)}(x)=\chi_{A}\left(w^{-1}(x)\right) \quad \forall x \in \hat{w}(X) .
$$

Proof Let $x \in \hat{w}(X)$. Then

$$
\chi_{\bar{w}(A)}(x)= \begin{cases}1 & x \in \hat{w}(A) \\ 0 & x \notin \hat{w}(A)\end{cases}
$$

and

$$
\chi_{A}\left(w^{-1}(x)\right)= \begin{cases}1 & w^{-1}(x) \in A \\ 0 & w^{-1}(x) \notin A\end{cases}
$$

However, since $w$ is $1-1, w^{-1}(x) \in A \Longleftrightarrow x \in \hat{w}(A)$.
Proposition 1.5.5 Let $A \subset X$ and $\mathbf{w}=\left\{w_{1}, w_{2}, \ldots, w_{N}\right\}$, with $w_{i}$ being 1-1 for all $1 \leq i \leq N$. Then $\chi_{\dot{w}(A)}(x)=\max _{1 \leq i \leq N}^{\prime} \chi_{A}\left(w_{i}^{-1}(x)\right) \forall x \in X$. The notation max' indicates that only subscripts $i$, where $x \in w_{i}(X)$, are considered, using the convention $\max \emptyset=0$.

Proof The proof follows from Propositions 1.5.3 and 1.5.4.
Therefore, given an IFS $\mathbf{w}=\left\{w_{1}, w_{2}, \ldots, w_{N}\right\}$, there is an associated operator $T_{\mathbf{w}}^{B W}$ : $\mathcal{F}_{B W}(X) \rightarrow \mathcal{F}_{B W}(X)$ defined on $f \in \mathcal{F}_{B W}(X)$ by

$$
T_{w}^{B W} f(x)=\max _{1 \leq i \leq N} f\left(w_{i}^{-1}(x)\right) \quad \forall x \in X
$$

The goal is to develop a "black and white" IFS theory on $\mathcal{F}_{B W}(X)$, hence a complete metric must be defined on this space. For insight, consider the next proposition.

Proposition 1.5.6 Let $(X, d)$ be complete, $w_{1}, w_{2}, \ldots, w_{N} \in C o n_{1}(X, d)$ and $u \in$ $\mathcal{F}_{B W}(X)$. Then

$$
\operatorname{inv}\left(T_{\mathbf{w}}^{B W} u\right)=\hat{\mathbf{w}}(\operatorname{inv}(u))
$$

where $\hat{\mathbf{w}}(A)=\bigcup_{i=1}^{N} \hat{w}_{i}(A)$ for $A \in \mathcal{H}(X)$.

Proof Given $u \in \mathcal{F}_{B W}(X)$,

$$
\begin{aligned}
x \in \operatorname{inv}\left(T_{w}^{B W} u\right) & \Longleftrightarrow T_{w}^{B W} u(x)=1 \\
& \Longleftrightarrow \exists i \quad u \circ w_{i}^{-1}(x)=1 \\
& \Longleftrightarrow \exists i \quad w_{i}^{-1}(x) \in \operatorname{inv}(u) \\
& \Longleftrightarrow \exists i \quad x \in \hat{w}_{i}(\operatorname{inv}(u)) \\
& \Longleftrightarrow x \in \hat{w}(\operatorname{inv}(u)) .
\end{aligned}
$$

It is therefore natural to define the following metric on $\mathcal{F}_{B W}(X)$ :
Definition 1.5.7 Let $d_{B W}(u, v)=h(\operatorname{inv}(u), \operatorname{inv}(v)) \forall u, v \in \mathcal{F}_{B W}(X)$.
Theorem 1.5.8 If $(X, d)$ is complete, then $\left(\mathcal{F}_{B W}(X), d_{B W}\right)$ is also.
Proof We first show $d_{B W}$ is a metric. Let $u, v \in \mathcal{F}_{B W}(X)$. Then

$$
\begin{aligned}
d_{B W}(u, v)=0 & \Longleftrightarrow \operatorname{inv} u=\operatorname{inv} v \\
& \Longleftrightarrow(\forall x, u(x)=1 \Longleftrightarrow v(x)=1) .
\end{aligned}
$$

Since $u$ and $v$ only take on values of 0 or 1 , this happens if and only if $u=v$. The symmetry property and the triangle inequality follow since $h$ is a metric. Therefore $d_{B W}$ is a metric.

Now, let $\left(u_{n}\right)$ be a Cauchy sequence in $\mathcal{F}_{B W}(X)$. By definition of $\boldsymbol{d}_{B W}$, $\left(\operatorname{inv}\left(u_{n}\right)\right.$ ) is a Cauchy sequence in $\mathcal{H}(X)$. Hence by completeness of $\mathcal{H}(X), A=\lim _{n \rightarrow \infty} \operatorname{inv}\left(u_{n}\right) \in \mathcal{H}(X)$. Let $u=\chi_{A}$. Then $u \in \mathcal{F}_{B W}(X)$ since $A$ is compact. Given $\epsilon>0$, choose $N$ such that $\forall n \geq N, h\left(\operatorname{inv}(u), \operatorname{inv}\left(u_{n}\right)\right)<\epsilon$. Thus $d_{B W}\left(u, u_{n}\right)<\epsilon$, which implies $\left(u_{n}\right) \rightarrow u$ in $d_{B W}$. Hence $\left(\mathcal{F}_{B W}(X), d_{B W}\right)$ is complete.

This leads to the next theorem.
Theorem 1.5.9 Let $w_{i} \in \operatorname{Con}_{1}(X, d)$ for $i=1,2, \ldots, N$. Then $T_{w}^{B W}$ is contractive on $\left(\mathcal{F}_{B W}(X), d_{B W}\right)$ and $c_{T_{W}^{B W}}=c_{\dot{W}}$.

Proof For $u, v \in \mathcal{F}_{B W}(X)$,

$$
\begin{aligned}
d_{B W}\left(T_{\mathbf{w}}^{B W} u, T_{\mathbf{w}}^{B W} v\right) & =h\left(\operatorname{inv}\left(T_{\mathbf{w}}^{B W} u\right), \operatorname{inv}\left(T_{w}^{B W} v\right)\right) \\
& =h(\hat{\mathbf{w}}(\operatorname{inv} u), \hat{\mathbf{w}}(\operatorname{inv} v))
\end{aligned}
$$

by Proposition 1.5.6. Therefore, as $u$ and $v$ were arbitrary, $T_{w}^{B W}$ is contractive and, by the last equality, $c_{T^{g}} \boldsymbol{w}=c_{\hat{\mathbf{w}}}$.

Corollary 1.5.10 Let $w_{i} \in \operatorname{Con}_{1}(X, d)$ for $i=1,2, \ldots, N$. Then $T_{w}^{B W}$ has a unique, attracting, fixed point $\bar{u}_{T_{W}^{B W}} \in \mathcal{F}_{B W}(X)$. Furthermore $\hat{\mathbf{w}}\left(\operatorname{inv}\left(\bar{u}_{T_{w}^{B W}}\right)\right)=\operatorname{inv}\left(\bar{u}_{T_{w}^{B W}}\right)$.

We are now in a position to extend this work to grey-level maps; that is, functions $u: X \rightarrow \mathbb{R}$. We write $\mathcal{F}(X)$ for the set of grey-level maps on $X$. Hence, letting $u \in \mathcal{F}(X)$, and using our previous work, we could define an operator $T$ by

$$
T u(x)=\max _{1 \leq k \leq N} u\left(w_{k}^{-1}(x)\right) \quad \forall x \in X
$$

This was fine in the IFS case since $u$ only took on two values. In a sense, an IFS changes $u$ only in physical space. We wish to allow this new operator to modify the grey-level values when the function is displaced physically. For this, a grey-level component is added [20].

Definition 1.5.11 Let $(X, d)$ be a metric space. Let $\mathbf{w}=\left\{w_{k}\right\}_{k=1}^{N}$ where $w_{k} \in \operatorname{Con}_{1}(X, d)$ for $k=1,2, \ldots, N$. Then, let $\Phi=\left\{\phi_{k}\right\}_{k=1}^{N}$ where $\phi_{k}: \mathbb{R} \rightarrow \mathbb{R}$ for $k=1,2, \ldots, N$. The pair ( $\mathbf{w}, \Phi$ ) will be called an iterated function system with grey-level maps, or IFSM for short.

Define the IFSM operator $T_{(\mathbf{w}, \Phi)}^{\max }: \mathcal{F}(X) \rightarrow \mathcal{F}(X)$, on $u \in \mathcal{F}(X)$, by

$$
T_{(w, \Phi)}^{\max } u(x)=\max _{1 \leq k \leq N} \phi_{k}\left(u\left(w_{k}^{-1}(x)\right)\right) \quad \forall x \in X
$$

Now, when $u$ is displaced in space, its grey-level values are also modified. When viewing IFS as IFSM, this definition reduces to the case when $\phi_{i}=i d_{\mathbb{R}} \forall i=1,2, \ldots, N$.

Since the grey-level function $u$ will be allowed to assume values between 0 and 1 , we note the following: In the IFS case, if $x \in \boldsymbol{w}_{\boldsymbol{i}}(X) \cap \boldsymbol{w}_{\boldsymbol{j}}(X)$ for some $1 \leq i \neq j \leq N$, i.e. when there is overlapping, then $T_{(w, \Phi)}^{\max } u(x)=1$, since both $\phi_{i}\left(u\left(w_{i}^{-1}(x)\right)\right)=1$ and $\phi_{j}\left(u\left(w_{j}^{-1}(x)\right)\right)=1$. This was fine since the function $u$ assumed only values of 0 or 1. In the IFSM case, where $T_{(\mathbf{w}, \boldsymbol{\Phi})}^{\max } u(x)$ can assume values between 0 and 1 , the grey-level mappings $\phi_{i}$ and $\phi_{j}$ could be more general.

Suitable operators for both non-overlapping and overlapping cases have been studied [20, 21]. We will focus our attention here on the more general and probable situation where the sets $w_{i}(X)$ do overlap. One way to accommodate the problem of overlap is to consider taking a linear combination of the $\phi_{k} \circ u \circ \boldsymbol{w}_{k}^{-1}$. We therefore define the operator $T_{(\mathbf{w}, \Phi)}$ on $u \in \mathcal{F}(X)$ by:

$$
\begin{equation*}
T_{(\mathbf{w}, \Phi)} u(x)=\sum_{k=1}^{N}{ }^{\prime} \phi_{k}\left(u\left(w_{k}^{-1}(x)\right)\right) \quad \forall x \in X, \tag{1.5}
\end{equation*}
$$

where $\Sigma^{\prime}$ indicates that the sum runs over the indices $k$ with $x \in w_{k}(X)$. We use the convention that an empty sum has a value of 0 .

It should be noted that $T_{(\mathbf{w}, \mathbf{\Phi})}$ is not an exact generalization of $T_{\mathbf{w}}^{B W}$. It has been chosen in this way since it will allow us to find a nice solution the Inverse Problem. We refer the reader to Appendix A for a discussion on the generalization of $T_{\mathbf{w}}^{B W}$ for the IFSM case. The following section will focus on $T_{(\mathbf{w}, \Phi)}$ as defined in Equation (1.5). Further generalizations may be found in [22].

### 1.6 IFSM on $L^{p}(X, \mu)$

Let ( $\mathbf{w}, \Phi$ ) be an IFSM on a complete metric space $(X, d)$ where $\mathbf{w}=\left\{w_{1}, w_{2}, \ldots, w_{N}\right\}$, $w_{k} \in \operatorname{Con}_{1}(X)$ and $\Phi=\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{N}\right\}, \phi_{k}: \mathbb{R} \rightarrow \mathbb{R}$. When it is understood that a specific IFSM is being considered, write $T$ for $T_{(\mathbf{w}, \boldsymbol{\Phi})}$, to denote the associated IFSM operator.

The theory of IFSM was developed for $L^{p}(X, \mu)$ by Forte and Vrscay in [20]. We present a few of their results here.

Proposition 1.6.1 Let $(\mathbf{w}, \Phi)$ be an $N$-map IFSM and let $T$ be the associated IFSM operator. Suppose:
i) $\forall u \in L^{p}(X, \mu), u \circ w_{k}^{-1} \in L^{p}(X, \mu), 1 \leq k \leq N$ and
ii) $\phi_{k} \in \operatorname{Lip}(\mathbb{R}), 1 \leq k \leq N$.

Then for $1 \leq p \leq \infty, T: L^{p}(X, \mu) \rightarrow L^{p}(X, \mu)$.
Proof Let $1 \leq p \leq \infty$ and $u \in L^{p}(X, \mu)$. Let $1 \leq k \leq N$. By $\left.i\right), u \circ w_{k}^{-1} \in L^{p}(X, \mu)$, and hence by ii) $\phi_{k} \circ u \circ w_{k}^{-1} \in L^{p}(X, \mu)$. Therefore $T_{(\mathbf{w}, \Phi)} u=\sum_{k=1}^{N}{ }^{\prime} \phi_{k} \circ u \circ w_{k}^{-1} \in L^{p}(X, \mu)$.

We now show contractivity of $T_{(\mathbf{w}, \boldsymbol{\Phi})}$ under certain conditions. Let $M(X)$ denote the set of finite measures on $B(X)$, the Borel sets of $X$.

Proposition 1.6.2 Let $(\mathbf{w}, \Phi)$ be an $N$-map IFSM such that $\phi_{k}(t)=a_{k} \in \mathbb{R}$ for all $t \in \mathbb{R}$ and $1 \leq k \leq N$. Then $\forall p \in[1, \infty)$ and $\mu \in M(X)$, the associated IFSM operator $T$ is contractive on $L^{p}(X, \mu)$, with contractivity factor $c_{T}=0$. Furthermore, its fixed point $\bar{u}_{T}$ is

$$
\bar{u}_{T}=\sum_{k=1}^{N} a_{k} \chi_{\bar{w}_{k}(X)}
$$

Proof Let $u, v \in L^{p}(X, \mu)$. Then

$$
\begin{aligned}
T u & =\sum_{k=1}^{N}{ }^{\prime} \phi_{k} \circ u \circ w_{k}^{-1} \\
& =\sum_{k=1}^{N} a_{k} \chi_{\tilde{w}_{k}(X)} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\|T u-T v\|_{p} & =\left[\int_{X}\left|\sum_{k=1}^{N} \phi_{k}\left(u\left(w_{k}^{-1}(x)\right)\right)-\phi_{k}\left(v\left(w_{k}^{-1}(x)\right)\right)\right|^{p} d \mu(x)\right]^{\frac{1}{p}} \\
& \leq \sum_{k=1}^{N}\left[\int_{X_{k}}\left|\phi_{k}\left(u\left(w_{k}^{-1}(x)\right)\right)-\phi_{k}\left(v\left(w_{k}^{-1}(x)\right)\right)\right|^{p} d \mu(x)\right]^{\frac{1}{p}}, X_{k}=\hat{w}_{k}(X) \\
& =\sum_{k=1}^{N} \int_{X_{k}}\left|a_{k}-a_{k}\right|^{p} d \mu(x) \\
& =0 .
\end{aligned}
$$

Proposition 1.6.3 Let $X \subset \mathbb{R}^{D}, D \in \mathbb{N}^{+}$, and let $\mu=m^{(D)}$ be the Lebesgue measure on $\mathbb{R}^{D}$ and $d$ be the usual Euclidean metric. Let $(\mathbf{w}, \Phi)$ be an $N$-map IFSM such that, for $1 \leq k \leq N$,
i) $w_{k} \in \operatorname{Sim}_{1}(X, d)$ with contractivity factor $c_{k}$ and
ii) $\phi_{k} \in \operatorname{Lip}(\mathbb{R})$, with Lipschitz constant $K_{k}$.

Then for $p \in[1, \infty)$ and $u, v \in L^{p}(X, \mu)$, we have

$$
\|T u-T v\|_{p} \leq C(D, p)\|u-v\|_{p}
$$

where $C(D, p)=\sum_{k=1}^{N} c_{k}^{D / p} K_{k}$.

Proof Let $u, v \in L^{p}(X, \mu)$. Then

$$
\begin{aligned}
\|T u-T v\|_{p} & =\left[\int_{X}\left|\sum_{k=1}^{N} \phi_{k}\left(u\left(w_{k}^{-1}(x)\right)\right)-\phi_{k}\left(v\left(w_{k}^{-1}(x)\right)\right)\right|^{p} d x\right]^{\frac{1}{p}} \\
& \leq \sum_{k=1}^{N}\left[\int_{X_{k}}\left|\phi_{k}\left(u\left(w_{k}^{-1}(x)\right)\right)-\phi_{k}\left(v\left(w_{k}^{-1}(x)\right)\right)\right|^{p} d x\right]^{\frac{1}{p}} \\
& =\sum_{k=1}^{N} c_{k}^{D / p}\left[\int_{X}\left|\phi_{k}(u(y))-\phi_{k}(v(y))\right|^{p} d y\right]^{\frac{1}{p}} \\
& \leq \sum_{k=1}^{N} c_{k}^{D / p} K_{k}\left[\int_{X}|u(y)-v(y)|^{p} d y\right]^{\frac{1}{p}} \\
& =C(D, p)\|u-v\|_{p} .
\end{aligned}
$$

Hence, if $C(D, p)<1, T$ is contractive on $L^{p}(X, \mu)$ and has a unique, attracting fixed point. It is not necessary that all IFS maps be contractive (in the base space $X$ ) for $T$ to be contractive. The contractivity of the $\phi_{k}$ (in the grey-level range) can contribute in this aspect [20].

Example 1.6.4 Let $X=[0,1]$ and $\mu$ be the Lebesgue measure on $X$. Let $w_{i}(x)=$ $\frac{1}{3}(x+i-1), i=1,2,3$. Let $\phi_{1}(t)=\frac{1}{2} t, \phi_{2}(t)=\frac{1}{2}, \phi_{3}(t)=\frac{1}{2} t+\frac{1}{2}$, for $t \in \mathbb{R}$. The fixed point of this IFSM is the Devil's staircase, which is continuous almost everywhere on $\mathbf{X}$ and differentiable on $X \backslash \mathcal{C}$. The attractor $\bar{u}$ is shown in Figure 1.2.

Given two $N$-map IFSM $\left(\mathbf{w}, \Phi_{i}\right), i=1,2$, where $\boldsymbol{\Phi}_{i}=\left\{\phi_{i_{1}}, \phi_{i_{2}}, \ldots, \phi_{i_{N}}\right\}$, define the distance ${ }^{3}$ between the grey-level components by

$$
d_{\Phi}^{N}\left(\Phi_{1}, \Phi_{2}\right)=\sup _{1 \leq k \leq N} \sup _{t \in \mathbb{R}}\left|\phi_{1 k}(t)-\phi_{2 k}(t)\right| .
$$

[^2]

Figure 1.2: The Devil's staircase. This is also the distribution function $F(x)=\int_{0}^{x} d \mu$ of the Cantor-Lebesgue measure $\mu$.

The following result from [20] establishes the continuity of fixed points for IFSM (c.f. Theorem 1.1.18).

Proposition 1.6.5 Let $\left(\mathbf{w}, \Phi_{1}\right)$ be an $N$-map IFSM with fixed point $\bar{u}_{1} \in L^{p}(X, \mu)$. Then given $\epsilon>0, \exists \delta>0$ such that for all $N-\operatorname{map} \operatorname{IFSM}\left(\mathbf{w}, \Phi_{2}\right)$ with $d_{\Phi}^{N}\left(\Phi_{1}, \Phi_{2}\right)<\delta$, then $\left\|\bar{u}_{1}-\bar{u}_{2}\right\|_{p}<\epsilon$, where $\bar{u}_{2}$ is the fixed point of $\left(\mathbf{w}, \Phi_{2}\right)$.

Proof Let $Y=L^{p}(X, \mu)$ and $T_{i}$ be the IFSM operators of $\left(\mathbf{w}, \Phi_{i}\right), i=1,2$ with contractivity factors $c_{i}$. Then

$$
\begin{aligned}
\bar{d}\left(T_{1}, T_{2}\right) & =\sup _{u \in Y}\left\|T_{1} u-T_{2} u\right\|_{p} \\
& =\sup _{u \in Y}\left(\int_{X}\left|\sum_{k=1}^{N^{\prime}} \phi_{1 k}\left(u\left(w_{k}^{-1}(x)\right)\right)-\phi_{2 k}\left(u\left(w_{k}^{-1}(x)\right)\right)\right|^{p} d x\right)^{1 / p}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \sup _{u \in Y} \sum_{k=1}^{N}\left(\int_{X_{k}}\left|\phi_{1 k}\left(u\left(w_{k}^{-1}(x)\right)\right)-\phi_{2 k}\left(u\left(w_{k}^{-1}(x)\right)\right)\right|^{p} d x\right)^{1 / p}, \quad X_{k}=w_{k}^{-1}(x) \\
& \leq \sum_{k=1}^{N} \mu\left(X_{k}\right)^{1 / p} d_{\Phi}^{N}\left(\Phi_{1}, \Phi_{2}\right) \\
& =M
\end{aligned}
$$

The result then follows by setting $\delta=\epsilon(1-c) / M$, where $c=\min \left\{c_{1}, c_{2}\right\}$ and using Corollary 1.1 .19 on page 11.

### 1.7 Inverse Problem Using IFSM

In this section we present a formal solution to the Inverse Problem for IFSM. Consider the following formulation:

Question 1.7.1 For $v \in L^{p}(X, \mu)$ and $\epsilon>0$, can we find an IFSM $(\mathbf{w}, \Phi)$ with associated operator $T$ such that $\|v-T v\|_{p}<\epsilon$ ?

A formal solution was obtained in [20] by constructing sequences of $N$-map IFSM $\left(\mathbf{w}^{N}, \Phi^{N}\right), N=1,2,3, \ldots$ where $\mathbf{w}^{N}$ is chosen from a fixed set $\mathcal{W}$ of contraction maps.

Definition 1.7.2 Let $\mathcal{W}=\left\{w_{1}, w_{2}, \ldots\right\}$ be an infinite set of contraction maps on $X$. Then $\mathcal{W}$ generates a $\mu$-dense and non-overlapping, or $\mu-d$-n, family of subsets of $X$ if $\forall \epsilon>0$ and $\forall B \subset X$, there exists a finite set of integers $i_{k} \geq 1,1 \leq k \leq N$ such that
i) $A=\cup_{k=1}^{N} w_{i_{k}}(X) \subset B$;
ii) $\mu(B \backslash A)<\epsilon$ and
iii) $\mu\left(w_{i_{k}}(X) \cap w_{i_{l}}(X)\right)=0$ whenever $k \neq l$.


Figure 1.3: The set $B$ is the union of the solid lines on the vertical axis. The set $A$ is the union of the lines (projected onto the vertical axis).

Example 1.7.3 Let $X=[0,1]$ with Lebesgue measure. Let $w_{i j}(x)=2^{-i}(x+j-1)$, $i=1,2, \ldots, 1 \leq j \leq 2^{i}$. For each $i \geq 1$, the set of maps $\left\{w_{i j}, 1 \leq j \leq 2^{i}\right\}$ is a set of $2^{i}$ contractions of $[0,1]$ which tile $[0,1]$. Then $\mathcal{W}=\left\{w_{i j}\right\}$ is $\mu$-d-n. Figure 1.3 illustrates the idea.

Now, suppose $\mathcal{W}=\left\{w_{i}\right\}$, with $w_{i} \in \operatorname{Con}_{1}(X, d)$, generates a $\mu$-d-n family of subsets of $X$. Let

$$
\mathbf{w}^{N}=\left\{w_{1}, w_{2}, \ldots, w_{N}\right\} \quad N=1,2, \ldots,
$$

denote the $N$-map truncations of $\mathcal{W}$. Assume that for each $k \in \mathbb{N}^{+}, \phi_{k} \in \operatorname{Lip}(\mathbb{R})$ is the associated grey-level map of $w_{k}$ and let

$$
\Phi^{N}=\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{N}\right\}
$$

Let $T^{N}: L^{p}(X, \mu) \rightarrow L^{p}(X, \mu)$ be the associated IFSM operator of $\left(\mathbf{w}^{N}, \Phi^{N}\right)$. Then the following result holds:

Theorem 1.7.4 Let $v \in L^{p}(X, \mu), 1 \leq p<\infty$ and $\mathcal{W}$ as above. Then

$$
\lim _{N \rightarrow \infty} \inf \left\|v-T^{N} v\right\|_{p}=0
$$

Proof A proof can be found in [20].
Using this result and Example 1.7.3, we are now in a position to develop an algorithm for the construction of IFSM approximations of target functions $v \in L^{p}(X, \mu)$. Then, given an $N$-map IFSM ( $\mathbf{w}, \Phi)$ on $(X, d)$ with associated operator $T$, we have the squared $L^{2}$ distance

$$
\begin{align*}
\Delta^{2} & =\|v-T v\|_{2}^{2} \\
& =\int_{X}\left(\sum_{k=1}^{N} '_{k}\left(v\left(w_{k}^{-1}(x)\right)\right)-v(x)\right)^{2} d \mu(x) . \tag{1.6}
\end{align*}
$$

With the formal solution in mind, we assume the IFS maps $w_{k}$ are fixed and search for grey-level maps $\phi_{k}$ which minimize $\Delta^{2}$ for the given target $v$. This is the key idea for IFSM [20].

For computational simplicity, assume the maps $w_{k}$ and $\phi_{k}$ are affine. The pair ( $\mathbf{w}, \Phi$ ) will be called an affine IFSM. Assuming that $\phi_{k}(t)=\alpha_{k} t+\beta_{k} \forall t \in \mathbb{R}, k=1,2, \ldots, N$, then

$$
\begin{equation*}
T u(x)=\sum_{k=1}^{N},\left[\alpha_{k} u\left(w_{k}^{-1}(x)\right)+\beta_{k} \chi_{w_{k}(X)}(x)\right] \tag{1.7}
\end{equation*}
$$

If $X \subset \mathbb{R}^{D}$, then by Proposition 1.6.3 on page 37, $\forall u, v \in L^{p}(X, \mu)$,

$$
\|T u-T v\|_{p} \leq C(D, p)\|u-v\|_{p}
$$

with $C(D, p)=\sum_{k=1}^{N} c_{k}^{D / p} \alpha_{k}$. Hence, if $C(D, p)<1, T$ is contractive on $L^{p}(X, \mu)$ and has a unique fixed point $\bar{u}_{T}$.

Example 1.7.5 If $\beta_{k}=0$ for $1 \leq k \leq N$, then $\bar{u}_{T} \equiv 0$.
Example 1.7.6 If $X=[0,1], w_{k}(x)=a_{k} x+b_{k}, 1 \leq k \leq N$, and $T$ is contractive with fixed point $\bar{u}_{T}$, then by Equation (1.7),

$$
\begin{aligned}
\bar{u}_{T}(x) & =\sum_{k=1}^{N} \alpha_{k} \bar{u}_{T}\left(\frac{x-b_{k}}{a_{k}}\right)+\beta_{k} \chi_{w_{k}(X)}(x) \\
& =\sum_{k=1}^{N} ' \alpha_{k} \psi_{k}(x)+\beta_{k} \phi_{k}(x)
\end{aligned}
$$

Therefore, $\bar{u}_{T}$ is a linear combination of piecewise constant functions $\phi_{k}$, and functions $\psi_{k}$, which are dilations and translations of $\bar{u}_{T}{ }^{4}$ This idea is reminiscent of the wavelets relations and will be discussed in Chapter 2.

By the following theorem, it is sufficient in practical situations to study the subclass of affine IFSM [20].

Theorem 1.7.7 Let $X=\mathbb{R}^{D}$ and let $\mu \in M(X)$. Given $p \geq 1$, let $L_{A}^{p}(X, \mu) \subset L^{p}(X, \mu)$ be the set of fixed points of contractive $N$-map affine IFSM on $X$. Then $L_{A}^{p}(X, \mu)$ is dense in $L^{p}(X, \mu)$.

Proof For simplicity, we prove the result for $D=1$. Let $S$ be the set of step functions on $X$. Then, given $\phi \in S$, get $N$, with $1 \leq N<\infty$, a set of numbers $\xi_{k} \in \mathbb{R}$ and intervals

[^3]$J_{k}=\left[a_{k}, b_{k}\right] \subset[0,1], k=1,2, \ldots, N$ such that
$$
\phi=\sum_{k=1}^{N} \xi_{k} \chi_{J_{k}}
$$

Then, $\phi$ is the attractor of the $N$-map affine IFSM ( $\mathbf{w}, \Phi$ ) with

$$
\begin{aligned}
w_{k}(x) & =\left(b_{k}-a_{k}\right) x+a_{k} \\
\phi_{k}(t) & =\xi_{k}, \quad 1 \leq k \leq N .
\end{aligned}
$$

Thus, $S \subset L_{A}^{p}(X, \mu)$. But, since $S$ is dense in $L^{p}(X, \mu)$, the result follows. The argument in higher dimensions follows in a similar manner, by replacing the intervals $J_{k}$ by appropriate rectangles in $\mathbb{R}^{D}$.

Now, suppose ( $\mathbf{w}, \Phi$ ) is an $N$-map affine IFSM with
i) $w_{k} \in C o n_{1}(X)$ with contractivity factors $c_{k}>0$ for $1 \leq k \leq N$;
ii) $\cup_{k=1}^{N} w_{k}(X)=X$, and
iii) $\phi_{k}: \mathbb{R} \rightarrow \mathbb{R}$, where $\phi_{k}(t)=\alpha_{k} t+\beta_{k}, t \in \mathbb{R}, 1 \leq k \leq N$.

Then, going back to Equation (1.6),

$$
\begin{aligned}
\Delta^{2}= & <v-T v, v-T v> \\
= & \sum_{k=1}^{N} \sum_{l=1}^{N}\left(<\psi_{k}, \psi_{l}>\alpha_{k} \alpha_{l}+2<\psi_{k}, \chi_{k}>\alpha_{k} \beta_{l}+<\chi_{k}, \chi_{l}>\beta_{k} \beta_{l}\right) \\
& -2 \sum_{k=1}^{N}\left(<v, \psi_{k}>\alpha_{k}+<v, \chi_{k}>\beta_{k}\right)+<v, v>
\end{aligned}
$$

where $\psi_{k}=v \circ w_{k}^{-1}$ and $\chi_{k}=\chi_{w_{k}(X)}$. Then $\Delta^{2}$ can be written as a quadratic form in the parameters $\alpha_{k}$ and $\beta_{k}$ as

$$
\Delta^{2}=\mathbf{x}^{T} A \mathbf{x}+\mathbf{b}^{T} \mathbf{x}+c,
$$

where $\mathbf{x}^{T}=\left(\alpha_{1}, \ldots, \alpha_{N}, \beta_{1}, \ldots, \beta_{N}\right) \in \mathbb{R}^{2 N}$. Minimizing $\Delta^{2}$ is a quadratic programming (QP) problem in the $\alpha_{k}$ and $\beta_{k}$. A detailed discussion is given in [20, 49].

We end this section with a few examples of approximations which demonstrate the application of IFSM. The second example reveals a problem with this method.

Example 1.7.8 Let $u(x)=\sin (x)$ and $X=[0,1]$. The approximations of $u$ are given in Figure 1.4. The maps $w_{k}$ map $X$ to evenly divided subintervals. For example, in the case of 2 maps, $w_{1}(x)=x / 2$ and $w_{2}(x)=x / 2+1 / 2$. The following table gives the $L^{2}$ distance between $u$ and the approximations.

| Number of maps | Distance | File size (bytes) | Computation time (sec.) |
| :---: | :---: | :---: | :---: |
| u | 0.0 | 30878 | n.a. |
| 2 | 0.0199362 | 42 | 1.17 |
| 4 | 0.0191687 | 82 | 1.17 |
| 16 | 0.0188445 | 320 | 1.17 |

In this case, the results are quite nice. This happens since the parts of the function on the subintervals are similar to the entire function.

Example 1.7.9 Let $u(x)=\sin (\pi x)$ and $X=[0,1]$. Consider the approximations in Figures 1.5. The following table gives the $L^{2}$ distance between $u$ and the approximations.

| Number of maps | Distance | File size (bytes) | Computation time (sec) |
| :---: | :---: | :---: | :---: |
| u | 0.0 | 30768 | n.a. |
| 2 | 0.307759 | 39 | 1.13 |
| 4 | 0.158104 | 82 | 1.13 |
| 16 | 0.0400456 | 339 | 1.17 |

Here, it is difficult to get a good approximation since the best fits are given by piecewise constant functions.


Figure 1.4: IFSM approximations of $u(x)=\sin (x)$.


Figure 1.5: IFSM approximation of $u(x)=\sin (\pi x)$ with 2,4 and 16 range blocks.

The problem described above arises in most situations, when the smaller portions of an image are not similar to the entire image. However, this situation can be remedied by considering local IFSM.

### 1.8 LIFSM

A method, which in general yields better approximations than IFSM, is the method of local IFSM (LIFSM) [20].

Definition 1.8.1 Let $X \subset \mathbb{R}^{D}$ and $\mu=m^{(D)}$. Let $J_{k} \subset X, k=1,2, \ldots, N$, such that
i) $\cup_{k=1}^{N} J_{k}=X$ (covering condition) and
ii) $\mu\left(J_{j} \cap J_{k}\right)=0$ when $j \neq k$ ( $\mu$-non-overlapping condition).

Suppose also that $\forall J_{k}, \exists I_{j(k)} \subset X$ with an associated map $w_{j(k), k} \in C o n(X, d)$ with contractivity factor $c_{j(k), k}$ such that

$$
w_{j(k), k}\left(I_{j(k)}\right)=J_{k} .
$$

The set $J_{k}$ is called the range block of the domain block $I_{j(k) \cdot}{ }^{5}$ For each $w_{j(k), k}$, let $\phi_{k}: \mathbb{R} \rightarrow \mathbb{R}$ be an associated grey-level map. Then define

$$
\mathbf{w}_{l o c}=\left\{w_{i(1), 1}, \ldots, w_{i(N), N}\right\} \quad \text { and } \quad \Phi=\left\{\phi_{1}, \ldots, \phi_{N}\right\} .
$$

The pair $\left(\mathbf{w}_{\text {loc }}, \Phi\right)$ is called an $N$-map local IFSM, or LIFSM. The associated operator $T_{(\mathbf{w}, \Phi)}^{\text {loc }}: \mathcal{F}(X) \rightarrow \mathcal{F}(X)$ is defined by

$$
T_{(w, \Phi)}^{l o c} u(x)= \begin{cases}\phi_{k}\left(u\left(w_{i(k), k}^{-1}\right)\right) & x \in J_{k} \backslash \cup_{i \neq k}^{N} J_{l}(X) \\ 0 & x \text { otherwise }\end{cases}
$$

[^4]A result similar to Proposition 1.6.3 can then be obtained:
Proposition 1.8.2 Let $X \subset \mathbb{R}^{\boldsymbol{D}}$ and $\mu=m^{(D)}$. Let $\left(\mathbf{w}_{\text {loc }}, \Phi\right)$ be a LIFSM as above with $\phi_{k} \in \operatorname{Lip}(\mathbb{R})$ for $1 \leq k \leq N$ and let $T^{\text {toc }}$ be the associated LIFSM operator. Then, for $u, v \in L^{p}(X, \mu)$,

$$
\left\|T^{l o c} u-T^{l o c}\right\|_{p} \leq C_{l o c}(D, p)\|u-v\|_{p}
$$

where $C_{l o c}(D, p)=\left(\sum_{k=1}^{N} c_{j(k), k} K_{k}^{p}\right)^{1 / p}$. Thus, if $C_{l o c}(D, p)<1, T^{\text {loc }}$ is contractive on $L^{p}(X, \mu)$ and has a unique fixed point.

Proof The proof is similar to that of Proposition 1.6.3 on page 37 and is omitted.
Now, suppose $X=[0,1]^{D}, \mu=m^{(D)}$ and $v \in L^{2}(X, \mu)$. Then, given an $N$-map LIFSM as above, the squared collage distance is given by

$$
\begin{aligned}
\Delta^{2} & =\left\|T^{l o c} v-v\right\|_{2}^{2} \\
& =\sum_{k=1}^{N} \int_{J_{k}}\left[\phi_{k}\left(v\left(w_{j(k), k}^{-1}(x)\right)\right)-v(x)\right]^{2} d x \\
& =\sum_{k=1}^{N} \Delta_{j(k), k}^{2} .
\end{aligned}
$$

It is therefore sufficient to minimize the $\Delta_{j(k), k}^{2}$ individually for each range block $J_{k}$. In the case where the maps $\phi_{k}$ are affine, this becomes a QP problem [20].

To apply this idea to the Inverse Problem, consider the following:
i) $X \subset \mathbb{R}^{D}, \mu=m^{(D)}, d$ usual Euclidean metric;
ii) $w_{k} \in \operatorname{Sim}_{1}(X, d)$, with $X=\cup_{k=1}^{N} X_{k}$, where $X_{k}=w_{k}(X)$ (covering condition);
iii) $\mu\left(X_{i} \cap X_{j}\right)=0$ when $i \neq j$ ( $\mu$-non-overlapping condition) and
iv) $\phi_{k}: \mathbb{R} \rightarrow \mathbb{R}$ are affine with $\phi_{k}(t)=\alpha_{k} t+\beta_{k}, t \in \mathbb{R}$.

Then

$$
\begin{aligned}
\Delta_{k}^{2} & \equiv \int_{X_{k}}\left[\alpha_{k} v\left(w_{k}^{-1}(x)\right)+\beta_{k}-v(x)\right]^{2} d \mu \\
& =c_{k}^{D} \int_{X}\left[\alpha_{k} v(x)+\beta_{k}-v\left(w_{k}^{-1}(x)\right)\right]^{2} d \mu .
\end{aligned}
$$

As before, with the formal solution of the Inverse Problem in mind, assume that the $\boldsymbol{w}_{k}$ are fixed, and hence for each $k, \Delta_{k}$ can be viewed as a quadratic form in the parameters $\alpha_{k}$ and $\beta_{k}$ :

$$
\begin{aligned}
c_{k}^{-D} \Delta_{k}^{2}= & \|v\|_{2}^{2} \alpha_{k}^{2}+2 \alpha_{k} \beta_{k}\|v\|_{1}+\beta_{k}^{2}-2<v, v \circ w_{k}>\alpha_{k} \\
& -2\left\|v \circ w_{k}\right\|_{1} \beta_{k}+\left\|v \circ w_{k}\right\|_{2}^{2} .
\end{aligned}
$$

The problem can be viewed as a least squares minimization of $\Delta_{k}$ with respect to $\alpha_{k}$ and $\beta_{k}$. Set

$$
\frac{\partial \Delta_{k}^{2}}{\partial \alpha_{k}}=\frac{\partial \Delta_{k}^{2}}{\partial \beta_{k}}=0, \quad k=1,2, \ldots, N
$$

Then

$$
\begin{aligned}
\|v\|_{2}^{2} \alpha_{k}+\|v\|_{1} \beta_{k} & =\left\langle v \circ w_{k}, v>\right. \\
\|v\|_{1} \alpha_{k}+\beta_{k} & =\left\|v \circ w_{k}\right\|_{1},
\end{aligned}
$$

for $k=1,2, \ldots, N$.

Then, if $D_{v} \equiv\|v\|_{1}^{2}-\|v\|_{2}^{2} \neq 0$, the solutions are given by

$$
\begin{aligned}
& \alpha_{k}=D_{v}^{-1}\left(<v \circ w_{k}, v>-\left\|v \circ w_{k}\right\|_{1}\|v\|_{1}\right) \\
& \beta_{k}=D_{v}^{-1}\left(\|v\|_{2}^{2}\left\|v \circ w_{k}\right\|_{1}-\|u\|_{1}<v \circ w_{k}, v>\right),
\end{aligned}
$$

for $1 \leq k \leq N$.
When considering images, the condition that $\phi_{k}: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$would be needed. This forces $\alpha_{k}, \beta_{k} \geq 0$. It is not guaranteed that the $\alpha_{k}$ and $\beta_{k}$ given by the above method will be nonnegative. However, if we consider an image to be a function defined on a compact subset $A$ of $\mathbb{R}$, the condition on the $\alpha_{k}$ and $\beta_{k}$ could be relaxed, with $\phi_{k}(v(x))$ still being nonnegative on $A$.

Hence, given $v \in L^{2}(X, \mu)$, fix $N_{J}$ range blocks $J_{k}, 1 \leq k \leq N_{J}$, and $N_{I}$ domain blocks $I_{j}, 1 \leq j \leq N_{I}$. For each range block $J_{k}$, minimize the distance $\Delta_{j, k}^{2}$, for each domain block $I_{j}, 1 \leq j \leq N_{I}$. Then, let $I_{j(k)}$ be the domain block for which $\Delta_{j(k), k}$ is minimized over the domains. The values of $I_{j(k)}$, and the associated parameters $\alpha_{k}$ and $\beta_{k}$, are then stored, for $1 \leq k \leq N_{J}$. These values are called an IFSM approximation of $v$.

Example 1.8.3 Consider the function $u(x)=\sin (\pi x)$ for $x \in X=[0,1]$. Some approximations to $u$ using the LIFSM method are shown in Figure 1.6. The following table gives the $L^{2}$ distance between $u$ and the approximations.

| Domains | Ranges | Distance | File size (bytes) | Computation time (sec) |
| :---: | :---: | :---: | :---: | :---: |
| u | n.a. | 0.0 | 30768 | n.a. |
| 2 | 4 | 0.0266135 | 82 | 1.16 |
| 2 | 8 | 0.0144324 | 162 | 1.18 |
| 2 | 16 | 0.00762873 | 322 | 1.18 |
| 4 | 16 | 0.00131272 | 324 | 1.24 |



Figure 1.6: LIFSM approximation of $\sin (\pi x)$ with block ratio (D:R) from left to right, top to bottom, 2:4, 2:8, 2:16 and 4:16.

Comparing these results with the IFSM case shown in Example 1.7.9, the strength of LIFSM is revealed.

## Chapter 2

## Wavelets

This chapter will deal with function approximation in a different way, using wavelets (c.f. Example 1.7.6). Our general goal is the representation or approximation of arbitrary target functions by functions which we know. An often used method is through bases.

### 2.1 Hilbert Space Background

Notation 2.1.1 Let $(H,\langle\cdot, \cdot>\rangle)$ denote a Hilbert space over $\mathbb{R}$ with inner product $\langle\cdot, \cdot\rangle$. The norm of $f \in H$ is $\|f\|=\sqrt{\langle f, f\rangle}$. The distance between $f, g \in H$ is $d(f, g)=$ $\|f-g\|$.

For simplicity, the Hilbert space of focus in this thesis will be $L^{2}(\mathbb{R})$, the square integrable functions on $\mathbb{R}$, with the usual inner product.

Definition 2.1.2 Two elements $f, g \in H$ are orthogonal if $\langle f, g\rangle=0$. Write $f \perp g$ to denote this fact. An element is called normalized if it has norm 1. A set $\left\{h_{\alpha}\right\} \subset H$ is orthogonal if all pairs of distinct elements are orthogonal. It will be called orthonormal if it is orthogonal and all its elements are normalized.

Example 2.1.3 Let $H=L^{2}(0, \pi)$. For $n \in \mathbb{N}$, let $h_{n}(x)=\sin (n x)$ for $x \in(0, \pi)$. Then $\left\{h_{n}\right\}$ is an orthogonal set.

Example 2.1.4 Let $H=L^{2}[0, \infty)$. For $n \in \mathbb{N}$, let $h_{n}=\chi_{[n, n+1)}$. Then $\left\{h_{n}\right\}$ is an orthonormal set.

Definition 2.1.5 If $M$ is a subspace of $H$, define $M^{\perp}$, the orthogonal complement of $M$, as

$$
\left.M^{\perp}=\{f \in H:<f, m\rangle=0 \quad \forall m \in M\right\}
$$

Proposition 2.1.6 If $M$ is a subspace of $H$, then $M^{\perp}$ is a subspace of $H$ and if $M$ is closed, $H=M \oplus M^{\perp}$, the direct sum of $M$ and $M^{\perp}$.

Recall the definition of a projection:
Definition 2.1.7 Let $\left\{h_{\alpha}\right\}$ be an orthonormal set in $H$ and let $M=\overline{\left\langle h_{\alpha}\right\rangle}$, where $\left\langle h_{\alpha}\right\rangle$ denotes the linear span of the set $\left\{h_{\alpha}\right\}$ and $\bar{A}$ denotes the closure of the set $A$. Then, the function $P_{M}: H \rightarrow M$ defined by

$$
P_{M} f=\sum_{\alpha}<f, h_{\alpha}>h_{\alpha}
$$

is called the orthogonal projection of $H$ onto $M$.
The following proposition lists a few basic facts about $P_{M}$ :
Proposition 2.1.8 The function $P_{M}$ is well-defined, linear, continuous and idempotent with respect to composition. In addition, $P_{M} f=f \Longleftrightarrow f \in M$ and $P_{M} f=0 \Longleftrightarrow f \in$ $M^{\perp}$.

Recall the following important theorems from Hilbert space theory. Standard proofs can be found in $[4,8,44]$.

Theorem 2.1.9 (Pythagorean Theorem) If $f, g \in H$ and $f \perp g$, then

$$
\|f+g\|^{2}=\|f\|^{2}+\|g\|^{2}
$$

Theorem 2.1.10 (Bessel's inequality) Suppose $\left(h_{n}\right)$ is an orthonormal sequence in $H$ and $f \in H$. Then $\|f\|^{2} \geq \sum_{n=1}^{\infty}\left|<f, h_{n}>\right|^{2}$.

Corollary 2.1.11 If $\left\{h_{\alpha}\right\}$ is orthonormal and $f \in H$, then $\sum_{\alpha}<f, h_{\alpha}>h_{\alpha}$ converges. In addition, if $f=\sum_{\alpha} c_{\alpha} h_{\alpha}$, then $c_{\alpha}=\left\langle f, h_{\alpha}\right\rangle$.

Definition 2.1.12 $A$ basis of $H$ is a maximal orthonormal set in $H$. That is, $\left\{h_{\alpha}\right\} \subset H$ is a basis if no element $f \in H, f \neq 0$, is orthogonal to each of the $h_{\alpha}$. A basis is also called a complete orthonormal set.

Theorem 2.1.13 (Parseval's equality) Suppose $\left\{h_{n}\right\}$ is a complete orthonormal set and $f, g \in H$. Then

$$
\langle f, g\rangle=\sum_{n=0}^{\infty} c_{n} \bar{d}_{n},
$$

where $c_{n}=<f, h_{n}>$ and $d_{n}=<g, h_{n}>$. Therefore,

$$
\|f\|^{2}=\sum_{n=0}^{\infty}\left|c_{n}\right|^{2} .
$$

Example 2-1.14 The trigonometric system $\left\{\frac{1}{2 \pi} e^{i n x}\right\}_{n \in Z}$ is a complete orthonormal set on $L^{2}(-\pi, \pi)$.

Theorem 2.1.15 Every Hilbert space has a basis $\left\{h_{\alpha}\right\}$ and $H=\overline{\left\langle h_{\alpha}\right\rangle}$.
Definition 2.1.16 If $\left\{h_{\alpha}\right\}$ is a set such that

$$
H=\overline{\left\langle h_{\alpha}\right\rangle},
$$

but is not orthonormal then $\left\{h_{\alpha}\right\}$ is called complete.
The next example will be important in motivating the definition of a large class of bases for $L^{2}(\mathbb{R})$. This example is the Haar basis [51].

Example 2.1.17 (The Haar Wavelets) Let $H=L^{2}(\mathbb{R})$ and let $\phi=\chi_{[0,1)}$. We wish to use $\phi$ to construct a basis of $L^{2}(\mathbb{R})$. For each nonzero $n \in \mathbb{Z}, \phi(t-n) \perp \phi(t)$. This is trivial since the supports of the two functions are disjoint. The set $\{\phi(t-n)\}$ is not a basis of $L^{2}(\mathbb{R})$ since the set

$$
V_{0}=\overline{\langle\phi(t-n): n \in \mathbb{Z}\rangle}
$$

consists of piecewise constant functions with jumps only on $\mathbb{Z}$.
Consider the dilated and translated versions of $\phi(t)$

$$
\phi\left(2^{m} t-n\right), \quad m, n \in \mathbb{Z}
$$

Given $m \in \mathbb{Z}$, the set $\left\{2^{m / 2} \phi\left(2^{m} t-n\right): n \in \mathbb{Z}\right\}$ is orthonormal, since the supports of any two distinct functions in it are disjoint. For $m \in \mathbb{Z}$, let $V_{m}$

$$
V_{m}=\overline{\left\langle 2^{m / 2} \phi\left(2^{m} t-n\right): n \in \mathbb{Z}\right\rangle}
$$

Then, the space $V=\cup_{m \in \mathbb{Z}} V_{m}$ consists of piecewise constant functions with jumps at dyadic rationals. As these functions are dense in $L^{2}(\mathbb{R})$, we have that $\bar{V}=L^{2}(\mathbb{R})$.

Define $\phi_{m, n}(t)=2^{m / 2} \phi\left(2^{m} t-n\right)$ for $m, n \in \mathbb{Z}$. Then $\left\{\phi_{m, n}\right\}$ is complete in $L^{2}(\mathbb{R})$. However, $\left\langle\varphi_{00}, \varphi_{10}\right\rangle=\frac{1}{\sqrt{2}}$, therefore, $\left\{\phi_{m, n}\right\}$ is not orthonormal. To solve this problem, let $\psi(t)=\phi(2 t)-\phi(2 t-1)$. Then $\{\psi(t-n)\}$ is orthonormal and $\psi(2 t-k) \perp \psi(t-n)$ $\forall n, k \in \mathbb{Z}$. Therefore, we obtain the following theorem:

Theorem 2.1.18 Let $\psi_{m, n}(t)=2^{m / 2} \psi\left(2^{m} t-n\right)$ for $m, n \in \mathbb{Z}$. Then $\left\{\psi_{m, n}\right\}$ is a complete orthonormal system in $L^{2}(\mathbb{R})$.

Proof The proof for general functions of this type will be given later (see Proposition 2.2.11).


Figure 2.1: The mother wavelet $\psi(t)$ of the Haar system.

The set $\left\{\psi_{m, n}\right\}$ is called the set of Haar wavelets. The function $\psi$ is called the mother wavelet and is shown in Figure 2.1. We see that $V_{m}=\overline{\left\langle\psi_{k, n}: k, n \in \mathbb{Z}, k \leq m-1\right\rangle}$. The standard approximation of a function $f \in L^{2}(\mathbb{R})$ is

$$
f_{m}=\sum_{k=-\infty}^{m-1} \sum_{n=-\infty}^{\infty}<f, \psi_{k, n}>\psi_{k, n} .
$$

Therefore, $f_{m} \in V_{m}$. By Parseval's equality, we have

$$
\begin{aligned}
<f_{m}, \phi_{m, n}> & \left.=\sum_{k=-\infty}^{m-1} \sum_{j=-\infty}^{\infty}<f, \psi_{k, j}\right\rangle\left\langle\psi_{k, j}, \phi_{m, n}\right\rangle \\
& =<f, \phi_{m, n}>
\end{aligned}
$$

Hence, $f_{m}=P_{V_{m}} f$, that is

$$
f_{m}=\sum_{n=-\infty}^{\infty}<f, \phi_{m, n}>\phi_{m, n}
$$

We therefore obtain a strong result on the convergence of the approximations.
Proposition 2.1.19 Let $f$ be continuous on $\mathbb{R}$ with compact support; then $f_{m} \rightarrow f$ uniformly.

Proof Since $f$ has compact support, it is uniformly continuous. Therefore, $\forall \epsilon>0$ we can find an $m$ such that

$$
|f(x)-f(y)|<\epsilon \text { when }|x-y| \leq 2^{-m} .
$$

Now, for each $n \in \mathbb{Z}$ and $x \in\left[n 2^{-m},(n+1) 2^{-m}\right)$ we have

$$
f_{m}(x)=2^{m / 2} \int_{2^{-m_{n}}}^{2-m(n+1)} f(t) 2^{m / 2} \phi\left(2^{m} x-n\right) d t
$$

by definition of $\phi_{m, n}$. Then, by the Mean Value Theorem,

$$
\begin{aligned}
f_{m}(x) & =2^{m / 2}\left(f(c) 2^{-m}\right) 2^{m / 2} \phi\left(2^{m} x-n\right) \\
& =f(c),
\end{aligned}
$$

for some $c \in\left[n 2^{-m},(n+1) 2^{-m}\right)$. Since $|x-c| \leq 2^{-m},\left|f_{m}(x)-f(x)\right|<\epsilon$, as required.
The Haar system is an example of a wavelet basis of $L^{2}(\mathbb{R})$.

### 2.2 Multiresolution Analysis

A wavelet has been defined by Meyer [38] as an integrable function $\psi$ whose integral is zero such that

$$
\int_{0}^{\infty} \frac{|\hat{\psi}(\xi t)|^{2}}{t} d t=1
$$

for all $\xi \neq 0$ where $\hat{\psi}$ is the Fourier transform of $\psi$. Recall the following definitions:

Definition 2.2.1 The (infinite) Fourier transform of the function $f \in L^{1}(\mathbb{R})$ is

$$
\hat{f}(\omega)=\int_{\mathbb{R}} f(t) e^{-i \omega t} d t, \quad \omega \in \mathbb{R}
$$

If the transform is in $L^{1}(\mathbb{R})$, then the inverse is given by

$$
f(t)=\frac{1}{2 \pi} \int_{\mathbb{R}} \hat{f}(\omega) e^{i \omega t} d \omega, \quad t \in \mathbb{R}
$$

For $f \in L^{2}(\mathbb{R})$, Parseval's equality yields the following two relations:

$$
\|f\|^{2}=\frac{1}{2 \pi}\|\hat{f}\|^{2} \quad \text { and } \quad\langle f, g\rangle=\frac{1}{2 \pi}\langle\hat{f}, \hat{g}\rangle .
$$

Example 2.2.2 The Fourier transform of the Haar mother wavelet given in Section 2.1 is

$$
\hat{\psi}(\omega)=\frac{i}{w}\left[2 e^{-i \omega / 2}-1-e^{-i \omega}\right] .
$$

A complex parametric plot is given in Figure 2.2.

One way to obtain wavelet bases like the Haar basis is through multiresolution analysis. Begin by considering regular functions [51].

Definition 2.2.3 Let $S$ be the space of all $C^{\infty}(\mathbb{R})$ functions $\theta$ such that

$$
\begin{equation*}
\left|\theta^{(k)}(t)\right| \leq C_{p, k}(1+|t|)^{-p} \quad p, k \in \mathbb{N}, t \in \mathbb{R}, \tag{2.1}
\end{equation*}
$$

where $\theta^{(k)}$ denotes the $k$-th derivative of $\theta$, with convergence given by the semi-norms

$$
\gamma_{p, k}=\sup _{t}(1+|t|)^{p}\left|\theta^{(k)}(t)\right| .
$$

The space $S$ is called the space of rapidly decreasing or regular $C^{\infty}(\mathbb{R})$ functions on $\mathbb{R} .^{1}$
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Figure 2.2: The Fourier transform of $\psi$, the mother wavelet of the Haar system.

In $S, \theta_{\nu} \rightarrow \boldsymbol{\theta}$ whenever

$$
(1+|t|)^{p} D^{k}\left(\theta_{\nu}(t)-\theta(t)\right) \rightarrow 0
$$

uniformly in $t \forall p, k \in \mathbb{N}$ as $\nu \rightarrow \infty$. Here, $D$ is the derivative operator.
Example 2.2.4 Hermite functions on $\mathbb{R}$, defined by

$$
h_{0}(x)=\frac{e^{-x^{2} / 2}}{\sqrt{\pi}} \quad x \in \mathbb{R}
$$

and $(x-D) h_{n}(x)=\sqrt{2 n+2} h_{n+1}(x), n \in \mathbb{N}, x \in \mathbb{R}$, are in $S$. Therefore, since these functions form an orthonormal basis in $L^{2}(\mathbb{R}), \bar{S}=L^{2}(\mathbb{R})$ [4].

Example 2.2.5 All $C^{\infty}(\mathbb{R})$ functions of compact support are regular.
The Haar scaling function does not satisfy Equation (2.1), but satisfies a less restrictive condition.

Definition 2.2.6 For $r \in \mathbb{N}$, let $S_{r}$ be the space of all $\theta \in C^{r}(\mathbb{R})$ satisfying Equation (2.1) for all $k \leq r$ and for all $p \in \mathbb{N}$, with the topology restricted by $k \leq r$. Functions in $S_{r}$ are called $r$-regular.

Example 2.2.7 The function $\phi$ of the Haar system is in $S_{0}$.
We now define the concept of a multiresolution analysis, or MRA of $L^{2}(\mathbb{R})$. This will allow us to construct more wavelet bases. More general definitions can be found in $[7,32,35,38]$.

Definition 2.2.8 Let $\phi \in S_{r}$. The function $\phi$ defines a multiresolution analysis, or MRA, of $L^{2}(\mathbb{R})$, and is called a scaling function, if there is a nested sequence of closed subspaces $\left\{V_{m}\right\}_{m \in \mathcal{Z}}$ satisfying the following conditions:
i) $\{\phi(t-n)\}_{n \in \mathcal{Z}}$ is an orthonormal basis of $V_{0}$;
ii) $\ldots \subset V_{-1} \subset V_{0} \subset V_{1} \subset \ldots \subset L^{2}(\mathbb{R})$;
iii) $f \in V_{m} \Longleftrightarrow f(2 \cdot) \in V_{m+1} \quad \forall m \in \mathbb{Z}$;
iv) and $\overline{\bigcup_{m \in \mathbb{Z}} V_{m}}=L^{2}(\mathbb{R})$.

The map $T: V_{0} \rightarrow V_{1}$ defined by $f \mapsto \sqrt{2} f(2 \cdot)$ is an isometric isomorphism from $V_{0}$ to $V_{1}$, hence $\{\sqrt{2} \phi(2 t-n)\}$ is a orthonormal basis for $V_{1}$. Therefore, since $\phi \in V_{1}$,

$$
\begin{equation*}
\phi(t)=\sum_{k \in \mathbf{Z}} h_{k} \sqrt{2} \phi(2 t-k) \quad \forall t \in \mathbb{R}, \tag{2.2}
\end{equation*}
$$

where $\left\{h_{k}\right\} \in \ell^{2}(\mathbb{Z})$. Equation (2.2) is called the dilation equation and the coefficients $\left\{h_{k}\right\}$ are called the dilation coefficients of $\phi$.

Usually, the condition that

$$
\bigcap_{m \in \mathcal{Z}} V_{m}=\{0\}
$$

is included in the definition. It was shown in [31] that this property follows from the definition given above.

By what was shown earlier, the Haar system satisfies this definition for $r=0$. Another example is the Shannon system.

Example 2.2.9 (The Shannon Wavelets) Let $\phi$ be the Fourier transform of a function resembling the scaling function of the Haar system. That is

$$
\hat{\phi}(\omega)= \begin{cases}1 & \text { if }-\pi \leq \omega \leq \pi \\ 0 & \text { otherwise }\end{cases}
$$

Then

$$
\begin{aligned}
\phi(t) & =\frac{1}{2 \pi} \int_{\mathbf{R}} \hat{\phi}(\omega) e^{i \omega t} d \omega \\
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{i \omega t} d \omega \\
& =\frac{\sin \pi t}{\pi t}
\end{aligned}
$$

Then for $0 \neq n \in \mathbb{Z}$,

$$
\begin{aligned}
\int_{\mathbb{R}} \phi(t) \overline{\phi(t-n)} d t & =\frac{1}{2 \pi} \int_{\mathbb{R}} \hat{\phi}(\omega) \overline{\hat{\phi}(\omega)} e^{i \omega n} d \omega \\
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{i \omega n} d \omega \\
& =\frac{\sin \pi n}{\pi n} \\
& =0
\end{aligned}
$$

Notation 2.2.10 Let $f$ be a function from a set $A$ to $\mathbb{R}$. Then the support of $f, \operatorname{supp}(f)$, is defined as

$$
\operatorname{supp}(f)=\overline{\{a \in A:|f(a)|>0\}}
$$

Let $f \in L^{2}(\mathbb{R})$ with $\operatorname{supp} \hat{f} \subset[-\pi, \pi]$. Then

$$
\hat{f}(\omega)=\sum_{n \in \mathbf{Z}} c_{n} e^{i \omega n} \quad|\omega| \leq \pi
$$

where $c_{n}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \hat{f}(\omega) e^{-i \omega n} d \omega=f(-n)$ by the Fourier integral theorem. By the same theorem,

$$
\begin{aligned}
f(t) & =\frac{1}{2 \pi} \int_{-\pi}^{\pi} \hat{f}(\omega) e^{i \omega t} d \omega \\
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi} \sum_{n \in \mathbf{Z}} f(-n) e^{i \omega n} e^{i \omega t} d \omega \\
& =\sum_{n \in \mathbb{Z}} f(-n) \frac{\sin \pi(t+n)}{\pi(t+n)} .
\end{aligned}
$$

The last equality is often referred to as the Shannon Sampling Theorem. Hence $V_{0} \equiv$ $\overline{\langle\phi(t-n): n \in \mathbb{Z}\rangle}$ is the set of all such functions. Therefore $V_{0}$ is a closed subspace of $L^{2}(\mathbb{R})$ and i) of Definition 2.2 .8 is satisfied.

Now consider $g(x)=f(2 x)$, where $2 x=t$. Let $V_{1}$ be the space of all functions $g$ such that $f \in V_{0}$. These functions have Fourier transforms vanishing outside of $[-2 \pi, 2 \pi]$. In this manner, construct an increasing sequence of spaces $V_{m}=\left\{\sqrt{2} f(2 \cdot): f \in V_{m-1}\right\}$. Functions $f \in V_{m}$ have Fourier transforms which vanish outside [ $-2 m \pi, 2 m \pi$ ]. Similarly, by letting $x=t / 2$, we can construct a decreasing sequence of spaces $V_{m}$ for $m<0$. These spaces will contain functions with Fourier transforms vanishing outside $[-\pi /(2 m), \pi /(2 m)]$. Hence properties $i i$ ) and $i i i$ ) of Definition 2.2 .8 are satisfied. We obtain condition $i v$ ) since the supports of the Fourier transforms expand to $\mathbb{R}$ as $m \rightarrow \infty$.

In a similar fashion to the Haar system, we can construct the function $\psi$ in $V_{1}$ which is orthogonal to $\phi(\cdot-n)$ for all $n \in \mathbb{Z}$ by letting $\psi(t)=2 \phi(2 t)-\phi(t)$. Figure 2.3 shows the graphs of $\phi$ and $\psi$. These form the Shannon system. ${ }^{2}$

Three general approaches have been used to construct MRA [51]:
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Figure 2.3: The Shannon scaling function $\phi$ and a mother wavelet $\psi$.
i) Begin with an existing MRA $\left\{V_{m}\right\}_{m \in \mathcal{Z}}$ then try to find an orthonormal basis. For example, let $V_{0}$ be defined by a Riesz basis of translates of a fixed function $\{\theta(t-n)\}$. Then use the orthogonalization procedure of Lemarié and Meyer to find an orthogonal system $\{\phi(t-n)\}[29]$.
ii) Choose dilation coefficients ( $h_{k}$ ) such that all the requirements of a MRA are satisfied [51, pp.32-33].
iii) Choose the Fourier transform of $\phi(t)$ such that it has compact support and the transformed versions of $i)-i v$ ) and of the dilation equation are satisfied [51, pp.3032].

Once a scaling function $\phi(t)$ has been found, we wish to use it to construct a mother wavelet, $\psi(t)$. We want $\psi(t)$ to satisfy the property that $\{\psi(t-n)\}$ is an orthonormal basis of $W_{0}=V_{0}^{\perp V_{1}}$, where $A^{\perp_{B}}$ denotes the orthogonal complement of $A$ in $B$. Then $V_{1}=V_{0} \oplus W_{0}$, hence we want the functions

$$
\psi_{m, n}(t)=2^{m / 2} \psi\left(2^{m} t-n\right)
$$

to form an orthonormal basis of $W_{m}=V_{m}^{\perp \nu_{m+1}}$. The following property is therefore satisfied:

Proposition 2.2.11 $\underset{m \in Z}{ } \bigoplus_{m}=L^{2}(\mathbb{R})$.
Proof We have for $m \in \mathbb{Z}$,

$$
\begin{aligned}
V_{m+1} & =V_{m} \oplus W_{m} \\
& =V_{0} \oplus W_{0} \oplus W_{1} \oplus \ldots \oplus W_{m}
\end{aligned}
$$

Since $\bigcup_{m \in \mathbb{Z}} V_{m}$ is dense in $L^{2}(\mathbb{R})$, then

$$
V_{0} \oplus\left(\underset{m=0}{\infty} W_{m}\right)=L^{2}(\mathbb{R}) .
$$

Similarly

$$
\begin{aligned}
V_{0} & =V_{-1} \oplus W_{-1} \\
& =V_{-k} \oplus W_{-k} \oplus \ldots \oplus W_{-1}
\end{aligned}
$$

Taking the limit as $k \rightarrow \infty$, an recalling that $\cap_{m \in \mathbb{Z}} V_{m}=\{0\}, V_{-k} \rightarrow\{0\}$. Therefore $\bigoplus_{m \in \mathbb{Z}} W_{m}=L^{2}(\mathbb{R})$.

Hence the following corollary is obtained:
Corollary 2.2.12 The set $\left\{\psi_{m, n}\right\}_{m, n \in \mathbb{Z}}$ is an orthonormal basis of $L^{2}(\mathbb{R})$.
As in the case of $\phi(t)$, there are two methods for constructing a mother wavelet $\psi(t)$. The first is similar to the construction of the Franklin scaling function [51, p.34-35]. The second is to note that

$$
\begin{equation*}
\psi(t)=\sqrt{2} \sum h_{1-k}(-1)^{k} \phi(2 t-k) \tag{2.3}
\end{equation*}
$$

satisfies the necessary orthogonality conditions [15, p.135].

### 2.3 Convergence of Wavelet Expansions

Before going further in our study of wavelets, we must see whether they are indeed worth our attention. In view of our goal of approximating functions, we would like to have nice results for the convergence of wavelet expansions. Recall the large amount of work
necessary to get nice convergence results for trigonometric series. Even then, one finds examples such as the following:
i) There is a continuous function $f:[-\pi, \pi] \rightarrow \mathbb{R}$ such that its Fourier series $S(f)=$ $\sum_{n=-\infty}^{\infty} c_{n} e^{i n x}$ is pointwise divergent at a dense set of points [55, p.300].
ii) Even with summability methods, convergence for smooth functions is not much more rapid than for other continuous functions [55, p.122].

Proposition 2.1.19 on page 58 suggests that wavelet expansions might have much nicer convergence properties than those of trigonometric series. We will demonstrate some of these in this section. Much of classical approximation theory is based on delta sequences [51, p.116]. For convenience, we make the following definition:

Definition 2.3.1 A tempered distribution is an element of $S^{*}$, the dual of $S$.
Example 2.3.2 Let $f$ be a locally integrable function of polynomial growth. Then we can view $f \in S^{*}$ by defining, for $\theta \in S$,

$$
(f, \theta)=\int_{\mathbb{R}} f(t) \theta(t) d t .
$$

Another example is the delta function.
Example 2.3.3 The delta function, or more correctly delta distribution, $\delta_{\alpha}, \alpha \in \mathbb{R}$ is the element of $S^{*}$ satisfying

$$
\left(\delta_{\alpha}, f\right)=f(\alpha) \quad \forall f \in S
$$

Denote $\delta_{0}$ by $\delta$.
Definition 2.3.4 $A$ delta sequence is a sequence $\left(\delta_{m}(\cdot, y)\right) \subset S^{*}$ such that $\delta_{m}(\cdot, y) \rightarrow \delta_{y}$ in $S^{*}$.

Example 2.3.5 The Dirichlet kernel $D_{m}(\cdot, y)$ :

$$
D_{m}(x, y)=\frac{\sin \left[\left(m+\frac{1}{2}\right)(x-y)\right]}{2 \pi \sin \left(\frac{x-y}{2}\right)} \chi_{[-\pi, \pi]}(x-y)
$$

We consider a subclass of such sequences, namely quasi-positive delta sequences, and derive some interesting convergence results.

Definition 2.3.6 $A$ quasi-positive delta sequence, or QPDS, is a sequence $\left(\delta_{m}(\cdot, y)\right) \subset$ $L^{1}(\mathbb{R}), y \in \mathbb{R}$ such that
i) $\exists C>0$ such that

$$
\int_{\mathbb{R}}\left|\delta_{m}(x, y)\right| d x \leq C \quad \forall y \in \mathbb{R}, m \in \mathbb{N}
$$

ii) $\exists c>0$ such that

$$
\int_{y-c}^{y+c} \delta_{m}(x, y) d x \rightarrow 1
$$

uniformly on compact subsets of $\mathbb{R}$ as $m \rightarrow \infty$.
iii) $\forall \gamma>0$,

$$
\sup _{|x-y| \geq \gamma}\left|\delta_{m}(x, y)\right| \rightarrow 0
$$

as $m \rightarrow \infty$.
Example 2.3.7 Let $F_{m}(\cdot, y)$ be the Fejér kernel. That is

$$
F_{m}(x, y)=\frac{\sin ^{2}\left[\left(\frac{m+1}{2}\right)(x-y)\right]}{2(m+1) \pi \sin ^{2}\left(\frac{x-y}{2}\right)} \chi_{[-\pi, \pi]}(x-y)
$$

In fact, the Fejér kernel satisfies the stronger conditions of a positive delta sequence [51, p.132]. It will be shown later that the Dirichlet kernel is not a QPDS.

The following result indicates that QPDS may be useful for approximations:
Proposition 2.3.8 Let $\left(\delta_{m}(\cdot, y)\right)$ be a QPDS and $f \in L^{1}(\mathbb{R})$ be continuous on $(a, b)$. Then

$$
f_{m}(y)=\int_{\mathbb{R}} \delta_{m}(x, y) f(x) d x \rightarrow f(y)
$$

as $m \rightarrow \infty$ uniformly on compact subsets of $(a, b)$.
Proof A proof may be found in [51, p.118-119].
To see the relevance of these sequences for wavelets, consider for $m \in \mathbb{Z}$ the approximation $f_{m}$ to $f \in L^{2}(\mathbb{R})$ :

$$
\begin{align*}
f_{m}(y) & =\sum_{n}<f, \phi_{m, n}>\phi_{m, n}(y) \\
& =\sum_{n}\left[\int_{\mathbb{R}} f(x) \overline{2^{m / 2} \phi\left(2^{m} x-n\right)} d x\right] 2^{m / 2} \phi\left(2^{m} y-n\right) \\
& =\int_{\mathbb{R}}\left[2^{m} \sum_{n} \overline{\phi\left(2^{m} x-n\right)} \phi\left(2^{m} y-n\right)\right] f(x) d x . \tag{2.4}
\end{align*}
$$

Let $q_{m}(x, y)=2^{m} \sum_{n} \overline{\phi\left(2^{m} x-n\right)} \phi\left(2^{m} y-n\right)$. If $f \in V_{m}$ then $f_{m}=f$. This implies that each of the spaces $V_{m}$ is a reproducing kernel Hilbert space. For a more detailed discussion see $[2,52]$. The reproducing kernel, or $R K$, of $V_{0}$ is

$$
q(x, t)=\sum_{n} \overline{\phi(x-n)} \phi(t-n) .
$$

By Equation (2.4), the RK of $V_{m}$ is

$$
q_{m}(x, t)=2^{m} q\left(2^{m} x, 2^{m} t\right)
$$

Similarly $W_{m}$ has RK

$$
r_{m}(x, t)=2^{m} \sum_{n} \overline{\psi\left(2^{m} x-n\right)} \psi\left(2^{m} t-n\right)
$$

By the regularity of $\phi$, the series defining $q(x, t)$, and its derivatives with respect to $t$ of order $\leq r$, converge uniformly for $x \in \mathbb{R}$.

Example 2.3.9 For the Haar system, $\phi=\chi_{[0,1)}$, so

$$
\begin{aligned}
q(x, t) & =\sum_{n} \chi_{[0,1)}(x-n) \chi_{[0,1)}(t-n) \\
& = \begin{cases}0 & \text { if } x, t \notin[n, n+1) \text { for some } n \in \mathbb{Z} \\
1 & \text { otherwise, that is } x-[t] \in[0,1)\end{cases}
\end{aligned}
$$

where $[t]$ is the greatest integer $\leq t$. Therefore $q(x, t)=\phi(x-[t])$ for $x, t \in \mathbb{R}$.
It will be shown that $\left(q_{m}(\cdot, y)\right)$ is a QPDS. In this aim, consider the following result [51]:
Theorem 2.3.10 Let $\phi \in S_{r}$ generate a $M R A\left\{V_{m}\right\}$ and $q_{m}(x, t)$ be the reproducing kernel of $V_{m}$. Let $\delta_{m n}$ denote the Kronecker delta. If $\hat{\phi}(0) \geq 0$, then
i) $\int_{\mathbb{R}} \phi(y) d y=1$;
ii) $\hat{\phi}(2 \pi k)=\delta_{0 k}, k \in \mathbb{Z}$;
iii) $\sum_{n} \phi(x-n)=1, x \in \mathbb{R}$;
iv) $\int_{\mathbb{R}} q(x, y) d y=1, x \in \mathbb{R}$.

Proof Proof of $i$ ): Let $m \in \mathbb{N}$ and $\hat{f}(\omega)=\chi_{[0,1]}(\omega)$. Then

$$
\begin{aligned}
f_{m}(x) & =\int_{\mathbb{R}} q_{m}(x, t) f(t) d t \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}} \tilde{q}_{m}(x, \omega) \hat{f}(\omega) d \omega \\
& =\frac{1}{2 \pi} \int_{0}^{1} 2^{m} \sum_{n} \phi\left(2^{m} x-n\right)\left[\int_{\mathbb{R}} \phi\left(2^{m} t-n\right) e^{-i \omega t} d t\right] d \omega \\
& =\frac{1}{2 \pi} \int_{0}^{1} \sum_{n} \phi\left(2^{m} x-n\right)\left[\int_{\mathbb{R}} \phi(y) e^{-i \omega\left(2^{-m} y+2^{-m} n\right)} d y\right] d \omega \\
& =\frac{1}{2 \pi} \int_{0}^{1} \sum_{n} \phi\left(2^{m} x-n\right)\left[\int_{\mathbb{R}} \phi(y) e^{-i \omega 2^{-m} y} e^{-i \omega 2^{-m} n} d y\right] d \omega \\
& =\frac{1}{2 \pi} \int_{0}^{1} \sum_{n} \phi\left(2^{m} x-n\right) \hat{\phi}\left(\omega 2^{-m}\right) e^{-i \omega 2^{-m} m_{n}} d \omega .
\end{aligned}
$$

Let

$$
\begin{aligned}
a_{k, l} & =<f_{m}, \phi_{k, l}> \\
& =\int_{\mathbb{R}}\left(\frac{1}{2 \pi} \int_{0}^{1} \sum_{n} \hat{\phi}\left(\omega 2^{-m}\right) e^{-i \omega 2^{-m} n} \phi\left(2^{m} x-n\right) d \omega\right) \phi_{k, l}(x) d x \\
& =\frac{1}{2 \pi} \int_{0}^{1} 2^{-m / 2} \hat{\phi}\left(\omega 2^{-m}\right) e^{-i n 2^{-m} \omega} d \omega \sum_{n} \int_{\mathbb{R}} 2^{m / 2} \phi\left(2^{m} x-n\right) 2^{k / 2} \phi\left(2^{k} x-l\right) d x \\
& =\left[\frac{1}{2 \pi} \int_{0}^{1} 2^{-m / 2} \hat{\phi}\left(\omega 2^{-m}\right) e^{-i n 2^{-m} \omega} d \omega\right] \delta_{l n} \delta_{k m} .
\end{aligned}
$$

Hence, by Parseval's equality,

$$
\begin{aligned}
\left\|f_{m}\right\|^{2} & =\sum_{k, l}\left|a_{k, l}\right|^{2} \\
& =\sum_{n}\left|a_{m, n}\right|^{2} \\
& =\sum_{n}\left(\frac{1}{2 \pi}\right)^{2}\left(\int_{0}^{1} \hat{\phi}\left(\omega 2^{-m}\right) e^{-i n 2^{-m} \omega} d \omega\right)^{2} 2^{-m} \\
& =\frac{1}{2 \pi} \sum_{n}\left|\int_{-2^{m} \pi}^{2^{m} \pi} \hat{\phi}\left(\omega 2^{-m}\right) \hat{f}(\omega) \frac{e^{-i n 2^{-m} \omega}}{\sqrt{2^{m+1} \pi}} d \omega\right|^{2}
\end{aligned}
$$

However, since $\left\{e^{-i n 2^{-m} \omega} / \sqrt{2^{m+1} \pi}\right\}$ is orthonormal on $\left[-2^{m} \pi, 2^{m} \pi\right]$, we use Parseval's equality to get

$$
\begin{aligned}
\left\|f_{m}\right\|^{2} & =\frac{1}{2 \pi} \int_{-2^{m_{\pi}}}^{2^{m} \pi}\left|\hat{\phi}\left(\omega 2^{-m}\right) \hat{f}(\omega)\right|^{2} d \omega \\
& =\frac{1}{2 \pi} \int_{0}^{1}\left|\hat{\phi}\left(\omega 2^{-m}\right)\right|^{2} d \omega
\end{aligned}
$$

Then, since $\hat{\phi}$ is bounded and continuous,

$$
\begin{aligned}
\frac{1}{2 \pi} \int_{0}^{1}|\hat{\phi}(0)|^{2} d \omega & =\lim _{m \rightarrow \infty}\left\|f_{m}\right\|^{2} \\
& =\|f\|^{2} \\
& =\frac{1}{2 \pi} \int_{0}^{1}|\hat{f}(\omega)|^{2} d \omega \\
& =\frac{1}{2 \pi}
\end{aligned}
$$

Hence, as $\hat{\phi}(0) \geq 0, \hat{\phi}(0)=1$, and

$$
\int_{\mathbb{R}} \phi(y) d y=\hat{\phi}(0)=1
$$

Proof of $i i)$ : By the orthonormality of $\{\phi(t-n)\}$, we have

$$
\begin{align*}
\delta_{0 n} & =\int_{\mathbf{R}} \phi(t-n) \phi(t) d t \\
& =\frac{1}{2 \pi} \int_{\mathbf{R}} \hat{\phi}(\omega) e^{-i \omega n} \hat{\phi}(\omega) d \omega \\
& =\frac{1}{2 \pi} \sum_{k} \int_{0}^{2 \pi}|\hat{\phi}(\omega+2 \pi k)|^{2} e^{-i \omega n} d \omega \\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi} \sum_{k}|\hat{\phi}(\omega+2 \pi k)|^{2} e^{-i \omega n} d \omega \tag{2.5}
\end{align*}
$$

Let $\left|\hat{\phi}_{2}^{*}(\omega)\right|^{2}=\sum_{k}|\hat{\phi}(\omega+2 \pi k)|^{2}$. Then Equation (2.5) gives the Fourier coefficients of $\left|\hat{\phi}_{2}^{*}(\omega)\right|^{2}$. Hence

$$
\left|\hat{\phi}_{2}^{*}(\omega)\right|^{2}=\sum_{n} c_{n} e^{i \omega n}=1
$$

and therefore

$$
\sum_{k}|\hat{\phi}(\omega+2 \pi k)|^{2}=1
$$

Since $\hat{\phi}(0)=1$, then $\hat{\phi}(2 \pi k)=0 \forall k \neq 0$. Therefore $i i)$ is proved.
Proof of $i i i$ ): Consider the Fourier series of

$$
\sum_{n} \phi(x-n)=\sum_{k} d_{k} e^{i 2 \pi k x}
$$

Then

$$
\begin{aligned}
d_{k} & =\int_{0}^{1} \sum_{n} \phi(x-n) e^{-2 \pi i k x} d x \\
& =\int_{\mathbf{R}} \phi(x) e^{-2 \pi i k x} d x \\
& =\hat{\phi}(2 \pi k) \\
& =\delta_{0 k}
\end{aligned}
$$

whence $\sum_{n} \phi(x-n)=1$.
Proof of $i v$ ): This follows immediately from i) and iii) since

$$
\begin{aligned}
\int_{\mathbb{R}} q(x, y) d y & =\int_{\mathbb{R}} \sum_{n} \phi(x-n) \phi(y-n) d y \\
& =\sum_{n} \phi(x-n) \int_{\mathbb{R}} \phi(y-n) d y \\
& =\sum_{n} \phi(x-n) \int_{\mathbb{R}} \phi(t) d t \\
& =\sum_{n}^{n} \phi(x-n) \\
& =1 .
\end{aligned}
$$

Lemma 2.3.11 Let $\phi \in S_{r}$, then $\forall m \in \mathbb{N}, \exists C_{m} \in \mathbb{R}$ such that

$$
\left|\partial_{x}^{\alpha} \partial_{y}^{\beta} q(x, y)\right| \leq C_{m}(1+|x-y|)^{-m} \quad \forall 0 \leq \alpha, \beta \leq r
$$

Proof Let $\alpha, \beta, m \in \mathbb{N}$ with $0 \leq \alpha, \beta \leq r$. Then

$$
\begin{aligned}
\left|\partial_{x}^{\alpha} \partial_{y}^{\beta} q(x, y)\right| & \leq \sum_{n}\left|\partial_{x}^{\alpha} \phi(x-n)\right|\left|\partial_{y}^{\beta} \phi(y-n)\right| \\
& \leq \sum_{n} \frac{C_{m+2, \alpha}}{(1+|x-n|)^{m+2}} \frac{C_{m+2, \beta}}{(1+|y-n|)^{m+2}} \\
& \leq \frac{C_{m+2, \alpha} C_{m+2, \beta}}{(1+|x-y|)^{m}} \sum_{n} \frac{1}{(1+|x-n|)^{2}} \frac{1}{(1+|y-n|)^{2}}
\end{aligned}
$$

where $\partial_{x}^{\alpha}$ denotes the $\alpha$-th partial derivative with respect to $x$. The last sum is uniformly bounded hence we can get $C_{m}>0$ such that

$$
\left|\partial_{x}^{\alpha} \partial_{y}^{\beta} q(x, y)\right| \leq C_{m}(1+|x-y|)^{-m} .
$$

It now follows that $\left(q_{m}(\cdot, y)\right)$ is a QPDS:
Proposition 2.3.12 Suppose $\phi \in S_{r}$ generates a MRA and let $q_{m}$ be the $R K$ of $V_{m}$. Then $\left(q_{m}(\cdot, y)\right)$ is a QPDS.

Proof Use the previous lemma and Theorem 2.3.10.
i) We have

$$
\begin{aligned}
\int_{\mathbb{R}}\left|q_{m}(x, y)\right| d x & =2^{m} \int_{\mathbb{R}} \mid q\left(2^{m} x, 2^{m} y\right) d x \\
& =\int_{\mathbb{R}}\left|q\left(x, 2^{m} y\right)\right| d x \\
& \leq C_{2} \int_{\mathbb{R}}\left(1+\left|x-2^{m} y\right|\right)^{2} d x \\
& =C_{2} \int_{\mathbb{R}}(1+|x|)^{2} d x \\
& =C .
\end{aligned}
$$

ii) Let $c>0$, then for $y \in \mathbb{R}$,

$$
\begin{aligned}
\int_{y-c}^{y+c} q_{m}(x, y) d x & =\int_{2^{m}(y-c)}^{2^{m}(y+c)} q\left(x, 2^{m} y\right) d x \\
& =\int_{t-2^{m} c}^{t+2^{m_{c}} c} q(x, t) d x \\
& =1-\int_{t+2^{m} c}^{\infty} q(x, t) d x-\int_{-\infty}^{t-2^{m} c} q(x, t) d x .
\end{aligned}
$$

Now

$$
\begin{aligned}
\left|\int_{t+2^{m_{c}}}^{\infty} q(x, t) d x\right| & \leq C_{2} \int_{t+2^{m_{c}} c}^{\infty} \frac{1}{1+(t-x)^{2}} d x \\
& =C_{2} \int_{2^{m_{c}}}^{\infty} \frac{1}{1+x^{2}} d x \rightarrow 0
\end{aligned}
$$

as $m \rightarrow \infty$. A similar argument shows that $\int_{-\infty}^{t-2^{m} c} q(x, t) d x \rightarrow 0$ as $m \rightarrow \infty$.
iii) Let $\gamma>0$, then for $x, y \in \mathbb{R}$ with $|x-y| \geq \gamma$,

$$
\begin{aligned}
\left|q_{m}(x, y)\right| & =2^{m}\left|q\left(2^{m} x, 2^{m} y\right)\right| \\
& \leq \frac{2^{m} C_{2}}{\left(1+\left|2^{m} x-2^{m} y\right|\right)^{2}} \\
& =\frac{C_{2}}{2^{2 m}\left(2^{-m}+|x-y|\right)^{2}} \\
& \leq \frac{C_{2}}{2^{2 m}\left(2^{-m}+\gamma\right)^{2}} \rightarrow 0
\end{aligned}
$$

as $m \rightarrow \infty$.

An immediate corollary follows:
Corollary 2.3.13 Let $f \in L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$ be continuous on $(a, b)$ and let $f_{m}=P_{V_{m}} f$. Then

$$
f_{m} \rightarrow f
$$

as $m \rightarrow \infty$, uniformly on compact subsets of ( $a, b$ ).
Proof It was shown on page 70 that

$$
f_{m}(y)=\int_{\mathbb{R}} q_{m}(x, y) f(y) d y
$$

The result now follows immediately from Propositions 2.3.8 and 2.3.12.
It is of interest to compare this result with the following from Fourier analysis:
Theorem 2.3.14 Let $f$ satisfy a uniform Lipschitz condition of order $\alpha>0$ in ( $a, b$ ). Then the Fourier series $S_{m} \rightarrow f$ uniformly in any subinterval $[c, d] \subset(a, b)$.

Proof See [51, p.53].
Recall that the partial sums of the Fourier series of $f$ are given by

$$
S_{m}(x)=\int_{\mathbb{R}} D_{m}(x, y) f(y) d y
$$

where $D_{m}(x, y)$ is the Dirichlet kernel given in Example 2.3.5 and that $f$ satisfies a Lipschitz condition of order $\alpha, \alpha>0$ at $x$ if there exists $C>0$ such that

$$
|f(y)-f(x)| \leq C|y-x|^{\alpha}
$$

in some neighbourhood of $x$. The function $f$ satisfies a uniform Lipschitz condition if the condition holds with the same $C$ for all $x .^{3}$

The Lipschitz condition cannot be relaxed since there are many continuous functions with Fourier series converging everywhere, but not uniformly, and also some with divergent Fourier series [55, p.298]. This leads to the investigation of summability methods like

[^7]Cesàro summability and Abel summability. These methods yield kernels which are QPDS. and even positive delta sequences, which is a stronger condition $[12,51]$. For the moment then, it still seems that Fourier analysis yields the same type of convergence results as does wavelet analysis. Our next goal will be to study the rate of convergence of the expansions $f_{m}$. It is here that we will see a major advantage of wavelets.

### 2.4 Rate of Convergence

We will need to introduce the Zak transform [25] and the concept of Sobolev spaces in order to study the rate of convergence of the wavelet approximations.

Definition 2.4.1 Let $\phi \in S_{r}$. The Zak transform $Z \phi$ of $\phi$ is defined by

$$
Z \phi(t, \omega)=\sum_{n} e^{-i \omega n} \phi(t-n),
$$

for $t, \omega \in \mathbb{R}$.
Given $\phi \in S_{r}$, it follows that $Z \phi(t, \cdot) \in C^{\infty}(\mathbb{R}) \forall t \in \mathbb{R}$. By part iii) of Theorem 2.3.10, $Z \phi(t, 0)=1$, thus

$$
e^{i \omega t} Z \phi(t, \omega)=1+O(|\omega|) .
$$

In some cases, $\hat{\phi}(\omega)=1$ in a neighbourhood of $\omega=0$, and $\hat{\phi}(\omega)=1+O\left(|\omega|^{\lambda}\right)$ for $\lambda$ arbitrarily large. The same holds for $Z \phi$. Thus for some $\lambda \geq 1$, the following definition is satisfied:

Definition 2.4.2 Let $\phi \in S_{r}$ be a scaling function. Then $\phi$ satisfies property $Z_{\lambda}$ if
i) $\hat{\phi}(\omega)=1+O\left(|\omega|^{\lambda}\right)$ as $\omega \rightarrow 0$;
ii) $Z \phi(t, \omega)=e^{-i \omega t}\left(1+O\left(|\omega|^{\lambda}\right)\right.$ uniformly as $\omega \rightarrow 0$.

In fact, it can be shown that if $\phi \in S_{\Gamma}$ then $\phi$ satisfies $Z_{\lambda}$ if $r \geq \lambda-1$ and $\hat{\phi}^{(k)}(0)=0$, $k=1,2, \ldots, \lambda-1$ [51].

The rate of convergence of the expansions $f_{m}$ to $f$ will be studied using Sobolev norms.
Definition 2.4.3 Let $\alpha \in \mathbb{R}$. The Sobolev space $H^{\alpha}$ consists of all functions $f \in S^{*}$ such that

$$
\int_{\mathbb{R}}|\hat{f}(\omega)|^{2}\left(\omega^{2}+1\right)^{\alpha} d \omega<\infty
$$

Example 2.4.4 For $\alpha=0, H^{0}=L^{2}(\mathbb{R})$.
Example 2.4.5 Let $\alpha \in \mathbb{N}^{+}$, then $H^{\alpha}$ consists of functions in $L^{2}(\mathbb{R})$ which are $(\alpha-1)$ times differentiable and whose $\alpha$-th derivative is in $L^{2}(\mathbb{R})[1]$.

The inner product of $f, g \in H^{\alpha}$ is defined by

$$
<f, g>_{\alpha}=\frac{1}{2 \pi} \int_{\mathbf{R}} \hat{f}(\omega) \overline{\hat{g}(\omega)}\left(\omega^{2}+1\right)^{\alpha} d \omega .
$$

The space $H^{\alpha}$ is complete with respect to this inner product, and is therefore a Hilbert Space. We write $\|\cdot\|_{\alpha}$ to denote the Sobolev norm on $H^{\alpha}$. The dual of $H^{\alpha}$ is $H^{-\alpha}$. For a more detailed discussion of Sobolev Spaces, see [44, 45].

We now come to our first convergence result [51].
Theorem 2.4.6 Let $\phi \in S_{r}$ be a scaling function satisfying property $Z_{\lambda}$ for some $\lambda>0$. If $q_{m}(x, t)$ is the reproducing kernel of $V_{m}$, then

$$
\left\|q_{m}(\cdot, y)-\delta(\cdot-y)\right\|_{-\alpha}=O\left(2^{-m \lambda}\right)
$$

uniformly for $y \in \mathbb{R}$, when $\alpha>\lambda+\frac{1}{2}$.

Proof The proof uses the following two lemmas [51]:
Lemma 2.4.7 Let $\psi \in S_{r}$, with $\left\{\psi_{m, n}(x)=2^{m / 2} \psi\left(2^{m} x-n\right)\right\}$ an orthonormal system in $L^{2}(\mathbb{R})$. Then the $k$-th moment ${ }^{4}$ of $\psi$,

$$
\int_{\mathbb{R}} x^{k} \psi(x) d x=0, \quad 0 \leq k \leq r .
$$

Proof Proceed by induction on $k$. For $k=0$, let $N$ be a dyadic rational such that $\psi(N) \neq 0$. This is possible since $\psi$ is continuous and since dyadics are dense in $\mathbb{R}$. Choose $m>1$ sufficiently large such that $2^{m} N \in \mathbb{Z}$. Then, by the orthogonality of the $\psi_{m, n}$,

$$
\begin{align*}
0 & =2^{m} \int_{\mathbb{R}} \psi(x) \psi\left(2^{m} x-2^{m} N\right) d x \\
& =\int_{\mathbb{R}} \psi\left(2^{-m} t+N\right) \psi(t) d t \tag{2.6}
\end{align*}
$$

Since $\psi \in S_{r}, \psi\left(2^{-m} t+N\right)$ is uniformly bounded, hence the integrand is dominated by a multiple of $|\psi(t)|$. Therefore, by the Lebesgue Dominated Convergence Theorem,

$$
\begin{aligned}
0 & =\lim _{m \rightarrow \infty} \int_{\mathbb{R}} \psi\left(2^{-m} t+N\right) \psi(t) d t \\
& =\int_{\mathbb{R}^{m \rightarrow \infty}} \lim \psi\left(2^{-m} t+N\right) \psi(t) d t \\
& =\psi(N) \int_{\mathbb{R}} \psi(t) d t
\end{aligned}
$$

Thus the case $k=0$ is proved.
Assume the theorem holds for $k<n \leq r$. Choose $N$ such that $\psi^{(n)}(N) \neq 0$. Then, by Taylor's Theorem,

$$
\psi(x)=\sum_{k=0}^{n} \psi^{(k)}(N) \frac{(x-N)^{k}}{k!}+r_{n}(x) \frac{(x-N)^{n}}{n!}
$$

[^8]where $r_{n}(x)$ is uniformly bounded and $\lim _{x \rightarrow N} r_{n}(x)(x-N)^{n}=0$. Then by substituting into Equation (2.6), we have
\[

$$
\begin{aligned}
0 & =\int_{\mathbb{R}}\left(\sum_{k=0}^{n} \psi^{(k)}(N) \frac{\left(2^{-m} t\right)^{k}}{k!}+r_{n}\left(2^{-m} t+N\right) \frac{\left(2^{-m} t\right)^{n}}{k!}\right) \psi(t) d t \\
& =\psi^{(n)}(N) \int_{\mathbb{R}} 2^{-m n} \frac{t^{n}}{n!} \psi(t) d t+\int_{\mathbb{R}} r_{n}\left(2^{-m} t+N\right) \frac{2^{-m n} t^{n}}{n!} \psi(t) d t .
\end{aligned}
$$
\]

Now, multiplying both sides by $2^{m n} n$ ! and letting $m \rightarrow \infty$,

$$
\begin{aligned}
0 & =\psi^{(n)}(N) \int_{\mathbb{R}} t^{n} \psi(t) d t+\int_{\mathbb{R}} \lim _{m \rightarrow \infty} r_{n}\left(2^{-m} t+N\right) t^{n} \psi(t) d t \\
& =\psi^{(n)}(N) \int_{\mathbb{R}} t^{n} \psi(t) d t+0
\end{aligned}
$$

As $\psi^{(n)}(N) \neq 0, \int_{\mathbb{R}} t^{n} \psi(t) d t=0$.
Lemma 2.4.8 For $n=0,1, \ldots, r$,

$$
\int_{\mathbb{R}} q_{m}(x, y) y^{n} d y=x^{n} \quad \forall m \in \mathbb{Z} .
$$

Proof By Lemma 2.4.7, for $k \in \mathbb{Z}$ and $0 \leq n \leq r$,

$$
\int_{\mathbb{R}} \psi(y-k) y^{n} d y=0 .
$$

Therefore

$$
\int_{\mathbb{R}} r(x, y) y^{n} d y=\sum_{k} \psi(x-k) \int_{\mathbb{R}} \psi(y-k) y^{n} d y=0
$$

where $r(x, y)$ is the reproducing kernel of $\psi$. Since $V_{1}=V_{0} \oplus W_{0}$, the RK of $V_{1}$ is also given by

$$
q_{1}(x, y)=q(x, y)+r(x, y) .
$$

Therefore,

$$
\begin{align*}
\int_{\mathbf{R}} q_{1}(x, y) y^{n} d y & =\int_{\mathbf{R}} q(x, y) y^{n} d y+\int_{\mathbf{R}} r(x, y) y^{n} d y \\
& =\int_{\mathbf{R}} q(x, y) y^{n} d y \tag{2.7}
\end{align*}
$$

hence $\int_{\mathbb{R}} q_{m}(x, y) y^{n} d y$ does not change with $m$.
Now, consider $x \in \mathbb{R}$ with $|x| \leq 1$. Let $\theta \in S_{\mathrm{r}}$ with $0 \leq \theta(y) \leq 1$ for ail $y \in \mathbb{R}$ and $\theta(y)=1$ when $|y| \leq 2$. Then

$$
\int_{\mathbb{R}} q_{m}(x, y) y^{n} d y=\int_{\mathbb{R}} q_{m}(x, y) y^{n}(\theta(y)+(1-\theta(y)) d y
$$

By definition of $\theta, y^{n} \theta(y) \in S_{r}$, hence by Proposition 2.3.8,

$$
\int_{\mathbb{R}} q_{m}(x, y) y^{n} \theta(y) d y \rightarrow x^{n} \theta(x)=x^{n}
$$

The remaining integral becomes

$$
\int_{\mathbb{R}} q_{m}(x, y) y^{n}(1-\theta(y)) d y=\left(\int_{-\infty}^{-2}+\int_{2}^{\infty}\right) q_{m}(x, y) y^{n}(1-\theta(y)) d y
$$

Examining the second part gives

$$
\begin{align*}
\int_{2}^{\infty}\left|q_{m}(x, y) y^{n}(1-\theta(y))\right| d y & \leq \int_{2}^{\infty} \frac{C_{n+2}}{\left(1+2^{m}|x-y|\right)^{n+2}} y^{n} d y \\
& \leq C_{n+2} \max _{\substack{y \geq 2 \\
|x| \leq 1}} \frac{y^{n}}{\left(1+2^{m}(y-x)\right)^{n}} \max _{|x| \leq 1} \int_{2}^{\infty} \frac{d y}{\left(1+2^{m}(y-x)\right)^{2}} \\
& =C_{n+2} \frac{2^{n}}{\left(1+2^{m}(2-1)\right)^{n}} \int_{2}^{\infty} \frac{d y}{\left(1+2^{m}(y-1)\right)^{2}} \tag{2.8}
\end{align*}
$$

Therefore,

$$
\int_{2}^{\infty} q_{m}(x, y) y^{n}(1-\theta(y)) d y \rightarrow 0
$$

uniformly for $|x| \leq 1$. The other integral can be bounded similarly. Thus, by changing the scale, the condition $|x| \leq 1$ can be removed, and hence

$$
\int_{\mathbf{R}} q_{m}(x, y) y^{n} d y \rightarrow x^{n}
$$

as $m \rightarrow \infty$, for all $x \in \mathbb{R}$ and $0 \neq n \leq r$. By Equation (2.7), since the integral does not change with $m$, the result follows.

Proof of Theorem 2.4.6: Note that

$$
\begin{aligned}
2^{m} \int_{\mathbb{R}} f(x) \delta\left(2^{m} x-2^{m} y\right) d x & =\int_{\mathbb{R}} f\left(2^{-m} z+y\right) \delta(z) d z \\
& =f(y)
\end{aligned}
$$

Therefore

$$
\begin{equation*}
2^{m} \delta\left(2^{m} x-2^{m} y\right)=\delta(x-y) \tag{2.9}
\end{equation*}
$$

Now, define $\epsilon(x, y)=q(x, y)-\delta(x-y)$ and let

$$
\epsilon_{m}(x, y)=2^{m} \epsilon\left(2^{m} x, 2^{m} y\right)
$$

By Equation (2.9), $\epsilon_{m}(x, y)=q_{m}(x, y)-\delta(x-y)$. Therefore,

$$
\left\|q_{m}(\cdot, y)-\delta(\cdot-y)\right\|_{-\alpha}=\left\|\epsilon_{m}(\cdot, y)\right\|_{-\alpha}
$$

Now, consider $\left\|\epsilon_{m}(\cdot, y)\right\|_{-\alpha}^{2}$ :

$$
\begin{aligned}
\left\|\epsilon_{m}(\cdot, y)\right\|_{-\alpha}^{2} & =\int_{\mathbf{R}}\left(1+\omega^{2}\right)^{-\alpha}\left|\hat{\epsilon}_{m}(\omega, y)\right|^{2} d \omega \\
& =2^{m} \int_{\mathbf{R}}\left(1+2^{2 m} \xi^{2}\right)^{-\alpha}\left|\hat{\epsilon}\left(\xi, 2^{m} y\right)\right|^{2} d \xi \\
& =2^{m}\left\{\int_{|\xi| \leq 1}+\int_{|\xi|>1}\right\}\left(1+2^{2 m} \xi^{2}\right)^{-\alpha}\left|\hat{\epsilon}\left(\xi, 2^{m} y\right)\right|^{2} d \xi \\
& =I_{1}+I_{2}
\end{aligned}
$$

Since

$$
\begin{aligned}
\hat{q}(\omega, y) & =\sum_{n} \hat{\phi}(\omega) e^{-i \omega n} \phi(y-n) \\
& =\hat{\phi}(\omega) Z \phi(y, \omega)
\end{aligned}
$$

and since $\phi$ satisfies $Z_{\lambda}$,

$$
\hat{q}(\omega, y)=e^{-i \omega y}\left(1+O\left(|\omega|^{\lambda}\right)\right)
$$

then

$$
\begin{aligned}
\hat{\epsilon}(\omega, y) & =e^{-i \omega y}\left(1+O\left(|\omega|^{\lambda}\right)\right)-e^{-i \omega y} \\
& =O\left(|\omega|^{\lambda}\right)
\end{aligned}
$$

Hence

$$
\begin{aligned}
\left|I_{1}\right| & \leq 2 \cdot 2^{m} \int_{0}^{1}\left(1+2^{2 m} \xi^{2}\right)^{-\alpha}\left(C|\xi|^{\lambda}\right)^{2} d \xi \\
& =2 C^{2} \int_{0}^{2^{m}}\left(1+\omega^{2}\right)^{-\alpha}\left|2^{-m} \omega\right|^{2 \lambda} d \omega \\
& =2^{-2 m \lambda} C_{1} \int_{0}^{2^{m}}\left(1+\omega^{2}\right)^{-\alpha} \omega^{2 \lambda} d \omega \\
& =O\left(2^{-2 m \lambda}\right)
\end{aligned}
$$

For the second integral, we have

$$
\begin{aligned}
\left|I_{2}\right| & \leq 2^{m} \int_{|\xi|>1}\left(1+2^{2 m} \xi^{2}\right)^{-\alpha}\left|\hat{q}\left(\xi, 2^{m} y\right)-e^{-i \xi 2^{m} y}\right|^{2} d \xi \\
& \leq 2^{m} \int_{|\xi|>1}\left(2^{2 m} \xi^{2}\right)^{-\alpha} \cdot 2\left(\left|\hat{q}\left(\xi, 2^{m} y\right)\right|^{2}+1\right) d \xi \\
& =2^{m(1-2 \alpha)+1} \int_{|\xi|>1}|\xi|^{-2 \alpha}\left(\left|\hat{q}\left(\xi, 2^{m} y\right)\right|^{2}+1\right) d \xi \\
& =2^{m(1-2 \alpha)+1} \int_{|\xi|>1}|\xi|^{-2 \alpha}\left(|\hat{\phi}(\xi)|^{2}\left|Z \phi\left(2^{m} y, \xi\right)\right|^{2}+1\right) d \xi \\
& \leq 2^{m(1-2 \alpha)+1}\left[\|\left.|\phi|\right|_{1} \int_{|\xi|>1}|\xi|^{-2 \alpha}\left|Z \phi\left(2^{m} y, \xi\right)\right|^{2} d \xi+\int_{|\xi|>1}|\xi|^{-2 \alpha} d \xi\right] \\
& \leq 2^{m(1-2 \alpha)+1}\left[\|\phi\|_{1} \cdot 2 \sum_{k=0}^{\infty} \int_{0}^{2 \pi} \frac{\left|Z \phi\left(2^{m} y, \omega+1\right)\right|^{2}}{|\omega+1+2 \pi k|^{2 \alpha}} d \omega+2 \cdot \int_{1}^{\infty} \xi^{-2 \alpha} d \xi\right] \\
& \leq 2^{m(1-2 \alpha)+2}\left[\|\phi\|_{1} \sum_{k=0}^{\infty} \int_{0}^{2 \pi} \frac{D_{1}}{|1+2 \pi k|^{2 \alpha}} d \omega+\frac{1}{2 \alpha-1}\right] \\
& \leq 2^{m(1-2 \alpha)+2}\left[D_{2} \sum_{k=0}^{\infty}|1+2 \pi k|^{-2 \alpha}+\frac{1}{2 \alpha-1}\right] \\
& =O\left(2^{-m(2 \alpha-1)}\right) .
\end{aligned}
$$

Since $\alpha>\lambda+\frac{1}{2}$,

$$
2^{-m(2 \alpha-1)}<2^{-m\left(2\left(\lambda+\frac{1}{2}\right)-1\right)}
$$

thus $\left|I_{2}\right|=O\left(2^{-m(2 \alpha-1)}\right)$. Therefore,

$$
\begin{aligned}
&\left\|\epsilon_{m}(\cdot, y)\right\|_{-\alpha}^{2}=O\left(2^{-2 \lambda m}\right) \\
& \Rightarrow\left\|\epsilon_{m}(\cdot, y)\right\|_{-\alpha}=O\left(2^{-\lambda m}\right) .
\end{aligned}
$$

The following corollary is immediate:

Corollary 2.4.9 Let $f \in H^{\alpha}, \phi \in S_{\text {r }}$ satisfy $Z_{\lambda}$ for some $\lambda>0$, and let $\alpha>\lambda+\frac{1}{2}$. Then the projections $f_{m}$ of $f$ onto $V_{m}$ satisfy

$$
\left\|f-f_{m}\right\|_{\infty}=O\left(2^{-m \lambda}\right) .
$$

Proof By the Sobolev inequality, if $f \in H^{\alpha}$ and $g \in H^{-\alpha}$ then

$$
|<g, f>| \leq\|g\|_{-\alpha}\|f\|_{\alpha} .
$$

Since $H^{\alpha} \subset H^{\beta}$ for $\beta \leq \alpha, f_{m} \in H^{-\alpha}$. Therefore, given $y \in \mathbb{R}$,

$$
\begin{aligned}
\left|f(y)-f_{m}(y)\right| & =\left|<f, \delta(\cdot-y)-q_{m}(\cdot, y)>\right| \\
& \leq\|f\|_{\alpha}\left\|\delta(\cdot-y)-q_{m}(\cdot, y)\right\|_{-\alpha} \\
& =O\left(2^{-m \lambda}\right) .
\end{aligned}
$$

We can compare this to a similar result for Fourier series. Let $H_{2 \pi}^{\beta}$ be the space of all periodic $f \in S^{*}$ such that

$$
\sum_{n=-\infty}^{\infty}\left|c_{n}\right|^{2}\left(n^{2}+1\right)^{\alpha}<\infty
$$

where $c_{n}$ are the Fourier coefficients of $f$.
Proposition 2.4.10 Let $f \in H_{2 \pi}^{\beta}, \beta>\frac{1}{2}$, then the Fourier series of $f$ converges to $f$ uniformly at a rate of $O\left(n^{-\beta+\frac{1}{2}}\right)$.

Proof See [51, p.54].
Even with summability methods (using the Abel or Fejér kernels), this rate of convergence cannot be improved in general, even if $f$ is smooth [55, p.122].

### 2.5 The Mallat Algorithm

We now construct an algorithm, developed by Mallat [32], which relates coefficients at different scales in a MRA. Let $\phi \in S_{r}$ generate a MRA $\left\{V_{m}\right\}$. Then $f \in V_{\mathbf{l}}$ can be written in two forms

$$
\begin{aligned}
f(x) & =\sum_{n} a_{n}^{1} \sqrt{2} \phi(2 x-n) \\
& =\sum_{n} a_{n}^{0} \phi(x-n)+\sum_{n} b_{n}^{0} \psi(x-n)
\end{aligned}
$$

since $V_{1}=V_{0} \oplus W_{0}$.
By the dilation equations

$$
\phi(x-l)=\sqrt{2} \sum_{k} h_{k} \phi(2 x-2 l-k)
$$

and

$$
\psi(x-l)=\sqrt{2} \sum_{k} g_{k} \phi(2 x-2 l-k) .
$$

Making the choice $g_{k}=(-1)^{k} h_{1-k}$ from Equation (2.3) on page 67,

$$
\begin{aligned}
f(x)= & \sum_{l} a_{l}^{0} \sqrt{2} \sum_{k} h_{k} \phi(2 x-2 l-k) \\
& +\sum_{l} b_{l}^{0} \sqrt{2} \sum_{k}(-1)^{k} h_{1-k} \phi(2 x-2 l-k) \\
= & \sqrt{2} \sum_{n} \sum_{j} h_{n-2 j} a_{j}^{0} \phi(2 x-n) \\
& +\sqrt{2} \sum_{n} \sum_{j}(-1)^{n} h_{1-n+2 j} b_{j}^{0} \phi(2 x-n) .
\end{aligned}
$$

By the orthogonality conditions, for $\boldsymbol{n} \in \mathbb{Z}$,

$$
a_{n}^{1}=\sum_{j} h_{n-2 j} a_{j}^{0}+\sum_{j}(-1)^{n} h_{1-n+2 j} b_{j}^{0}
$$

This relation can be derived at each scale in an analogous way, hence

$$
a_{n}^{m}=\sum_{j} h_{n-2 j} a_{j}^{m-1}+\sum_{j}(-1)^{n} h_{1-n+2 j} b_{j}^{m-1}
$$

The coefficients $a_{n}^{0}$ and $b_{n}^{0}$ can be found in terms of the $a_{n}^{1}$ as follows:

$$
\begin{aligned}
a_{n}^{0} & =\int_{\mathbb{R}} f(x) \phi(x-n) d x \\
& =\int_{\mathbb{R}} f(x) \sqrt{2} \sum_{k} h_{k} \phi(2 x-2 n-k) \\
& =\sum_{k} h_{k} \int_{\mathbb{R}} f(x) \sqrt{2} \phi(2 x-2 n-k) \\
& =\sum_{k} h_{k} a_{2 n+k}^{1} \\
& =\sum_{k} h_{k-2 n} a_{k}^{1},
\end{aligned}
$$

and similarly

$$
\begin{aligned}
b_{n}^{0} & =\int_{\mathbb{R}} f(x) \psi(x-n) \\
& =\sum_{k} g_{k-2 n} a_{k}^{1} \\
& =\sum_{k}(-1)^{k} h_{1-k+2 n} a_{k^{-}}^{1}
\end{aligned}
$$

Therefore,

$$
a_{n}^{m-1}=\sum_{k} a_{k}^{m} h_{k-2 n}
$$

and

$$
b_{n}^{m-1}=\sum_{k} a_{k}^{m}(-1)^{k} h_{1-k+2 n}
$$

The above algorithm is called the Mallat algorithm. We can interpret these results by viewing the MRA as a sequence of varying resolutions of $L^{2}(\mathbb{R})$. Given $f \in V_{1}, f=f_{1}=$ $f_{0}+e_{0}$, where $e_{0}$ is the projection of $f$ onto $W_{0}$. One can think of $f_{0}$ as a coarser version of $f$, and $e_{0}$ as the error in the approximation; that is, $\left\{V_{m}\right\}$ contains approximations of $L^{2}(\mathbb{R})$ functions and $\left\{W_{m}\right\}$ contains the error in their approximations. Therefore, the first part of the algorithm consists of the decomposition of $f$ into its scaling coefficients ( $a_{n}^{m}$ ) and its wavelet coefficients ( $b_{n}^{m}$ ) at a selected level $m<1$. The function can then be reconstructed by applying the second part. Figure 2.4 shows the two parts of the algorithm. This is a fast algorithm in practical applications, being of complexity $O(N)$ as opposed to $O(N \log N)$ for the Fast Fourier Transform [7, pp.80-81].

### 2.6 Filters

The Mallat algorithm is a useful tool for approximating discrete-time signals. It will be shown that it acts like a pair of quadrature mirror filters (QMF). Recall from Section 2.2


Figure 2.4: Above: decomposition algorithm. Below: reconstruction algorithm.
on page 64 that for $f \in L^{2}(\mathbb{R})$ with supp $\hat{f} \subset[-\pi, \pi]$, we have

$$
f(t)=\sum_{n} f(n) \frac{\sin \pi(t-n)}{\pi(t-n)} .
$$

Such a function $f$ is called a bandlimited function [15, p.20]. We can therefore consider a sequence $\left(a_{n}\right) \in \ell^{2}(\mathbb{Z})$ as a sequence of sampled values of a function $f \in L^{2}(\mathbb{R})$ with

$$
\begin{aligned}
& f(t)=\sum_{n} a_{n} \frac{\sin \pi(t-n)}{\pi(t-n)} \\
& \hat{f}(\omega)=\sum_{n} a_{n} e^{-i n \omega}
\end{aligned}
$$

Consider a function $g$ defined by

$$
g=h * f
$$

where $\hat{h}(\omega)=H(\omega)=\sum_{n} h_{n} e^{-i n \omega}$ is $2 \pi$-periodic. Then

$$
\begin{aligned}
\hat{g}(\omega) & =\hat{h}(\omega) \hat{f}(\omega) \\
& =\sum_{k} h_{k} e^{-i k \omega} \sum_{n} a_{n} e^{-i n \omega} \\
& =\sum_{m} e^{-i m \omega} \sum_{n} h_{m-n} a_{n}
\end{aligned}
$$

and

$$
g(t)=\sum_{m} \sum_{n} h_{m-n} a_{n} \frac{\sin \pi(x-m)}{\pi(x-m)} .
$$

In the case of a discrete signal $\left(x_{n}\right) \in \ell^{2}(\mathbb{Z})$, the convolution becomes

$$
y_{n}=\sum_{k} h_{n-k} x_{k},
$$

hence the Fourier series of $\left(y_{n}\right)$ is

$$
\begin{aligned}
Y(\omega) & =\sum_{n} y_{n} e^{i \omega n} \\
& =\sum_{n} \sum_{k} h_{n-k} x_{k} e^{i \omega n} \\
& =\sum_{l} \sum_{k} h_{l} x_{k} e^{i \omega l} e^{i \omega k} \\
& =\sum_{l} h_{l} e^{i \omega l} \sum_{k} x_{k} e^{i \omega k} \\
& =H(\omega) X(\omega) .
\end{aligned}
$$

Definition 2.6.1 The above operation is called a continuous linear system. The function $H(\omega)$ is called the system transfer function and $h(t)$ is called the impulse response. If $H(\omega)=0,|\omega| \geq \omega_{0}$ then $H$ is called a low-pass filter. If $H(\omega)=0,|\omega| \leq \omega_{1}$ then $H$ is
called $a$ high-pass filter. If $H(\omega)=0, \omega_{0} \leq|\omega| \leq \omega_{1}$ then $H$ is called $a$ band-pass filter.
Consider the Mallat algorithm. For the decomposition algorithm we have

$$
\begin{aligned}
a_{n}^{0} & =\sum_{k} h_{k-2 n} a_{k}^{1}, \\
b_{n}^{0} & =\sum_{k} g_{k-2 n} a_{k}^{1} \\
& =\sum_{k}(-1)^{k} h_{1-k+2 n} a_{k}^{1} .
\end{aligned}
$$

This can be decomposed into a filter

$$
e_{n}^{0}=\sum_{k} h_{k-n} a_{k}^{1}
$$

followed by decimation

$$
a_{n}^{0}=e_{2 n}^{0} .
$$

For the wavelet coefficients, let

$$
\begin{aligned}
f_{n}^{0} & =\sum_{k} g_{k-n} a_{k}^{1} \\
& =\sum_{k}(-1)^{k-n} h_{1-k+n} a_{k}^{1}
\end{aligned}
$$

with decimation

$$
b_{n}^{0}=f_{2 n}^{0}
$$

Let $E(\omega)=\sum_{n} e_{n}^{0} e^{i \omega n}$. Then

$$
\begin{aligned}
E(\omega) & =\sum_{n} \sum_{k} h_{k-n} a_{k}^{1} e^{i \omega n} \\
& =\sum_{l} h_{-l} e^{i \omega l} \sum_{k} a_{k}^{1} e^{i \omega k} \\
& =H(\omega) A(\omega),
\end{aligned}
$$

hence the filter has an impulse response $\left(h_{-n}\right)$ with system transfer function $H(\omega)=$ $\sum_{n} h_{-n} e^{i \omega n}[51]$.

The dilation equation for $\phi$ may be written in terms of Fourier transforms as

$$
\begin{aligned}
\hat{\phi}(\omega) & =\frac{1}{\sqrt{2}} \sum_{n} h_{n} \hat{\phi}\left(\frac{\omega}{2}\right) e^{-i \omega n / 2} \\
& =m_{0}\left(\frac{\omega}{2}\right) \hat{\phi}\left(\frac{\omega}{2}\right)
\end{aligned}
$$

thus $H(\omega)=m_{0}(\omega) / \sqrt{2}$.
For the Meyer wavelets [38, p.66], $m_{0}\left(\frac{\omega}{2}\right)=\sum_{k} \hat{\phi}(\omega+4 \pi k)$. On the interval $\omega \in[-\pi, \pi]$, the support of $H(\omega)$ is $|\omega|<\frac{\pi+\epsilon}{2}$, for some $\epsilon>0$. That is, $H(\omega)$ is a low-pass filter [51].

For the $b_{k}^{1}$, let

$$
\begin{aligned}
F(\omega) & =\sum_{n} f_{n}^{0} e^{i \omega n} \\
& =\sum_{n} \sum_{k}(-1)^{k-n} h_{1-k+n} a_{k}^{1} e^{i \omega n} \\
& =\sum_{l} \sum_{k}(-1)^{l} h_{1+l} a_{k}^{1} e^{i \omega(l+k)} \\
& =\sum_{l}(-1)^{l} h_{1+l} e^{i \omega l} \sum_{k} a_{k}^{1} e^{i \omega k} \\
& =G(\omega) A(\omega) .
\end{aligned}
$$

Then

$$
\begin{aligned}
G(\omega) & =\sum_{l}(-1)^{l} h_{1+l} e^{i \omega l} \\
& =\sum_{l} h_{1+l} e^{i(\omega+\pi) l} \\
& =\sum_{n} h_{-n} e^{-i(\omega+\pi)(n+1)} \\
& =e^{-i(\omega+\pi)} \sum_{n} h_{-n} e^{-i(\omega+\pi) n} \\
& =e^{-i(\omega+\pi)} H(-(\omega+\pi))
\end{aligned}
$$

Therefore, for $\omega \in[-\pi, \pi], G(\omega)=0$, for $|\omega|<\frac{\pi-\epsilon}{2}$ and some $\epsilon>0$. Hence $\left(g_{k}\right)=$ $\left((-1)^{k} h_{1-k}\right)$ is the impulse response of a high-pass filter.

In a similar way, we can consider the reconstruction algorithm as a pair of filters. Recall

$$
a_{n}^{1}=\sum_{k} h_{n-2 k} a_{k}^{0}+\sum_{k} g_{n-2 k} b_{k}^{0}
$$

If $\left(c_{n}^{0}\right)$ is a sequence, define $\left(c_{n}^{0,0}\right)$ to be the sequence obtained from ( $c_{n}^{0}$ ) by interlacing zeros; that is, let

$$
c_{n}^{0,0}= \begin{cases}c_{\frac{n}{2}}^{0} & \text { if } n \text { is even } \\ 0 & \text { if } n \text { is odd }\end{cases}
$$

Then, let

$$
e_{n}^{0 *}=\sum_{k} h_{n-k} a_{k}^{0,0}
$$

and

$$
\begin{aligned}
f_{n}^{0 *} & =\sum_{k} g_{n-k} b_{k}^{0,0} \\
& =\sum_{k}(-1)^{n-k} h_{1-n+k} b_{k}^{0,0} .
\end{aligned}
$$

Hence, $b_{n}^{1}=e_{n}^{0 *}+f_{n}^{0 *}$. The Fourier series of $\left(e_{n}^{0 *}\right)$ and $\left(f_{n}^{0 *}\right)$ are, respectively,

$$
\begin{aligned}
E^{*}(\omega) & =\sum_{n} e_{n}^{0 *} e^{i \omega n} \\
& =\sum_{n} \sum_{k} h_{n-k} a_{k}^{0,0} e^{i \omega n} \\
& =\sum_{l} h_{l} e^{i \omega t} \sum_{k} a_{k}^{0,0} e^{i \omega k} \\
& =H^{*}(\omega) A^{*}(\omega)
\end{aligned}
$$

and

$$
\begin{aligned}
F^{*}(\omega) & =\sum_{n} f_{n}^{0 *} e^{i \omega n} \\
& =\sum_{n} \sum_{k}(-1)^{n-k} h_{1-n+k} b_{k}^{0,0} e^{i \omega n} \\
& =\sum_{l}(-1)^{l} h_{1-l} e^{i \omega l} \sum_{k} b_{k}^{0,0} e^{i \omega k} \\
& =G^{*}(\omega) B^{*}(\omega) .
\end{aligned}
$$

Therefore, $H^{*}(\omega)$ is a low-pass filter, and

$$
\begin{aligned}
G^{*}(\omega) & =\sum_{l}(-1)^{l} h_{1-l} e^{i \omega l} \\
& =\sum_{l} h_{1-l} e^{i(\omega+\pi) l} \\
& =\sum_{n} h_{n} e^{i(\omega+\pi)(1-n)} \\
& =e^{i(\omega+\pi)} \sum_{n} h_{n} e^{-i(\omega+\pi) n} \\
& =e^{i(\omega+\pi)} H^{*}(-(\omega+\pi))
\end{aligned}
$$

hence is a high-pass filter. The filters $H^{*}$ and $G^{*}$ are called the conjugate filters of $H$ and $G$ respectively. The Mallat algorithm can be represented schematically by Figure 2.5.

### 2.7 Applications

The goal now is to use the Mallat algorithm to approximate functions. First, consider the following result of Daubechies [15, pp.202-204]:

Theorem 2.7.1 Suppose $\phi$ has compact support. If $f$ is continuous on $\mathbb{R}$ then $\forall x \in \mathbb{R}$,

$$
\lim _{m \rightarrow \infty} \int_{\mathbb{R}} f(x+y) 2^{m / 2} \overline{\phi_{m, n}(y)} d y=f(x)
$$

If $f$ is uniformly continuous then the convergence is uniform. If $f$ is Lipschitz continuous with exponent $\alpha$, then

$$
\begin{equation*}
\left|f(x)-\int_{\mathbf{R}} f(x+y) 2^{m / 2} \overline{\phi_{m, n}(y)} d y\right|=O\left(2^{-m \alpha}\right) \tag{2.10}
\end{equation*}
$$



Figure 2.5: The Mallat algorithm. The left half denotes the decomposition and the right denotes the reconstruction. The symbols $2 \searrow$ and $2 \nearrow$ represent decimation and interleaving by zeros respectively.

Proof Let $m \in \mathbb{N}$, then

$$
\begin{aligned}
\left|f(x)-\int_{\mathbb{R}} f(x+y) 2^{m / 2} \overline{\phi_{m, n}(y)} d y\right| & =\left|\int_{\mathbf{R}}\left(f(x)-f\left(x+2^{-m}(t+n)\right)\right) \overline{\phi(t)} d t\right| \\
& \leq\|\phi\|_{\sup _{|t| \leq K}}\left|\left(f(x)-f\left(x+2^{-m}(t+n)\right)\right)\right|
\end{aligned}
$$

where supp $\phi \subset[-K, K]$. Since $f$ is continuous, we can find $M$ such that $\forall m \geq M$, the right hand side is arbitrarily small. If $f$ is uniformly continuous, then the choice of $M$ can be made independent of $x$, hence the convergence is uniform. If $f$ is Lipschitz continuous, Equation (2.10) follows immediately.

Hence, we have a way of computing $\phi$. Suppose $\phi$ is continuous, or Lipschitz continuous with exponent $\alpha$. Let $x=2^{-M} N, M, N \in \mathbb{N}$. Then, by Theorem 2.7.1,

$$
\begin{aligned}
\phi(x) & =\lim _{m \rightarrow \infty} 2^{m} \int_{\mathbb{R}} \phi\left(2^{-M} N+y\right) \overline{\phi\left(2^{m} y\right)} d y \\
& =\lim _{m \rightarrow \infty} 2^{m / 2} \int_{\mathbb{R}} \phi(t) \overline{\phi_{m, 2^{m-M} N}(t)} d t \\
& =\lim _{m \rightarrow \infty} 2^{m / 2}<\phi, \phi_{m, 2^{m-M} N}>
\end{aligned}
$$

In addition, we can find $M_{0}$ such that $\forall m \geq M_{0}$,

$$
\begin{equation*}
\left|\phi\left(2^{-M} N\right)-2^{m / 2}<\phi, \phi_{m, 2^{m-M} N}>\right| \leq C 2^{-m \alpha} \tag{2.11}
\end{equation*}
$$

where $C$ and $M_{0}$ depend on $M$ or $N$.
Assuming ( $\phi_{0, n}$ ) are orthonormal, then $\phi$ is the unique function $f$ satisfying

$$
\begin{aligned}
& <f, \phi_{0, n}>=\delta_{0 n} \\
& <f, \psi_{m, n}>=0 \quad \forall m>0, n \in \mathbb{Z}
\end{aligned}
$$

We can use this, along with the filtering scheme in Section 2.6, to compute $\phi$ given a set of filter coefficients $\left(h_{n}\right)$. For each $n \in \mathbb{Z}$, let $a_{n}^{0}=\delta_{0 n}$ be the low-pass sequence and at each level $m$, let $b_{n}^{m}=0$ be the high-pass sequence. Then

$$
\begin{aligned}
a_{n}^{1} & =\sum_{k} h_{n-2 k} a_{n}^{0} \\
& =h_{n} .
\end{aligned}
$$

Therefore, for each $m, a_{n}^{m}=<\phi, \phi_{m, n}>$. By Equation (2.11) the algorithm converges to the values of $\phi$ at the dyadics. Defining $\left.f_{k}\left(2^{-m} n\right)=2^{m / 2}<\phi, \phi_{m, n}\right\rangle$, with $f_{k}$ being piecewise constant on $\left[2^{-m}(n-1 / 2), 2^{-m}(n+1 / 2)\right)$, for $n \in \mathbb{Z}$, we have the following:

Proposition 2.7.2 If $\phi$ is Lipschitz continuous with exponent $\alpha$, then there exists $a C>0$ and $M_{0} \in \mathbb{N}$ such that $\forall m \geq M_{0}$,

$$
\left\|\phi-f_{m}\right\|_{\infty} \leq C 2^{-\alpha m}
$$

Proof A proof can be found in [15, p.205].
Therefore, to compute approximate values of $\phi(x)$ we have the cascade algorithm [15, p.205].
i) Start with a sequence $\left(f_{0}(n)\right)$ with $f_{0}(n)=\delta_{0 n}$.
ii) Compute $f_{m}\left(2^{-m} n\right), n \in \mathbb{Z}$ using $a_{n}^{m}=\sum_{k} h_{n-2 k} a_{k}^{m-1}$. At every step, the number of values doubles: values at "even points", $2^{-m}(2 n)$ by

$$
f_{m}\left(2^{-m} 2 n\right)=\sum_{k} h_{2(n-k)} f_{m-1}\left(2^{-m} k\right)
$$

and "odd points", $2^{-m}(2 n+1)$ by

$$
f_{m}\left(2^{-m}(2 n+1)\right)=\sum_{k} h_{2(n-k)+1} f_{m-1}\left(2^{-m} k\right)
$$

iii) Interpolate the $f_{m}\left(2^{-m} n\right)$ to get $f_{m}(x)$ for non-dyadic $x$.

Similarly, we could calculate $\psi$ by starting with the low-pass sequence $a_{n}^{0}=0$ and highpass sequence $b_{n}^{0}=\delta_{0 n}$ or moreover, calculate $\phi_{m, n}$ or $\psi_{m, n}$, by choosing the appropriate initial sequences. Figure 2.6 shows the Daubechies- 4 scaling function and mother wavelet. They are given by the filter coefficients

| $n$ | $h_{n}$ |
| :---: | :---: |
| 0 | 0.4829629131445341 |
| 1 | 0.8365163037378079 |
| 2 | 0.2241438680420134 |
| 3 | -0.1294095225512604 |

Finally, the Mallat algorithm can be used for compression. Start with a function $f$ which, by Theorem 2.7.1, can be approximated by assuming, for large enough $m$, that

$$
\begin{aligned}
f\left(2^{-m} n\right) & =2^{m / 2}<f, \phi_{m, n}> \\
& =2^{m / 2} a_{n}^{m}
\end{aligned}
$$

Then, use the decomposition algorithm to compute the wavelet coefficients of $f$.
For finite sequences, suppose we start with a signal $f$ consisting of $2^{M}$ samples on $[0,1]$ at the dyadics $x=2^{-M} n, 0 \leq n<2^{M}$. By Theorem 2.7.1 we assume these values are the


Figure 2.6: Daubechies-4 scaling function and mother wavelet.
scaling coefficients of $\mathfrak{f}$, that is

$$
f\left(2^{-M} n\right)=2^{m / 2} a_{n}^{m}
$$

We then periodize $f$ by assuming it has period one. This means that we assume $f=f^{*}$, where

$$
f^{*}(x)=\sum_{n \in \mathbb{Z}} f(x-n)
$$

For simplicity in coding, we adopt a new notation for the coefficients, letting

$$
a_{m, n}=a_{n}^{m} \text { and } b_{m, n}=b_{n}^{m} .
$$

By the first application of the decomposition algorithm, we obtain $M / 2$ wavelet coefficients ( $b_{m-1, n}$ ) and $M / 2$ scaling coefficients ( $a_{m-1, n}$ ). Continuing in this manner, we obtain $2^{M}-1$ wavelet coefficients $\left(b_{m, n}\right), m=0,1, \ldots M, 0 \leq n \leq 2^{m}-1$ and one scaling coefficient $a_{0,0}$. The set of wavelet coefficients and the scaling coefficient is called the Fast

| $a_{0,0}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $b_{0,0}$ |  |  |  |  |  |  |  |  |
| $b_{1,0}$ |  |  |  | $b_{1,1}$ |  |  |  |  |
| $b_{2,0}$ |  |  | $b_{2,1}$ | $b_{b_{2,2}}$ |  |  | $b_{2,3}$ |  |
| $b_{3,0}$ | $b_{3,1}$ | $b_{3,2}$ | $b_{3,3}$ | $b_{3,4}$ | $b_{3,5}$ | $b_{3,6}$ | $b_{3,7}$ |  |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |  |

Figure 2.7: The wavelet tree of a function. The horizontal axis indicates a displacement in time, or location, whereas the vertical axis is a change in frequency.

Wavelet Transform of $f$. The coefficients can be arranged in a meaningful structure, called the wavelet tree, as shown in Figure 2.7.

This technique can be used to plot both periodized wavelets and scaling functions. Figure 2.8 shows the Daubechies-4 periodized scaling functions. Figure 2.9 shows some of the periodized Daubechies-4 wavelets. Recall from Theorem 2.3.10 that

$$
\phi^{*}(x)=\sum_{n} \phi(x-n)=1, \quad x \in \mathbb{R} .
$$

Hence, the periodized scaling function $\phi^{*}(t)=1, \forall t \in \mathbb{R}$, for any given MRA.
One method of compression consists of pruning branches of the tree by assuming that if a wavelet coefficient has absolute value below some threshold, the coefficients below it can be pruned (set to zero). Figure 2.10 shows a sequence of approximations of $u(x)=\sin (x)$ with varying threshold values for the wavelet coefficients. The Coifman-6 wavelets are determined by the following filter coefficients:


Figure 2.8: Daubechies-4 periodized scaling functions. The functions $\phi_{1,0}^{*}$ and $\phi_{1,1}^{*}$ form an orthonormal basis of $V_{1}^{*}$ [51, p.106].


Figure 2.9: Daubechies-4 periodized wavelets, $\psi_{m, n}^{*}$.

| $n$ | $h_{n}$ |
| :---: | :---: |
| 0 | 0.22658426510 |
| 1 | 0.74568755880 |
| 2 | 0.60749164120 |
| 3 | -0.07716155548 |
| 4 | -0.12696912540 |
| 5 | 0.03858077774 |

From Figure 2.10, it is evident that the majority of the information about $u$ is contained in the lower frequency coefficients. This method, called the zero-tree method, is similar to the method of JPEG compression [7, 27, 41]. The second method consists of using the fractal methods developed in Chapter 1.


Figure 2.10: Fast Wavelet Transform approximation of $u(x)=\sin (\pi x)$ (top-left) using Coifman- 6 wavelets with thresholds from .5 to .0001 . The original function is at the top left.

## Chapter 3

## Fractal Wavelet Compression

### 3.1 Relations

We have seen in Chapter 1 the method of IFSM which allows the construction of functions through an iterative process. Given an $N$-map IFSM ( $\mathbf{w}, \boldsymbol{\Phi}$ ), the associated operator $T$ was defined by

$$
T u=\sum_{k=1}^{N} \phi_{k} \circ u \circ w_{k}^{-1},
$$

for all $u \in L^{2}(\mathbb{R})$ (see Equation (1.5) on page 35). Under certain conditions, $T$ was contractive and had a unique fixed point $\bar{u}_{T}$, which was also the attractor of $T$. In the light of the results of Chapter 2, one might consider an operator $M$, associated to $T$, which acts on wavelet coefficients of functions $[19,37]$.

Let $\left(q_{n}\right)$ be an orthonormal basis of $L^{2}(\mathbb{R})$. Then a function $u \in L^{2}(\mathbb{R})$ can be written as

$$
\begin{equation*}
u=\sum_{n} u_{n} q_{n} \tag{3.1}
\end{equation*}
$$

where $u_{n}=<u, q_{n}>$.
Let $F: L^{2}(\mathbb{R}) \rightarrow \ell^{2}(\mathbb{Z})$ be the transform $F u=\left(u_{n}\right)$. By Plancherel's Theorem, $F$ is an isometry. Its inverse is $F^{-1}\left(c_{n}\right)=\sum_{n} c_{n} q_{n},\left(c_{n}\right) \in \ell^{2}(\mathbb{Z})$. In general, write $\mathbf{u}=F u$. Now define the operator $M$ given by the commutative diagram


Theorem 3.1.1 Let $\left(q_{n}\right)$ be an orthonormal basis of $L^{2}(\mathbb{R})$ and $F$ be its associated transform as given above. Then $T$ is a contractive operator on $L^{2}(\mathbb{R})$ with fixed point $\bar{u}_{T}$ if and only if the operator $M=F \circ T \circ F^{-1}$ is contractive on $\ell^{2}(\mathbb{Z})$ with fixed point $\overline{\mathbf{u}}_{M}$, where $\overline{\mathbf{u}}_{M}=F \bar{u}_{T}$.

Proof Let $u, v \in L^{2}(\mathbb{R})$ with basis coefficient sequences $\mathbf{u}$ and $\mathbf{v}$ respectively. By Parseval's equality, $\|u\|=\|\mathbf{u}\|$, hence

$$
\begin{aligned}
\|T u-T v\| & \leq c\|u-v\| \\
\Longleftrightarrow\|M u-M \mathbf{v}\| & \leq c\|\mathbf{u}-\mathbf{v}\| .
\end{aligned}
$$

Hence $T$ is contractive $\Longleftrightarrow M$ is contractive. Furthermore,

$$
M\left(F \bar{u}_{T}\right)=F\left(T \bar{u}_{T}\right)=F \bar{u}_{T},
$$

therefore by the BCMP, $F \bar{u}_{T}=\overline{\mathbf{u}}_{M}$.
Consider the case when $T$ is the associated IFSM operator of an $N$-map affine IFSM
on $X=\mathbb{R}$. Then given $u \in L^{2}(\mathbb{R})$, if $v=T u$,

$$
v=\sum_{m} v_{m} q_{m}
$$

where

$$
\begin{aligned}
v_{m} & =<v, q_{m}> \\
& =<T u, q_{m}> \\
& =\sum_{k=1}^{N} \alpha_{k}<u \circ w_{k}^{-1}, q_{m}>+\sum_{k=1}^{N} \beta_{k}<\chi_{w_{k}(x)}, q_{m}>.
\end{aligned}
$$

Therefore, by Equation (3.1) on page 107,

$$
\begin{align*}
v_{m} & =\sum_{k=1}^{N} \alpha_{k} \sum_{n} u_{n}<q_{n} \circ w_{k}^{-1}, q_{m}>+\sum_{k=1}^{N} \beta_{k}<\chi_{w_{k}(X)}, q_{m}> \\
& =\sum_{n} a_{m n} u_{n}+e_{m} \tag{3.2}
\end{align*}
$$

where $a_{m n}=\sum_{k=1}^{N} \alpha_{k}<q_{n} \circ w_{k}^{-1}, q_{m}>$ and $e_{m}=\sum_{k=1}^{N} \beta_{k}<\chi_{w_{k}(X)}, q_{m}>$.
By Equation (3.2), we get the following result [19]:
Proposition 3.1.2 Let $\left(q_{n}\right)$ be an orthonormal basis of $L^{2}(\mathbb{R})$ with associated transform $F$. If $T$ is an affine IFSM on $L^{2}(\mathbb{R})$, then $M=F \circ T \circ F^{-1}$ is an affine IFS on coefficients (IFSC) on $\ell^{2}(\mathbb{Z})$ and has the form $M \mathbf{u}=A \mathbf{u}+\mathbf{e}$, where $A=\left(a_{m n}\right)$ and $\mathbf{e}=\left(e_{m}\right), m, n \in \mathbb{Z}$ are given above.

In general, the matrix $A$ is not sparse, for example with the Discrete Cosine Transform [37].
However, due to the localization properties of wavelets, many of these elements will vanish.

Example 3.1.3 Let $X=[0,1]$ and $T$ be the operator defined by

$$
T u(x)=\frac{1}{2} u(2 x)+\frac{1}{2} u(2 x-1) \quad x \in[0,1] .
$$

This is the IFSM operator of the affine IFSM given by $w_{1}(x)=\frac{1}{2} x, w_{2}(x)=\frac{1}{2}(x+1)$ and $\phi_{1}(t)=\phi_{2}(t)=\frac{1}{2} t$. The fixed point of $T$ is $\bar{u}_{T} \equiv 0$. Consider the operator $M$ given when $\left(q_{n}\right)$ is chosen to be the Haar basis on $L^{2}[0,1]$. We assign the following ordering to the basis elements:

$$
\begin{aligned}
q_{-1} & =\phi ; \\
q_{2^{i}+j-1} & =\psi_{i, j}, \quad i \in \mathbb{N}, 0 \leq j \leq 2^{i}-1
\end{aligned}
$$

Then the operator $A$ is

$$
A=\frac{1}{2 \sqrt{2}}\left(\begin{array}{cccccccccc}
\sqrt{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & \ldots \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & 0 & 0 & \ddots
\end{array}\right)
$$

For the moment at least, the above proposition only works one way. The question remaining is, given an affine IFSC $M$ on $\ell^{2}(\mathbb{Z})$, is the operator $T$ an affine IFSM. ${ }^{1}$ The question is therefore:

Question 3.1.4 Given an affine IFSC $M$ on $\ell^{2}(\mathbb{Z})$, defined by $M \mathbf{u}=A \mathbf{u}+\mathbf{e}$ with $A=$ ( $a_{m n}$ ) and $\mathbf{e}=\left(e_{k}\right)$, does there exist an $\boldsymbol{N}$-map IFSM $(\mathbf{w}, \Phi)$, for some orthonormal basis $\left(q_{n}\right)$ of $L^{2}(\mathbb{R})$, such that

$$
\left.a_{m n}=\sum_{k=1}^{N} \alpha_{k}<q_{n} \circ w_{k}^{-1}, q_{m}\right\rangle
$$

and

$$
e_{m}=\sum_{k=1}^{N} \beta_{k}<\chi_{w_{k}(X)}, q_{m}>
$$

for $m, n \in \mathbb{Z}$ ?
A case where this question has been solved is for LIFSW.

### 3.2 LIFSW

We present the general method of the 1-dimensional case of local IFS on wavelet coefficients (LIFSW) presented in [19, 37]. The 2-dimensional extension can be found in [47].

Let $\phi$ be a scaling function with MRA $\left(V_{m}\right)$ and $\psi$ be the standard associated mother wavelet (see Equation (2.3) on page 67). We focus our attention on functions $f \in L^{2}(\mathbb{R})$

[^9]which have expansions
$$
f=a_{00} \phi+\sum_{i=0}^{\infty} \sum_{j=0}^{2^{i}-1} b_{i, j} \psi_{i, j}
$$
where $a_{00}=<f, \phi>$ and $b_{i, j}=<f, \psi_{i, j}>$. Assume $\psi$ has compact support on $\mathbb{R}$. The expansion coefficients can be written in a meaningful way in the form

| $a_{0,0}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $b_{0,0}$ |  |  |  |
| $b_{1,0}$ |  |  |  |
| $b_{1,1}$ |  |  |  |
| $\vdots$ |  |  |  |
| $B_{k, 0}$ | $B_{k, 1}$ | $\ldots$ | $B_{k, 2^{k}-1}$ |

where $B_{i, j}$ represents the branch of coefficients with node $b_{i, j}$, and is called the block $B_{i, j}$. We say that the coefficients $b_{i, j}$ are on level $i$, and $a_{0,0}$ is at level -1 . The above diagram is called the wavelet (coefficient) tree of $f$ and is denoted by $B^{f}$.

Definition 3.2.1 Consider the operator $W$ defined on wavelet trees as follows: ${ }^{2}$ Suppose there is a $k \geq 0, k^{*}>k, \alpha_{j},\left|\alpha_{j}\right|<2^{\left(k-k^{*}\right) / 2}, 0 \leq j \leq 2^{k^{*}}-1$ such that given a wavelet tree $B_{0,0}, W\left(B_{0,0}\right)=B_{0,0}^{*}$, where the coefficients of $B_{0,0}^{*}$ are given by

$$
\begin{aligned}
a_{0,0}^{*} & =a_{0,0}, & & \\
b_{i, j}^{*} & =b_{i, j} & & 0 \leq i \leq k^{*}-1,0 \leq j \leq 2^{i}-1, \\
B_{k^{*}, j}^{*} & =\alpha_{j} B_{k, l(j)} & & 0 \leq j \leq 2^{k^{*}}-1, l(j) \in\left\{0,1, \ldots, 2^{k}-1\right\} .
\end{aligned}
$$

Then $W$ will be called a local IFS on wavelet coefficients, or LIFSW. The blocks $B_{k, j}, 0 \leq$ $j \leq 2^{k}-1$ are called the domain blocks. The blocks $B_{k^{*}, j}^{*}, 0 \leq j \leq 2^{k^{*}}-1$ are called the range blocks. The parameters $\alpha_{i}$ are called the scaling factors of $W$.

[^10]| $a_{0,0}$ |  |  |
| :---: | :---: | :---: |
| $b_{0,0}$ |  |  |
| $b_{1,0}$ |  | $b_{1,1}$ |
| $\vdots$ |  |  |
| $b_{k-1,0}$ |  | $\vdots$ |
| $B_{k, 0}$ | $B_{k, 1}$ | $\cdots$ |


| $\stackrel{\text { W }}{ }$ | $a_{0,0}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $b_{0,0}$ |  |  |  |
|  |  |  |  | $b_{1,1}$ |
|  | $\vdots$ |  |  |  |
|  |  | -1,0 |  | $\vdots$ |
|  | $B_{k^{*}, 0}$ | $B_{k^{*}, 1}$ | $\ldots$ | $B_{k^{*}, 2^{k^{*}} \text { - }}$ |

Figure 3.1: Action of W on a wavelet tree.
Definition 3.2.2 Given $f \in L^{2}(\mathbb{R})$, with wavelet expansion

$$
f=a_{0,0} \phi_{0,0}+\sum_{i=0}^{\infty} \sum_{j=0}^{2^{i}-1} b_{i, j} \psi_{i, j},
$$

define the function $f_{k, p}$, for $p \geq 0$, by

$$
f_{k, p}=\sum_{i=0}^{\infty} \sum_{j=0}^{2^{i}-1} b_{k+i, 2^{i} p+j} \psi_{k+i, 2^{2} p+j}
$$

The action of $W$ on the tree $B^{f}$ is given in Figure 3.1. Consider the function $v_{l}^{*}=$ $(T f)_{k^{*}, l-}$. By the definition of $W$, all its wavelet coefficients are equal to 0 except that $B_{k^{*}, l}^{v_{i}^{i}}=\alpha_{l} B_{k, j(l)}^{f}$. Therefore,

$$
v_{l}^{*}=\sum_{i=0}^{\infty} \sum_{n=0}^{2^{i}-1} b_{k \cdot+i, 2^{i} j(l)+n} \psi_{k \cdot+i, 2^{i} l+n} .
$$

However, notice that

$$
f_{k, j(l)}=\sum_{i=0}^{\infty} \sum_{n=0}^{2^{i}-1} b_{k+i, 2^{2} j(l)+n} \psi_{k+i, 2^{i} j(l)+n},
$$

and that

$$
\begin{equation*}
b_{k^{*}+k^{\prime}, 2^{k^{\prime}} l+l^{\prime}}=\alpha_{l} b_{k+k^{\prime}, 2 k^{\prime} j(l)+l^{\prime}} \quad k^{\prime} \geq 0,0 \leq l^{\prime} \leq 2^{k^{\prime}}-1 . \tag{3.3}
\end{equation*}
$$

We can thus use the scaling and dilation relations between the $\psi_{i, j}$ to write $v_{l}^{*}$ as a multiple of $f_{k, j(l)} \circ w_{l}^{-1}$ for some appropriate function $w_{l}$. The function $w_{l}$ can be calculated as follows:

$$
\begin{aligned}
\psi_{k, j(l)}(x) & =2^{k / 2} \psi\left(2^{k} x-j(l)\right) \\
\psi_{k^{\bullet}, l}(x) & =2^{k^{*} / 2} \psi\left(2^{k^{\bullet}} x-l\right) \\
& =2^{\left(k^{*}-k\right) / 2} 2^{k / 2} \psi\left(2^{k} w_{l}^{-1}(x)-j(l)\right) .
\end{aligned}
$$

Equating the arguments of $\psi$ we have

$$
\begin{equation*}
w_{l}^{-1}(x)=2^{k^{\bullet}-k} x+\frac{j(l)-l}{2^{k}}, \tag{3.4}
\end{equation*}
$$

and hence by Equations (3.3) and (3.4),

$$
v_{l}^{*}(x)=2^{\left(k^{*}-k\right) / 2} f_{k, j(l)}\left(2^{k^{*}-k} x+\frac{j(l)-l}{2^{k}}\right) .
$$

Therefore $T$ is a recurrent vector IFSM with condensation (c.f. [11]). By this we mean that $T$ acts between orthogonal components of the wavelet tree and has condensation function

$$
\sum_{i=k}^{k^{\cdot}-1} \sum_{j=0}^{2^{i}-1} b_{i, j} \psi_{i, j}
$$

A useful space, over which $T$ is contractive, was constructed in [19]. Let $u \in L^{2}(\mathbb{R})$ and
let $W$ be as above. Let

$$
\begin{aligned}
& C_{w}\left(u, k^{*}\right)=\left\{a_{0,0}, b_{i, j}, i \geq 0,0 \leq j \leq 2^{i}-1: \sum\left|b_{i, j}\right|^{2}<\infty\right. \\
& \text { with } \left.b_{i, j}=<u, \psi_{i, j}>, 0 \leq i \leq k^{*}-1,0 \leq j \leq 2^{i}-1\right\} \text {. }
\end{aligned}
$$

Consider the metric $d_{w}$ on $C_{w}$ by

$$
d_{w}(c, d)=\max _{0 \leq l \leq 2^{k^{*}}-1} \Delta_{l}^{2}
$$

where

$$
\Delta_{l}^{2}=\sum_{k^{\prime}=0}^{\infty} \sum_{l^{\prime}=0}^{2^{k^{\prime}}-1}\left(b_{k+k^{\prime}, 2^{k^{\prime}} l+l^{\prime}}^{c}-b_{k+k^{\prime}, 2^{k^{\prime}} l+l^{l^{\prime}}}^{d}\right)^{2}
$$

where $b^{c}$ and $b^{d}$ refer to the wavelet coefficients of $c$ and $d$ respectively. Note that since $k \geq 0, d_{w}(c, d)$ is always independent of $a_{0,0}$. By the completeness of $\ell^{2}(\mathbb{Z})$ it follows that

Proposition 3.2.3 The metric space $\left(C_{w}\left(u, k^{*}\right), d_{w}\right)$ is complete.
In addition
Proposition 3.2.4 For $\mathbf{c}, \mathrm{d} \in C_{w}\left(u, k^{*}\right)$,

$$
d_{w}(W \mathbf{c}, W \mathbf{d}) \leq c_{w} d_{w}(\mathbf{c}, \mathbf{d}) \quad c_{w}=\max _{0 \leq l \leq 2^{k^{+}}-1}\left|\alpha_{l}\right|
$$

Therefore, the BCMP yields the following result:
Corollary 3.2.5 If $c_{w}<1$, there exists a unique $\overline{\mathbf{u}} \in C_{w}\left(u, k^{*}\right)$ such that $W \overline{\mathbf{u}}=\overline{\mathbf{u}}$.
Corollary 3.2.6 Let $\epsilon>0$ and $c \in C_{w}\left(u, k^{*}\right)$. Suppose there exists an LIFSW, with
associated transformation $W$, such that $d_{w}(\mathbf{c}, W \mathbf{c})<\epsilon$. Then

$$
d_{w}(\mathbf{c}, \overline{\mathbf{u}})<\frac{\epsilon}{1-c_{w}}
$$

where $W \overline{\mathbf{u}}=\overline{\mathbf{u}}$.
Proof The result follows directly from Proposition 1.1.21 on page 12.

### 3.3 Examples of LIFSW

We present here a few examples of LIFSW and their attractors [37, 47].

## Example 3.3.1

$$
W: B_{00} \mapsto
$$

where $\left|\alpha_{i}\right|<\frac{1}{\sqrt{2}}$. We have $k=0, k^{*}=1, j(0)=j(1)=0$. Therefore

$$
\begin{aligned}
& w_{0}^{-1}(x)=2 x+\frac{0-0}{2^{0}}=2 x \\
& w_{1}^{-1}(x)=2 x+\frac{0-1}{2^{0}}=2 x-1 .
\end{aligned}
$$

Also, $f=f_{0}$, hence

$$
\begin{aligned}
T f(x) & =b_{0,0} \psi_{0,0}(x)+\sqrt{2} \alpha_{0} f_{j(0)} \circ w_{0}^{-1}(x)+\sqrt{2} \alpha_{1} f_{j(1)} \circ w_{1}^{-1}(x) \\
& =b_{0,0} \psi_{0,0}(x)+\sqrt{2} \alpha_{0} f(2 x)+\sqrt{2} \alpha_{1} f(2 x-1)
\end{aligned}
$$

In general, for $k=0, T$ is an IFSM with condensation (see [5] for a discussion on IFS with condensation). The attractors of $T$, using the Coifman-6, Daubechies-4 and Haar wavelets, are shown in Figure 3.2, where $a_{0,0}=0, b_{0,0}=1, \alpha_{1}=0.2$ and $\alpha_{2}=0.3$. Note the dependence of the attractor on the basis chosen. However, the attractor of $W$ is basis independent.




Figure 3.2: The LIFSW attractors of $T$ in Example 3.3.1 using Coifman-6, Daubechies-4 and Haar wavelets.

## Example 3.3.2

$W: B_{00} \mapsto$| $b_{00}$ |  |  |  |
| :--- | :--- | :--- | :--- |
| $b_{10}$ |  | $b_{11}$ |  |
| $\alpha_{0} B_{10}$ | $\alpha_{1} B_{11}$ | $\alpha_{2} B_{10}$ | $\alpha_{3} B_{11}$ |

We have $k=1, k^{*}=2, j(0)=j(2)=0, j(1)=j(3)=1$. Therefore

$$
T f(x)=b_{00} \psi_{00}(x)+v_{0}+v_{1}
$$

where

$$
v_{0}(x)=b_{10} \psi_{10}(x)+\sqrt{2} \alpha_{0} f_{0,0}(2 x)+\sqrt{2} \alpha_{1} f_{0,1}(2 x)
$$

and

$$
v_{1}(x)=b_{11} \psi_{11}(x)+\sqrt{2} \alpha_{2} f_{0,1}(2 x-1 / 2)+\sqrt{2} \alpha_{3} f_{0,0}(2 x-3 / 2)
$$

The attractors of $T$ are given in Figure 3.3, where $a_{0,0}=0, b_{0,0}=b_{1,0}=1, b_{0,1}=0.1$ and $\alpha_{i}=0.5$, for $i=0,1,2,3$.




Figure 3.3: The attractors of $T$ in Example 3.3.2 using, from left to right, Coifman-6, Daubechies-4 and Haar wavelets.

## Example 3.3.3

$W: B_{00} \mapsto$| $b_{00}$ |  |  |  |
| :--- | :--- | :--- | :--- |
| $b_{10}$ |  | $b_{11}$ |  |
| $\alpha_{0} B_{10}$ | $\alpha_{1} B_{11}$ | $\alpha_{2} B_{11}$ | $\alpha_{3} B_{10}$ |

In this case

$$
T f=b_{00} \psi_{00}(x)+v_{0}+v_{1}
$$

where

$$
v_{0}(x)=b_{10} \psi_{10}(x)+\sqrt{2} \alpha_{0} f_{0,0}(2 x)+\sqrt{2} \alpha_{1} f_{0,1}(2 x)
$$

and

$$
v_{1}(x)=b_{11} \psi_{11}(x)+\sqrt{2} \alpha_{2} f_{0,0}(2 x-1)+\sqrt{2} \alpha_{3} f_{0,1}(2 x-1)
$$

The LIFSW attractors of $T$ are given in Figure 3.4 with the same parameters as in Example 3.3.2 above.




Figure 3.4: The attractors of $T$ using, from left to right, Coifman-6, Daubechies-4 and Haar wavelets.

### 3.4 Inverse Problem and Compression

Given a target function $v \in L^{2}(\mathbb{R})$, we can use Corollary 3.2.6 to construct an LIFSW on its coefficient tree [19]. The squared $L^{2}$ distance associated with each range block $B_{k-, l}^{*}$ and domain block $B_{k, j}$ is given by

$$
\Delta_{l, j}^{2}=\sum_{k^{\prime}=0}^{\infty} \sum_{l^{\prime}=0}^{2^{k^{\prime}-1}}\left(c_{k^{*}+k^{\prime}, 22^{\prime} l+l^{\prime}}-\alpha_{l} c_{k+k^{\prime}, 2^{k^{\prime}} j+l^{\prime}}\right)^{2} .
$$

The optimal scaling factor $\bar{\alpha}_{l, j}$ given by the least square minimization is

$$
\bar{\alpha}_{l, j}=\frac{S_{k \cdot, l, k, j}}{S_{k, j, k, j}}
$$

where

$$
S_{a, b, c, d}=\sum_{k^{\prime}=0}^{\infty} \sum_{l^{\prime}=0}^{2^{k^{\prime}}-1} c_{a+k^{\prime}, 2^{k^{\prime}} b+l^{\prime}} c_{c+k^{\prime}, 2^{k^{\prime}} d+l^{\prime}}
$$

The minimized collage distance is then

$$
\Delta_{l, j}^{\min }=\left[S_{k^{\bullet}, l, k^{\bullet}, l}-\bar{\alpha}_{l, j} S_{k^{\bullet}, l, k, j}\right]^{1 / 2} .
$$

Thus, as with LIFSM, for each range block $B_{k^{*}, l}^{*}$, choose the domain block $B_{k, j(l)}$ for which $\Delta_{l, j(l)}^{\min }$ is minimized. Then, iterate the associated operator $W$ on any initial $c \in C_{w}\left(v, k^{*}\right)$. For simplicity, one can let $c$ be the sequence with $c_{i, j}=0$ for all $i \geq k^{*}$. The function $\bar{u}$ associated to the fixed point $\overline{\mathbf{u}}$ of $W$ is then given by

$$
\bar{u}=\bar{a}_{0,0} \phi+\sum_{i=0}^{\infty} \sum_{j=0}^{\mathbf{2}^{i}-\mathbf{1}} \bar{b}_{i, j} \psi_{i, j} .
$$

To apply this method to compression, assume we are given a discrete signal $f$ consisting of $2^{M}$ samples on $[0,1]$ at the dyadics $x=2^{-M} n, 0 \leq n<2^{M}$. By Theorem 2.7.1 we assume these values are the scaling coefficients of $f$, that is

$$
f\left(2^{-M} n\right)=2^{m / 2} a_{m, n}
$$

Then assume $f$ has period one as in Section 2.7, page 102 and generate the wavelet coefficients ( $b_{m, n}$ ) for $m=0,1, \ldots, M, 0 \leq n \leq 2^{m}-1$. Choose a level $k$ in the tree for the domain blocks, and $k^{*}$ for the range blocks. For each range block, calculate the distances $\Delta_{l, j}^{\min }$ for each $0 \leq j \leq 2^{k}-1$. Choose $j(l)$ to be the index of the domain block for which $\Delta_{l, j}^{\min }$ is minimized over $0 \leq j \leq 2^{k}-1$. The LIFSW approximation to the target will then consist of the set of coefficients $\left\{a_{0,0}, b_{i, j} \mid 0 \leq i \leq k^{*}-1,0 \leq j \leq 2^{i}-1\right\}$, and the set of pairs $\left\{\left(\bar{\alpha}_{l}, j(l)\right) \mid 0 \leq l \leq 2^{k^{*}}-1\right\}$. These two sets are called the Fractal Wavelet Transform of $f$.

To obtain the approximation to the original signal, iterate $W$ on any initial tree, such as $c$ given above. Use the reconstruction algorithm of the Mallat algorithm to construct the scaling coefficients ( $a_{M, n}^{*}$ ), $0 \leq n \leq 2^{M}-1$. Finally, use these coefficients as the values
of the approximation $f^{*}$ by

$$
f^{*}\left(2^{-M} n\right)=2^{m / 2} a_{M, n}^{*}
$$

Example 3.4.1 Let $u(x)=\sin (\pi x)$ on $X=[0,1]$. Figure 3.5 shows successive approximations of $u$ using the LIFSW method with $M=10$, hence 1024 samples. The following table gives the $L^{2}$ error in the approximations. In each case, the computation time involved was approximately 1 second. The original file for $u$ was 18335 bytes.

| Domain level $(k)$ | Range level $\left(k^{*}\right)$ | Error | File size (bytes) |
| :---: | :---: | :---: | :---: |
| 0 | 1 | 0.07836540 | 42 |
| 0 | 2 | 0.03548420 | 88 |
| 0 | 3 | 0.01179280 | 188 |
| 0 | 4 | 0.00401203 | 396 |
| 0 | 5 | 0.00140071 | 845 |
| 1 | 2 | 0.00972692 | 84 |
| 1 | 4 | 0.00102580 | 374 |
| 2 | 5 | 0.00024186 | 788 |



Figure 3.5: LIFSW approximation of $u(x)=\sin (\pi x)$ (top-left) using Coifman-6 wavelets going between levels ( $k, k^{*}$ ).

## Appendix A

## A. 1 Generalization of $T_{\mathbf{w}}^{B W}$

Given an $N$-map IFSM ( $\mathbf{w}, \Phi$ ), the IFSM operator $T_{(\mathbf{w}, \boldsymbol{\Phi})}$ was defined by

$$
T_{(w, \Phi)} u(x)=\sum_{k=1}^{N} \phi_{k}\left(u\left(w_{k}^{-1}(x)\right)\right) \quad x \in X .
$$

This is a useful form since it permits a simple formulation and solution to the inverse problem. Unfortunately, this is not a generalization of $T_{w}^{B W}$. This can be seen by noting that, given an $N$-map IFS $\mathbf{w}$, we may obtain an IFSM ( $\mathbf{w}^{\prime}, \Phi^{\prime}$ ) by defining $w_{i}^{\prime}=w_{i}$ $\forall i=1,2, \ldots, N$ and setting $\phi_{i}=i d_{\mathbf{R}} \forall i=1,2, \ldots, N$. Then, for $u \in \mathcal{F}_{B W}(X), \forall i=$ $1,2, \ldots, N, \phi_{i} \circ u \circ w_{i}^{\prime-1}=u \circ w_{i}^{-1} \in \mathcal{F}_{B W}(X)$. However $T_{\left(w^{\prime}, \Phi^{\prime}\right)}(u)$ and $T_{\mathbf{w}}^{B W}(u)$ are not necessarily the same. Indeed, $T_{\left(w^{\prime}, \Phi^{\prime}\right)}(u)$ may take on values other than 0 or 1 . It would therefore be reasonable to introduce a normalized version of $T_{(\mathbf{w}, \Phi)}, T_{(\mathbf{w}, \mathbf{\Phi})}^{\text {nor }}$, such that $T_{(\mathbf{w}, \Phi)}^{n o r} \upharpoonright \mathcal{F}_{B W}(X)=T_{\mathbf{w}}^{B W}$. With this in mind, we return to the introduction of $T_{\mathbf{w}}^{B W}$. The reasoning behind its construction was that

$$
\chi_{A \cup B}(x)=\max \left\{\chi_{A}(x), \chi_{B}(x)\right\} .
$$

Instead, consider $\chi_{A \cup B}(x)$ with $T_{(\mathbf{w}, \Phi)}^{n o r}$ in mind, as a weighted sum.

Proposition A.1.1 Let $X$ be $a$ set and $A_{i} \subset X, i=1,2, \ldots, N$. Let $A=\bigcup_{i=1}^{N} A_{i}$. Define $\sigma_{A}(x)=\sum_{i=1}^{N} \chi_{A_{i}}(x)$. Then,

$$
\chi_{A}(x)=\frac{\sum_{i=1}^{N} \chi_{A_{i}}(x)}{\sigma_{A}(x)} \quad \forall x \in X
$$

using the convention that $0 \cdot \infty=0$.

Given that the numerator and denominator are equal, this result is rather trivial. We are simply dividing the sum by $\sigma_{A}(x)$, the number of sets $A_{i}$ which contain $x$. This number is precisely the numerator. However, we can also interpret the numerator as a sum of greylevel values.

Recalling Proposition 1.5.3 and Proposition 1.5.4, we obtain the following result:
Proposition A.1.2 Let $(X, d)$ be a metric space and $w_{i} \in \operatorname{Con}_{1}(X, d), i=1,2, \ldots, N$. Then letting $\sigma(x)=\sigma_{\hat{\mathbf{w}}(A)}(x)$, for $x \in X$, we have

$$
\chi_{\hat{w}(A)}(x)=\frac{\sum_{i=1}^{N} \chi_{A}\left(w_{i}^{-1}(x)\right)}{\sigma(x)} \quad \forall x \in X .
$$

Proof The proof follows directly from Proposition 1.5.3 and Proposition 1.5.4.
Hence, we can associate with the IFS $\mathbf{w}$, defined by $\hat{\mathbf{w}}(A)=\bigcup_{i=1}^{N} \hat{w}_{i}(A)$, the operator $T_{w}^{B W}: \mathcal{F}_{B W}(X) \rightarrow \mathcal{F}_{\boldsymbol{B} W}(\boldsymbol{X})$ by

$$
T_{w}^{B W} f(x)=\frac{\sum_{i=1}^{N} f\left(w_{i}^{-1}(x)\right)}{\sigma(x)} \quad \forall x \in X,
$$

where $f(x)=\chi_{A}(x)$.

This new operator is the same as the one previously defined on $\mathcal{F}_{B W}(X)$, simply written in a different form. As such, it can be directly extended to an IFSM operator as follows:

Definition A.1.3 Let $(X, d)$ be complete, $w_{k} \in \operatorname{Con}_{1}(X, d)$ and $\phi_{k}: \mathbb{R} \rightarrow \mathbb{R}$ for $k=$ $1,2, \ldots, N$. Let $(\mathbf{w}, \Phi)$ be the associated IFSM. We define the operator $T_{(\mathbf{w}, \Phi)}^{n o r}$ on a function $u: X \rightarrow \mathbb{R}$ by

$$
T_{(w, \Phi)}^{n o r} u(x)=\frac{\sum_{k=1}^{N} '_{k}\left(u\left(w_{k}^{-1}(x)\right)\right)}{\sigma(x)} \quad x \in X .
$$

where the $\sum^{\prime}$ indicates that the sum is taken over indices $k$ for which $w_{k}^{-1}(x)$ exists. The convention is that an empty sum has value zero and that $0 \cdot \infty=0$.

We call $T_{(\mathbf{w}, \Phi)}^{\text {nor }}$ the IFSM operator associated with ( $\mathbf{w}, \Phi$ ).

## A. 2 IFSM on $L^{p}(X, \mu)$

We will show that $T_{(\mathbf{w}, \Phi)}^{\mathrm{nor}}$ has the same properties as the operator $T_{(\mathbf{w}, \boldsymbol{\Phi})}$ defined in Section 1.5 on page 35. Note that $T_{(\mathbf{w}, \Phi)}^{n o r}=T_{(\mathbf{w}, \Phi)}$ when the set $X_{i}$ are non-overlapping.

Let ( $\mathbf{w}, \Phi$ ) denote the IFSM, on the complete metric space $(X, d$ ), associated to $\mathbf{w}=$ $\left\{w_{1}, w_{2}, \ldots, w_{N}\right\}, w_{i} \in C o n_{1}(X, d)$ and $\Phi=\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{N}\right\}, \phi_{i}: \mathbb{R} \rightarrow \mathbb{R}$. The important step is to show its associated operator $T_{(\mathbf{w}, \Phi)}^{\text {nor }}: L^{p}(X, \mu) \rightarrow L^{p}(X, \mu)$. Hence, for $u \in$ $L^{p}(X, \mu)$, we must show $T_{(w, \Phi)}^{n o r} u$ is still measurable and integrable. To accomplish this, we make the following definition:

Definition A.2.1 Given an IFS $\mathbf{w}=\left\{w_{1}, w_{2}, \ldots, w_{N}\right\}$, let

$$
A_{1}=X \backslash w_{1}(X) \text { and let } A_{2}=w_{1}(X) .
$$

Recursively, for $2 \leq n \leq N-1$, let

$$
A_{i_{1} i_{2} \ldots i_{n} 1}=A_{i_{1} i_{2} \ldots i_{n}} \backslash w_{n+1}(X)
$$

and let

$$
A_{i_{1} i_{2} \ldots i_{n} 2}=A_{i_{1} i_{2} \ldots i_{n}} \cap w_{n+1}(X),
$$

for $i_{j}=1,2$ and $j=1,2, \ldots, n$. We define

$$
\mathcal{A}_{n}=\left\{A_{i_{1} i_{2} \ldots i_{n}}: i_{j}=1,2 ; j=1,2, \ldots, n\right\}
$$

Finally, set $\mathcal{A}_{\mathbf{w}}=\mathcal{A}_{\boldsymbol{N}}$. We call $\mathcal{A}_{\mathbf{w}}$ the $\mathbf{w}$-cover of $X$.
Proposition A.2.2 $\mathcal{A}_{\mathbf{w}}$ is a collection of disjoint sets.
Proof We proceed by induction on $n$, with $n=1$ being clear. For $n>1$, assume $\left\{A_{i_{1} i_{2} \ldots i_{n}}\right.$ : $\left.i_{j}=1,2 ; j=1,2, \ldots, n\right\}$ is a disjoint collection. Let $A=A_{i_{1} i_{2} \ldots i_{n} i_{n+1}}$ and let $B=$ $A_{j_{1} j_{2} \ldots j_{n} j_{n+1}} \in \mathcal{A}_{n+1}$. By definition, $A_{k_{1} k_{2} \ldots k_{n} k_{n+1}} \subset A_{k_{1} k_{2} \ldots k_{n}}$, hence if for some $1 \leq m \leq$ $n, i_{m} \neq j_{m}$, then by the induction hypothesis, $A_{i_{1} i_{2} \ldots i_{n}} \cap A_{j_{1} j_{2} \ldots j_{n}}=\emptyset$, and $A \cap B=\emptyset$. Otherwise, $i_{n+1} \neq j_{n+1}$ and $A$ and $B$ are disjoint by construction. Therefore, by induction, $\mathcal{A}_{n}$ is a disjoint collection and the result follows.

We note certain characteristics of $\mathcal{A}_{\mathbf{w}}$.
a) Some members of $\mathcal{A}_{w}$ may be empty.
b) $\sigma_{\hat{\mathbf{w}}(X)}$ is constant on each $A_{i_{1} i_{2} \ldots i_{N}}$. Define $\sigma_{\hat{\mathbf{w}}(X)}(x) \equiv c_{i_{1} i_{2} \ldots i_{N}}$ for $x \in A_{i_{1} i_{2} \ldots i_{N}}$.
c) If $(X, \mu)$ is a measure space with $\sigma$-algebra generated by open sets, and the $w_{k}$ are bi-continuous, then each member of $\mathcal{A}_{w}$ is measurable.
d) $\int_{X} f d \mu=\sum_{A \in \mathcal{A}_{w}} \int_{A} f d \mu$.

We therefore obtain a version of Proposition 1.6.1.
Proposition A.2.3 Let $(\mathbf{w}, \Phi)$ be an $N$-map IFSM on $(X, d)$ and let $T$ be its associated normalized IFSM operator. Suppose:
i) $\forall u \in L^{p}(X, \mu), u \circ w_{k}^{-1} \in L^{p}(X, \mu), 1 \leq k \leq N$ and
ii) $\phi_{k} \in \operatorname{Lip}(\mathbb{R}), 1 \leq k \leq N$.

Then for $1 \leq p \leq \infty, T: L^{p}(X, \mu) \rightarrow L^{p}(X, \mu)$.
Proof Let $1 \leq p \leq \infty$ and let $u \in L^{p}(X, \mu)$. Let $1 \leq k \leq N$. By $\left.i\right), u \circ w_{k}^{-1} \in L^{p}(X, \mu)$, hence by ii), $\phi_{k} \circ u \circ w_{k}^{-1} \in L^{p}(X, \mu)$. Therefore $\sum_{k=1}^{N}{ }^{\prime} \phi_{k} \circ u \circ w_{k}^{-1} \in L^{p}(X, \mu)$. By b) and c) above, $\left.T u\right|_{A_{i_{1} i_{2} \ldots i_{N}}}$ is measurable for each $i_{j}=1,2$ and $j=1,2, \ldots, N$. Hence, $T u$ is measurable.

Suppose $1 \leq p<\infty$. Then, by c) and d),

$$
\int_{X}|T u(x)|^{p} d \mu(x)=\sum_{i_{1}, i_{2}, \ldots, i_{N}=1}^{2} \frac{1}{c_{i_{1} i_{2} \ldots i_{N}}^{p}} \int_{A_{i_{1} i_{2} \ldots i_{N}}}\left|\sum_{k=1}^{N} \phi_{k}\left(u\left(w_{k}^{-1}(x)\right)\right)\right|^{p} d \mu(x) .
$$

The last integrals exist since $\sum_{k=1}^{N}{ }^{\prime} \phi_{k} \circ u \circ w_{k}^{-1} \in L^{p}(X, \mu)$ and since each $A_{i_{1} i_{2} \ldots i_{N}}$ is measurable. Hence, $T u \in L^{p}(X, \mu)$.

Suppose $p=\infty$. By $i i), \sum_{k=1}^{N}{ }^{\prime} \phi_{k} \circ u \circ w_{k}^{-1} \in L^{\infty}(X, \mu), 1 \leq k \leq N$. Hence by b), $\left.T u\right|_{A_{i_{1} i_{2} \ldots i_{N}}} \in L^{\infty}(X, \mu)$. Therefore, since $T u$ is a finite sum of $L^{\infty}(X, \mu)$ functions, $T u \in L^{\infty}(X, \mu)$.

Proposition A.2.4 Let $(\mathbf{w}, \Phi)$ be an $N$-map IFSM such that $\phi_{k}(t)=c_{k} \in \mathbb{R}, 1 \leq k \leq N$. Then $\forall p \in[1, \infty)$ and $\mu \in M(X)$, the associated operator $T$ is contractive on $L^{p}(X, \mu)$, with contractivity factor $c_{T}=0$. Furthermore, its fixed point $\bar{u}_{T}$ is

$$
\bar{u}_{T}(x)=\frac{\sum_{k=1}^{N} c_{k} \chi_{\tilde{w}_{k}(X)}(x)}{\sigma(x)} \quad \forall x \in X
$$

Proof Let $u, v \in L^{p}(X, \mu)$. Then

$$
\begin{aligned}
\|T u-T v\|_{p} & =\left[\int_{X}\left|\left[\sum_{k=1}^{N}{ }^{\prime} \phi_{k}\left(u\left(w_{k}^{-1}(x)\right)\right)-\phi_{k}\left(v\left(w_{k}^{-1}(x)\right)\right)\right] \sigma(x)^{-1}\right|^{p} d \mu(x)\right]^{1 / p} \\
& \leq\left[\int_{X}\left|\sum_{k=1}^{N}{ }^{\prime} \phi_{k}\left(u\left(w_{k}^{-1}(x)\right)\right)-\phi_{k}\left(v\left(w_{k}^{-1}(x)\right)\right)\right|^{p} d \mu(x)\right]^{1 / p} \\
& =0 \quad \text { as in Proposition 1.6.2. }
\end{aligned}
$$

Also, $\forall u \in L^{p}(X, \mu)$ and $x \in X$,

$$
\begin{aligned}
T u(x) & =\frac{\sum_{k=1}^{N}{ }^{\prime} \phi_{k}\left(u\left(w_{k}^{-1}(x)\right)\right)}{\sigma(x)} \\
& =\frac{\sum_{k=1}^{N} c_{k} \chi_{\hat{w}_{k}(X)}(x)}{\sigma(x)}
\end{aligned}
$$

Proposition A.2.5 Let $X \subset \mathbb{R}^{D}, D \in \mathbb{N}^{+}$, and let $\mu=m^{(D)}$. Suppose $(\mathbf{w}, \Phi)$ is an $N$-map IFSM such that
i) $w_{k} \in \operatorname{Sim}_{1}(X, d)$ with contractivity factors $c_{k}$, and
ii) $\phi_{k} \in \operatorname{Lip}(\mathbb{R})$, with Lipschitz constants $K_{k}$, for $1 \leq k \leq N$.

Then, for $p \in[1, \infty)$ and $u, v \in L^{p}(X, \mu)$, we have

$$
\|T u-T v\|_{p} \leq C(D, p)\|u-v\|_{p}
$$

where $C(D, p)=\sum_{k=1}^{N} c_{k}^{D / p} K_{k}$.
Proof Let $u, v \in L^{p}(X, \mu)$. Use the fact that $\sigma(x) \geq 1$ and the proof follows as in Proposition 1.6.3 on page 37.

Hence, if $C(D, p)<1, T$ is contractive on $L^{p}(X, \mu)$ and has a unique, attracting fixed point. In addition, if there is a lot of overlapping in the $\boldsymbol{w}_{\boldsymbol{i}}$, for example if each $x \in \hat{\mathbf{w}}(X)$ is in at least two $w_{k}(X)$, then $\sigma(x)>1$. In this case, the new operator $T$ will be more contractive than the previous one, leading to faster convergence to its fixed point.
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## Glossary


$c_{n}^{0,0}, 95$
$\operatorname{Con}(\mathcal{H}(X), h, s), 24$
$\operatorname{Con}(X, d), 5$
$\operatorname{Con}(X, d, s), 24$
$\operatorname{Con}_{1}(X, d), 29$
$C^{r}(\mathbb{R}), 61$
$C_{w}\left(u, k^{*}\right), 115$
D, 61
$\bar{d}(f, g), 9$
d, 4
$d(A, B), 17$
$d_{\Phi}^{N}\left(\Phi_{1}, \Phi_{2}\right), 38$
$d(x, B), 17$
$\delta_{\alpha}, 68$
$d_{B W}(u, v), 33$
$\Delta^{2}, 42$
$\Delta_{l}^{2}, 115$
$\Delta_{l, j}^{2}, 119$
$\Delta_{l, j}^{\min }, 119$
$\delta_{m}(\cdot, y), 68$
$\delta_{m n}, 71$
$\operatorname{det} A, 29$
$\partial_{x}^{\alpha}, 76$
$D_{m}(\cdot, y), 69$
$d_{m}(f, g), 9$
$D_{v}, 51$
$d_{w}(c, d), 115$
$e_{n}^{0 *}, 95$
$F, 10$

| GLOSSARY |  |
| :---: | :---: |
| f, 15 | max' $^{\prime} 32$ |
| $\\|f\\|, 53$ | $M_{n}(\mathbb{R}), 26$ |
| $\mathcal{F}(X), \mathbf{3 4}$ | $M^{\perp}, 54$ |
| $\mathcal{F}_{B W}(X), 31$ | $M \oplus M^{\perp}, 54$ |
| $f^{*}, 102$ |  |
| $F_{\epsilon}, 5$ | N, 4 |
| $\hat{\mathbf{f}}, 15$ | $N(x ; \epsilon), 5$ |
| $\hat{f}, 15,59 \quad \mathbb{N}^{+}, 4$ |  |
| $f_{k, p}, 113$ | $\Omega, 14$ |
| $F_{m}(\cdot, y), 69$ $f^{\circ n}, 6$ | $P(X), 15$ |
| $F_{\Omega}, 14$ | $\phi, 56,61$ |
| $f \perp g, 53$ ( $\mathbf{\Phi}^{\text {, } 34}$ |  |
| $\begin{aligned} & G(\omega), 95 \\ & G^{*}(\omega), 96 \\ & \gamma_{p, k}, 59 \end{aligned}$ | $\begin{aligned} & \phi_{m, n}, 56 \\ & P_{M}, 54 \\ & \psi, 56,67 \\ & \psi_{m, n}, 56,66 \end{aligned}$ |
| $\begin{aligned} & h(A, B), \mathbf{1 7} \\ & H(\omega), \mathbf{9 2} \\ & \mathcal{H}(X), \mathbf{1 8} \end{aligned}$ | $\begin{aligned} & q(\cdot, t), \mathbf{7 0} \\ & q_{m}(\cdot, t), \mathbf{7 0} \end{aligned}$ |
| $H^{*}(\omega), 96$ | $\mathbb{R}, 4$ |
| $H_{2 \pi}^{\beta}, 87$ | $\mathbb{R}^{2}, 16$ |
| $H^{\alpha}, 80$ | $r_{m}(\cdot, t), \mathbf{7 1}$ |
| $\left\langle h_{\alpha}\right\rangle, 54$ | $\mathbb{R}^{n}, 26,27$ |
| $\operatorname{inv}(f), 31$ | S, 59 |
| $L(X, d), 5$ | $s, 5$ $S(f), 68$ |
| $L^{2}(\mathbb{R}), 53$ $\Lambda, 14$ | $S^{*}, 68$ |
| $\Lambda, 14$ $L_{A}^{p}(X, \mu), 43$ | $S+r, 19$ $S$ |
| $\operatorname{Lip}(\mathbb{R}), 5$ | $S_{a, b, c, d}, 119$ <br> $\operatorname{Sim}(X, d), 29$ |
| $L^{p}(X, \mu), 36$ | $\operatorname{Sim}_{1}(X, d), 29$ |
| $M, 107$ | $S_{\text {r }}, 61$ |
| $m^{(D)}, \mathbf{3 7}$ | $\Sigma^{\prime}, 35$ |
| $M(X), 36$ | $\operatorname{supp}(f), 63$ |
| $m_{0}, 94$ |  |
| $M_{2}, 29$ | $[t], \mathbf{7 1}$ |138

## Abbreviations

## BCMP

Banach Contraction Mapping Principle, 8

## IFS

iterated function system, 15
IFSC
IFS on coefficients, 109
IFSM
IFS with grey-level maps, 34

## LIFSM

local IFSM, 48
LIFSW
local IFS on wavelet coefficients, 111
MRA
multiresolution analysis, 61
$\mu$-d-n
$\mu$-dense and non-overlapping, 40
QMF
quadrature mirror filters, 90
QP
quadratic programming, 45
QPDS
quasi-positive delta sequence, 69
RK
reproducing kernel, 70

## Index

Bold page numbers indicate a definition or major reference.

## A

affine
IFS, 28
IFSM, 42
transformation, 27
angle of rotation, 28
approximation, 11
classical, 68
IFSM, 42, 51
LIFSM, 51
LIFSW, 120
mother wavelet, 101
periodized wavelet, 103
scaling function, 101
standard in $V_{m}, 57$
wavelet, 90, 103
attractor, 6, 25
Cantor set, 15
IFS, 25, 27
IFSM, 107
LIFSW, 116
Sierpinski gasket, 28
uniqueness, 8

## B

bandlimited, 91
basis, 55

Haar, 55, 110
Riesz, 66
BCMP, 2, 8, 115
IFS, 25
LIFSW, 108
Bessel's inequality, 55
black and white
function, 31
image, 30
block, 112
domain, 48, 112
range, 48, 49, 112, 119

## C

Cantor set, 13
cascade algorithm, 100
Cauchy
extension of a subsequence, 20
sequence, 5
closure, 54
coefficient
dilation, 62
expansion, 112
scaling, 90
wavelet, 90
collage distance, 25, 49
minimized, 42, 119
Collage Theorem, 12, 25
compact, 9
complete, 55, 115
metric space, 5
orthonormal set, 55
composition, 6
compression, 26, 101, 120
computer, 1
screen, 29
condensation, 114
continuity
of fixed points, 10
uniform, 5
continuous linear system, 92
contraction, 5, 15
infinite set of maps, 40
system, 14
contractive, 5
maps, 24
contractivity, 6, 16
factor, 5, 29, 36, 128
convergent
sequence, 4
uniformly, 58, 78
covering condition, 48, 49

## D

decomposition algorithm, 93, 98
delta
distribution, 68
function, 68
Kronecker, 71
sequence, 68
positive, 69,79
quasi-positive, 69
Deterministic Algorithm, 26
Devil's staircase, $\mathbf{3 8}$
dilatation of a set by a ball, 19
dilated, 56
dilation, 43
coefficient, 62
equation, 62
relation, 114
direct sum, 54
Discrete Cosine Transform, 109
discrete signal, 90, 92, 120
dual
$H^{\alpha}, 80$
S, 68

## E

$\epsilon$-net, 5, 22
Extension Lemma, 20
extension of a Cauchy subsequence, 20

## F

Fast Wavelet Transform, 103
filter
band-pass, 93
coefficient, 100
conjugate, 97
Fourier transform, 94
high-pass, 93, 95
low-pass, 92, 94
Mallat algorithm, 93
fixed point, 7, 25, 107
unique, 8
Fourier
fast transform, 90
integral theorem, 64
series, 68
transform, 59
inverse, 59
fractal, 13, 14, 26
Fractal Wavelet Transform, 120
function
$r$-regular, 61
bandlimited, 91
black and white, 31
characteristic, 30
condensation, 114
distribution, 39
grey-level, 34
locally integrable, 68
piecewise constant, 45
rapidly decreasing, 59
regular, 59
scaling, 61
square integrable, 53
system transfer, 92

## G

grey-level, 124
function, 34
image, 30
maps, 112
grey-scale, see grey-level

## H

Hölder, 78
Haar
mother wavelet, 56
scaling function, 56
system, 56, 58
wavelets, 55, 57
Hausdorff metric, 17, 23
Hermite functions, 61
Hilbert space, 53
I

IFS, 15, 124
$N$-map, 16
affine, 28
attractor, 25
Collage Theorem, 25
IFSC, 109
IFSM, 34, 123
attractor, 107
generalization, 123
non-overlapping, 35, 125
overlapping, 35
recurrent vector, 114
with condensation, 116
image, 26, 29, 51
black and white, 30
grey-level, 30
impulse response, 92, 94, 95
inner product, 53
Sobolev, 80
Inverse Problem, 11, 12, 35, 49
IFS, 26
IFSM, 40
LIFSW, 119
isometry, 62, 108
iteration, 6

## J

JPEG, 105

## K

kernel
Dirichlet, 69
Fejér, 69
reproducing Hilbert space, 70

## L

least squares, 50
Lebesgue Dominated Convergence Theorem, 81
level, 120
LIFSM, 48, 120
LIFSW, 3, 111, 112
BCMP, 108
Mallat algorithm, 120
linear span, 54
Lipschitz, 5
condition of order $\alpha, 78$
constant, 5
uniform, 78

## M

Mallat algorithm, 90, 93, 98, 101
Mean Value Theorem, 58
measure
Cantor-Lebesgue, 39
finite, 36
Lebesgue, 37
space, 126
metric, 4
Hausdorff, 17, 23
space, 4
moment, 81
mother wavelet, 57, 67
MRA, 2, 61
$\mu$-d-n, 40
$\mu$-non-overlapping condition, 48, 49

## N

$n$-th iterate, 6
$N$-map truncations, 41
non-overlapping, 35
norm, 53
semi, 59
Sobolev, 80
normalized, 53

## 0

open ball, 5
operator
IFS, 32, 124
IFSC, 107
IFSM, 35, 36, 40, 48
non-overlapping, 34
normalized, $\mathbf{1 2 5}$

LIFSW, 112
orthogonal, 53
complement, 54, 66
projection, 54
set, 53
orthonormal, 53
set, 53
overlapping, 35

## P

Parseval's equality, 55, 59, 73, 108
pixel, 29
Plancherel's Theorem, 108
property $Z_{\lambda}, 79$
Pythagorean Theorem, 54

## Q

QMF, 3, 90
QP, 45, 49
QPDS, 69
quadratic
form, 44, 50
$\mathbf{R}$
$r$-regular, 61
rapidly decreasing, 59
reconstruction algorithm, 95, 98, 120
regular, 59
RK, 70, 82

## S

samples, 120
scale factor, 28
scaling, 28
coefficient, 90, 120
factor, 112
optimal, 119
function, 2, 61, 111
Franklin, 67
relation, 114
Schwartz class, 59
self-similar, 13, 14
under $F_{\Omega}, 14$
sequence
high-pass, 100
low-pass, 100
Shannon
Sampling Theorem, 64
system, 62, 64
Sierpinski gasket, 28
similitude, 28
Sobolev, 80
inequality, 87
space, $\mathbf{8 0}$
subspace, 54
summability, see kernel
Abel, 79
Cesàro, 79
methods, 68
support, 63
system transfer function, 92

## T

Taylor's Theorem, 81
tempered distribution, 68
threshold, 103
totally bounded, 5, 21
translated, 56
translation, 43

## W

wavelet, 43, 58
coefficient, 3, 90, 115, 120
Coifman-6, 103, 116
Daubechies-4, 101, 116
expansion, 112
fractal transform, 120
Haar, 55, 57, 116
Meyer, 64
mother, 57, 66, 67, 111
periodized, 103
transform, 103
tree, 103, 112, 119
level, 112
w-cover, 126

## Z

Zak transform, 79
zero-tree, 105


[^0]:    ${ }^{1}$ This definition can be extended to an infinite number of maps [30].

[^1]:    ${ }^{2}$ The distance $h(L, \hat{\mathbf{w}}(L))$ is often called the collage distance.

[^2]:    ${ }^{3}$ This function will be a metric when $X$ is compact.

[^3]:    ${ }^{4}$ If $f: \mathbb{R} \rightarrow \mathbb{R}$, then given $a \in \mathbb{R}, f(a \cdot)$ is called a dilation of $f$ and $f(\cdot-a)$ is called a translation of $f$.

[^4]:    ${ }^{5}$ Often, one calls the domain blocks "parent" blocks and the range blocks "child" blocks.

[^5]:    ${ }^{1}$ This is sometimes called the Schwartz class.

[^6]:    ${ }^{2}$ A smoothed version of the Shannon wavelets are the Meyer wavelets and are given in [38, p.66].

[^7]:    ${ }^{3}$ The name Lipschitz is often replaced by Hölder.

[^8]:    ${ }^{4}$ Moments are used in many fields including branches of Fractal theory [24, 48].

[^9]:    ${ }^{1}$ By an IFSC, we mean an operator which acts on sequences in some "IFS"-type manner.

[^10]:    ${ }^{2}$ The condition on the $\alpha_{j}$ guarantees that $W: \ell^{2}(\mathbb{Z}) \rightarrow \ell^{2}(\mathbb{Z})$. These $\alpha_{j}$ will correspond to grey-level maps $\phi_{j}(t)=2^{\left(k^{0}-k\right) / 2} \alpha_{j}(t)$.

