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#### Abstract

A new class of moduli called the low-weight polynomial form integers (LWPFIs) is introduced. LWPFIs are expressed in a low-weight, monic polynomial form, $p=f(t)$. While the generalized Mersenne numbers (GMNs) proposed by Solinas allow only powers of two for $t$, LWPFIs allow any positive integers. In our first proposal of LWPFIs, we limit the coefficients of $f(t)$ to be 0 and $\pm 1$, but later we extend LWPFIs to allow any integer of magnitude less than $t$ for the coefficients of $f(t)$. Modular multiplication using LWPFIs is performed in two phases: 1) polynomial multiplication in $\mathbb{Z}[t] / f(t)$ and 2) coefficient reduction. We present an efficient coefficient reduction algorithm based on a division algorithm derived from the Barrett reduction algorithm. We also show a coefficient reduction algorithm based on the Montgomery reduction algorithm. We give analysis and experimental results on modular multiplication using LWPFIs.

New three, four and five-way squaring formulae based on the Toom-Cook multiplication algorithm are presented. All previously known squaring algorithms are symmetric in the sense that the point-wise multiplication step involves only squarings. However, our squaring algorithms are asymmetric and use at least one multiplication in the point-wise multiplication step. Since squaring can be performed faster than multiplication, our asymmetric squaring algorithms are not expected to be faster than other symmetric squaring algorithms for large operand sizes. However, our algorithms have much less overhead and do not require any nontrivial divisions. Hence, for moderately small and medium size operands, our algorithms can potentially be faster than other squaring algorithms. Experimental results confirm that one of our three-way squaring algorithms outperforms the squaring function in GNU multiprecision library (GMP) v4.2.1 for certain range of input size. Moreover, for degree-two squaring in $\mathbb{Z}[x]$, our algorithms are much faster than any other squaring algorithms for small operands.

We present a side channel attack on XTR cryptosystems. We analyze the statistical behavior of simultaneous XTR double exponentiation algorithm and determine what information to gather to reconstruct the two input exponents. Our analysis and experimental results show that it takes $U^{1.25}$ tries, where $U=\max (a, b)$ on average to find the correct exponent pair $(a, b)$. Using this result, we conclude that an adversary is expected to make $U^{0.625}$ tries on average until he/she finds the correct secret key used in XTR single exponentiation algorithm, which is based on the simultaneous XTR double exponentiation algorithm.
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## Chapter 1

## Introduction

### 1.1 Motivation and Scope

### 1.1.1 Low-Weight Polynomial Form Integers

In 1644, Mersenne conjectured that the numbers of the form $p=2^{k}-1$ are prime numbers for a certain set of integers $k \leq 257$. Although his conjecture turned out to be not entirely correct, the numbers of the form $p=2^{k}-1$ are now known as the Mersenne numbers. It is very easy to perform modular reduction using these numbers. However, these numbers are not attractive for cryptographic applications since there are very few Mersenne primes (e.g., if $k$ is composite, Mersenne numbers are never primes) that are practically useful.

The moduli of the form $p=2^{k}-c$, where $c$ is a small integer, are known as pseudoMersenne numbers. An efficient modular reduction algorithm using pseudo-Mersenne numbers is patented by Crandall [19]. Modular reduction using a pseudo-Mersenne number is also very efficient. However, because of security threats, these numbers are not recommended for cryptosystems that are based on the difficulty of integer factorization or discrete logarithm problem [49, 50, 75, 73].

In 1999, Solinas proposed generalized Mersenne numbers (GMNs). GMNs are expressed in polynomial form $p=f(t)$, where $t$ is a power of 2 and the coefficients of low-degree polynomial $f(t)$ are very small compared to $t$. If the modulus is a GMN, the modular reduction requires simple integer additions and subtractions only. It is well-known that all primefield based elliptic curves recommended by National Institute of Standards and Technology
(NIST) use GMNs [64, 66]. However, two significant shortcomings of GMNs are that there are not many useful GMNs and that each GMN requires dedicated implementation. Hence the use of GMN is currently limited to elliptic and hyperelliptic curve cryptosystems.

We introduce a new family of integers, called the low-weight polynomial form integers (LWPFIs). LWPFIs are similar to GMNs. However, for LWPFIs, $t$ does not have to be a power of 2, and the coefficients of $f(t)$ are either 0 or $\pm 1$. Unlike GMNs, LWPFIs do not require a dedicated implementation, since one implementation can be used to perform modular multiplication for many LWPFIs by varying the value of $t$. We present an efficient modular multiplication method based on LWPFI moduli. Our analysis and implementation results show that modular multiplication based on LWPFIs is asymptotically faster than any reduction algorithms for general moduli. For software implementation, our new modular multiplication based on LWPFI moduli can be implemented without using division instructions of the target processor. This feature is advantageous for processors whose division instruction is much slower than its multiplication instruction.

### 1.1.2 Coefficient Reduction Based on the Montgomery Reduction Algortihm

In modular multiplication using LWPFI moduli, the coefficient reduction algorithm is based on a division algorithm derived from the Barrett reduction algorithm. In our subsequent work, we generalize LWPFIs by removing the restriction on $f_{i}$ 's and we present a new coefficient reduction algorithm based on the Montgomery reduction algorithm. We show conditions on parameters for which our new coefficient reduction algorithm can perform without final subtractions. We analyze the performance of the new coefficient reduction algorithm using this general framework. As a side result, we present methods for additions and subtractions modulo an LWPFI in its generalized form.

### 1.1.3 Asymmetric Squaring Formulae

Multiplication is one of the most frequently used arithmetic operations in public key cryptography and the performance of a cryptosystem often depends mostly on the efficiency of a multiplication operation. Squaring is a special case of multiplication when two operands are identical and it is usually faster than multiplication, but not more than a constant factor.

Over the past four decades, many algorithms have been proposed to perform multiplication operation efficiently. Since Karatsuba discovered the first sub-quadratic multiplication algorithm [41], several innovations have been made on multiplication algorithms [79, 17, 87, 74]. Unfortunately, none of these sub-quadratic multiplication algorithms has been considerably specialized for squaring. In this work, we attempt to fill this gap in the literature. It is perhaps not possible to have a squaring algorithm that is asymptotically better than the fastest multiplication algorithm in a ring whose characteristic is greater than 2 . However, there are possibilities of some optimization by exploiting the fact that two operands are identical. We present three 3 -way squaring formulae that are based on the Toom-Cook multiplication algorithm. Detailed methods for obtaining such formulae are presented. Experimental results show that our algorithms are faster than other 3 -way multiplication algorithms for certain range of operand sizes. We also present efficient 4 -way and 5 -way squaring formulae that are potentially useful in practice.

### 1.1.4 Side Channel Attack on XTR Cryptosystems

Due to the index calculus method, traditional cryptosystems based on the hardness of discrete logarithm problem must use large representation size, which is usually at least 1024 bits, even though they are based on a subgroup of order only about $2^{160}$. Such a long representation size renders traditional cryptosystems disadvantageous both in bandwidth and computational efficiency.

In 2000, XTR cryptosystem was proposed by Lenstra and Verheul [53]. XTR stands for 'ECSTR' which is an abbreviation for 'Efficient and Compact Subgroup Trace Representation'. The security of XTR is based on the hardness of traditional subgroup discrete logarithm problem in prime order $q$ subgroup of $G F\left(p^{6}\right)$, where $q \mid p^{2}-p+1$ and $p^{6} \approx 2^{1024}$. XTR uses trace representation over $G F\left(p^{2}\right)$ which is about $1 / 3$ of the traditional representation. Such a compact representation allows efficient computations and bandwidth saving. Strong evidence that $1 / 3$ is the best compression ratio achievable is presented in [12].

XTR is believed to be as fast as elliptic curve cryptosystems (ECC) [35, 44, 58] and significantly faster than RSA [71]. ECC is based on hard mathematics and its parameter selection is not simple. RSA is the most popular cryptosystem and it is easily understood, but it is not so efficient both in terms of bandwidth and computational requirements. XTR does not suffer from such disadvantages found in ECC and RSA, but it uses twice longer public key
size than ECC (with point compression). However, for a properly chosen private key, there is a method to reduce the public key size for XTR [51]. Hence, XTR is considered to be a good compromise between ECC and RSA at a similar security level.

Since the work of Kocher et al. [45, 46], side channel attacks have become the most devastating attack on many implementations of cryptosystems. No matter how hard the underlying mathematical problem is, cryptosystems often succumb to side channel attacks if they are not implemented properly. There have been many articles on the side channel attacks on various cryptosystems on various hardware [45, 46, 56, 57]. There also have been many countermeasures to side channel attacks [18, 33, 40, 68, 81, 37]. We present a side channel attack on XTR cryptosystem.

### 1.2 Thesis Outline

This thesis is organized as follows. In Chapter 2, we review well-known multiplication and modular reduction algorithms. Then we review some background materials on XTR cryptosystems in Chapter 3. The main research contributions of this thesis are presented in Chapters 4, 5, 6, and 7.

In Chapter 4, we introduce a new class of moduli called the low-weight polynomial form integers. We present an efficient modular reduction scheme using LWPFI moduli. We show analysis results of our modular multiplication scheme and present experimental results. We also present ideas to enhance modular multiplication algorithm based on LWPFIs and discuss practical issues.

In Chapter 5, we present an improved coefficient reduction algorithm for use in modular multiplication using LWPFI moduli. In Chapter 4, our coefficient reduction algorithm is based on a division algorithm derived from the Barrett reduction algorithm. The new coefficient reduction algorithm in Chapter 5 is based on the Montgomery reduction algorithm. Since the Montgomery reduction algorithm usually performs better than any other modular reduction algorithms for general moduli, our new coefficient reduction algorithm is likely to be better than the previous one.

In Chapter 6, we present new 3, 4, 5 -way squaring algorithms based on the Toom-Cook multiplication algorithm. We present how our squaring algorithms have been derived by explicitly showing details on our approach. We show experimental results of our 3-way squaring formulae.

In Chapter 7, we present a side channel attack on XTR cryptosystems. First, we show how one can identify individual XTR operations under a simple assumption that multiplication and modular reduction can be distinguished by looking at the power trace. The statistical behavior of XTR double exponentiation algorithm is analyzed. Then we show analysis and experimental results of our attack.

Conclusions and future research directions are given in Chapter 8.

### 1.3 Research Contributions

The main contributions of this thesis are listed below:

- Low-weight polynomial form integers (LWPFIs) are introduced and efficient modular multiplication algorithms based on LWPFI moduli are developed.
- Modular multiplication using LWPFI moduli are improved by using the Montgomery reduction algorithm for coefficient reduction.
- The first $3,4,5$-way asymmetric squaring algorithms are developed. The new squaring algorithms can be used to improve the polynomial squaring used in modular multiplication algorithm using LWPFI moduli.
- Attempted a side channel attack on XTR cryptosystems.


## Chapter 2

## Review of Multiplication and Modular Reduction Algorithms

### 2.1 Review of Multiplication Algorithms

Multiplication is one of the most important basic arithmetic operations in popular public key cryptosystems. In this section, we briefly review some well-known multiplication algorithms. Since cryptographic computations must be exact and efficient, we focus only on the algorithms that compute such results using only integer arithmetic. Let $A(x)=\sum_{i=0}^{n-1} a_{i} x^{i}$ and $B(x)=\sum_{i=0}^{n-1} b_{i} x^{i}$ be in $\mathbb{Z}[x]$. The product of $A(x)$ and $B(x)$ is computed as follows:

$$
\begin{equation*}
C(x)=\sum_{i=0}^{2 n-2} c_{i} x^{i}=A(x) \cdot B(x), \tag{2.1}
\end{equation*}
$$

where $c_{i}=\sum_{j=0}^{i} a_{j} b_{i-j}$ for $0 \leq i \leq 2 n-2$ and $a_{j}=0$ and $b_{j}=0$ for $j \geq n$ and $j<0$. Let $L(\cdot)$ denote the set of all integral combinations of the coefficients of a polynomial. We call a computation of form " $a \cdot b$ ", where $a \in L(A)$ and $b \in L(B)$, a coefficient multiplication. The performance of multiplication algorithms are often analyzed in terms of the number of coefficient multiplications required to compute (2.1). The rest of the computational cost including the cost for computing the linear combinations $a \in L(A)$ and $b \in L(B)$ necessary to compute (2.1) is referred to as overhead. The multiplication $a \cdot b$ can be slower than computing $a_{i} \cdot b_{j}$, due to the carries occurring when computing the linear combinations $a$
and $b$. We count the cost difference of two computations ( $a \cdot b$ and $a_{i} \cdot b_{j}$ ) toward the overhead.
In order to compute (2.1) using paper and pencil, $n^{2}$ coefficient multiplications are required. Such a method is called the schoolbook multiplication method. When $A(x)=B(x)$, only $n(n+1) / 2$ coefficient multiplications are required, since off-diagonal products (i.e., $a_{i} b_{j}$ where $i \neq j$ ) always occur twice and need to be computed only once. We call this squaring method the schoolbook squaring method.

The first multiplication algorithm that has sub-quadratic complexity was developed by Karatsuba in 1963. The Karatsuba algorithm (KA) performs the multiplication of two 2term polynomials using only three coefficient multiplications as follows [41]:

$$
\begin{equation*}
C(x)=a_{1} b_{1} x^{2}+\left(\left(a_{0}+a_{1}\right)\left(b_{0}+b_{1}\right)-a_{0} b_{0}-a_{1} b_{1}\right) x+a_{0} b_{0} . \tag{2.2}
\end{equation*}
$$

The time complexity of $O\left(n^{\log _{2} 3}\right)$ can be achieved by recursively applying (2.2). The KA is asymptotically better than the schoolbook method since $\log _{2} 3 \approx 1.58<2$. However, in real world applications, KA is faster than the schoolbook method only when $n$ is sufficiently large, due to the fact that a larger amount of overhead is required in the KA than in the schoolbook method. The crossover between KA and the schoolbook method is highly dependent on the machine characteristic, programmer's skill, programming language and compilers, etc. In practice, for integer multiplications, KA is faster than the schoolbook method if the operand is about $500-1000$ bits long.

There is a well-known 3 -term multiplication method which is shown below [4].

$$
\begin{align*}
\left(a_{2} x^{2}+a_{1} x+a_{0}\right) & \left(b_{2} x^{2}+b_{1} x+b_{0}\right) \\
& =D_{2} x^{4}+\left(D_{5}-D_{2}-D_{1}\right) x^{3}  \tag{2.3}\\
& +\left(D_{4}-D_{0}-D_{2}+D_{1}\right) x^{2} \\
& +\left(D_{3}-D_{0}-D_{1}\right) x+D_{0},
\end{align*}
$$

where

$$
\begin{array}{ll}
D_{0}=a_{0} b_{0}, & D_{3}=\left(a_{0}-a_{1}\right)\left(b_{0}-b_{1}\right), \\
D_{1}=a_{1} b_{1}, & D_{4}=\left(a_{0}-a_{2}\right)\left(b_{0}-b_{2}\right), \\
D_{2}=a_{2} b_{2}, & D_{5}=\left(a_{1}-a_{2}\right)\left(b_{1}-b_{2}\right) .
\end{array}
$$

This formula requires 6 coefficient multiplications. In [61], Montgomery shows a family of 3 -way multiplication algorithms requiring 6 coefficient multiplications. The method in (2.3)

```
Algorithm 2.1 Toom-Cook Multiplication Algorithm
Require: Degree \(n-1\) polynomials \(A(x)\) and \(B(x)\).
Ensure: \(C(x)=A(x) \cdot B(x)\).
    (Evaluation) \(u_{i}=A\left(x_{i}\right)\) and \(v_{i}=B\left(x_{i}\right)\) for \(i=1, \ldots, 2 n-1\), where \(x_{i}\) 's are all distinct.
    (Point-Wise Multiplication) \(C\left(x_{i}\right)=u_{i} v_{i}\) for \(i=1, \ldots 2 n-1\).
    (Interpolation) given \(C\left(x_{i}\right)\) 's, uniquely determine \(c_{j}\) 's for \(j=0, \ldots, 2 n-2\), where \(C(x)=\)
    \(\sum_{j=0}^{2 n-2} c_{j} x^{j}\).
```

is a special case. Recursive use of (2.3) results in $O\left(n^{\log _{3} 6}\right)$ time complexity. This method is less efficient than KA in an asymptotic sense, since $\log _{3} 6 \approx 1.63<\log _{2} 3$. However, (2.3) is efficient when the input size is small and the input can be equally separated into three parts. We call (2.3) as 3-way KA-like formula.

In 1963, Toom developed an elegant idea to perform multiplication of two degree- $(n-1)$ polynomials using only $(2 n-1)$ coefficient multiplications [79]. He showed that it is possible to construct a multiplication scheme that has $O\left(n c^{\sqrt{\log n}}\right)$ operations and $O\left(c^{\sqrt{\log n}}\right)$ delay. In 1966, Cook improved Toom's idea [17]. The multiplication method they developed is now called the Toom-Cook algorithm. The latter is based on a well-known result from linear algebra: any degree- $n$ polynomial can be uniquely determined by its evaluation at ( $n+$ 1) distinct points. Algorithm 2.1 shows a general idea how the Toom-Cook multiplication algorithm works.

Interestingly, many fast multiplication algorithms having sub-quadratic complexity are related to the Toom-Cook multiplication algorithm. In particular, KA can be considered as a special case of the Toom-Cook multiplication algorithm for the evaluation points $\{0,1, \infty\}$, where evaluation at $\infty$ means computing $\lim _{x \rightarrow \infty} A(x) / x^{n-1}$ [87]. The Winograd algorithm [87] is very similar to Algorithm 2.1. The difference is that the Winograd algorithm considers not only integers, but also imaginary numbers for evaluation points. Multiplication methods based on number theoretic transform (NTT) can be viewed also as special cases of the ToomCook algorithm. NTT based multiplication algorithms [74] use $x_{i}=\gamma^{i} \bmod p$ for $1 \leq i \leq N$, where $\gamma$ is a primitive $N$-th root of unity modulo some prime $p \geq N$, where $p$ is greater than or equal to the largest coefficient of the resulting polynomial, $N \geq 2 n-1$ and $N \mid(p-1)$. In this case, some changes are required in Algorithm 2.1. Steps 1 and 2 must run through $i=1$ to $N$, which may be greater than $2 n-1$. Moreover, the computations must be performed in $\mathbb{Z}_{p}$. NTT based algorithms are asymptotically faster, since steps 1 and 3 can enjoy fast al-
gorithms that requires $O(N \log N)$ operations in $\mathbb{Z}_{p}$ by choosing $N$ having only small prime factors, or ideally a power of 2 .

There are other efficient multiplication algorithms that cannot be derived from Algorithm 2.1. The 3 -way KA-like formula shown in (2.3) and Montgomery's Karatsuba-like formulae [61] do not appear to be a special case of the Toom-Cook algorithm. Montgomery's formulae use 13,17 and 22 coefficient multiplications for 5, 6 and 7 -way polynomial multiplications, respectively.

For more comprehensive survey on multiplication algorithm, we refer the readers to Daniel Bernstein's paper [8].

### 2.1.1 Zimmermann's 3-Term Toom-Cook Multiplication

This method has been developed by Zimmermann and implemented in GMP library as subroutines of mpz_mul (). Zimmermann uses $\{0,1,-1,2, \infty\}$ for the set of evaluation points.

Let $A(x)=a_{2} x^{2}+a_{1} x+a_{0}, B(x)=b_{2} x^{2}+b_{1} x+b_{0}$ and $C(x)=A(x) B(x)=c_{4} x^{4}+c_{3} x^{3}+c_{2} x^{2}+$ $c_{1} x+c_{0}$. Evaluation of $A(x)$ and $B(x)$ at $x_{i} \in\{0,1,-1,2, \infty\}$ and point-wise multiplication of $A\left(x_{i}\right)$ 's and $B\left(x_{i}\right)$ 's result in the following system of equations:

$$
\left[\begin{array}{c}
S_{1}  \tag{2.4}\\
S_{2} \\
S_{3} \\
S_{4} \\
S_{5} b_{0}
\end{array}\right]=\left[\begin{array}{c}
\left(a_{2}+a_{1}+a_{0}\right)\left(b_{2}+b_{1}+b_{0}\right) \\
\left(4 a_{2}+2 a_{1}+a_{0}\right)\left(4 b_{2}+2 b_{1}+b_{0}\right) \\
\left(a_{2}-a_{1}+a_{0}\right)\left(b_{2}-b_{1}+b_{0}\right) \\
a_{2} b_{2}
\end{array}\right]=\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 1 \\
1 & 1 & 1 & 1 & 1 \\
16 & 8 & 4 & 2 & 1 \\
1 & -1 & 1 & -1 & 1 \\
1 & 0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
c_{4} \\
c_{3} \\
c_{2} \\
c_{1} \\
c_{0}
\end{array}\right] .
$$

Then the above linear system can be solved very efficiently using row operations as shown in Algorithm 2.2. The latter requires 8 additions/subtractions, 4 shifts, 1 division by 3 . To the best of our knowledge this is by far the best method for performing the 3-term Toom-Cook multiplication.

### 2.2 Review of Modular Reduction Algorithms

Many algorithms have been proposed for implementing efficient modular multiplication. These algorithms can be classified into the following three categories:

```
Algorithm 2.2 Zimmermann's 3-Way Interpolation
Require: \(\left(S_{1}, S_{2}, S_{3}, S_{4}, S_{5}\right)\) as in (2.4).
Ensure: \(C(x)=A(x) \cdot B(x)\).
    \(T_{1} \leftarrow 2 S_{4}+S_{3} . \quad\left(=18 c_{4}+6 c_{3}+6 c_{2}+3 c_{0}\right)\)
    \(T_{1} \leftarrow T_{1} / 3 . \quad\left(=6 c_{4}+2 c_{3}+2 c_{2}+c_{0}\right)\)
    \(T_{1} \leftarrow S_{1}+T_{1} . \quad\left(=6 c_{4}+2 c_{3}+2 c_{2}+2 c_{0}\right)\)
    \(T_{1} \leftarrow T_{1} / 2 . \quad\left(=3 c_{4}+c_{3}+c_{2}+c_{0}\right)\)
    \(T_{1} \leftarrow T_{1}-2 S_{5} . \quad\left(=c_{4}+c_{3}+c_{2}+c_{0}\right)\)
    \(T_{2} \leftarrow\left(S_{2}+S_{4}\right) / 2 . \quad\left(=c_{4}+c_{2}+c_{0}\right)\)
    \(S_{2} \leftarrow S_{2}-T_{1} . \quad\left(=c_{1}\right)\)
    \(S_{3} \leftarrow T_{2}-S_{1}-S_{5} . \quad\left(=c_{2}\right)\)
    \(S_{4} \leftarrow T_{1}-T_{2} . \quad\left(=c_{3}\right)\)
    return \(C(x)=S_{5} x^{4}+S_{4} x^{3}+S_{3} 2 x^{2}+S_{2} x+S_{1}\).
```

1. Algorithms for general moduli: the classical algorithm [43], the Barrett algorithm [7] and the Montgomery algorithm [60].
2. Algorithms for special moduli: modular reduction methods based on pseudo-Mersenne numbers [19] and generalized Mersenne numbers [76].
3. Look-up table methods: Kawamura, Takabayashi and Shimbo's method [42]; Hong, Oh and Yoon's method [34]; and Lim, Hwang and Lee's method [54].

Look-up table methods are normally faster than the generalized ones, but require a large amount of memory. The Barrett algorithm and the Montgomery algorithm requires small amount of pre-computation. The algorithms using pre-computation are only suitable when some parameters are fixed. In this section, we briefly review modular reduction algorithms for general moduli: the classical division algorithm, and the Montgomery algorithm. Then we present generalization of the Barrett algorithm for modular reduction. Unlike the original Barrett algorithm, the generalized one does not have a limitation on the input size and can perform a multiple precision division for a fixed divisor. In describing the above mentioned algorithms, we use the following notations:

- $b \geq 2$ is a radix for integer representation. In software implementation, $b=2^{w}$, where $w$ is the word length in bits of the processor used.
- $\left(x_{n-1} \cdots x_{1} x_{0}\right)_{b}=x_{n-1} b^{n-1}+\cdots+x_{1} b+x_{0}$. In general, $x_{i}$ 's can be signed digits in this notation. However, in this section, we use only radix-b representation with unsigned digits, i.e., $0 \leq x_{i}<b$ for $0 \leq i<n$.


### 2.2.1 Classical Division Algorithm

One straightforward method to perform modular reduction is to use the classical division algorithm, which gives both remainder and quotient as output. A good description and analysis of the classical algorithm for integer division (CAID) can be found in [55]; we have slightly modified this algorithm so that it accepts only normalized input, i.e., the most significant digit $m_{k-1}$ of the divisor satisfies $m_{k-1} \geq\lfloor b / 2\rfloor$. The resulting pseudo code is given in Algorithm 2.3.

The input condition $m_{k-1} \geq\lfloor b / 2\rfloor$ guarantees that line 16 is repeated at most twice [43]. This condition can be met by left shifting $x$ and $m$ by a suitable number of bits. To obtain a correct result, we only need to shift the remainder $r$ to the right by the same number of bits. After the while loop in lines $15-17, q_{i-k}$ is at most one larger than the true value of quotient digit. The probability of $r<0$ at line 19 is approximately $2 / b$. Note that the values $q_{i-k} m_{k-1}$ and $q_{i-k} m_{k-2}$ in line 15 can be reused in line 18. Hence Algorithm 2.3 requires $k(n-k)$ single-precision multiplications and at most $(n-k)$ single-precision divisions.

### 2.2.2 Montgomery Reduction Algorithm

The Montgomery algorithm performs modular reduction without using any division instruction of the underlying processor [60]. Let $m$ be a modulus, and $T$ be a positive integer which is to be reduced. We choose an integer $R$ such that $R>m, \operatorname{gcd}(m, R)=1$ and $0 \leq T<m R$.

Algorithm 2.4 computes $T \cdot b^{-q} \bmod m$, given an integer $0 \leq T<m R$, where $R=b^{q}$. In each iteration of Algorithm 2.4, a multiple of the modulus $M$ is added to $T_{i}$ such that the least significant digit becomes zero. Then, the division of $T_{i+1}$ by $b$ can be performed simply by shifting all digits of $T$ by one place to the right. If $q$ is chosen to be the digit length of $T$, then it can be easily shown that $T_{q} \in[0,2 m)$. Therefore, one final subtraction by $m$ may be required to output an integer within $[0, m)$. Some researchers have proposed ways to eliminate this final subtraction to avoid timing attacks [45, 72, 85]. Walter proposed using $q$ such that $2 m<b^{q-1}$ [83]. Hachez and Quisquater improved this condition to $m<b^{q-1}$ for $b=2$ [29]. Walter improved this condition again to $4 m<b^{q}$ [84]. Line 3 of MAIR requires

```
Algorithm 2.3 Classical Algorithm for Integer Division (CAID)
Require: Integers \(x=\left(x_{n-1} \cdots x_{1} x_{0}\right)_{b}\) and \(m=\left(m_{k-1} \cdots m_{1} m_{0}\right)_{b}\) with \(n \geq k \geq 1\) and
    \(m_{k-1} \geq\lfloor b / 2\rfloor\).
Ensure: The quotient \(q=\left(q_{n-k} \cdots q_{1} q_{0}\right)_{b}\) and the remainder \(r=\left(r_{k-1} \cdots r_{1} r_{0}\right)_{b}\) such that
    \(x=q m+r, 0 \leq r<m\).
    for \(j\) from 0 to \((n-k)\) do
        \(q_{j} \leftarrow 0\).
    end for
    if \(x>m b^{n-k}\) then
    \(q_{n-k} \leftarrow q_{n-k}+1, r \leftarrow x-m b^{n-k} ;\)
    else
    \(r \leftarrow x\).
    end if
    for \(i\) from \(n-1\) down to \(k\) do
        if \(r_{i}=m_{k-1}\) then
        \(q_{i-k} \leftarrow b-1 ;\)
        else
            \(q_{i-k} \leftarrow\left\lfloor\left(r_{i} b+r_{i-1}\right) / m_{k-1}\right\rfloor\).
        end if
        while \(q_{i-k} m_{k-2}>\left(r_{i} b+r_{i-1}-q_{i-k} m_{k-1}\right) b+r_{i-2}\) do
            \(q_{i-k} \leftarrow q_{i-k}-1\).
        end while
        \(r \leftarrow r-q_{i-k} m b^{i-k}\).
        if \(r<0\) then
            \(r \leftarrow r+m b^{i-k}\) and \(q_{i-k} \leftarrow q_{i-k}-1\).
        end if
    end for
    return \(q\) and \(r\).
```

```
Algorithm 2.4 Montgomery Algorithm for Integers Reduction (MAIR)
Require: integers \(T\) and \(m=\left(m_{k-1} \cdots m_{1} m_{0}\right)_{b}\), such that \(R=b^{q}, 0 \leq T<m R\) and
    \(\operatorname{gcd}(b, m)=1\).
Ensure: \(T \cdot b^{-q} \bmod m\).
    \(T_{0} \leftarrow T\).
    for \(i\) from 0 to \(q-1\) do
        \(u_{i} \leftarrow-m^{-1} \cdot T_{i} \bmod b\).
        \(T_{i+1} \leftarrow\left(T_{i}+u_{i} \cdot m\right) / b\).
    end for
    if \(T_{q} \geq m\) then
        \(T_{q} \leftarrow T_{q}-m\).
    end if
    return \(T_{q}\).
```

one single-precision multiplication and line 4 requires $k$ single-precision multiplications, where $k$ is the digit length of $m$. Therefore, MAIR requires a total of $q(k+1)$ single-precision multiplications.

### 2.2.3 Barrett's Reduction Algorithm

The Barrett algorithm [7, 21] is advantageous for applications in which a fixed modulus is used. It does not use any division instructions of the underlying processor, but it uses a small amount of pre-computation of size similar to that of the modulus. The description given in Algorithm 2.5 is a generalized version of the Barrett algorithm. We refer to it as GBAID (the generalized Barrett algorithm for integer division) since it has been modified such that a quotient is also computed. The original Barrett algorithm can reduce integers that are at most twice as long as a modulus. However, GBAID does not have such a limitation. Note that, Algorithm 2.5 becomes the original Barrett algorithm for integer reduction if we let $u=2 v$, remove " $q \leftarrow q+1$ " in line 7, and change line 9 to "return $r$ ".

The computation of $q$ in line 1 of Algorithm 2.5 is not exact, but it is quite accurate. Let $q^{\prime}=\left\lfloor\left\lfloor x / b^{v-1}\right\rfloor \mu / b^{u-v+1}\right\rfloor$. Then $q$ computed in line 1 is an approximation of $q^{\prime}$. The approximation error $q^{\prime}-q$ is at most 1 when $u-v \leq b[55,63]$.

Proposition 1. Computation of $q$ in line 1 of Algorithm 2.5 is not exact. The error in $q$ is at most 1 , if $b \geq u-v$.

```
Algorithm 2.5 The Generalized Barrett Algorithm for Integer Division (GBAID)
Require: Positive integers \(x=\left(x_{u-1} \cdots x_{1} x_{0}\right)_{b}, m=\left(m_{v-1} \cdots m_{1} m_{0}\right)_{b}\) with \(m_{v-1} \neq 0, u \geq v\)
    and a pre-computed value \(\mu=\left(\mu_{u-v} \cdots \mu_{1} \mu_{0}\right)_{b}=\left\lfloor b^{u} / m\right\rfloor\).
Ensure: Integers \(q\) and \(r\) such that \(x=q m+r\), where \(r<m\).
    \(q \leftarrow\left\lfloor\sum_{u-v-1 \leq i+j} x_{i+v-1} \mu_{j} b^{i+j-u+v+1} / b^{2}\right\rfloor\left(\approx\left\lfloor\left\lfloor x / b^{v-1}\right\rfloor \mu / b^{u-v+1}\right\rfloor\right)\).
    \(r_{1} \leftarrow x \bmod b^{v+1}, r_{2} \leftarrow \sum_{i+j<v+1} q_{i} m_{j} b^{i+j} \bmod b^{v+1}\left(=q \cdot m \bmod b^{v+1}\right), r \leftarrow r_{1}-r_{2}\).
    if \(r<0\) then
    \(r \leftarrow r+b^{v+1}\).
    end if
    while \(r \geq m\) do
        \(r \leftarrow r-m\) and \(q \leftarrow q+1\).
    end while
    return \(q\) and \(r\).
```

Proof. For simplicity, we let $k=u-v, \gamma=\left(\gamma_{k} \cdots \gamma_{1} \gamma_{0}\right)_{b}=\left(x_{u-1} \cdots x_{v} x_{v-1}\right)_{b}=\left\lfloor x / b^{v-1}\right\rfloor$. Note that $\mu$ is also at most $k+1=u-v+1$ words long, since $\mu=\left\lfloor b^{u} / m\right\rfloor$ where $m$ is $v$ words long. Let $q^{\prime}=\left\lfloor\gamma \mu / b^{u-v+1}\right\rfloor$ be the value computed by the following full multiplication:

$$
q^{\prime}=\left\lfloor\frac{\gamma \cdot \mu}{b^{k+1}}\right\rfloor=\left\lfloor\frac{\sum_{i+j} \gamma_{i} \mu_{j} b^{i+j}}{b^{k+1}}\right\rfloor .
$$

The computation of $q$ in line 1 of Algorithm 2.5 is done by the following partial multiplication:

$$
q=\left\lfloor\frac{\sum_{k-1 \leq i+j} \gamma_{i} \mu_{j} b^{i+j-k+1}}{b^{2}}\right\rfloor .
$$

Observe that $q^{\prime}$ and $q$ have a common part:

$$
\begin{aligned}
q^{\prime} & =\left\lfloor\frac{\sum_{i+j \leq k} \gamma_{i} \mu_{j} b^{i+j}+\sum_{k+1 \leq i+j} \gamma_{i} \mu_{j} b^{i+j}}{b^{k+1}}\right\rfloor \\
& =\sum_{k+1 \leq i+j} \gamma_{i} \mu_{j} b^{i+j-k-1}+\left\lfloor\frac{\sum_{i+j \leq k} \gamma_{i} \mu_{j} b^{b+j}}{b^{k+1}}\right\rfloor, \\
q & =\left\lfloor\frac{\sum_{k-1 \leq i+j \leq k} \gamma_{i} \mu_{j} b^{i+j-k+1}+\sum_{k+1 \leq i+j} \gamma_{i} \mu_{j} b^{i+j-k+1}}{b^{2}}\right\rfloor \\
& =\sum_{k+1 \leq i+j} \gamma_{i} \mu_{j} b^{i+j-k-1}+\left\lfloor\frac{\sum_{k-1 \leq i+j \leq k} \gamma_{i} \mu_{j} b^{i+j-k+1}}{b^{2}}\right\rfloor .
\end{aligned}
$$

Let $\epsilon$ be the difference between $q^{\prime}$ and $q$, i.e., $\epsilon=q^{\prime}-q$.

$$
\begin{aligned}
\epsilon= & \left\lfloor\frac{\sum_{i+j \leq k} \gamma_{i} \mu_{j} b^{i+j}}{b^{k+1}}\right\rfloor-\left\lfloor\frac{\sum_{k-1 \leq i+j \leq k} \gamma_{i} \mu_{j} b^{i+j-k+1}}{b^{2}}\right\rfloor \\
= & \left\lfloor\frac{\sum_{k-1 \leq i+j \leq k} \gamma_{i} \mu_{j} b^{i+j}+\sum_{i+j \leq k-2} \gamma_{i} \mu_{j} b^{i+j}}{b^{k+1}}\right\rfloor-\left\lfloor\frac{\sum_{k-1 \leq i+j \leq k} \gamma_{i} \mu_{j} b^{i+j-k+1}}{b^{2}}\right\rfloor \\
= & \left\lfloor\frac{\sum_{k-1 \leq i+j \leq k} \gamma_{i} \mu_{j} b^{i+j-k+1}}{b^{2}}+\frac{\sum_{i+j \leq k-2} \gamma_{i} \mu_{j} b^{i+j}}{b^{k+1}}\right\rfloor-\left\lfloor\frac{\sum_{k-1 \leq i+j \leq k} \gamma_{i} \mu_{j} b^{i+j-k+1}}{b^{2}}\right\rfloor \\
\leq & \left\lfloor\frac{\sum_{i+j \leq k-2} \gamma_{i} \mu_{j} b^{i+j}}{b^{k+1}}\right\rfloor+1 . \\
& (\because\lfloor A+B\rfloor \leq\lfloor A\rfloor+\lfloor B\rfloor+1 .)
\end{aligned}
$$

Since $\gamma_{i}, \mu_{j}<b$,

$$
\left\lfloor\frac{\sum_{i+j \leq k-2} \gamma_{i} \mu_{j} b^{i+j}}{b^{k+1}}\right\rfloor<\left\lfloor\frac{\sum_{i+j \leq k-2} b^{i+j}}{b^{k-1}}\right\rfloor .
$$

Then we can see that for $b \geq k$,

$$
\sum_{i+j \leq k-2} b^{i+j}=(k-1) b^{k-2}+(k-2) b^{k-3}+\cdots+2 b+1<b^{k-1} .
$$

Therefore,

$$
\left\lfloor\frac{\sum_{i+j \leq k-2} \gamma_{i} \mu_{j} b^{i+j}}{b^{k+1}}\right\rfloor=0,
$$

and

$$
\epsilon \leq 1 .
$$

Let $Q$ denote $\lfloor x / m\rfloor$. Then it can be easily shown that $Q-2 \leq q^{\prime}=\left\lfloor\left\lfloor x / b^{v-1}\right\rfloor \mu / b^{u-v+1}\right\rfloor \leq$ $Q$.

$$
\begin{aligned}
q^{\prime} & >\frac{1}{b^{u-v+1}} \cdot\left(\frac{b^{u}}{m}-1\right) \cdot\left(\frac{x}{b^{v-1}}-1\right)-1 \\
& =\frac{x}{m}-\frac{b^{v-1}}{m}-\frac{x}{b^{u}}+\frac{1}{b^{u-v+1}}-1 \\
& >Q-3 .
\end{aligned}
$$

Trivially, $q^{\prime} \leq Q$.
Let $k=u-v$ for simplicity of description; then both $\mu$ and $\left\lfloor x / b^{v-1}\right\rfloor$ are at most $(k+1)$ words long. It can be easily seen that line 1 requires at most $\left(k^{2}+5 k+2\right) / 2$ single-precision multiplications. Note that $q$ computed in step 1 is also at most $(k+1)$ words long. One can easily verify that the number of single-precision multiplications required in line 2 is at most $(k+1) v-k(k-1) / 2$ if $k \leq v$, and $\left(v^{2}+3 v\right) / 2$ otherwise; therefore, the total number of single-precision multiplications required in Algorithm 2.5 is $u v+3 u-v^{2}-2 v+1$ if $u \leq 2 v$, or $\left(u^{2}+5 u\right) / 2-u v+v^{2}-v+1$ if $u>2 v$.

## Chapter 3

## Review of XTR Cryptosystems

### 3.1 Mathematical Preliminaries on XTR Cryptosystems

### 3.1.1 Basic Ideas

Due to the index calculus method, traditional cryptosystems based on the hardness of discrete logarithm problem must use large representation size, which is usually at least 1024 bits, even though they are based on a subfield of order only about $2^{160}$. Such a long representation size renders traditional cryptosystems disadvantageous both in bandwidth and computational efficiency.

The prime subgroup of size $q$ must be chosen carefully in $G F\left(p^{t}\right)$ case. If $q$ is chosen carelessly, the DLP could be easily broken even though it is a prime number large enough to resist square-root type attacks. If $q$ divides $p^{s}-1$ where $s<t$ and $s \mid t$, the index calculus method can be applied in some proper subgroup of $G F\left(p^{t}\right)$. The running time of the index calculus method depends on the size of group representation. Therefore, if $s$ is small enough, the DLP can be easily broken. Hence, Lenstra proposed the method to select $q$ which does not divide the group order of proper subgroup of $G F\left(p^{t}\right)^{*}$ [48].

Theorem 1 ([48]). Let $\Phi_{t}(x)$ be a $t$-th cyclotomic polynomial. Suppose that $q>t$ be a prime factor of $\Phi_{t}(p)$. Then $q$ does not divide $\Phi_{d}(p)$ for all $d$ such that $d<t$ and $d \mid t$.

This idea of choosing $q$ is also used in XTR cryptosystem. In XTR cryptosystem, $t$ is fixed to 6 and $q$ is chosen such that $q \mid \Phi_{6}(p)=p^{2}-p+1$ and $q>6$. Therefore, no subgroup of order $q$ can be embedded in any of $G F(p)^{*}, G F\left(p^{2}\right)^{*}$ and $G F\left(p^{3}\right)^{*}$.

Definition 1 (XTR-supergroup and XTR-subgroup [52]). Suppose $p \equiv 2(\bmod 3)$ is an odd prime number and there exists a prime $q>6$ that divides $p^{2}-p+1$.

- XTR -supergroup: order $p^{2}-p+1$ subgroup of $G F\left(p^{6}\right)^{*}$.
- XTR-(sub)group: order $q>6$ subgroup of XTR-supergroup.

Theorem 2. XTR-subgroup is not contained in any of $G F(p)^{*}, G F\left(p^{2}\right)^{*}$ and $G F\left(p^{3}\right)^{*}$.
Proof. Due to Theorem 1, the order $q$ of XTR-subgroup does not divide any of $\Phi_{1}(p)=p-1$, $\Phi_{2}(p)=p+1$ and $\Phi_{3}(p)=p^{2}+p+1$. Therefore, XTR-subgroup $\nsubseteq G F(p)^{*}, G F\left(p^{2}\right)^{*}, G F\left(p^{3}\right)^{*}$.

It follows that, to solve the DLP in XTR-group with index calculus method, we have to apply it to the full group $G F\left(p^{6}\right)^{*}$. The Pohlig-Hellman attack does not work if the group order $q$ is a large enough prime number [70]. In fact, it is shown that the DLP in XTRsubgroup is polynomial time equivalent to that in $G F\left(p^{6}\right)^{*}$ [53]. Moreover, it is proven that the DLP in XTR-subgroup is at least harder than the DLP in supersingular elliptic curves of the same order [80].

The use of the XTR-supergroup allows a very compact representation of its elements using elements of $G F\left(p^{2}\right)$. This allows us to represent XTR-supergroup elements with only one third of the bits that are required in traditional representation. Moreover, computations take place in $G F\left(p^{2}\right)$ instead of the $G F\left(p^{6}\right)$. This results in much less storage and bandwidth requirement as well as much faster performance than was previously possible with traditional representations.

For example, a prime $p$ must be chosen such that $p^{6}$ is large enough to resist the index calculus method. Hence, $p^{6} \approx 2^{1024}$ or $p \approx 2^{170}$ to achieve the security level equivalent to 1024-bit RSA and approximately equivalent to 170-bit ECC [77]. Since XTR operations are done in $G F\left(p^{2}\right)$, arithmetic operations deal with numbers of only $2 \times 170=340$ bits long. The group size $q$ only needs to be large enough to withstand square-root type attacks on DLP, i.e., $q \approx 2^{160}$. The details on how elements in XTR-supergroup (thereby XTR-subgroup also) are represented with the elements of $G F\left(p^{2}\right)$ are explained in the following.

### 3.1.2 Efficient Arithmetic Operations in $G F\left(p^{2}\right)$

Before we review the trace representations used in XTR cryptosystems, we analyze the cost required for arithmetic operations in $G F\left(p^{2}\right)$. Let $p>3$ be a prime number. If $p \bmod 3=2$, then 2 is primitive in $\mathbb{Z}_{3}$. Therefore, if $p \equiv 2(\bmod 3)$, it follows that $\left(x^{3}-1\right) /(x-1)=x^{2}+x+1$ is an irreducible polynomial over $G F(p)$ and its roots $\alpha$ and $\alpha^{p}\left(=\alpha^{2}\right)$ form an optimal normal basis for $G F\left(p^{2}\right)$ over $G F(p)$.

$$
G F\left(p^{2}\right) \cong\left\{x_{1} \alpha+x_{2} \alpha^{2}: \alpha^{2}+\alpha+1=0 \text { and } x_{1}, x_{2} \in G F(p)\right\} .
$$

We now discuss the computational costs for some arithmetic operations that are used in XTR cryptosystems. The following are the methods for performing arithmetic operations in $G F\left(p^{2}\right)$ required in XTR cryptosystems [77].

1. $x^{p}$ : free!

$$
x^{p}=\left(x_{1} \alpha+x_{2} \alpha^{2}\right)^{p}=\left(x_{2} \alpha+x_{1} \alpha^{2}\right) .
$$

2. $x^{2}$ : two multiplications in $G F(p)$

$$
\begin{aligned}
x^{2} & =\left(x_{1} \alpha+x_{2} \alpha^{2}\right)^{2} \\
& =\left(x_{1}^{2} \alpha^{2}+2 x_{1} x_{2} \alpha^{3}+x_{2}^{2} \alpha^{4}\right) \\
& =\left(x_{1}^{2} \alpha^{2}+2 x_{1} x_{2}\left(-\alpha-\alpha^{2}\right)+x_{2}^{2} \alpha\right) \\
& =\left(x_{2}^{2}-2 x_{1} x_{2}\right) \alpha+\left(x_{1}^{2}-2 x_{1} x_{2}\right) \alpha^{2} \\
& =x_{2}\left(x_{2}-2 x_{1}\right) \alpha+x_{1}\left(x_{1}-2 x_{2}\right) \alpha^{2} .
\end{aligned}
$$

3. $x \cdot y$ : three multiplications in $G F(p)$

By using the KA,

$$
\begin{gathered}
A=x_{1} y_{1}, B=x_{2} y_{2}, C=\left(x_{1}+x_{2}\right)\left(y_{1}+y_{2}\right)-A-B, \\
x \cdot y=(B-C) \alpha+(A-C) \alpha .
\end{gathered}
$$

4. $x \cdot z-y \cdot z^{p}$ : four multiplications in $G F(p)$

$$
\begin{aligned}
x \cdot z-y \cdot z^{p}= & \left(z_{1}\left(y_{1}-x_{2}-y_{2}\right)+z_{2}\left(x_{2}-x_{1}+y_{2}\right)\right) \alpha+ \\
& \left(z_{1}\left(x_{1}-x_{2}+y_{1}\right)+z_{2}\left(y_{2}-x_{1}-y_{1}\right)\right) \alpha^{2} .
\end{aligned}
$$

Note that one multiplication in $G F(p)$ is composed of 1 multiplication in $\mathbb{Z}$ and one reduction modulo $p$. However, as noted in [77], we can do better by separating the "multiplication in $\mathbb{Z}$ " step and "reduction modulo $p$ " step in computing the multiplication in $G F(p)$. Speeding up the arithmetic operations in $G F(p)$ is achieved by delaying the reduction steps. In addition, the use of Montgomery algorithm [60] is also proposed in [77]. On the assumption that a multiplication and a Montgomery reduction have similar computational costs, the following results can be obtained [77]. Note that for the typical size of operands used in XTR cryptosystems, the classical multiplication algorithm is the most efficient one. The timing difference between the classical multiplication and the Montgomery reduction is quite small for operands of small sizes.

Lemma 1. Let $x, y, z \in G F\left(p^{2}\right)$ with $p \equiv 2(\bmod 3)$. Let us define,

- $T_{1}$ : time required to compute multiplication in $\mathbb{Z}$
- $T_{2}$ : time required to compute reduction using Montgomery's algorithm
- $T_{3}$ : time required to compute the multiplication in $G F(p)$ using Montgomery's algorithm

Then $T_{3}=T_{1}+T_{2}$ where $T_{1} \approx T_{2}$.

1. $x^{p}$ : free
2. $x^{2}: 2$ multiplications in $G F(p)\left(2 T_{1}+2 \cdot T_{2}=2 T_{3}\right)$
3. $x \cdot y: 2.5$ multiplications in $G F(p)\left(3 T_{1}+2 \cdot T_{2} \approx 2.5 T_{3}\right)$
4. $x \cdot z-y \cdot z^{p}: 3$ multiplications in $G F(p)\left(4 T_{1}+2 T_{2} \approx 3 T_{3}\right)$

### 3.1.3 Trace Representations and Properties of Sequence $c_{n}$

Definition 2 (Conjugate and Trace over $G F\left(p^{2}\right)$ ). Let $h \in G F\left(p^{6}\right)$. Then conjugates of $h$ over $G F\left(p^{2}\right)$ are $h, h^{p^{2}}$ and $h^{p^{4}}$. The trace over $G F\left(p^{2}\right)$, denoted by $\operatorname{Tr}(\cdot)$, of $h$ is the sum of conjugates of $h$ over $G F\left(p^{2}\right)$, i.e., $\operatorname{Tr}(h)=h+h^{p^{2}}+h^{p^{4}} \in G F\left(p^{2}\right)$.

Let $g$ be an element in XTR-supergroup. The heart of XTR cryptosystem, which allows efficient and compact representation, is that $g$ and its conjugates $g^{p^{2}}$ and $g^{p^{4}}$ are completely characterized by a single element $\operatorname{Tr}(g) \in G F\left(p^{2}\right)$. Let us observe that

Theorem 3. Let $g \in X T R$-supergroup. The conjugates of $g$ are completely determined by its trace, $\operatorname{Tr}(g)$.

Proof. Clearly, $\operatorname{ord}(g) \mid\left(p^{2}-p+1\right)$. The roots of $X^{3}+\operatorname{Tr}(g) X^{2}+\operatorname{Tr}(g)^{p} X-1=0$ are the conjugates of $g$, since

$$
\begin{align*}
& (X-g)\left(X-g^{p-1}\right)\left(X-g^{-p}\right) \\
& =X^{3}-\left(g+g^{p-1}+g^{-p}\right) X^{2}+\left(g g^{p-1}+g g^{-p}+g^{p-1} g^{-p}\right) X-g g^{p-1} g^{-p}  \tag{3.1}\\
& =X^{3}-\left(g+g^{p-1}+g^{-p}\right) X^{2}+\left(g^{p}+g^{1-p}+g^{-1}\right) X-1 \\
& =X^{3}-\operatorname{Tr}(g) X^{2}+\operatorname{Tr}(g)^{p} X-1 .
\end{align*}
$$

By Theorem 3, we have a compact representation of XTR-supergroup. We can represent any element of XTR-supergroup with its trace over $G F\left(p^{2}\right)$ which requires only one third of bits that are originally required. However, since $\operatorname{Tr}(\cdot)$ is not an injection, we lose the distinction among $g$ and its conjugates.

Similar discussion can be made for $\operatorname{Tr}\left(g^{n}\right): \operatorname{Tr}\left(g^{n}\right)$ fully characterizes the conjugates of $g^{n}$. Therefore, $\operatorname{Tr}\left(g^{n}\right)$ is a compact representation of $g^{n}$ (and its conjugates). This is proven in Lemma 3.2. In traditional DLP based cryptosystems, exponentiation operation, i.e., computing $g^{n}$ from $g$, is well-studied and there are many efficient algorithms available. However, with the compact representation using traces, computing $\operatorname{Tr}\left(g^{n}\right)$ from $\operatorname{Tr}(g)$ (without using representation in $G F\left(p^{6}\right)$ ) is not straightforward, since $\operatorname{Tr}\left(g^{n}\right) \neq \operatorname{Tr}(g)^{n}$ in general. In addition, the fact that it is not straightforward to compute $\operatorname{Tr}\left(g^{a+b}\right)$ from $\operatorname{Tr}\left(g^{a}\right)$ and $\operatorname{Tr}\left(g^{b}\right)$, makes things more complicated. We discuss this issue in Section 3.2.

Definition $3\left(F(c, X)\right.$ and $\left.c_{n}\right)$. $F(c, X)=X^{3}-c X^{2}+c^{p} X-1 \in G F\left(p^{2}\right)[X]$, where $c \in G F\left(p^{2}\right)$. Let us denote the three roots of $F(c, X)$ as $h_{0}, h_{1}, h_{2} \in G F\left(p^{6}\right)$. Then $c_{n}$ is defined as $c_{n}=$ $h_{0}^{n}+h_{1}^{n}+h_{2}^{n}$.

Let $c_{n}$ denote $\operatorname{Tr}\left(g^{n}\right)$. The notation $c_{n}$ makes more sense than $\operatorname{Tr}\left(g^{n}\right)$, since, in XTR cryptosystems, the explicit value of $g$ or $g^{n}$, which are in $G F\left(p^{6}\right)$, are not used at all.

Lemma 2 ([53]). Let $c \in G F\left(p^{2}\right)$ and let $h_{1}, h_{2}$ and $h_{3}$ be the three roots of $F(c, X)$.

1. $c=c_{1}$.
2. $h_{0} \cdot h_{1} \cdot h_{2}=1$.
3. $c_{-n}=h_{0}^{n} \cdot h_{1}^{n}+h_{0}^{n} \cdot h_{2}^{n}+h_{1}^{n} \cdot h_{2}^{n}, \forall n \in \mathbb{Z}$.
4. If $h \in G F\left(p^{6}\right)$ is a root of $F(c, X)$ then $h^{-p}$ is also a root.
5. $c_{-n}=c_{n p}=c_{n}^{p}$ for $n \in \mathbb{Z}$.
6. Either $\operatorname{ord}\left(h_{j}\right) \mid\left(p^{2}-p+1\right)$ and $\operatorname{ord}\left(h_{j}\right)>3$ for $j=0,1,2$ or $h_{j} \in G F\left(p^{2}\right)$ for $j=0,1,2$.
7. $c_{n} \in G F\left(p^{2}\right)$ for $n \in \mathbb{Z}$.

Due to Lemma 2.6, we have the following theorem.
Theorem 4 ([53]). $F(c, X) \in G F\left(p^{2}\right)[X]$ is irreducible if and only if its roots have order dividing $p^{2}-p+1$ and $>3$.

Proof. It is easy to see that if $F(c, X) \in G F\left(p^{2}\right)[X]$ is reducible, it must have at least one root in $G F\left(p^{2}\right)$. By Lemma 2.6, we see that all the roots must be in $G F\left(p^{2}\right)$.

The reverse direction is straightforward.
Lemma 3 ([53]). Let $h_{0}, h_{1}$ and $h_{2}$ be the roots of $F(c, X)$.

1. $c_{u+v}=c_{u} \cdot c_{v}-c_{v}^{p} \cdot c_{u-v}+c_{u-2 v}$ for $u, v \in \mathbb{Z}$.
2. $F\left(c_{n}, h_{j}^{n}\right)=0$ for $j=0,1,2$ and $n \in \mathbb{Z}$.
3. $F(c, X)$ is reducible over $G F\left(p^{2}\right)$ if and only if $c_{p+1} \in G F(p)$.

Now we have the following formulae that are useful in computing $c_{n}$ from $c$.
Lemma 4. Let $c, c_{n-1}, c_{n}$ and $c_{n+1}$ are available. Then we can compute the followings:

1. $c_{2 n}=c_{n}^{2}-2 c_{n}^{p}: 2$ multiplications in $G F(p)$.
2. $c_{3 n}=c_{n}^{3}-3 c_{n}^{p+1}+3: 4.5$ multiplications in $G F(p)$.
3. $c_{n+2}=c \cdot c_{n+1}-c^{p} \cdot c_{n}+c_{n-1}: 3$ multiplications in $G F(p)$.
4. $c_{2 n-1}=c_{n-1} \cdot c_{n}-c^{p} \cdot c_{n}^{p}+c_{n+1}^{p}: 3$ multiplications in $G F(p)$.
5. $c_{2 n+1}=c_{n+1} \cdot c_{n}-c \cdot c_{n}^{p}+c_{n-1}^{p}: 3$ multiplications in $G F(p)$.
6. If $\tilde{c}_{1}=c_{n}$, then $\tilde{c}_{v}=c_{n v}$ (re-indexing).

### 3.2 Review of XTR Exponentiation Algorithms

In this section, we review various exponentiation algorithms for XTR cryptosystem. The computation of $c_{n}$ given $c=c_{1}$ is referred to as XTR single exponentiation. The computation of $c_{a u+b v}$ given $c_{u}, c_{v}$ ( $u$ and $v$ not necessarily known) and two exponents $a$ and $b$ is referred to as XTR double exponentiation. XTR Double exponentiations are required for signature verification in XTR versions [52] of well-known digital signature schemes based on Digital Signature Algorithm[66], ElGamal signature scheme [23] and Nyberg-Rueppel signature scheme [65]. All exponentiation algorithms reviewed in this section have been proposed in [53, 77].

### 3.2.1 XTR Single Exponentiation

Let $S_{n}(c)=\left(c_{n-1}, c_{n}, c_{n+1}\right) \in G F\left(p^{2}\right)^{3}$. Algorithm 3.1 presented below computes $S_{2 v+1}(c)$ given $c, S_{1}(c)=\left(3, c, c^{2}-2 c^{p}\right)$ and $v$. Note that the values $y$ and $e$ are not needed in actual implementations. In each iteration of the algorithm, $S_{2 n-1}(c)$ and $S_{2 n+1}(c)$ are computed from $S_{n}$ depending on the exponent bit.

Lines 5 and 9 in Algorithm 3.1 require seven multiplications each. Hence, Algorithm 3.1 requires $7 \log _{2} v$ multiplications in $G F(p)$. Note that the required computational cost and sequence of computation in each iteration does not depend on the exponent bits. This makes the timing attacks and simple power analysis attacks difficult.

```
Algorithm 3.1 XTR Single Exponentiation (helper function)
Require: \(c \in G F\left(p^{2}\right), S_{1}(c)\) and \(v=\sum_{i=0}^{r-1} v_{i} 2^{i} \in \mathbb{Z}_{\geq 0}\), where \(v_{r-1}=1\).
Ensure: \(S_{2 v+1}(c)\).
    \(y \leftarrow 1, e \leftarrow 0(y=2 e+1)\).
    for \(i=r-1\) down to 0 do
        (Loop Invariant: \(y=2 e+1\) )
        if \(v_{i}=0\) then
            \(S_{y}(c) \leftarrow S_{2 y-1}(c)\).
            \(y \leftarrow 2 y-1, e \leftarrow 2 e\).
        end if
        if \(v_{i}=1\) then
            \(S_{y}(c) \leftarrow S_{2 y+1}(c)\).
            \(y \leftarrow 2 y+1, e \leftarrow 2 e+1\).
        end if
    end for
    return \(S_{y}(c)=S_{2 v+1}(c)\).
```

Note that Algorithm 3.1 does not compute $S_{n}(c)$ given an arbitrary $n$ and $S_{1}(c)$, but it can only compute $S_{2 n+1}(c)$. Algorithm 3.2 computes $S_{n}(c)$, given $S_{1}(c)$ and $n$, with the help of Algorithm 3.1.

Note that, in line 4 of Algorithm 3.2, $S_{n}(c)$ can be computed given $S_{n-1}(c)$ and $c$ using three multiplications in $G F(p)$. Line 1 and 5 of Algorithm 3.2 each requires one execution of Algorithm 3.1 which takes $7 \log _{2} v$ multiplications in $G F(p)$. Therefore, on average, Algorithm 3.2 requires $7 \log _{2} v+1.5$ multiplications in $G F(p)$.

### 3.2.2 XTR Double Exponentiation

In [77], Stam and Lenstra proposed an XTR double exponentiation algorithm based on Lucas sequence computation using the continued fraction method [59] and it is presented in Algorithm 3.3. Note that Algorithm 3.3 is a much improved version over the one presented in [53]. The algorithm computes $c_{b k+a l}$, given $c_{k}, c_{l}, c_{k-l}, c_{k-2 l}, a$ and $b$, where $k$ and $l$ are not necessarily known. Initially, we let $u=k, v=l, d=b$ and $e=a$, so $u d+v e=b k+a l$. Then we update $u$ and $v$ while decreasing $d$ and $e$. At some point of algorithm $d=e=\operatorname{gcd}(u, v)$. Toward the end of algorithm, $c_{u+v}$ and $d$ such that $d(u+v)=b k+a l$ are computed. Given $c_{u+v}$ and $d$, we can compute $c_{d(u+v)}$ using Algorithm 3.2.

```
Algorithm 3.2 XTR Single Exponentiation I
Require: \(c \in G F\left(p^{2}\right), S_{1}(c)\) and \(n=\sum_{i=0}^{r} n_{i} 2^{i} \in \mathbb{Z}_{\geq 0}\).
Ensure: \(S_{n}(c)\).
    if \(n_{0}=0\) then
        \(v \leftarrow n / 2-1\),
        Compute \(S_{2 v+1}\left(=S_{n-1}\right)\) using Algorithm 3.1.
        Compute \(S_{n}\) from \(S_{n-1}\).
        (3 muls)
    else
        \(v=(n-1) / 2\).
        Compute \(S_{2 v+1}\left(=S_{n}\right)\) using Algorithm 3.1.
    end if
    return \(S_{n}\).
```

```
Algorithm 3.3 XTR Double Exponentiation I
Require: \(a, b, c_{k}, c_{l}, c_{k-l}\) and \(c_{k-2 l}\), where \(0<a, b<q\).
Ensure: \(c_{b k+a l}\).
    \(d \leftarrow b, e \leftarrow a, c_{u} \leftarrow c_{k}, c_{v} \leftarrow c_{l}, c_{u-v} \leftarrow c_{k-l}, c_{u-2 v} \leftarrow c_{k-2 l}, f_{2}=0\) and \(f_{3}=0\).
    if both \(d\) and \(e\) are even then
        \((d, e) \leftarrow(d / 2, e / 2), f_{2} \leftarrow f_{2}+1\).
    end if
    if both \(d\) and \(e\) are divisible by 3 then
        \((d, e) \leftarrow(d / 3, e / 3), f_{3} \leftarrow f_{3}+1\).
    end if
    while \(d \neq e\) do
        if \(d>e\) then
        Update ( \(d, e, c_{u}, c_{v}, c_{u-v}, c_{u-2 v}\) ) according to Table 3.1.
        end if
        if \(e>d\) then
            Update ( \(d, e, c_{u}, c_{v}, c_{u-v}, c_{u-2 v}\) ) according to Table 3.2.
        end if
    end while
    Compute \(c_{u+v}\), given \(c_{u}, c_{v}, c_{u-v}\) and \(c_{u-2 v}\). Let \(\tilde{c}_{1} \leftarrow c_{u+v}\).
                                    (3 muls)
    Using Algorithm 3.2 with \(\tilde{S}_{1}=\left(3, \tilde{c}_{1}, \tilde{c}_{1}+2 \tilde{c}_{1}^{p}\right)\), \(\tilde{c}_{1}\) and \(d\), compute \(\tilde{c}_{d}=c_{d(u+v)}\). Or use
    Algorithm 3.4 to compute \(\tilde{c}_{d}=c_{d(u+v)}\) based on \(\tilde{c}_{1}\) (Note that this leads to recursive calls
    to this algorithm).
18: Compute \(c_{2 f_{2}}{ }_{d(u+v)}\) based on \(c_{d(u+v)}\) by applying Lemma 4.1.
19: Compute \(c_{3 f_{3} f_{2} d(u+v)}\) based on \(c_{2 f_{2} d(u+v)}\) by applying Lemma 4.2.
```

Table 3.1: Updating Formulae for Line 10 of Algorithm 3.3

| Condition | Update $\left(d, e, c_{u}, c_{v}, c_{u-v}, c_{u-2 v}\right)$ | Costs |
| :--- | :---: | :---: |
| $i$. If $d \leq 4 e$ | $\left(e, d-e, c_{u+v}, c_{u}, c_{v}, c_{v-u}\right)$ | 3 muls |
| $i i$. Else if $d$ is even | $\left(\frac{d}{2}, e, c_{2 u}, c_{v}, c_{2 u-v}, c_{2(u-v)}\right)$ | 7 muls |
| iii. Else if $e$ is odd | $\left(\frac{d-e}{2}, e, c_{2 u}, c_{u+v}, c_{u-v}, c_{-2 v}\right)$ | 7 muls |
| $i v$. Else ( $e$ is even) | $\left(\frac{e}{2}, d, c_{2 v}, c_{u}, c_{2 v-u}, c_{2(v-u)}\right)$ | 4 muls |

Table 3.2: Updating Formulae for Line 13 of Algorithm 3.3

| Condition | Update $\left(d, e, c_{u}, c_{v}, c_{u-v}, c_{u-2 v}\right)$ | Costs |
| :--- | :---: | :---: |
| $i$. If $e \leq 4 d$ | $\left(d, e-d, c_{u+v}, c_{v}, c_{u}, c_{u-v}\right)$ | 3 muls |
| $i i$. Else if $e$ is even | $\left(\frac{e}{2}, d, c_{2 v}, c_{u}, c_{2 v-u}, c_{2(v-u)}\right)$ | 4 muls |
| iii. Else if $d$ is odd | $\left(\frac{e-d}{2}, d, c_{2 v}, c_{u+v}, c_{v-u}, c_{-2 u}\right)$ | 7 muls |
| $i v$. Else $(d$ is even $)$ | $\left(\frac{d}{2}, e, c_{2 u}, c_{v}, c_{2 u-v}, c_{2(u-v)}\right)$ | 7 muls |

The exact analysis of Algorithm 3.3 seems difficult. The statistical behavior based on actual experiments of the algorithm is presented in [77].

Conjecture 1 ([77]). Given $a$ and $b$ such that $0<a, b<q$, and trace values $c_{k}, c_{l}, c_{k-l}$ and $c_{k-2 l}$, where $k$ and $l$ are not known explicitly, the trace value $c_{b k+a l}$ can be computed on average in about $6 \log _{2}(\max (a, b))$ multiplications in $G F(p)$ using Algorithm 3.3.

### 3.2.3 XTR Single Exponentiation Revisited

In [77], an efficient single exponentiation algorithm based on Algorithm 3.3 is proposed. It is easily seen that running Algorithm 3.3 with any integers $a, b$ such that $u=a+b$, and $k=1$ and $l=1$, will result in a desired output, $c_{u}=c_{a+b}$. Note that we have much freedom of choice of $a$ and $b$. They observed that $a$ and $b$ can be chosen in such a way that Algorithm 3.3 favors the 'cheap' step, while quickly decreasing $d$ and $e$.

The least expensive steps in Algorithm 3.3 are steps $10 . i$ and 13.i. It is possible to choose $a$ and $b$ such that step $10 . i$ is favored and $u=a+b$. A good way to split $u$ into the sum of $a$ and $b$,

$$
\begin{aligned}
& a=\left\lfloor\frac{3-\sqrt{5}}{2} u\right\rfloor, \\
& b=u-a .
\end{aligned}
$$

```
Algorithm 3.4 XTR Single Exponentiation
Require: \(0<u<q\) and \(c_{1}\).
Ensure: \(c_{u}\).
    \(a \leftarrow\left\lfloor\frac{3-\sqrt{5}}{2} u\right\rfloor\) and \(b \leftarrow u-a\).
    Run Algorithm 3.3 with input, \(c_{k}=c_{l}=c_{1}, c_{k-l}=c_{0}=3\) and \(c_{k-2 l}=c_{-1}=c_{1}^{p}\), resulting
    in \(c_{a+b}=c_{u}\).
```

In such a case, $a$ and $b$ are chosen such that $b / a$ is close to the golden ratio $\phi=\frac{1+\sqrt{5}}{2}$. Algorithm 3.3 sets $d=b$ and $e=a$ initially in line 1 . Lines 3 and 6 do not affect the ratio of $d / e=\phi$. The step 10.i do not break the golden ratio either. For example, suppose that $d / e=\phi$, so $d=\frac{1+\sqrt{5}}{2} e$. After step $10 . i$, the ratio between new $d$ and $e$ is also $\phi$. This feature is called the 'Fibonacci step back' behavior. Furthermore, the sum of $d$ and $e$ is reduced by the factor $\phi \approx 1.62$ after step $10 . i$ is applied.

Combining all those observations leads to Algorithm 3.4.
To analyze Algorithm 3.4, we divide iterations in Algorithm 3.3 into two phases:

1. Phase 1: for the first a few iterations, only step $10 . i$ will be executed.
2. Phase 2: due to the small error resulting from the rounding ( $a=\left\lfloor\frac{3-\sqrt{5}}{2} u\right\rfloor$ ), the Fibonacci behavior will be lost at some point of the algorithm.

Proposition 2 ([77]). In Algorithm 3.4, Phase 1 takes about $\log _{\phi} \sqrt{u}$ iterations. Furthermore, after Phase 1, $d$ and e are reduced to half their original sizes.

Corollary 1. Given an integer $u$ with $0<u<q$ and a trace value $c_{1}$, the trace value $c_{u}$ can on average be computed in about $5.2 \log _{2}$ u multiplications in $G F(p)$ using Algorithm 3.4.

Proof. We divide the running of Algorithm 3.3 in Algorithm 3.4, into two phases.

1. Phase 1: step 10.i requires 3 multiplications and there are $\log _{\phi} \sqrt{u}$ iterations in Phase $1,3 \log _{\phi} \sqrt{u} \approx 2.2 \log _{2} u$ multiplications in $G F(p)$ are required for Phase 1.
2. Phase 2: Fibonacci behavior is lost. The remaining $d$ and $e$ are assumed to be random integers of about the same order of magnitude as $\sqrt{u}$. So it takes $6 \log _{2} \sqrt{u}=3 \log _{2} u$ multiplications in $G F(p)$.

Therefore Algorithm 3.4 is expected to require about $5.2 \log _{2} u$ multiplications in $G F(p)$.

## Chapter 4

## Low-Weight Polynomial Form Integers for Efficient Modular Multiplication

In this chapter, we introduce a new class of moduli called the low-weight polynomial form integers (LWPFIs). LWPFIs are expressed in a monic, low-weight polynomial form, $f(t)=$ $t^{l}-f_{l-1} t^{l-1}-\cdots-f_{0}$, where $t$ is a positive integer and $f_{i} \in\{0, \pm 1\}$. We present a modular multiplication scheme based on LWPFI moduli and show analysis and experimental results. The work presented in this chapter appeared in [13] and in our forthcoming paper in IEEE Transactions on Computers [15].

### 4.1 Modular Multiplication Using Low-Weight Polynomial Form Integers

In [76], Solinas has proposed generalized Mersenne numbers (GMNs) for efficient modular multiplication. A GMN is expressed as a low-weight polynomial $f(t)$, where $t$ is a power of 2 and $f(t)$ is a small-degree polynomial. An LWPFI is also expressed as a polynomial $f(t)$, but $t$ is not necessarily restricted to a power of 2 , and the coefficients of $f(t)$ are limited to 0 and $\pm 1$. Even though allowing only 0 and $\pm 1$ for the coefficients of $f(t)$ leaves only $3^{l}$ possible choices for $f(t)$, allowing any integer for $t$ gives far more choices of integers than does GMN.

Definition 4 (LWPFI). For a positive integer $t$, let $f(t)=t^{l}-f_{l-1} t^{l-1}-f_{l-2} t^{l-2}-\cdots-f_{1} t-f_{0}$ be a monic polynomial of degree $l$. We call a positive integer $p=f(t)$ a low-weight polynomial form integer (LWPFI) if $f_{i} \in\{-1,0,1\}, l \geq 2$ and $t>2\left(2^{2 l+1}-1\right)\left(2^{l}-1\right) \approx 2^{3 l+2}$.

In Definition 4, the value $l=1$ is excluded so that LWPFIs are different from the usual form of integers. The reason for having the condition $t>2\left(2^{2 l+1}-1\right)\left(2^{l}-1\right)$ is explained in Section 4.1.2. In practice, the condition $t>2\left(2^{2 l+1}-1\right)\left(2^{l}-1\right)$ is easily satisfied. For cryptographically useful values of $p=f(t)$, the degree $l$ of $f(t)$ is a very small integer ( $l=$ $2,3,4, \ldots$ ) and $t$ is a large integer (at least $t>2^{w}$, where $w$ is the processor's word length in bits). For an $n$-bit integer $t$, it can be proven that an LWPFI is at least $((n-1) l+1)$ bits long and at most $n l$ bits long.

When computing modular arithmetic using LWPFI moduli, operands are to be expressed in a signed-digit representation. For an integer $x \in \mathbb{Z}_{p=f(t)}$, we use the following redundant signed-digit representation,

$$
\begin{equation*}
x \equiv x_{l-1} t^{l-1}+\cdots+x_{1} t+x_{0} \quad(\bmod p=f(t)) \tag{4.1}
\end{equation*}
$$

such that $\left|x_{i}\right| \leq \psi=\left(t+2^{l+1}-2\right)$.
Equation (4.1) can be written as $x(t)=\left(x_{l-1} \cdots x_{1} x_{0}\right)_{t}$, since the former can be viewed as a degree- $(l-1)$ polynomial in $\mathbb{Z}[t]$. For simplicity, we say a representation $x(t)$ of an integer $x$ is in $S D-(t, \psi)$ form, and write it as $\left(x_{l-1} \cdots x_{1} x_{0}\right)_{S D-(t, \psi)}$ if it satisfies the above conditions. Such a representation exists for any $x \in \mathbb{Z}_{p}$, if $\psi>\left(t^{l+1}-1\right) /\left(2 t^{l}-2\right)$ and this condition is easily satisfied with $\psi=t+2^{l+1}-2$. Note that we have chosen a slightly wider range $\left|x_{i}\right| \leq\left(t+2^{l+1}-2\right)$ than $\left|x_{i}\right|<t$, which is used in traditional redundant signed-digit representation [3]. The use of this wider range makes it possible to simplify our modular multiplication method using LWPFI moduli described later in this section. Given two input values in SD- $(t, \psi)$ form, our modular multiplication method computes an output also in SD- $(t, \psi)$ form.

Converting an integer in $\mathbb{Z}_{f(t)}$ into an SD- $(t, \psi)$ form requires no more than $(l-1)$ integer divisions by $t$, where $l=\operatorname{deg} f(t)$. Usually this requirement is not an issue in cryptographic applications since, when the modular multiplication algorithm based on LWPFI moduli is used in exponentiation, conversions between the usual representation and an SD- $(t, \psi)$ form is not significant compared to the entire exponentiation. To convert an integer in usual form to SD- $(t, \psi)$ form, one needs to perform at most $(l-1)$ divisions by $t$, where each time the bit

```
Algorithm 4.1 Polynomial Multiplication \& Reduction (POLY-MULT-REDC)
Require: \(\hat{z}(t)=x(t) \cdot y(t) \bmod f(t)\).
Ensure: \(x(t)\) and \(y(t)\) in SD- \((t, \psi)\) form.
    \(\hat{z}(t)=\hat{z}_{2 l-2} t^{2 l-2}+\cdots \hat{z}_{1} t+\hat{z}_{0} \leftarrow x(t) \cdot y(t)\).
    for For \(i\) from \(2 l-2\) down to \(l\) do
        \(\hat{z}(t) \leftarrow \hat{z}(t)-\hat{z}_{i} \cdot f(t) \cdot t^{i-l}\).
    end for
    return \(\hat{z}(t)\).
```

length of the dividend is decreased by approximately the bit length of $t$. Conversion from SD$(t, \psi)$ form can be performed by Horner's rule and it requires at most ( $l-1$ ) multiplications, where each time the bit length of the multiplicand increases approximately by that of $t$.

Let $x, y \in \mathbb{Z}_{p=f(t)}$ be represented in $\operatorname{SD}-(t, \psi)$ form as follows:

$$
\begin{aligned}
x(t) & =\left(x_{l-1} \cdots x_{1} x_{0}\right)_{S D-(t, \psi)}, \\
y(t) & =\left(y_{l-1} \cdots y_{1} y_{0}\right)_{S D-(t, \psi \psi)} .
\end{aligned}
$$

In the following, we show an efficient way to perform modular multiplication of these two integers modulo an LWPFI $p=f(t)$. We call the proposed scheme the LWPFI modular multiplication.

The LWPFI modular multiplication is performed in two steps:

1. POLY-MULT-REDC: compute $\hat{z}(t)=x(t) \cdot y(t) \bmod f(t)$ in $\mathbb{Z}[t] / f(t)$.
2. COEFF-REDC: reduce coefficients of $\hat{z}(t)$, such that the resulting polynomial has coefficients that are at most $\psi$ in magnitude.

### 4.1.1 POLY-MULT-REDC: Multiplication in $\mathbb{Z}[t] / f(t)$

Algorithm 4.1 is a simple and general way to perform the POLY-MULT-REDC step. Line 1 is a multiplication of two $l$-term polynomials and can be computed in different ways, requiring different amounts of computation as discussed in Section 4.3.1. Lines 2-4 perform a polynomial reduction of a degree- $(2 l-2)$ polynomial by $f(t)$. Note that it is only a general polynomial reduction method that works for any $f(t)$. For specific $f(t)$ 's, one may find better ways to do this step.

```
Algorithm 4.2 Coefficient Reduction (COEFF-REDC)
Require: \(\hat{z}(t)=\left(\hat{z}_{l-1} \cdots \hat{z}_{1} \hat{z}_{0}\right)_{t}\), where \(\left|\hat{z}_{i}\right| \leq\left(2^{l}-1\right) \psi^{2}\) for all \(i=0, \ldots, l-1\).
Ensure: \(z^{\prime}(t)=\left(z_{l-1}^{\prime} \cdots z_{1}^{\prime} z_{0}^{\prime}\right)_{S D-(t, \psi)}\).
    \(z^{\prime}(t)=\left(z_{l}^{\prime} \cdots z_{1}^{\prime} z_{0}^{\prime}\right)_{t} \leftarrow \hat{z}(t) . \quad \quad\) (note: \(\left.z_{l}^{\prime}=0\right)\)
    \(z_{l}^{\prime} \leftarrow\left\lfloor z_{l-1}^{\prime} / t\right\rceil, z_{l-1}^{\prime} \leftarrow z_{l-1}^{\prime}\) rem \(t\).
    \(z^{\prime}(t) \leftarrow z^{\prime}(t)-z_{l}^{\prime} \cdot f(t)\).
    for \(i\) from 0 to \(l-1\) do
        \(\mathrm{C}_{\mathrm{i}} \leftarrow\left\lfloor z_{i}^{\prime} / t\right\rceil\) and \(z_{i}^{\prime} \leftarrow z_{i}^{\prime}\) rem \(t\).
        \(z_{i+1}^{\prime} \leftarrow z_{i+1}^{\prime}+\mathrm{C}_{\mathrm{i}}\).
    end for
    \(z^{\prime}(t) \leftarrow z^{\prime}(t)-z_{l}^{\prime} \cdot f(t)\).
    return \(z^{\prime}(t)\).
```

Even though polynomial multiplication and polynomial reduction are separated in Algorithm 4.1, one can choose to combine them for better performance. In Section 4.2, we show how Algorithm 4.1 can be optimized by combining polynomial multiplication and polynomial reduction for $l=2$ and 3 .

Proposition 3. Suppose that the magnitudes of the coefficients in $x(t)$ and $y(t)$ are bounded by a positive integer $\psi$. Then the coefficients of $\hat{z}(t)$ computed by Algorithm 4.1 are at most $\left(2^{l}-1\right) \psi^{2}$ in magnitude.

Proof. Let $z(t)=x(t) \cdot y(t)$. It is easily seen that $\left|z_{i}\right| \leq(i+1) \psi^{2}$ for $i=0, \ldots, l-1$ and $\left|z_{i}\right| \leq(2 l-1-i) \psi^{2}$ for $i=l, \ldots, 2 l-2$. The magnitudes of the coefficients in $\hat{z}(t)=z(t)$ $\bmod f(t)$ are maximum when all the coefficients $f_{i}$ 's of $f(t)$ are either 1 or -1 . In both cases, the maximum value of $\left|\hat{z}_{i}\right|$ is computed as $\left(2^{l}-2^{l-i-1}\right) \psi^{2}$. Therefore, $\left|\hat{z}_{i}\right| \leq\left(2^{l}-1\right) \psi^{2}$ for all $i=0, \ldots, l-1$.

### 4.1.2 COEFF-REDC: Coefficient Reduction

After POLY-MULT-REDC is completed, we obtain a degree- $(l-1)$ polynomial $\hat{z}(t)$. As shown in Proposition 3, the bit lengths of $\hat{z}_{i}$ 's could be more than twice as long as that of $t$. The coefficients $\hat{z}_{i}$ 's must be reduced so that the result can be used as input to subsequent modular multiplications. Algorithm 4.2 shows an efficient way to reduce the coefficients of $\hat{z}(t)$, where we used $\lfloor\cdot\rceil$ to denote truncation toward zero, and $u$ rem $v$ to denote $u-v \cdot\lfloor u / v\rceil$.

Below we show that Algorithm 4.2 results in SD- $(t, \psi)$ form output.

Proposition 4. Suppose that the coefficients of $\hat{z}(t)$ satisfy $\left|\hat{z}_{i}\right| \leq\left(2^{l}-1\right) \psi^{2}$, where $\psi=$ $t+2^{l+1}-2$. Given this input $\hat{z}(t)$, Algorithm 4.2 outputs $z^{\prime}(t)$, whose coefficients are no greater than $\psi$ in magnitude.

Proof. Let $\theta=2^{l+1}-2$. Then it follows that

$$
\begin{equation*}
\left(2^{l}-1\right)\left(\theta^{2}+4 \theta+2\right)=2\left(2^{l}-1\right)\left(2^{2 l+1}-1\right)<t, \tag{4.2}
\end{equation*}
$$

due to Definition 4. We use (4.2) throughout this proof.
In line 2 , since $\left|z_{l-1}^{\prime}\right| \leq\left(2^{l}-1\right)(t+\theta)^{2}$, it is easy to see that

$$
\left|z_{l}^{\prime}\right| \leq\left\lfloor\left(2^{l}-1\right)(t+\theta)^{2} / t\right\rceil=\left(2^{l}-1\right)(t+2 \theta), \quad\left(\because\left(2^{l}-1\right) \theta^{2}<t\right)
$$

where $\lfloor\cdot\rceil$ is a truncation toward zero. After line 3,

$$
\begin{aligned}
\left|z_{i}^{\prime}\right| & \leq\left(2^{l}-1\right)\left[(t+\theta)^{2}+t+2 \theta\right] \text { for } i=0, \ldots, l-2, \\
\left|z_{l-1}^{\prime}\right| & \leq\left(2^{l}-1\right)(t+2 \theta)+t-1
\end{aligned}
$$

In the first iteration of lines 4-6,

$$
\left|\mathrm{C}_{0}\right| \leq| | \frac{\left(2^{l}-1\right)\left[(t+\theta)^{2}+t+2 \theta\right]}{t} \| \leq\left(2^{l}-1\right)(t+2 \theta+1),
$$

since $\left(2^{l}-1\right)\left(\theta^{2}+2 \theta\right)<t$. To determine the maximum value of $\left|\mathrm{C}_{1-1}\right|$, we consider three cases where $l=2, l=3$ and $l>3$.

1. Case 1: if $l=2$,

$$
\begin{aligned}
\left|\mathbf{C}_{1}\right|= & \left\lvert\,\left\lfloor\frac{z_{1}^{\prime}+\mathrm{C}_{0}}{t}| |\right.\right. \\
\leq & \left.\left\lvert\, \frac{\left(2^{l}-1\right)(t+2 \theta+t+2 \theta+1)+t-1}{t}\right.\right] . \\
& \left(\because\left(2^{l}-1\right)(4 \theta+1)-1<t\right)
\end{aligned}
$$

2. Case 2: if $l=3$,

$$
\begin{aligned}
& \left|\mathbf{C}_{1}\right| \leq\left\|\frac{\left(2^{l}-1\right)\left[(t+\theta)^{2}+t+2 \theta+t+2 \theta+1\right]}{t}\right\| \leq\left(2^{l}-1\right)(t+2 \theta+2), \\
& \left.\left|C_{2}\right| \leq \| \frac{\left(2^{l}-1\right)(t+2 \theta+t+2 \theta+2)+t-1}{t}\right\rceil \mid \leq\left(2^{l+1}-1\right) .
\end{aligned}
$$

3. Case 3: if $l>3$,

$$
\begin{aligned}
\left|\mathbf{C}_{1}\right| & \leq\left\|\frac{\left(2^{l}-1\right)\left[(t+\theta)^{2}+t+2 \theta+t+2 \theta+1\right]}{t}\right\| \leq\left(2^{l}-1\right)(t+2 \theta+2), \\
\left|\mathbf{C}_{2}\right| & \leq\left\|\frac{\left(2^{l}-1\right)\left[(t+\theta)^{2}+t+2 \theta+t+2 \theta+2\right]}{t}\right\| \leq\left(2^{l}-1\right)(t+2 \theta+2), \\
& \vdots \\
\left|\mathbf{C}_{1-1}\right| & \left.\leq \| \frac{\left(2^{l}-1\right)(t+2 \theta+t+2 \theta+2)+t-1}{t}\right\rceil \mid \leq\left(2^{l+1}-1\right) .
\end{aligned}
$$

Since $z_{l}^{\prime}=0$ after line 3, it follows that $z_{l}^{\prime}=C_{1-1}$ after line 7. Hence, $\left|z_{l}^{\prime}\right| \leq\left(2^{l+1}-1\right)$ after line 7 for all $l \geq 2$. Since $\left|z_{i}^{\prime}\right| \leq t-1$ for $i=0, \ldots, l-1$ after line 7 , the magnitudes of $\left|z_{i}^{\prime}\right|$ 's for $0 \leq i<l$ will be no greater than $\psi=t+2^{l+1}-2$ after the execution of line 8 . Therefore, the output of Algorithm 4.2 is in $\operatorname{SD}-(t, \psi)$ form.

Algorithm 4.2 is much like the modular reduction algorithm using pseudo-Mersenne numbers [55]. However, Algorithm 4.2 is quite different from it, since Algorithm 4.2 does not require a "while" loop, the reason being that the output of Algorithm 4.2 is reduced only to the point where the output meets the conditions for $\operatorname{SD}-(t, \psi)$ form. This feature makes Algorithm 4.2 behave in a completely deterministic way.

### 4.2 Optimization of POLY-MULT-REDC Step

In this section, we show that the POLY-MULT-REDC step can be implemented efficiently for some specific $f(t)$ 's by combining polynomial multiplication and polynomial reduction by $f(t)$. We provide optimal $f(t)$ 's for implementing the POLY-MULT-REDC step for $l=2$ and 3 . It will be shown in Section 4.3 that larger values of $l$ lead to a better asymptotic bound; however, they introduce more overheads. We consider only small-degree $f(t)$ 's that
are useful in practice. It is straightforward however to extend this idea to larger degrees of $f(t)$.

The combining methods shown in this section are more efficient than the multiply-thenreduce method described in Algorithm 4.1. For $l=2$, the combining method's performance is almost as good as that of polynomial multiplication only. Moreover, polynomial squaring in $\mathbb{Z}[t] / f(t)$ for $l=2$ is asymptotically faster than polynomial multiplication for some $f(t)$ 's. For $l=3$, some $f(t)$ 's make it possible that combined polynomial multiplication and polynomial reduction can be performed using the same number of operations as for polynomial multiplication only.

The methods shown in this section are to optimize Algorithm 4.1 for $l=2$ and 3. The resulting output of the following methods will be identical to that of Algorithm 4.1 for the same input. Thus, the polynomials computed by the following methods will meet the input condition of Algorithm 4.2 too, provided that the input $x(t)$ and $y(t)$ are also in SD- $(t, \psi)$ form. However, computations in Algorithm 4.1 and the methods in this section do not depend on the fact that the input is in $\operatorname{SD}-(t, \psi)$.

We only consider irreducible $f(t)$ 's. Reducible $f(t)$ 's are guaranteed to generate composite numbers that are, in most cases, not useful for cryptography. When $f(t)$ is reducible there are better ways to perform polynomial multiplications in $\mathbb{Z}[t] / f(t)$. In particular, for $f(t)=\prod_{i=1}^{k} f_{i}(t)$, where $f_{i}(t)$ 's are irreducible factors of $f(t)$, the minimum number of multiplications required to compute a polynomial multiplication in $\mathbb{Z}[t] / f(t)$ is $2 \cdot \operatorname{deg} f(t)-k$ [87].

### 4.2.1 Case 1: $l=2$

We use the Karatsuba algorithm [41] (KA) for 2-term polynomial multiplication. For two degree-2 polynomials $x(t)$ and $y(t)$, KA computes $x(t) \cdot y(t)$ using only three multiplications.

$$
\begin{equation*}
x(t) \cdot y(t)=x_{1} y_{1} t^{2}+\left(\left(x_{0}+x_{1}\right)\left(y_{0}+y_{1}\right)-x_{1} y_{1}-x_{0} y_{0}\right) t+x_{0} y_{0} . \tag{4.3}
\end{equation*}
$$

After polynomial reduction by $f(t)$, we have the following formula for polynomial multiplication and squaring in $\mathbb{Z}[t] / f(t)$.

$$
\begin{align*}
x(t) \cdot y(t) \equiv & \left(\left(x_{0}+x_{1}\right)\left(y_{0}+y_{1}\right)+\left(f_{1}-1\right) x_{1} y_{1}-x_{0} y_{0}\right) t \\
& +f_{0} x_{1} y_{1}+x_{0} y_{0} \quad(\bmod f(t)) .  \tag{4.4}\\
x(t)^{2} \equiv & \left(\left(x_{0}+x_{1}\right)^{2}+\left(f_{1}-1\right) x_{1}^{2}-x_{0}^{2}\right) t+f_{0} x_{1}^{2}+x_{0}^{2} \quad(\bmod f(t)) . \tag{4.5}
\end{align*}
$$

Or, we can obtain alternative formulae by using the following version of KA due to Knuth [43]:

$$
\begin{equation*}
x(t) \cdot y(t)=x_{1} y_{1} t^{2}+\left(x_{1} y_{1}+x_{0} y_{0}-\left(x_{0}-x_{1}\right)\left(y_{0}-y_{1}\right)\right) t+x_{0} y_{0} . \tag{4.6}
\end{equation*}
$$

The following formulae are obtained by taking modulo $f(t)$ of (4.6).

$$
\begin{align*}
x(t) \cdot y(t) \equiv & \left(\left(f_{1}+1\right) x_{1} y_{1}+x_{0} y_{0}-\left(x_{0}-x_{1}\right)\left(y_{0}-y_{1}\right)\right) t \\
& +f_{0} x_{1} y_{1}+x_{0} y_{0} \quad(\bmod f(t)) .  \tag{4.7}\\
x(t)^{2} \equiv & \left(\left(f_{1}+1\right) x_{1}^{2}+x_{0}^{2}-\left(x_{0}-x_{1}\right)^{2}\right) t+f_{0} x_{1}^{2}+x_{0}^{2} \quad(\bmod f(t)) . \tag{4.8}
\end{align*}
$$

Note that (4.4) and (4.5) are good when $f_{1}=1$ and (4.7) and (4.8) are good when $f_{1}=-1$. Interestingly, when $f_{0}=-1$, we can simplify (4.5) and (4.8) as follows:

$$
\begin{equation*}
x(t)^{2} \equiv x_{1}\left(f_{1} x_{1}+2 x_{0}\right) t+\left(x_{0}-x_{1}\right)\left(x_{0}+x_{1}\right) \quad(\bmod f(t)) . \tag{4.9}
\end{equation*}
$$

Formula (4.9) needs only two multiplications. Long integer squaring is usually faster than long integer multiplication. As long as integer squaring takes approximately no less than $2 / 3$ of multiplication time, (4.9) is faster than (4.5) and (4.8), since (4.9) requires two multiplications and (4.5) and (4.8) both require three squarings.

We find that $f(t)=t^{2} \pm t+1$ and $f(t)=t^{2}+1$ are the most attractive choices for $l=2$. We present detailed analysis results in Section 4.3.1.

### 4.2.2 Case 2: $l=3$

For 3-term polynomials, the following 3-way method requires six multiplications [86]:

$$
\begin{align*}
x(t)= & D_{2} \cdot t^{4} \\
& +\left(D_{2}+D_{1}-D_{5}\right) \cdot t^{3} \\
& +\left(D_{2}+D_{1}+D_{0}-D_{4}\right) \cdot t^{2}  \tag{4.10}\\
& +\left(D_{1}+D_{0}-D_{3}\right) \cdot t \\
& +D_{0},
\end{align*}
$$

where

$$
\begin{array}{ll}
D_{0}=x_{0} y_{0}, & D_{3}=\left(x_{0}-x_{1}\right)\left(y_{0}-y_{1}\right), \\
D_{1}=x_{1} y_{1}, & D_{4}=\left(x_{0}-x_{2}\right)\left(y_{0}-y_{2}\right), \\
D_{2}=x_{2} y_{2}, & D_{5}=\left(x_{1}-x_{2}\right)\left(y_{1}-y_{2}\right) .
\end{array}
$$

After polynomial reduction by $f(t)$, we have the following result:

$$
\begin{align*}
x(t) \cdot y(t) & (\bmod f(t)) \\
\equiv & \left(\left[f_{2}\left(f_{2}+1\right)+\left(f_{1}+1\right)\right] \cdot D_{2}+\left(f_{2}+1\right) \cdot D_{1}+D_{0}-f_{2} \cdot D_{5}-D_{4}\right) \cdot t^{2}  \tag{4.11}\\
+ & \left(\left[f_{1}\left(f_{2}+1\right)+f_{0}\right] \cdot D_{2}+\left(f_{1}+1\right) \cdot D_{1}+D_{0}-f_{1} \cdot D_{5}-D_{3}\right) \cdot t \\
& +\left(f_{0}\left(f_{2}+1\right) \cdot D_{2}+f_{0} \cdot D_{1}+D_{0}-f_{0} \cdot D_{5}\right) .
\end{align*}
$$

Among all combinations of $\left(f_{2}, f_{1}, f_{0}\right)$ that make $f(t)$ irreducible, $\left(f_{2}, f_{1}, f_{0}\right)=(-1,-1,1)$ and $(0,-1,1)$ put (4.11) into the simplest form.

For $f(t)=t^{3}+t^{2}+t-1$,

$$
\begin{align*}
x(t) \cdot y(t) & (\bmod f(t))  \tag{4.12}\\
& \equiv\left(D_{0}-D_{4}+D_{5}\right) \cdot t^{2}+\left(D_{0}+D_{2}-D_{3}+D_{5}\right) \cdot t+\left(D_{0}+D_{1}-D_{5}\right) .
\end{align*}
$$

For $f(t)=t^{3}+t-1$,

$$
\begin{align*}
x(t) \cdot y(t) & (\bmod f(t))  \tag{4.13}\\
\equiv & \left(D_{0}+D_{1}-D_{4}\right) \cdot t^{2}+\left(D_{0}-D_{3}+D_{5}\right) \cdot t+\left(D_{0}+D_{1}+D_{2}-D_{5}\right) .
\end{align*}
$$

It is interesting to observe that the computational cost of each of (4.12) and (4.13) is
almost the same as that of (4.10).

### 4.3 Analysis of LWPFI Modular Multiplication

In this section, the performance of LWPFI modular multiplication described in Section 4.1 is analyzed. In our analysis, we use $n$ to denote the bit length used for $t+2^{l+2}-2$; that is, $t+2^{l+2}-2<2^{n}$. In practice, $t$ will be quite larger than $2^{l+2}-2$, hence both $t$ and $\psi=t+2^{l+1}-2$ are almost always $n$-bit integers. We use $\tau$ to denote the number of non-zero $f_{i}$ 's in $f(t)$. The following notations are used in our analysis of Algorithms 4.1 and 4.2.

- $T_{m}(u)$ : time needed for multiplying two $u$-bit integers.
- $T_{a}(u)$ : time needed for adding/subtracting $u$-bit integers.
- $T_{d}(u, v)$ : time needed for dividing a $u$-bit integer by a $v$-bit integer.

We will use an assumption that adding a $u$-bit integer to a $v$-bit integer takes $T_{a}(\min (u, v))$ time. This is a reasonable assumption for most software implementations. A carry at the top most bit position of the shorter integer may occur when adding two integers and it may increase the computation time slightly. However, the carry occurs with probability $\approx 1 / 2$ when adding two random integers and the probability that the carry will propagate more than one word is only $1 / 2^{w}$, where $w$ is the bit size of a computer word.

### 4.3.1 POLY-MULT-REDC step

POLY-MULT-REDC takes two polynomials in SD- $(t, \psi)$ form as input; that is, the coefficients of the two input polynomials are at most $\psi\left(<t+2^{l+2}-2<2^{n}\right)$ in magnitude.

There are different ways to perform POLY-MULT-REDC step. Algorithm 4.1 is the most straightforward and general approach. If the schoolbook method is used for polynomial multiplication in line $1, l^{2}$ multiplications and $(l-1)^{2}$ additions are required. The polynomial reduction, lines $2-4$, requires $\tau(l-1)$ additions.

Clearly, the multiplications among coefficients are all $n$-bit wide. For integer additions, the bit lengths of operands are not the same. However, regardless of the method used for polynomial multiplication and polynomial reduction, the output $\hat{z}(t)$ of Algorithm 4.1 will have coefficients that are at most $\left(2^{l}-1\right) \psi^{2}$ in magnitude, which is at most $(2 n+l)$ bits long.

Hence, for simplicity, we assume that all the integer additions are $(2 n+l)$ bits wide. As a result, we have the upper bound for the running time of Algorithm 4.1 as follows:

$$
\begin{equation*}
T(\text { POLY-MULT-REDC }) \leq l^{2} \cdot T_{m}(n)+(l+\tau-1)(l-1) \cdot T_{a}(2 n+l) \tag{4.14}
\end{equation*}
$$

Instead of the schoolbook method, other methods can be used for the multiplication of two degree-l polynomials in POLY-MULT-REDC step. For example, at the expense of some overheads, KA [41] or KA-like formulae [61] can reduce the factor $l^{2}$ associated with $T_{m}(n)$ in (4.14) to $M(l)$, where $M(l)$ 's for some small l's are given as follows:

$$
M(2)=3, \quad M(3)=6, \quad M(5)=13, \quad M(6)=17, \quad M(7)=22 .
$$

Alternatively, one can use the Toom-Cook multiplication method [79, 17, 90] which requires only $(2 l+1)$ multiplications at the expense of much higher overheads, including exact divisions by fixed integers.

The number of additions and subtractions in (4.14) can be reduced by combining polynomial multiplication and polynomial reduction as shown in Section 4.2. There are only five irreducible $f(t)$ 's for $l=2$ and we list all of them in Table 4.1. The table also shows required cost for polynomial multiplication and squaring in $\mathbb{Z}[t] / f(t)$, where the notations $M_{u, v}, S_{u}$, $A, a$ and $h$ respectively mean $u$-bit $\times v$-bit multiplication, $u$-bit squaring, $(2 n+l)$-bit addition, $n$-bit addition and bit shift. We have assumed that $2 x_{1} x_{0}$, which occurs when squaring $\left(x_{1} t+x_{0}\right)^{2} \bmod \left(t^{2}+1\right)$, is computed by computing $x_{1} x_{0}\left(M_{n, n}\right)$ first and then shifting $(2 n)$-bit result to the left by one bit (2h). For $l=3$, there are twelve irreducible $f(t)$ 's. The best performance is obtained when $f(t)=t^{3}+t^{2}+t-1$ or $f(t)=t^{3}+t-1$ is used. In these cases, the running time of the POLY-MULT-REDC step is $6 T_{m}(n)+6 T_{a}(n)+6 T_{a}(2 n+l)$. This computational cost is almost the same as that for performing one 3 -way multiplication as shown in (4.10).

In terms of the number of single-precision multiplications, there is little difference between multiplying two $l n$-bit long integers and multiplying two degree- $(l-1)$ polynomials whose coefficients are $n$ bits long. In fact, polynomial multiplication has a little less overhead since coefficients do not have to overlap, unlike the long integer multiplication. However, in software implementations, polynomial multiplication could be slower because microprocessors can deal only with units of data called words. For example, a 160-bit integer needs five words on a 32-bit architecture, while the same integer in $\operatorname{SD}-(t, \psi)$ form with

Table 4.1: Modular Multiplication and Squaring Cost in $\mathbb{Z}[t] / f(t)$ for All Irreducible $f(t)$ 's of degree-2

| $f(t)$ | Multiplication modulo $f(t)$ | Squaring modulo $f(t)$ |
| :---: | :---: | :---: |
| $t^{2}+1$ | $3 M_{n, n}+3 A+2 a$ | $M_{n, n}+M_{n, n+1}+2 a+2 h$ |
| $t^{2}+t+1$ | $3 M_{n, n}+2 A+2 a$ | $2 M_{n, n+1}+3 a+h$ |
| $t^{2}-t+1$ | $2 M_{n, n}+M_{n+1, n+1}+2 A+2 a$ | $M_{n, n+2}+M_{n, n+1}+3 a+h$ |
| $t^{2}+t-1$ | $3 M_{n, n}+2 A+2 a$ | $3 S_{n}+2 A+a$ |
| $t^{2}-t-1$ | $2 M_{n, n}+M_{n+1, n+1}+2 A+2 a$ | $2 S_{n}+S_{n+1}+2 A+a$ |

$l=2$ needs three 2-word coefficients, each filled with 80 bits, assuming $t+2^{l+1}-2<2^{80}$. Multiplying two 160 -bit integers require only 15 multiplications using 2 -way and 3 -way KA. However, multiplying two integers in SD- $(t, \psi)$ form requires 18 multiplications using the same KA methods.

### 4.3.2 COEFF-REDC step

Figure 4.1 shows how Algorithm 4.2, i.e. COEFF-REDC step, is performed; some input and intermediate values are labeled with circled numbers. We first determine the maximum possible bit lengths of these values. Note that Algorithm 4.1 results in a degree- $(l-1)$ polynomial $\hat{z}(t)=\left(\hat{z}_{l-1} \cdots \hat{z}_{0}\right)_{t}$ such that $\left|\hat{z}_{i}\right| \leq\left(2^{l}-1\right) \psi^{2}$ for $i=0, \ldots, l-1$.
(1) It is clear that $\hat{z}_{i}$ 's are at most $(2 n+l)$ bits long.
(2) $\left|z_{l}^{\prime}\right| \leq\left(2^{l}-1\right)\left(t+2^{l+2}-4\right)$ is at most $(n+l)$ bits long.
(3) $\left|z_{l-1}^{\prime}\right|<\left(2^{l}-1\right)\left(t+2^{l+2}-4\right)+t-1$ is at most $(n+l)$ bits long, since $\left|z_{l-1}^{\prime}\right|<\left(2^{l}-1\right)\left(2^{n}-\right.$ 1) $+2^{n}-1<2^{n+l}$.
(4) $\left|z_{i}^{\prime}\right| \leq\left(2^{l}-1\right)\left(\left(t+2^{l+1}-2\right)^{2}+t+2^{l+2}-4\right)$, for $i<l-1$, are at most $(2 n+l)$ bits long. Note that $t+2^{l+1}-2<2^{n}$ and $t+2^{l+2}-4<2^{n}$. It follows that $\left|z_{i}^{\prime}\right|<\left(2^{l}-1\right)\left(\left(2^{n}-1\right)^{2}+2^{n}-1\right)=$ $\left(2^{l}-1\right)\left(2^{2 n}-2^{n}\right)<2^{2 n+l}$.
(5) $\left|\mathrm{C}_{\mathbf{i}}\right| \leq\left(2^{l}-1\right)\left(t+2^{l+2}-2\right)$, for $0 \leq i<l-1$, is at most $(n+l)$ bits long.
(6) $\left|z_{l}^{\prime}\right| \leq\left(2^{l+1}-1\right)$ is at most $(l+1)$ bits long.
(7) $\left|z_{i}^{\prime}\right| \leq\left(t+2^{l+1}-2\right)$, for $0 \leq i<l$, is at most $n$ bits long.


Figure 4.1: Coefficient Reduction

Note that we used the detailed calculations that have been already done in the proof of Proposition 4. Now it is easy to analyze Algorithm 4.2 using the above results.

- Line 2: one integer division for dividing a $(2 n+l)$-bit integer by an $n$-bit integer is needed; that is, $T_{d}(2 n+l, n)$.
- Line 3: $\tau$ additions of $(2 n+l)$-bit integers and $(n+l)$-bit integers; that is, $\tau \cdot T_{a}(n+l)$.
- Line 5: for $i=0, \ldots, l-2$, a total of $(l-1)$ integer divisions for dividing $(2 n+l)$-bit integer by an $n$-bit integer are required. For $i=l-1$, The division can be done by at most $(l+1)$ subtractions of up to $(n+l)$-bit integers from an $(n+l)$-bit integer. Thus, for line 5, the required cost is $(l-1) \cdot T_{d}(2 n+l, n)+(l+1) \cdot T_{a}(n+l)$.
- Line 6: for $i=0, \ldots l-3$, a total of $(l-2)$ additions of $(2 n+l)$-bit and $(n+l)$-bit integers are required. For $i=l-2$, an addition of two $(n+l)$-bit integers is performed. For $i=l-1$, no computation is required since $z_{l}^{\prime}=0$. Thus, the cost of step 6 is $(l-1) \cdot T_{a}(n+l)$.
- Line 8: $\tau$ additions of an $(l+1)$-bit integer to $n$-bit integers are performed; that is, $\tau \cdot T_{a}(l+1)$.

In total, Algorithm 4.2 requires the following amount of time for reducing coefficients:

$$
\begin{equation*}
T(\text { COEFF-REDC })=l \cdot T_{d}(2 n+l, n)+(2 l+\tau) \cdot T_{a}(n+l)+\tau \cdot T_{a}(l+1) \tag{4.15}
\end{equation*}
$$

With regard to the time complexity related to the long integer division in (4.15), i.e., $l \cdot T_{d}(2 n+l, n)$, note that the division algorithms, CAID and GBAID, shown in Section 2.2 take $O\left(n^{2}\right)$ time for one division, where $n$ is the modulus size in bits. Hence, $l$ executions of such algorithms for $n$-bit modulus take $O\left(\ln ^{2}\right)$ time. The overhead terms in (4.15), $(2 l+\tau)$. $T_{a}(n+l)+\tau \cdot T_{a}(l+1)$, take $O(l n)$ time.

### 4.3.3 Putting It All Together

The main computational cost of an LWPFI modular multiplication is due to the following three, where L1 and L2 are performed in POLY-MULT-REDC step and L3 is in COEFFREDC step.

- L1: polynomial multiplication (e.g., using KA)
- L2: polynomial reduction
- L3: coefficient reduction (e.g., using GBAID)

On the other hand, the main computational cost of a usual modular multiplication is due to the following two:

- U1: integer multiplication (e.g., using KA)
- U2: modular reduction (e.g., using MAIR)

If L1 and U1 use the same algorithm (e.g., KA), then they incur a similar amount of computation.

For an (ln)-bit modulus, assuming that GBAID is used for L3, the combined cost of L2 and L3 is

$$
\tau(l-1) \cdot T_{a}(2 n+l)+l \cdot T_{d}(2 n+l, n)+(2 l+\tau) \cdot T_{a}(n+l)+\tau \cdot T_{a}(l+1)
$$

which is $O\left(l n^{2}\right)$ time. On the other hand, U2 using MAIR requires $O\left(l^{2} n^{2}\right)$ time. Therefore, the LWPFI modular multiplication has better asymptotic behavior than the usual modular multiplication. For example, the number of multiplication instructions required in GBAID for $(2 n+l)$-bit dividend and $n$-bit divisor is expressed as follows:

$$
\# \mathcal{M}_{G B A I D}= \begin{cases}u v+3 u-v^{2}-2 v+1 & \text { if } u \leq 2 v \\ \left(u^{2}+5 u\right) / 2-u v+v^{2}-v+1 & \text { if } u>2 v\end{cases}
$$

where $u=\lceil(2 n+l) / w\rceil, v=\lceil n / w\rceil$, and $w$ is the word length of a target architecture in bits. For $n=512$ and $l=2$, the COEFF-REDC step requires only $680=2 \cdot 340$ multiplication instructions, whereas MAIR for a similar size (i.e., 1024-bit) modulus requires 1056 multiplications.

Based on the above discussion, we see that the main advantage of LWPFI modular multiplication compared to usual modular multiplication is not due to the POLY-MULT-REDC step. Rather, the main performance gain for using LWPFI modular multiplication comes from the reduced complexity in the COEFF-REDC step.

### 4.3.4 Comments

The reduced complexity of LWPFI modular multiplication does not come for free. In fact, LWPFI modular multiplication introduces overhead mainly resulting from additions and subtractions. Such overhead due to additions and subtractions needs to be carefully considered. On some microprocessors, the time difference between multiplication and addition/subtraction is relatively not that significant. For example, on Pentium 43.2 GHz processor (Family 7, Model 4), the latency of multiplication instruction mul is 11 clock cycles, and that of add-with-carry adc and subtract-with-borrow sbb instructions, the most frequently used ones for long integer additions and subtractions, is 10 clock cycles [28]. On the other hand, on Freescale ColdFire 5307, timing ratio of multiplication to addition is 5 when operands are in registers, and the ratio is only 2 when the operands are in memory [25].

In addition, overheads may result from factors pertaining to the implementation environment, and can potentially affect the performance of the modular multiplication algorithms. For example, for software implementation using general purpose processors, these factors would include the size and the number of the registers, cache size and speed, features of the data-path including pipe-lining, multiple execution units, etc. A detailed analysis of the effect of such factors on the performance of the modular multiplication algorithms is not simple. However, to give a good indication on how the LWPFI based algorithm compares with its counterparts we will consider timing results based on actual implementations. This is presented in the following section.

### 4.4 Implementation Results and Practical Considerations

In this section, first we present timing results of modular multiplications. Then we discuss some general practical considerations for LWPFIs.

### 4.4.1 Our Platform and Software Routines

We have implemented LWPFI modular multiplications based on $f(t)=t^{2}+1$ and $f(t)=$ $t^{3}+t-1$, and an LWPFI modular squaring based on $f(t)=t^{2}+1$. Our implementation uses GNU multiple precision (GMP) library v4.1.4 (http://www.swox.com/gmp). We implemented GBAID, which is not provided in GMP, using the C programming language. Since our implementation of GBAID uses only the C programming language, we have disabled all

Table 4.2: Functions Used for Implementing LWPFI Modular Multiplications

| Long integer operation | GMP |
| :---: | :---: |
| Multiplication | mpz_mul () |
| Addition | mpz_add () |
| Subtraction | mpz_sub () |
| Bit Shift | mpz_mul_2exp () |

assembly routines in GMP library. We used Microsoft Visual Studio 2005 to compile all programs, and performed timing measurements on Intel Pentium 43.20 GHz (Family 7, Model 4). To compile GMP with Visual Studio, we used Visual Studio project file for GMP v4.1.4 downloaded from http://fp.gladman.plus.com/computing/gmp4win.htm.

Our implementation of LWPFI modular multiplication is based on high level functions of GMP library. Table 4.2 lists GMP functions that we used for implementing LWPFI modular multiplications. We used our GBAID routine for divisions in COEFF-REDC step, since our GBAID routine is much faster than the division function in GMP (mpz_tdiv_r()). The timing results shown in this section could be improved by using low level functions (mpn_* () functions) that have less redundancy than high level functions.

Our GBAID routine turned out to be faster than MAIR routines in GMP. Thus, we have written our own MAIR routine using the same coding style and optimization that we used when writing GBAID. Our MAIR performs better than our GBAID for all input lengths. The timing results in the following subsection are based on our own Montgomery reduction routine, not on redc () in GMP library.

### 4.4.2 Component-wise Breakdown of Timing

Table 4.3 shows detailed analyses of LWPFI modular multiplication methods for the two $f(t)$ 's that we used in our implementation. The notations $T_{m}(n), T_{a}(n)$ and $T_{B}(u, v)$ respectively refer to the running time for long integer multiplication of two $n$-bit integers, long integer addition of two $n$-bit integers and GBAID for $u$-bit dividend and $v$-bit divisor. $T$ (POLY-MULT-REDC) and $T$ (COEFF-REDC) refer to the time required for POLY-MULTREDC and COEFF-REDC steps, respectively.

We experimentally measured $T_{1}, T_{2}, T_{3}$ and $T_{4}$, as defined in Table 4.3, for varying bit sizes of $p$ and plotted the results in Figures 4.2 and 4.3. In the figures, we use $T_{i}(l)$ to

Table 4.3: Detailed Analysis of LWPFI Modular Multiplication $\left(n=\left\lceil\log _{2}(p+1)\right\rceil\right)$

|  | $T($ POLY-MULT-REDC $)=T_{1}+T_{2}$ |  |
| :---: | :---: | :---: |
| $f(t)$ | $T_{1}$ | $T_{2}$ |
| $f(t)=t^{2}+1$ | $3 \cdot T_{m}(n / 2)$ | $2 \cdot T_{a}(n+2)+2 \cdot T_{a}(n / 2)$ |
| $f(t)=t^{3}+t-1$ | $6 \cdot T_{m}(n / 3)$ | $6 \cdot T_{a}(2 n / 3+2)+6 \cdot T_{a}(n / 3)$ |
|  | $T($ COEFF-REDC $)=T_{3}+T_{4}$ |  |
| $f(t)$ | $T_{3}$ | $T_{4}$ |
| $f(t)=t^{2}+1$ | $2 \cdot T_{B}(n+2, n)$ | $5 \cdot T_{a}(n / 2+2)+T_{a}(3)$ |
| $f(t)=t^{3}+t-1$ | $3 \cdot T_{B}(2 n / 3+3, n)$ | $8 \cdot T_{a}(n / 3+3)+2 \cdot T_{a}(4)$ |

denote $T_{i}$ for the $l$-th degree $f(t)$ in Table 4.3. In Figure 4.3, $T_{M}(u, v)$ denotes the timing for Montgomery reduction when the input integer is $u$ bits long and the modulus is $v$ bits long. In Figure 4.3, we present $T_{B}(2 n, n)$ to show how much time COEFF-REDC saves by breaking up a full (2ln)-bit by ( $l n$ )-bit division into $l$ short divisions for $(2 n+l)$-bit dividend and $n$-bit divisor plus some overheads. The $T_{M}(u, v)$ is shown as a reference timing of the best modular reduction algorithm considered in this chapter.

In Figures 4.2 and 4.3, we see that the overheads resulting from additions/subtractions ( $T_{2}$ 's and $T_{4}$ 's) are not significant in both POLY-MULT-REDC and COEFF-REDC steps. Especially in Figure 4.3, the overhead timings, $T_{4}(i)$ for $i=2$ and 3 , are very small compared to the reduction timings and they both are plotted close to the $x$-axis of the graph. The figures confirm our analytical conclusion in Section 4.3 that the efficient modular multiplication using LWPFI moduli is not due to the POLY-MULT-REDC step where KA has been used, but due to the COEFF-REDC step.

Note that GMP's mpz_mul () routine switches from the classical algorithm to KA when the operand size is more than 32 words long (i.e., 1024 bits for $w=32$ ). This explains the sudden changes in $T_{m}(n)$ whenever $\left\lceil\log _{2}(p+1)\right\rceil=1024 \cdot 2^{i}$ for $i \geq 0$. The performance of POLY-MULT-REDC for $l=2$ is very close to that of mpz_mul () ( $T_{m}(n)$ in Figure 4.2) for $\left\lceil\log _{2}(p+1)\right\rceil \geq 1024$, since they both have the same asymptotic speed-up due to KA. However, the timing results of POLY-MULT-REDC for $l=3$ shows sudden changes in timing whenever $\left\lceil\log _{2}(p+1)\right\rceil=3 \cdot 1024 \cdot 2^{i}$ for $i \geq 0$, but it does not become similar to $T_{m}(n)$, since the 3-way KA presented in (4.10) does not lead to the same asymptotic speed-up as the original 2-way KA.


Figure 4.2: Timing Results for POLY-MULT-REDC Step on Pentium 4 @ 3.2GHz


Figure 4.3: Timing Results for COEFF-REDC Step on Pentium 4 @ 3.2GHz

### 4.4.3 Overall Timing Results and Comparisons

Figure 4.4 shows timing results of our implementations of the following three modular multiplication methods:

1. "LWPFI mul." where KA is used for polynomial multiplication and GBAID is used for COEFF-REDC (as discussed in this chapter). For this method, we show three plots corresponding to $f(t)=t^{2}+1, f(t)=t^{3}+t-1$ and $f(t)=t^{4}-t^{2}-1$.
2. "Mul. + MAIR" where KA is used for long integer multiplications and MAIR is for modular reduction.
3. "Mul. + GBAID" where KA is used for long integer multiplications and GBAID is for modular reduction.

In method 3), instead of GBAID, one can use the original Barrett reduction algorithm, which does not generate a quotient as output, However, the difference between the computational costs of these two schemes is negligible. Also note that in method 3), the divisor of GBAID is the modulus (say (ln) bits long). On the other hand, for the same size moduli, the size of the divisor in the GBAID used in method 1) is $n$ bits only. However, in method 1), the GBAID routine is used $l$ times, whereas in method 3 ), the GBAID is used only once for each modular multiplication.

Figure 4.5 shows timing results for modular squaring operations using the same three methods shown above. In the case of LWPFI modular squaring, only the timing result for $l=2$ is shown.

We clearly observe in the figures that LWPFI modular multiplications become more efficient than GBAID and MAIR based modular multiplications as the modulus size increases. We also observe that the asymptotic behavior of LWPFI modular multiplication improves as $l$ increases, and that the LWPFI modular squaring for $l=2$ indeed performs better than modular squaring methods using GBAID and MAIR.

### 4.4.4 Practical Considerations

- General implementation is possible using LWPFI proposed in this work. For a given bit length, we can find many useful moduli by varying the value of $t$, even for a fixed $f(t)$. On the other hand, the most limiting part of GMNs proposed in [76] is that there can be


Figure 4.4: Modular Multiplication Algorithms on Pentium 4 @ 3.2GHz


Figure 4.5: Modular Squaring Algorithms on Pentium 4 @ 3.2GHz
only one GMN for a given bit length and a polynomial $f(t)$. This fact makes generalized implementation infeasible, and each GMN requires a dedicated implementation. This is not a problem in ECC and HECC, since it is the usual practice to set up domain parameters for use by many users in such cryptosystems. There are even pre-defined sets of recommended parameters for ECC [64, 66]. However, in RSA cryptosystems, every user has to generate his or her own parameters, and in XTR cryptosystems [53], every user is advised to do so. Hence, these cryptosystems do not benefit from the fast modular multiplication that GMNs provide.

- In RSA, private key operations (e.g., decryption and signature generation) can be performed faster by using LWPFI for both prime factors. In such a case, the degree of $f(t)$ must be sufficiently small for a fixed modulus size so that it is infeasible to find a prime factor using exhaustive search.
- LWPFI can be used in cryptosystems based on the hardness of integer discrete logarithm problem. In such cryptosystems, one has to generate a large prime modulus $p$ such that $p-1$ has a prime factor $q$. Such an integer is easily constructed by first choosing a large enough prime $q$ and then randomly trying $k$ until $p=q k+1$ is also a prime number. Using LWPFI, one can choose a prime integer $t$ and $f(t)=$ $t\left(t^{l-1}+f_{l-1} t^{l-2}+\cdots+f_{1}\right)+1$ such that they are both prime integers. For instance, to generate a 1020-bit prime modulus, one needs to try randomly 170-bit prime $t$ until $f(t)=t^{6}+f_{5} t^{5}+\cdots+f_{1} t+1$ is also a prime integer.
- LWPFI modular multiplication makes it easy for parallel implementation. In POLY-MULT-REDC, KA involves several multiple-precision multiplications. These multiplications are independent of each other and they can be computed in a parallel manner. For example, if $l=\operatorname{deg}(f(t))$ is 3 , then six multiplications ( $D_{0}$ through $D_{5}$ in (4.10)) can be computed by two, three or six processors or multipliers simultaneously. Even though it is not explicitly shown here, it is not hard to modify Algorithm 4.2 so that $l$ divisions by $t$ are parallelized.
- Cryptographic computations usually require operations using large operands. However, implementing operations which deal with very long operand sizes is challenging in restricted environments, such as smart cards and certain embedded systems. LWPFI modular multiplication makes it possible to reduce the operand sizes by about $1 / l$,
where $l=\operatorname{deg}(f(t))$.
- There are security concerns when moduli take a special form. Mersenne numbers are avoided in RSA cryptosystems, since they are easier to be factored using the special number field sieve (SNFS) [49, 50]. A similar technique known as special function field sieve (SFFS) can be used for solving discrete logarithm problems based on special form of moduli [75, 73]. However, SNFS and SFFS are applicable only to integers having very low Hamming weight (e.g., Fermat's numbers, Mersenne numbers, etc.). SNFS and SFFS are not applicable to LWPFI, since LWPFI moduli are not in such a form i.e., $p=t^{l}-\left(f_{l-1} t^{l-1}+\cdots+f_{0}\right)$ in which $t$ and $\left(f_{l-1} t^{l-1}+\cdots+f_{0}\right)$ are both very large. However, currently there is no guarantee that cryptographic applications are secure when LWPFI is used. It is an open question whether LWPFI makes factoring or discrete logarithm easier.


### 4.5 Enhancing the LWPFI Modular Multiplication

In this section, we show methods for enhancing LWPFI modular multiplication.

### 4.5.1 Using Pseudo-Mersenne Numbers for $t\left(t=2^{n}-c\right)$

If $t$ is chosen to be a pseudo-Mersenne number, such that $t=2^{n}-c$ for some $n$ and small $c$, the performance of the LWPFI modular multiplication can be further improved. For a pseudo-Mersenne number $t$, there exists an efficient modular reduction algorithm due to Crandall [19]. The original Crandall algorithm is used only for computing the remainder. Algorithm 4.3 shows the modified Crandall algorithm which also computes the quotient.

The correctness of Algorithm 4.3 can be easily derived from the one shown in [55] for the original Crandall algorithm. The main difference between the original Crandall algorithm and Algorithm 4.3 is that the former accumulates only $r_{i}$ 's, while the latter accumulates $q_{i}$ 's also.

In LWPFI modular multiplication, divisions of $(2 n+l)$-bit integers by an $n$-bit integer $t$ are required. By observing the fact that $q_{i+1}$ is always at least $(n-g)$ bits shorter than $q_{i}$ for a $g$-bit $c$, we can see that, for $(2 n+l)$-bit input, Algorithm 4.3 requires at most $s$ iterations of lines 3-7 if $c<2^{((s-1) n-l) / s}$.

```
Algorithm 4.3 Modified Crandall Algorithm
Require: positive integers \(x \geq t\) and \(t=2^{n}-c\).
Ensure: \(q\) and \(r\), such that \(x=q \cdot t+r\) and \(0 \leq r<t\).
    \(q_{0} \leftarrow\left\lfloor x / 2^{n}\right\rfloor, r_{0} \leftarrow x \bmod 2^{n}\).
    \(q \leftarrow q_{0}, r \leftarrow r_{0}, i \leftarrow 0\).
    while \(q_{i}>0\) do
        (Loop invariant: \(x=q t+r+q_{i} c\).)
        \(q_{i+1} \leftarrow\left\lfloor q_{i} \cdot c / 2^{n}\right\rfloor, r_{i+1} \leftarrow q_{i} \cdot c \bmod 2^{n}\).
        \(q \leftarrow q+q_{i+1}, r \leftarrow r+r_{i+1}, i \leftarrow i+1\).
    end while
    while \(r \geq t\) do
        \(r \leftarrow r-t, q \leftarrow q+1\).
    end while
    return \(q\) and \(r\).
```


### 4.5.2 Using LWPFI for $t$

When LWPFIs are used for $t$, coefficient reduction could be done trivially. We show that dividing an integer in SD- $(t, \psi)$ form by an LWPFI can be done very efficiently. Suppose $f(t)$ is a monic polynomial of degree $l$ :

$$
f(t)=t^{l}-f_{l-1} t^{l-1}-\cdots-f_{1} t-f_{0} .
$$

Let $x(t)$ be a degree- $(2 l-2)$ polynomial:

$$
x(t)=x_{2 l-2} t^{2 l-2}+\cdots+x_{1} t+x_{0} .
$$

Define a polynomial $q(t)$ of degree- $(l-2)$ such that

$$
\begin{aligned}
q(t) & =q_{l-2} t^{l-2}+\cdots+q_{1} t+q_{0} \\
q_{i} & =x_{l+i}+\sum_{j=i+1}^{l-2} q_{j} f_{j+1} .
\end{aligned}
$$

Then it follows that $q(t)$ satisfies the following:

$$
x(t)=q(t) f(t)+r(t) \quad(\operatorname{deg}(r(t))<\operatorname{deg}(f(t))) .
$$

Therefore, we have a formula for the quotient polynomial $q(t)$. Since the quotient polynomial $q(t)$ can be obtained while computing the remainder polynomial $r(t)$, the above method requires at most $\tau(l-1)$ additions/subtractions, where $\tau$ is the number of non-zero $f_{i}$ 's in $f(t)$.

### 4.6 Conclusions

In this chapter, a new family of integers called the low-weight polynomial form integers (LWPFIs) have been introduced. LWPFIs are expressed in polynomial form $f(t)$, and they further extend GMNs by allowing any positive integer integer for $t$. However, LWPFIs allow only 0 and $\pm 1$ for the coefficients of $f(t)$. A modular multiplication scheme using LWPFIs have been presented. Detailed analysis and experimental results on our modular multiplication scheme have been presented. Our analysis shows that LWPFI modular multiplication has better asymptotic behavior than other general modular reduction methods. Our implementation results show that LWPFI modular multiplication is faster than Montgomery reduction for moduli of large sizes. GMN or pseudo-Mersenne number based modular multiplication would be faster than LWPFI based one, however there are not that many GMNs and pseudo-Mersenne numbers. LWPFI has its advantage that the implementation does not have to be specific to a single modulus and that LWPFI provides a considerably larger choice of moduli than GMN.

Since the publication of a preliminary version of this work at SAC 2003 [13], Bajard, Imbert and Plantard have proposed two number systems called the adaptive modular number system (AMNS) [5] and the polynomial modular number systems (PMNS) [6]. These modular number systems have some similarities with LWPFIs in the sense that they use lowweight polynomial form moduli for efficient arithmetic and that numbers are represented in polynomial form. However, the representation of numbers and modular arithmetic in modular number systems are quite different from those in our modular multiplication using LWPFI moduli. In the modular number systems, an integer $x \in \mathbb{Z}_{p}$ is represented as a vector $\left(x_{0}, x_{1}, \ldots, x_{n-1}\right)$, where $x=\sum_{i=0}^{n-1} x_{i} \gamma^{i} \bmod p, 1<\gamma<p$ and $x_{i} \in\{0, \ldots, \rho-1\}$. The arithmetic operations in the modular number systems are efficient, if the parameters $\gamma, \rho$
and $p$ are carefully chosen. Analysis in [5] shows that the modular multiplication in AMNS is more efficient than the usual modular multiplication of integers using the Montgomery reduction algorithm. However, the drawbacks of modular number systems are that the number of moduli for AMNS of practical use appears to be quite limited and that modular multiplications in PMNS require a large look-up table.

## Chapter 5

## Coefficient Reduction Using Montgomery Reduction Algorithm

In Chapter 4, we have presented a coefficient reduction algorithm based on the Barrett reduction algorithm. In this chapter, we present an improved coefficient reduction algorithm based on the Montgomery reduction algorithm. We show detailed analysis and discuss conditions on parameters to perform the new coefficient reduction method without final subtractions. As a side result, we present methods for modular additions and subtractions modulo an LWPFI.

### 5.1 Low-Weight Polynomial Form Integers Redefined

As in Chapter 4, LWPFIs are defined as integers expressed in low-weight, monic polynomial form: $p=f(t)=t^{l}+f_{l-1} t^{l-1}+\cdots+f_{1} t+f_{0}$, where $l \geq 2, f_{i} \in\{0, \pm 1\}$ and $t>2\left(2^{2 l+1}-1\right)\left(2^{l}-1\right)$.

Here we loosen the restriction on $f_{i}$ 's so that $\left|f_{i}\right| \leq \xi$ for some small positive integer $\xi<t$. The condition $t>2\left(2^{2 l+1}-1\right)\left(2^{l}-1\right) \approx 2^{3 l+2}$ is applied in Chapter 4 due to the use of coefficient reduction based on a division algorithm. However, such a condition is not needed in our improved coefficient reduction presented here. In this chapter, we work in this general framework and narrow down conditions on parameters that allow efficient implementation of modular arithmetic modulo an LWPFI.

Definition 5 (LWPFI Redefined). For a degree-l, monic polynomial $f(t)=t^{l}+f_{l-1} t^{l-1}+\cdots+$
$f_{1} t+f_{0}$, where t is a positive integer and $\left|f_{i}\right| \leq \xi$ for some small positive integer $\xi<t, p=f(t)$ is a low-weight polynomial form integer.

In modular arithmetic based on LWPFI moduli, we express elements of $\mathbb{Z}_{p}$ as polynomials in $\mathbb{Z}[t] / f(t)$. Such a representation always exists for any element in $\mathbb{Z}_{p}$ using coefficients at most $(t+\xi) / 2$ in magnitude.

Proposition 5. For any integer $x \in \mathbb{Z}_{p}$, there exists a degree- $(l-1)$ polynomial $x(t)=$ $\sum_{i=0}^{l-1} x_{i} t^{i}$ such that $x \equiv x(t)(\bmod p)$ and $\left|x_{i}\right| \leq \psi$, if $\psi \geq(t+\xi) / 2$.

Proof. Let $p_{\max }=t^{l}+\xi t^{l-1}+\cdots+\xi t+\xi$. Then $p_{\max }$ is the maximum possible LWPFI of the form $f(t)=t^{l}+\sum_{i=0}^{l-1} f_{i} t^{i}$, where $\left|f_{i}\right| \leq \xi$. Let $x(t)=\sum_{i=0}^{l-1} x_{i} t^{i}$. If $\max (x(t))-\min (x(t)) \geq p_{\max }$ holds, then $x(t)$ can represent any element in $\mathbb{Z}_{f(t)}$. It is straightforward that

$$
\begin{equation*}
\max (x(t))=\sum_{i=0}^{l-1} \psi t^{i}=-\min (x(t)) . \tag{5.1}
\end{equation*}
$$

It follows that

$$
\begin{align*}
\max & (x(t))-\min (x(t)) \geq p_{\max } \\
& \Longleftrightarrow(2 \psi-\xi) \cdot \frac{t^{l}-1}{t-1} \geq t^{l} \tag{5.2}
\end{align*}
$$

It is easy to see that $2 \psi-\xi=t-1$ does not satisfy the above inequality, but $2 \psi-\xi \geq t$ does. Therefore $\psi \geq(t+\xi) / 2$.

We let $\psi_{\min }=(t+\xi) / 2$. However, in practice, the magnitudes of the coefficients do not have to be limited to $\psi_{\text {min }}$. To find a polynomial that corresponds to a given integer, Algorithm 5.1 can be used. The resulting polynomial has coefficients that are at most $(t / 2+\xi)$ in magnitude. Since $t / 2+\xi>\psi_{\text {min }}$, Algorithm 5.1 results in a slightly redundant representation.

### 5.2 Modular Multiplication Using LWPFI moduli

In this section, we present an efficient modular multiplication scheme using LWPFI moduli. The modular multiplication using LWPFI moduli is performed in the following steps.

```
Algorithm 5.1 Conversion to Polynomial Form
Require: an integer \(0 \leq x<p\), where \(p=f(t)=t^{l}+f_{l-1} t^{l-1}+\cdots+f_{1} t+f_{0}\).
Ensure: a polynomial \(x(t)=\sum_{i=0}^{l-1} x_{i} t^{i}\), such that \(x \equiv x(t)(\bmod p)\), where \(\left|x_{i}\right| \leq t / 2+\xi\).
    \(c_{-1} \leftarrow x\).
    for \(i\) from 0 to \(l-1\) do
        Find \(c_{i}\) and \(x_{i}\) such that \(c_{i-1}=c_{i} t+x_{i}\), where \(-t / 2 \leq x_{i}<t / 2\).
    end for
    for \(i\) from 0 to \(l-1\) do
        \(x_{i} \leftarrow x_{i}-f_{i} \cdot c_{l-1} . \quad \quad\) (Note: \(\left|c_{l-1}\right| \leq 1\) )
    end for
    return \(x(t)=\sum_{i=0}^{l-1} x_{i} t^{i}\).
```

1. POLY-MULT: $\hat{z}(t)=x(t) \cdot y(t)$.
2. POLY-REDC: $z^{\prime}(t)=\hat{z}(t) \bmod f(t)$.
3. COEFF-REDC: coefficient reduction of $z^{\prime}(t)$.

The above modular multiplication scheme is called the LWPFI modular multiplication. POLY-MULT step can be performed by at most $l^{2}$ multiplications of coefficients using the schoolbook method. Sub-quadratic multiplication algorithms may be applied to achieve better performance [41, 79, 17, 61]. POLY-REDC step requires at most $(l-1) \tau$ constant multiplications by integers at most $\xi$ in magnitude, where $\tau$ is the number of non-zero $f_{i}$ 's. The range of $f_{i}$ we use here is larger than that in Chapter 4. Note that, due to this extended range for $f_{i}$ 's, our POLY-REDC step is potentially slower than that in Chapter 4. However, we will not go over the details on POLY-REDC and focus only on the establishment of a new coefficient reduction algorithm based on the Montgomery reduction algorithm. For fixed $f(t)$, one may consider combining POLY-MULT and POLY-REDC steps for better performance as we propose in Chapter 4.

Suppose that the coefficients of $x(t)$ and $y(t)$ are at most $\psi$ in magnitude. It easily follows that the result of POLY-REDC has coefficients that are at most $\psi^{2}\left((\xi+1)^{l}-1\right) / \xi$ in magnitude as shown in Proposition 6. Throughout this chapter, we will use $\lambda$ to denote $\left((\xi+1)^{l}-1\right) / \xi$.

Proposition 6. $\left|z_{i}^{\prime}\right| \leq \lambda \psi^{2}$.
Proof. Let $x(t)$ and $y(t)$ be the polynomials whose coefficients are at most $\psi$ in magnitude. Let $\hat{z}(t)=\left(\hat{z}_{2 l-2}, \ldots, \hat{z}_{1}, \hat{z}_{0}\right)=x(t) \cdot y(t)$. It follows that $\left|\hat{z}_{i}\right| \leq(i+1) \psi^{2}$ for $i=0, \ldots, l-1$ and
$\left|\hat{z}_{i}\right| \leq(2 l-1-i) \psi^{2}$ for $i=l, \ldots, 2 l-2$. The magnitudes of coefficients in $z^{\prime}(t)=\hat{z}(t) \bmod f(t)$ are maximum when $f(t)=t^{l} \pm \xi \sum_{i=0}^{l-1} t^{i}$. In both cases, $\max \left(\left|z_{i}^{\prime}\right|\right)=\left((\xi+1)^{l-1}+(\xi+1)^{l-2}+\right.$ $\cdots+1) \cdot \psi^{2}$. Therefore $\left|z_{i}^{\prime}\right| \leq\left((\xi+1)^{l}-1\right) / \xi \cdot \psi^{2}$.

In Section 5.3, we discuss how the value $\psi$ is related to other parameters, $t, \xi$ and $l$. In Chapter $4, \psi=t+2^{l+2}-2$ is fixed and a division algorithm derived from the Barrett reduction algorithm is used to perform COEFF-REDC step. In this work, we apply the Montgomery reduction algorithm to perform COEFF-REDC step and determine appropriate value $\psi$.

Note that the output of our COEFF-REDC based on the Montgomery reduction algorithm (MONT-COEFF-REDC) is different from the output from Algorithm 4.2 in Chapter 4. In Chapter 4, Algorithm 4.2 computes $z(t)$ such that $z(t) \equiv x(t) \cdot y(t)(\bmod p)$. However, the MONT-COEFF-REDC presented here outputs $z(t) \equiv x(t) \cdot y(t) \cdot b^{-q}(\bmod p)$, where $b$ is the radix used to represent coefficients of polynomials in $\mathbb{Z}[t] / f(t)$ and $q$ is a positive integer. Consider two integers $\bar{x}(t) \equiv x(t) \cdot b^{q}(\bmod p)$ and $\bar{y}(t) \equiv y(t) \cdot b^{q}(\bmod p)$. These are the transformation of $x(t)$ and $y(t)$ to the so-called the Montgomery domain. The direct product of $\bar{x}(t)$ and $\bar{y}(t)$ in $\mathbb{Z}[t] / f(t)$ results in $\bar{x}(t) \bar{y}(t) \equiv x(t) y(t) \cdot b^{2 q}(\bmod p)$. Applying our new coefficient reduction algorithm results in $\bar{z}(t) \equiv x(t) y(t) \cdot b^{q}(\bmod p)$, whose coefficients are at most $\psi$. Note that the result is the transformation of $x(t) y(t)$ to the Montgomery domain. We discuss the relationship between the value $q$ and other parameters of LWPFI in Section 5.3.

### 5.2.1 COEFF-REDC based on Montgomery Reduction Algorithm

Here, we construct a new coefficient reduction algorithm which is similar to Algorithm 2.4. Given an input polynomial $z^{\prime}(t)$ of degree ( $l-1$ ), our new algorithm computes a polynomial whose evaluation at $t$ is congruent to $z^{\prime}(t) \cdot b^{-q} \bmod p$.

Before, we begin the description of a new coefficient reduction algorithm, we clarify notations that we use in this chapter. Let $\vec{u}$ and $\vec{v}$ be the column vectors in $\mathbb{Z}^{l}$ such that the following condition is satisfied:

$$
\begin{equation*}
\left[t^{l-1}, \ldots, t, 1\right] \cdot \vec{u} \equiv\left[t^{l-1}, \ldots, t, 1\right] \cdot \vec{v} \quad(\bmod p) . \tag{5.3}
\end{equation*}
$$

Then we say $\vec{u}$ is congruent to $\vec{v}$ modulo $p$ and write as $\vec{u} \cong_{p} \vec{v}$. We slightly abuse this notation and write as $\vec{u} \cong_{b} v$ for some integer $v$ satisfying $\left[t^{l-1}, \ldots, t, 1\right] \cdot \vec{u} \equiv v(\bmod b)$. We also say $\vec{u}$ is congruent to $v$ modulo $b$, if $\vec{u} \cong_{b} v$. We use ' $\equiv$ ', to express element-wise congruence
relation, i.e., $\vec{u} \equiv \vec{v}(\bmod b)$. In " $\vec{u} \bmod b$ ", modulo operation applies to each element of $\vec{u}$.
Let $x(t)=\left(x_{l-1}, \ldots, x_{1}, x_{0}\right)_{t}$ be the result of POLY-REDC step and $b$ be the radix used for representing $x_{i}$ 's. When performing multiplication in $G F(p)[t] / f(t)$, we can apply Algorithm 2.4 individually to each coefficient to reduce them modulo $p$. However, individual reduction of coefficients is not possible with arithmetic in $\mathbb{Z}[t] / f(t)$. To reduce coefficients in $\mathbb{Z}[t] / f(t)$, we must apply the Montgomery reduction algorithm to all coefficients simultaneously.

The coefficient reduction is closely related to the closest vector problem from lattice theory. A lattice $\mathcal{L}$ is a discrete subgroup of $\mathbb{R}^{l}$. Let $\vec{V}=\left\{\vec{v}_{1}, \ldots, \vec{v}_{d-1}, \vec{v}_{d}\right\}$ be a set of linearly independent vectors in $\mathbb{R}^{l}$. The lattice $\mathcal{L}=\mathcal{L}(\vec{V})$ is a set of all integral combination of $\overrightarrow{v_{i}}$ 's. The set $\vec{V}$ is called the basis of the lattice $\mathcal{L}(\vec{V})$. If $d=l, \mathcal{L}$ is called a full-rank lattice. If $\vec{v}_{i} \in \mathbb{Z}^{l}$ for all $i$, then $\mathcal{L}$ is called an integral lattice. For our purpose, we assume that $\mathcal{L}$ is a full-rank, integral lattice.

Suppose $\vec{v}_{i} \cong_{p} 0(\bmod p)$ for all $i=1, \ldots, l$. Then all the lattice points in $\mathcal{L}$ represent 0 modulo $p$. Let $\vec{x}$ be a vector whose elements are the coefficients of $x(t)$. Suppose $\vec{y} \in \mathcal{L}(\vec{V})$ is the closest lattice point (with respect to $L_{\infty}$ norm) to $\vec{x}$, then $\vec{z}=\vec{x}-\vec{y}$ belongs to the fundamental domain of $\mathcal{L}$. The coordinate values of $\vec{z}$ forms a polynomial $z(t)$ such that $z(t) \equiv x(t)(\bmod p)$ and it has only reasonably small coefficients. However, closest vector problem is believed to be an NP-hard problem. There are polynomial time algorithms that give approximate solutions [1], but they require arithmetic using floating point or rational numbers and are too cumbersome to use for our purposes.

Rather than solving the closest vector problem, we search for $\overrightarrow{z^{\prime}}$ such that $\vec{x} \cong{ }_{p} \overrightarrow{z^{\prime}} \cdot b^{q}$ $(\bmod p)$ and the elements of $\overrightarrow{z^{\prime}}$ are reasonably small. Below we show how to find such a vector $\overrightarrow{z^{\prime}}$ using a method similar to the Montgomery reduction algorithm. This approach requires only simple integer arithmetic and enjoys good features of the Montgomery reduction algorithm for integers.

Algorithm 5.2 shows our Montgomery reduction algorithm adapted to perform COEFFREDC step. Note that we have used $\vec{x}_{q}^{(i)}$ to denote the element of $\vec{x}_{q}$ at the $i$-th row in Algorithm 5.2. Moreover, $F$ is an $l \times l$ integral matrix such that the following holds for any column vectors $\vec{x}$ and $\vec{u} \in \mathbb{Z}^{l}$ :

$$
\begin{equation*}
\vec{x}+F \cdot \vec{u} \cong_{p} \vec{x} . \tag{5.4}
\end{equation*}
$$

A non-trivial matrix $F$ that satisfies (5.4) can be constructed by collecting $l$ column vec-

```
Algorithm 5.2 MONT-COEFF-REDC
Require: \(x(t)=\left(x_{l-1}, \ldots, x_{1}, x_{0}\right)_{t}\), a matrix \(F\) and \(F^{\prime}=-F^{-1} \bmod b\), where \(\operatorname{det} F \neq 0\) and
    \(\operatorname{gcd}(\operatorname{det} F, b)=1\).
Ensure: \(z(t) \equiv x(t) \cdot b^{-q}(\bmod p)\).
    \(\vec{x}_{0} \leftarrow\left[x_{l-1}, x_{l-2}, \ldots, x_{0}\right]^{T}\).
    for \(i\) from 0 to \(q-1\) do
        \(\vec{u}_{i} \leftarrow F^{\prime} \cdot \vec{x}_{i} \bmod b\).
        \(\vec{x}_{i+1} \leftarrow\left(\vec{x}_{i}+F \cdot \vec{u}_{i}\right) / b\).
    end for
    Perform final subtractions if necessary.
    return \(z(t)=\sum_{i=0}^{l-1} z_{i} t^{i}\), where \(z_{i}=\vec{x}_{q}^{(i)}\).
```

tors that are congruent to 0 modulo $p$. Such a matrix $F$ must be invertible modulo $b$, since we need $F^{\prime}=-F^{-1} \bmod b$ in line 3 of Algorithm 5.2. The invertibility of $F$ modulo $b$ can be verified by checking if $\operatorname{det} F \neq 0$ and the determinant has no common factor with $b$, i.e., $\operatorname{gcd}(\operatorname{det} F, b)=1$.

Theorem 5. Algorithm 5.2 returns $z(t) \equiv x(t) \cdot b^{-q}(\bmod p)$.
Proof. It is easily seen that each iteration of Algorithm 5.2 computes the following:

$$
\begin{equation*}
\vec{x}_{i+1} \leftarrow \frac{\vec{x}_{i}+F \cdot\left(-F^{-1} \cdot \vec{x}_{i} \bmod b\right)}{b} . \tag{5.5}
\end{equation*}
$$

Since $F$ is a collection of column vectors that are congruent to 0 modulo $p$, adding any integral linear combination of the column vectors in $F$ to $\vec{x}_{i}$ does not change its value in $\mathbb{Z}_{p}$. Hence, $\vec{x}_{i+1} \cong_{p}\left(\vec{x}_{i}+F \cdot\left(-F^{-1} \cdot \vec{x}_{i} \bmod b\right)\right) \cdot b^{-1}$. The division by $b$ in (5.5) is exact and requires no division, since

$$
\begin{align*}
\vec{x}+F \cdot \vec{u} & =\vec{x}+F \cdot\left(-F^{-1} \cdot \vec{x} \bmod b\right) \\
& \equiv[0, \ldots, 0,0]^{T} \quad(\bmod b) . \tag{5.6}
\end{align*}
$$

Therefore, $\vec{x}_{i+1} \cong_{p} \vec{x}_{i} \cdot b^{-1}$. In Algorithm 5.2, the process (5.5) is performed iteratively $q$ times starting with $\vec{x}_{0}=\vec{x}$ resulting in $\vec{x}_{q} \equiv \vec{x} \cdot b^{-q}(\bmod p)$. This is quite similar to the original Montgomery reduction algorithm. The only difference is that Algorithm 5.2 uses vectors and matrix, while the original Montgomery reduction algorithm deals with integers.

At this point, a number of questions arise: what are the conditions for $q$ such that $\vec{x}_{q}$ are sufficiently reduced, so that the result can be used as input to the subsequent LWPFI modular multiplications? How do we construct the matrix F? Is Algorithm 5.2 efficient? We answer these questions in the following.

### 5.2.2 Construction of $F$ and Analysis of Algorithm 5.2

For $p=f(t)=t^{l}+f_{l-1} t^{l-1}+\cdots f_{1} t+f_{0}$, where $\left|f_{i}\right| \leq \xi$, consider the following $l \times l$ matrix $F$ :

$$
F=\left[\begin{array}{cccccc}
1 & 0 & \cdots & 0 & 0 & -t-f_{l-1}  \tag{5.7}\\
-t & 1 & \cdots & 0 & 0 & -f_{l-2} \\
0 & -t & \cdots & 0 & 0 & -f_{l-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & -t & 1 & -f_{1} \\
0 & 0 & \cdots & 0 & -t & -f_{0}
\end{array}\right] .
$$

We have constructed the matrix $F$ such that the column vectors of $F$ are congruent to 0 modulo $p$, i.e., $F \cong_{p}[0, \ldots, 0,0]$. It remains to verify whether $F$ has its inverse modulo $b$. The invertibility of $F$ modulo $b$ can be easily checked as shown in Proposition 7.

Proposition 7. The $l \times l$ matrix $F$ as shown in (5.7) is invertible modulo $b$ if and only if $\operatorname{gcd}(p=f(t), b)=1$ and $f(t) \neq 0$.

Proof. We perform some elementary row operations on both sides of $I_{l} \cdot F=F$, where $I_{l}$ is an $l \times l$ identity matrix, to obtain

$$
\left[\begin{array}{cccccc}
1 & 0 & \cdots & 0 & 0 & 0  \tag{5.8}\\
t & 1 & \cdots & 0 & 0 & 0 \\
t^{2} & t & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
t^{l-2} & t^{l-3} & \cdots & t & 1 & 0 \\
t^{l-1} & t^{l-2} & \cdots & t^{2} & t & 1
\end{array}\right] \cdot F=\left[\begin{array}{cccccc}
1 & 0 & \cdots & 0 & 0 & -C_{l-1} \\
0 & 1 & \cdots & 0 & 0 & -C_{l-2} \\
0 & 0 & \cdots & 0 & 0 & -C_{l-3} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 1 & -C_{1} \\
0 & 0 & \cdots & 0 & 0 & -C_{0}
\end{array}\right],
$$

where $C_{i}=\left(t^{l}+\sum_{j=i}^{l-1} f_{j} t^{j}\right) / t^{i}$. Using the fact that the determinant of a triangular matrix is the product of all diagonal entries, we easily obtain that $\operatorname{det}(F)=-C_{0}=-f(t)$ and $F$
is invertible modulo $b$ if and only if $\operatorname{gcd}(f(t), b)=1$ and $f(t) \neq 0$. We remark that this invertibility condition of $F$ modulo $b$ is always satisfied when $p=f(t)$ is an odd number, for an even radix $b$.

We analyze the performance of Algorithm 5.2 in terms of the number of single-precision multiplications and single-precision additions/subtractions. The overhead caused by additions and subtractions shall not be ignored. Additions and subtractions are ignored in many literature, however, the difference between addition/subtraction and multiplication is not significant in many modern microprocessors. The latency of add and sub instructions is only one clock cycle on Intel Pentium 4 Family 4 processors. However, when long integer addition operation is performed, they are used only when adding or subtracting the least significant digits. The rest of the digits are added or subtracted with slow adc (add with carry) and sbb (subtract with borrow) instructions, whose latency is 10 clock cycles. These instructions are only $9 \%$ faster than mul instruction, whose latency is 11 clock cycles [28].

For convenience, we use Intel x86 instructions mul, add and adc to denote the following operations:

- mul: single-precision multiplication,
- add: addition/subtraction without carry/borrow,
- adc: addition/subtraction with carry/borrow.

When multiplying $n$-digit integer with a single-digit integer, it is clear that $n$ mul instructions are required. The numbers of required add and adc instructions are 1 and ( $n-1$ ), respectively. When adding $i$-digit and $j$-digit integers, the required number of add and adc instructions are one and $\min (i, j)$, respectively, assuming that carry does not propagate more than one digit place above the most significant digit of the shorter operand. The probability of having carry above the most significant digit place of the shorter integer is $1 / 2$. The probability that the carry will propagate one more digit place is only $1 / b$. Similar argument holds for subtracting two long integers.

Straightforward computation of $\vec{u}_{i}=-F^{-1} \cdot \vec{x}_{i} \bmod b$ requires $l^{2}$ mul and $\left(l^{2}-l\right)$ add instructions. However, exploiting the special structure of $F$, we can compute $\vec{u}_{i}$ using only $(2 l-1)$ mul and $2(l-1)$ add instructions, provided that we are allowed to have $l$-digit precomputed values that depend on the coefficients of $f(t)$ and the value $t$.

Theorem 6. The computation $\vec{u}_{i}=-F^{-1} \cdot \vec{x}_{i} \bmod b$ can be performed using only $(2 l-1)$ mul and $2(l-1)$ add instructions, using l-digit pre-computed values that depend only on the coefficients of $f(t)$ and the value $t$.

Proof. Further row operations from (5.8) easily reveals the exact form of $F^{\prime}=-F^{-1}$ as follows:

$$
F^{\prime}=\frac{-1}{C_{0}}\left[\begin{array}{cccccc}
C_{0}-C_{l-1} t^{l-1} & -C_{l-1} t^{l-2} & \cdots & -C_{l-1} t^{2} & -C_{l-1} t & -C_{l-1}  \tag{5.9}\\
t C_{0}-C_{l-2} t^{l-1} & C_{0}-C_{l-2} t^{l-2} & \cdots & -C_{l-2} t^{2} & -C_{l-2} t^{1} & -C_{l-2} \\
t^{2} C_{0}-C_{l-3} t^{l-1} & t C_{0}-C_{l-3} t^{l-2} & \cdots & -C_{l-3} t^{2} & -C_{l-3} t^{1} & -C_{l-3} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
t^{l-2} C_{0}-C_{1} t^{l-1} & t^{l-3} C_{0}-C_{1} t^{l-2} & \cdots & t C_{0}-C_{1} t^{2} & C_{0}-C_{1} t & -C_{1} \\
-t^{l-1} & -t^{l-2} & \cdots & -t^{2} & -t & -1
\end{array}\right],
$$

where $C_{i}=\left(t^{l}+\sum_{j=i}^{l-1} f_{j} t^{j}\right) / t^{i}$. Now, we can express $F^{\prime}$ as follows,

$$
\begin{equation*}
F^{\prime}=F_{1}^{\prime}-F_{2}^{\prime}, \tag{5.10}
\end{equation*}
$$

where,

$$
F_{1}^{\prime}=\left[\begin{array}{c}
\frac{C_{l-1}}{C_{0}} \vec{v}  \tag{5.11}\\
\frac{C_{l-2}}{C_{0}} \vec{v} \\
\frac{C_{l-3}}{C_{0}} \vec{v} \\
\vdots \\
\frac{C_{1}}{C_{0}} \vec{v} \\
\frac{1}{C_{0}} \vec{v}
\end{array}\right], \quad F_{2}^{\prime}=\left[\begin{array}{cccccc}
1 & 0 & \cdots & 0 & 0 & 0 \\
t & 1 & \cdots & 0 & 0 & 0 \\
t^{2} & t & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
t^{l-2} & t^{l-3} & \cdots & t & 1 & 0 \\
0 & 0 & \cdots & 0 & 0 & 0
\end{array}\right], \quad \vec{v}=\left[t^{l-1}, \ldots, t^{1}, t, 1\right] \text {. }
$$

The matrix-vector product $F_{2}^{\prime} \cdot \vec{x}_{i} \bmod b$ can be computed using Horner's rule, and it requires only ( $l-2$ ) single-precision multiplications and $(l-2)$ single-precision additions. The vector product $\vec{v} \cdot \vec{x}_{i}$ can be computed by multiplying $(t \bmod b)$ to the $(l-1)$-th entry of $F_{2}^{\prime} \cdot \vec{x}_{i} \bmod b$, and then adding $\left(f_{0} \bmod b\right)$ to the result. Assuming that $1 / C_{0} \bmod b$ and $C_{i} / C_{0} \bmod b$ for $i=1, \ldots, l-1$ are precomputed, computing $F_{1}^{\prime} \cdot \vec{x}_{i} \bmod b$ requires only $l$ single-precision multiplications. It only remains to compute $F^{\prime} \cdot \vec{x}_{i}=F_{1}^{\prime} \cdot \vec{x}_{i}-F_{2}^{\prime} \cdot \vec{x}_{i}$ using $l$ single-precision subtractions.

```
Algorithm 5.3 Computing \(F^{\prime} \cdot \vec{x} \bmod b\)
Require: \(f(t)=t^{l}+f_{l-1} t^{l-1}+\cdots f_{1} t+f_{0}, \vec{x}=\left[x_{l-1}, \ldots, x_{1}, x_{0}\right]\) and pre-computed values
    \(C_{i} / C_{0} \bmod b\) for \(i=1, \ldots, l-1\) and \(1 / C_{0} \bmod b\), where \(C_{i}=\left(t^{l}+\sum_{j=i}^{l-1} f_{j} t^{j}\right) / t^{i}\).
Ensure: \(F^{\prime} \cdot \vec{x}^{T}=\left[u_{l-1}, \ldots, u_{1}, u_{0}\right]^{T}\).
    \(v_{l} \leftarrow 0\).
    for \(i\) from 0 to \(l-1\) do
        \(v_{l-1-i} \leftarrow v_{l-i} \cdot t+x_{l-1-i} \bmod b \quad(l-1 \mathrm{mul}, l-1 \mathrm{add})\)
    end for
    for \(i\) from 1 to \(l-1\) do
        \(u_{i} \leftarrow v_{0} \cdot C_{i} / C_{0} \bmod b . \quad(l-1 \mathrm{mul})\)
    end for
    \(u_{0} \leftarrow v_{0} / C_{0} \bmod b\).
    for \(i\) from 1 to \(l-1\) do
        \(u_{i} \leftarrow u_{i}-v_{i} \bmod b\).
    end for
    return \(\left[u_{l-1}, \ldots, u_{1}, u_{0}\right]^{T}\).
```

Algorithm 5.3 explicitly shows how $\vec{u}_{i}$ is computed using $(2 l-1)$ mul and $2(l-1)$ add instructions. Since $l \geq 2$, Algorithm 5.3 always performs better than the straightforward matrix-vector product, which requires $l^{2}$ mul and $\left(l^{2}-l\right)$ add instructions.

We analyze the line 4 of Algorithm 5.2. Since each row of $F$ contains only one $t$ and $f_{i}$, the matrix-vector product $F \cdot \vec{u}_{i}$ requires $l$ multiplications of $t$ and $f_{i}$ 's by a 1 -digit integer, and some additions/subtractions. Let $n$ and $k(\leq n)$ be the digit length of $t$ and $f_{i}$, respectively and let $\tau$ be the number of non-zero $f_{i}$ 's in $f(t)$. Then the number of mul required in line 4 is $(l n+\tau k)$. If $f_{i}$ 's are small powers of 2 or integers with very small Hamming weight, multiplications by $f_{i}$ 's can be efficiently computed, replacing $\tau k$ multiplications with $\tau$ bit shifts.

We now count the numbers of add and adc instructions in line 4. There are $l$ multiplications of $t$ with single-digit integers from $\overrightarrow{u_{i}}$, and the total numbers of add and adc instructions required in this computation are $l$ and $l(n-1)$, respectively. There are $\tau$ multiplications of $f_{i}$ with one digit integer from $\overrightarrow{u_{i}}$, and the total numbers of add and adc instructions are $\tau$ and $\tau(k-1)$, respectively. The matrix vector product $F \cdot \overrightarrow{u_{i}}$ involves $(l-1)$ additions/subtractions of $(n+1)$-digit integer and a single digit integer. This can be computed with $(l-1)$ add and adc instructions. There are $\tau$ additions/subtractions of an $(n+1)$-digit integer with a ( $k+1$ )-digit integer. Since $k \leq n$ by definition, this computation requires $\tau$
add and $\tau(k+1)$ adc instructions. So far, the numbers of add and adc instructions in $F \cdot \vec{u}_{i}$ have been counted. It only remains to add $F \cdot \vec{u}_{i}$ to $\vec{x}_{i}$. This computation requires $l$ add and $l(n+1)$ adc instructions. In total, the numbers of add and adc instructions required in line 4 are $3 l+2 \tau-1$ and $l(2 n+1)+2 \tau k-1$, respectively.

The total number of mul, add and adc instructions required in Algorithm 5.2, not considering the final subtraction step, is summarized as follows:

$$
\begin{aligned}
& \# \mathrm{mul}=q(l(n+2)+\tau k-1), \\
& \# \mathrm{add}=q(5 l+2 \tau-3) \\
& \# \mathrm{adc}=q(l(2 n+1)+2 \tau k-1)
\end{aligned}
$$

### 5.2.3 Conversions to and from the Montgomery Domain

To perform modular multiplication using Algorithm 5.2 as a coefficient reduction algorithm, we must transform operands to the Montgomery domain. For $x(t) \in \mathbb{Z}[t] / f(t)$, we compute $\bar{x}(t) \equiv x(t) \cdot b^{q}(\bmod p)$. This computation can be easily achieved by multiplying two polynomials $x(t)$ and $y(t) \equiv b^{2 q} \bmod p$, and then reduce coefficients using Algorithm 5.2. The result will be $\bar{x}(t) \equiv x(t) \cdot b^{q} \bmod p$, as desired. It is convenient to have $y(t) \equiv b^{2 q} \bmod p$ pre-computed for each $p$. Conversion from the Montgomery domain can be performed by directly applying Algorithm 5.2 on $\bar{x}(t)$. The result is $\bar{x}(t) \cdot b^{-q} \equiv x(t) \cdot b^{q} \cdot b^{-q} \equiv x(t)(\bmod p)$, as desired.

### 5.2.4 Interesting Implementation Options

We consider some special cases for which Algorithm 5.2 can speed up.

- Special Case I: $t \equiv 0(\bmod b)$.

In such a case, it can be shown that

$$
F^{\prime}=-F^{-1}=\left[\begin{array}{cccccc}
-1 & 0 & 0 & \cdots & 0 & f_{l-1} / f_{0} \\
0 & -1 & 0 & \cdots & 0 & f_{l-2} / f_{0} \\
0 & 0 & -1 & \cdots & 0 & f_{l-3} / f_{0} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & -1 & f_{1} / f_{0} \\
0 & 0 & 0 & \cdots & 0 & 1 / f_{0}
\end{array}\right] \bmod b .
$$

Note that $F$ is invertible if and only if $f_{0} \neq 0$ and $\operatorname{gcd}\left(f_{0}, b\right)=1$. Then, $\vec{u}_{i}=F^{\prime} \cdot \vec{x}_{i} \bmod b$ can be computed with only $\tau$ mul and $(l-1)$ add instructions, provided that $f_{i} / f_{0} \bmod b$ for $i=1, \ldots, l-1$ and $1 / f_{0} \bmod b$ are pre-computed. Hence, compared to the general case, we save $(2 l-\tau-1)$ mul and $(l-1)$ add instructions in line 3 of Algorithm 5.2.

When computing $F \cdot \vec{u}_{i}$, we can save $l$ mul instructions and one adc instruction, since the least significant digit of $t$ is zero. The total number of saved instructions is given as follows:

$$
\begin{aligned}
\# \operatorname{mul}_{\text {save }} & =q(3 l-\tau-1), \\
\# \operatorname{add}_{\text {save }} & =q(l-1), \\
\# \text { adc }_{\text {save }} & =q .
\end{aligned}
$$

- Special Case II: $f_{i}$ 's are powers of 2 .

In such a case, multiplication by $f_{i}$ 's can be simply performed by bit shifts. In line 3 , there is no speed up. The number of instructions we can save in line 4 is given below.

$$
\begin{aligned}
\# \operatorname{mul}_{\text {save }} & =q \tau k \\
\# \operatorname{add}_{\text {save }} & =q \tau \\
\# \mathrm{adc}_{\text {save }} & =q \tau(k-1) .
\end{aligned}
$$

Note that Algorithm 5.2 requires $q l$ bit shift instructions in exchange for the above saved instructions.

### 5.3 Modular Multiplication Stability

In this section, we carefully analyze the bounds on the input and output of Algorithm 5.2. The conditions on the parameters for which we can eliminate the final subtractions in Algorithm 5.2 are determined.

### 5.3.1 Montgomery Reduction with Final Subtractions

Suppose that the number of iterations $q$ in Algorithm 5.2 is the same as the digit size of $t$, i.e., $q=n$. Suppose that $\left\|\vec{x}_{0}\right\|_{\infty} \leq \lambda \psi^{2}$, where $\|\cdot\|_{\infty}$ is the maximum norm of $\vec{x}$ defined as
$\left\|\left[x_{l}-1, \ldots, x_{1}, x_{0}\right]\right\|_{\infty}=\max \left(\left|x_{l-1}\right|, \ldots,\left|x_{1}\right|,\left|x_{0}\right|\right)$. This is the case when the coefficients of input polynomial to the LWPFI modular multiplication are at most $\psi$ in magnitude. Since $\psi=t-1$ leads to a maximally redundant signed-digit representation, we assume that $\psi<t$. The bound on the output of Algorithm 5.2 is determined as follows:

$$
\begin{aligned}
\left\|\vec{x}_{n}\right\|_{\infty} & =\left\|\frac{\vec{x}_{0}+F \cdot\left(\sum_{i=0}^{n-1} \overrightarrow{u_{i}} b^{i}\right)}{b^{n}}\right\|_{\infty} \\
& <\frac{\lambda t^{2}+b^{n} \cdot(t+\xi)}{b^{n}} \\
& <(\lambda+1) t+\xi .
\end{aligned}
$$

We used the fact that the magnitude of the sum of elements in each row of $F$ is maximum at the $l$-th row and it is $(t+\xi)$. Since the magnitude of the output coefficients may be greater than $\psi$, we must perform final subtractions to reduce the coefficients. To perform final subtractions we find integers $h_{i}$ and $s_{i}$ such that $x_{i}=h_{i} t+s_{i}$, where $-t / 2 \leq s_{i}<t / 2$, for each coefficient $x_{i}$. Then compute $x_{i} \leftarrow s_{i}+h_{i-1}-h_{l} \cdot f_{i}$ for $i=0, \ldots, l-1$. Then the new coefficients are at most $t / 2+(\lambda+2)(\xi+1)$ in magnitude. This method is fast when $\lambda$ is very small. In such a case, $h_{i}$ and $s_{i}$ can be obtained by additions and subtractions. However it may require long integer division if $\lambda$ is large.

### 5.3.2 Montgomery Reduction without Final Subtractions

Under some conditions with a $q \geq n$, we show that it is possible to avoid the final subtractions. We use an approach similar to [84]. Suppose that $\left\|\vec{x}_{0}\right\|_{\infty} \leq \lambda \Psi^{2}$ in magnitude, where $\Psi$ is a positive integer. This is the case when the coefficients of the input polynomials to the LWPFI modular multiplication are at most $\Psi$ in magnitude. To maintain input/output stability, we have to ensure that

$$
\begin{equation*}
\left\|\vec{x}_{q}\right\|_{\infty}=\left\|\frac{\vec{x}_{0}+F \cdot\left(\sum_{i=0}^{q-1} \overrightarrow{u_{i}} b^{i}\right)}{b^{q}}\right\|_{\infty}<\frac{\lambda \Psi^{2}}{b^{q}}+t+\xi \leq \Psi . \tag{5.12}
\end{equation*}
$$

Solving (5.12) for $\Psi$, we obtain

$$
\begin{equation*}
\frac{b^{q}-\sqrt{b^{2 q}-4 \lambda(t+\xi) b^{q}}}{2 \lambda} \leq \Psi \leq \frac{b^{q}+\sqrt{b^{2 q}-4 \lambda(t+\xi) b^{q}}}{2 \lambda} . \tag{5.13}
\end{equation*}
$$

The above solution has real roots when $t \leq b^{q} /(4 \lambda)-\xi$. However, this condition only assures that there exist a real solution for $\Psi$, whereas $\Psi$ must be an integral value. A sufficient condition for the existence of at least one integral value of $\Psi$ is given as follows:

$$
\begin{equation*}
\sqrt{b^{2 q}-4 \lambda(t+\xi) b^{q}} \geq \lambda . \tag{5.14}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
t \leq \frac{b^{2 q}-\lambda^{2}}{4 \lambda b^{q}}-\xi=\frac{b^{q}}{4 \lambda}-\frac{\lambda}{4 b^{q}}-\xi . \tag{5.15}
\end{equation*}
$$

For $t$ satisfying (5.15), there exists at least one integral value for $\Psi$. Since the width of the interval (5.13) is at least one, the choice $\Psi=\left\lfloor b^{q} /(4 \lambda)\right\rceil$, where $\lfloor x\rceil$ denotes the nearest integer from $x$, is always within the interval. For this value of $\Psi$, it always holds that $t+\xi \leq \Psi$.

Suppose that $t+\xi$ is an $n^{\prime}$-bit integer, i.e., $2^{n^{\prime}-1} \leq t+\xi<2^{n^{\prime}}$, It can be easily verified that an $n^{\prime}$-bit integer $t+\xi$ satisfies (5.15) if

$$
\begin{equation*}
\lambda<\frac{b^{q}}{4 \cdot 2^{n^{\prime}}} . \tag{5.16}
\end{equation*}
$$

Note that $\lambda=\left((\xi+1)^{l}-1\right) / \xi \geq 3$, since $\xi \geq 1$ and $l \geq 2$. Let $w$ be the bit length of a digit, i.e., $b=2^{w}$. It follows that $\xi$ and $q$ must be chosen such that the following holds:

$$
\begin{equation*}
3 \leq\left((\xi+1)^{l}-1\right) / \xi<2^{q w-n^{\prime}-2} . \tag{5.17}
\end{equation*}
$$

For efficient implementation, the number of iterations $q$ must be as small as possible, but not smaller than $n$. For instance, $q=n$ or $q=n+1$, where $n$ is the digit length of $t+\xi$, would be the most interesting cases for implementation. If $n^{\prime}=n w-\rho$, where $4 \leq \rho<w$, and $\xi$ is chosen such that $3 \leq \lambda<2^{\rho-2}$, then $q=n$ satisfies (5.16). If $n^{\prime}=n w-\rho$, where $0 \leq \rho<w$, and $\xi$ is chosen such that $3 \leq \lambda<2^{w+\rho-2}$, then $q=n+1$ satisfies (5.16).

One may consider using $f(t)$ such that only $f_{0}$ and $f_{1}$ are non-zero, but $f_{i}=0$ for $2 \leq$ $i \leq l-1$. In such a case, it can be proven that the coefficients of the output of POLYREDC step are at most $(l-1)\left(\left|f_{0}\right|+\left|f_{1}\right|\right) \Psi^{2}$. Then we can choose $l$, $f_{0}$ and $f_{1}$ such that $(l-1)\left(\left|f_{0}\right|+\left|f_{1}\right|\right)<2^{q w-n^{\prime}-2}$. Using this method, we can choose larger coefficients $f_{0}$ and $f_{1}$ than we can with the condition (5.17). Note that such an $f(t)$ is also used in [6].

To convert $\bar{x}(t)=x(t) \cdot b^{q}$ from Montgomery domain to the usual domain, we can simply apply Algorithm 5.2 on $\bar{x}(t)$. In such a case, coefficients of the input are bounded by $\Psi$. The
output $\overrightarrow{x_{q}}$ of Algorithm 5.2 is bounded as follows:

$$
\begin{equation*}
\left\|\overrightarrow{x_{q}}\right\|_{\infty} \leq \frac{\Psi+\left(b^{q}-1\right)(t+\xi)}{b^{q}} \leq \frac{\Psi+\left(b^{q}-1\right) \Psi}{b^{q}}=\Psi . \tag{5.18}
\end{equation*}
$$

Therefore, the final subtractions are not required even after the final conversion.
Another interesting stability condition is to make the output bounded by $b^{q-1}$. This may be useful to prevent any potential side channel threat that may exploit the probability on the digit length of the output. Considering that the magnitude of input to Algorithm 5.2 is bounded by $\lambda b^{2 q-2}$, we obtain the following stability condition:

$$
\begin{equation*}
\left\|X_{q}\right\|_{\infty}<\frac{\lambda b^{2 q-2}}{b^{q}}+t+\xi \leq b^{q-1} . \tag{5.19}
\end{equation*}
$$

It follows that $t \leq b^{q-2}(b-\lambda)-\xi$. Of course, we must ensure that $b>\lambda$, since otherwise we will have a negative $t$. It is easily seen that any $t<b^{q-1}$. If $t$ is chosen as above, the output of Algorithm 5.2 will be strictly within $b^{q-1}$ bound. When converting back to usual domain, we have that

$$
\begin{equation*}
\left\|X_{q}\right\|_{\infty}<\frac{b^{q-1}+\left(b^{q}-1\right)(t+\xi)}{b^{q}} \leq t+\xi . \tag{5.20}
\end{equation*}
$$

### 5.4 Additions and Subtractions

In this section, we study additions and subtractions modulo an LWPFI. It is well-known that redundant signed-digit representation allows carry/borrow free additions/subtractions [3]. Here we derive similar methods for additions and subtractions modulo an LWPFI.

To perform an addition or a subtraction of two numbers $x(t)$ and $y(t)$, we first compute coefficient-wise additions and subtractions as follows:

$$
z(t)=x(t) \pm y(t)=\sum_{i=0}^{l-1}\left(x_{i} \pm y_{i}\right) t^{i}
$$

where $x(t)$ and $y(t)$ are polynomials of degree $(l-1)$ and the coefficients are at most $\psi$ in magnitude. The coefficients of $z(t)$ will be at most $2 \psi$ in magnitude. Algorithm 5.4 efficiently reduces the coefficients of $z(t)$ so that the coefficients of the resulting polynomial are at most $\psi$ in magnitude. We call it the short coefficient reduction.

```
Algorithm 5.4 Short Coefficient Reduction
Require: \(a(t)=\left(a_{l-1}, \ldots, a_{1}, a_{0}\right)_{t}\).
Ensure: \(c=\left(c_{l-1}, \ldots, c_{1}, c_{0}\right)_{t} \equiv a(t)(\bmod p)\), where \(c_{i} \leq \psi\).
    \(t_{0} \leftarrow 0\).
    for \(i\) from 0 to \(l-1\) do
        (Transfer Digit) \(t_{i+1} \leftarrow C\left(a_{i}\right)\).
        (Reduction) \(w_{i} \leftarrow a_{i}-t_{i+1} \cdot t\).
        (Sum) \(s_{i} \leftarrow w_{i}+t_{i}\).
    end for
    for \(i\) from 0 to \(l-1\) do
        (Reduction modulo \(f(t)\) ) \(c_{i}=s_{i}-t_{l} \cdot f_{i}\).
    end for
    return \(c=\left(c_{l-1}, \ldots, c_{1}, c_{0}\right)_{t}\).
```

Algorithm 5.4 is based mostly on the carry-free addition or borrow-free subtraction algorithm widely used in redundant signed-digit arithmetic [3]. The only difference is the inclusion of reduction modulo $f(t)$. The reduction modulo $f(t)$ is necessary, since the result must be represented with $(l-1)$ coefficients. The function $C(\cdot)$, depending on the value of its input, outputs an integer in $\left[-t_{\max }, t_{\max }\right]$ for some positive integer $t_{\max }$, We will determine the exact behavior of $C(\cdot)$ in the following.

Note that the $c_{i}$ 's computed in Algorithm 5.4 must satisfy the condition, $-\psi \leq c_{i} \leq \psi$. Since $-t_{\max } \leq C\left(a_{i}\right) \leq t_{\max }$ for some positive integer $t_{\max }$ and $\left|f_{i}\right| \leq \xi, w_{i}+t_{i}$ 's at line 5 must satisfy

$$
\begin{equation*}
-\psi+t_{\max } \cdot \xi \leq w_{i}+t_{i} \leq \psi-t_{\max } \cdot \xi \tag{5.21}
\end{equation*}
$$

Substituting $w_{i}=a_{i}-t_{i+1} \cdot t$ into (5.21) results in

$$
\frac{a_{i}-\left(\psi-t_{\max } \cdot \xi-t_{i}\right)}{t} \leq t_{i+1} \leq \frac{a_{i}+\left(\psi-t_{\max } \cdot \xi+t_{i}\right)}{t}
$$

Suppose that $-\mu+t_{\max } \cdot \xi \leq t_{i} \leq \mu-t_{\max } \cdot \xi$, where $\mu=(\xi+1) \cdot t_{\max }$. In the worst case, the range of $t_{i+1}$ is restricted by the following inequality:

$$
\frac{a_{i}-(\psi-\mu)}{t} \leq t_{i+1} \leq \frac{a_{i}+(\psi-\mu)}{t}
$$

We consider two interesting cases.

- Case I: $t / 2+\xi+1 \leq \psi \leq t-(\xi+1)$.
- Case II: $t+2(\xi+1) \leq \psi \leq 2 t-2(\xi+1)$.


### 5.4.1 Case I: $t / 2+\xi+1 \leq \psi \leq t-(\xi+1)$

We assume that $\psi$ satisfies the following:

$$
\begin{equation*}
\frac{t}{2}+\xi+1 \leq \psi \leq t-(\xi+1) . \tag{5.22}
\end{equation*}
$$

We plot a graph of $t_{i+1}$ versus $a_{i}$ in Figure 5.1. Note that $t_{i+1} \in \mathbb{Z}$ must be chosen within the parallelogram $A B C D$. It is easy to show that there always exists an integral value of a transfer digit $t_{i+1}$ for all $a_{i}$ in $[-2 \psi, 2 \psi]$, since the following inequalities are immediate from (5.22).

1. $1 \geq(\psi+\mu) / t$ : this is the reason why we can choose $t_{\max }=1$.
2. $\psi-\mu \geq t-(\psi-\mu)$.

Now we can define $C(\cdot)$ as follows:

$$
C(x)= \begin{cases}-1 & (\text { if } \leq x<-\mathcal{C})  \tag{5.23}\\ 0 & (\text { if }-\mathcal{C} \leq x<\mathcal{C}) \\ 1 & (\text { if } \mathcal{C} \leq x)\end{cases}
$$

where $\mathcal{C}$ is any positive integer in the range $[t-(\psi-\mu), \psi-\mu]$.
Even though any $\psi>t / 2+\xi$ can be used to represent any element in $\mathbb{Z}_{p}$ as shown in Proposition 5, only $\psi$ that satisfies (5.22) allows carry/borrow free addition/subtraction. If $\psi$ is chosen in the range (5.22), one can use Algorithm 5.4 to perform final subtractions required at the end of Algorithm 5.2. In Section 5.3.1, we have observed that $\left\|\overrightarrow{x_{n}}\right\|_{\infty}<$ $(\lambda+1) t+\xi$. Therefore, at most $\lfloor((\lambda+1) t+\xi) / \psi\rfloor$ executions of Algorithm 5.4 are required to reduce the result to $[-\psi, \psi]$. It is advantageous to choose $\psi=t-(\xi+1)$, to reduce the number of executions of Algorithm 5.4.


Figure 5.1: Range of Transfer Digit $t_{i+1}(\mu=\xi+1)$

### 5.4.2 Case II: $t+2(\xi+1) \leq \psi \leq 2 t-2(\xi+1)$

The conditions required to perform Algorithm 5.2 without final subtractions that we have discussed in Section 5.3.2 result in $t+\xi \leq \Psi$. Hence, this condition results in an overly redundant signed-digit representation. For completeness, we study the conditions to perform carry/borrow free additions/subtractions in overly redundant signed-digit representation.

Suppose $\psi=\Psi$ is an integer such that the following holds:

$$
\begin{equation*}
t+2(\xi+1) \leq \Psi \leq 2 t-2(\xi+1) \tag{5.24}
\end{equation*}
$$

We plot a graph of $t_{i+1}$ versus $a_{i}$ in Figure 5.2. Note that $t_{i+1} \in \mathbb{Z}$ must be chosen within the parallelogram $A B C D$. It is easy to show that there always exists an integral value of a transfer digit $t_{i+1}$ for all $a_{i}$ in $[-2 \Psi, 2 \Psi]$, since the following inequalities are immediate from (5.24).

1. $(\Psi+\mu) / t \leq 2$.
2. $1 \leq(\Psi-\mu) / t$ : due to this, $t_{\max }=1$ cannot be chosen.
3. $\Psi-\mu \geq t$.
4. $2 t-(\Psi-\mu) \leq t$.
5. $-t+(\Psi-\mu) \geq 0$.

Since it is better to have smaller set of digits for $C(\cdot)$, we have chosen $t_{\max }=2$. Observe that $t$ is always within the range $2 t-(\Psi-\mu) \leq t \leq \Psi-\mu$. Therefore, $C(\cdot)$ can be defined as follows:

$$
C(x)= \begin{cases}-2 & (\text { if } x<-t)  \tag{5.25}\\ 0 & (\text { if }-t \leq x<t) \\ 2 & (\text { if } t \leq x)\end{cases}
$$

Note that $C(\cdot)$ defined in (5.25) does not require a pre-determined constant, unlike (5.23) which uses a constant $\mathcal{C}$. Moreover, $C(\cdot)$ does not output $\pm 1$. Hence, computing $C(\cdot)$ as shown in (5.25) is as fast as computing $C(\cdot)$ as in (5.23).


Figure 5.2: Range of Transfer Digit $t_{i+1}(\mu=2(\xi+1))$

Table 5.1: Comparison of Algorithm 2.4 and Algorithm 5.2

| Instruction | Algorithm 2.4 | Algorithm 5.2 |
| :---: | :---: | :---: |
| mul | $(n l+1)^{2}$ | $l n^{2}+(\tau k+3 l-1) n+2 l+\tau k-1$ |
| add | $2(n l+1)$ | $(n+1)(5 l+2 \tau-3)$ |
| adc | $2 n^{2} l^{2}+2 n l$ | $2 l n^{2}+(2 \tau k+3 l-1) n+2 \tau k+l-1$ |

### 5.5 Comparisons

In this section, we compare our new coefficient reduction algorithm with Algorithm 2.4. For fairness of comparison, we let the modulus $m$ used in Algorithm 2.4 be an $n l$-digit integer. Note that a degree-l polynomial $f(t)$ with $n$-digit $t$ generates an $n l$-digit LWPFI.

We use the same technique that we use in Section 5.2.2 to analyze Algorithm 2.4. In line 3 , only one mul is required. In line 4 , the computation of $u_{i} \cdot m$ requires $n l \mathrm{mul}, 1$ add and $(n l-1)$ adc instructions. Adding $u_{i} \cdot m$, which is at most $(n l+1)$ digits long, to $T_{i}$ requires 1 add and $(n l+1)$ adc instructions. Therefore, Algorithm 2.4 requires the following number of instructions, not considering the final subtraction:

$$
\begin{aligned}
& \# \text { mul }=q(n l+1), \\
& \# \text { add }=2 q, \\
& \# \text { adc }=2 q n l .
\end{aligned}
$$

Note that $q$ in Algorithm 2.4 is not the same as the one used in Algorithm 5.2. Final subtractions in Algorithm 2.4 can be avoided in the case $b \geq 4$ by simply letting $q=n l+1$. In Algorithm 5.2, we suppose $q=n+1$ eliminates the necessity of final subtractions. Note that such a value for $q$ can be chosen if $\xi$ is reasonably small. The details on this have been discussed at the end of Section 5.3.2.

In Table 5.1, we clearly observe that Algorithm 2.4 requires $O\left(n^{2} l^{2}\right)$ operations, whereas Algorithm 5.2 requires $O\left(l n^{2}\right)$ operations. Hence, Algorithm 5.2 does have better asymptotic behavior than Algorithm 2.4. However, this does not mean that Algorithm 5.2 is always faster than Algorithm 2.4. If actual values for parameters $n, l, \tau$ and $k$ are substituted in Table 5.1, the required number of operations for Algorithm 5.2 may be larger. However, it is clear that the larger $n$ and $l$, the better Algorithm 5.2 will perform.

### 5.6 Applications of LWPFI Modular Multiplications

Many cryptosystems rely on the ability to perform modular arithmetic modulo large integers. Among the modular arithmetic, modular multiplication is the most frequently used operation. In most cases, the modulus has to be a prime number. One can randomly try $t$ until $f(t)$ is a prime to use it in cryptosystems requiring modular multiplications. One may find $t$ such that $f(t)$ has a large enough prime factor suitable for certain cryptosystems. We denote such a factor $p^{\prime}$. In this case, we can embed any modular arithmetic modulo $p^{\prime}$ in slightly larger ring $\mathbb{Z}_{f(t)}$, where we can use efficient modular multiplications using LWPFI moduli. Note, however, this method is faster only if the modular multiplication using LWPFI is faster than the modular multiplication modulo $p^{\prime}$ using usual integer arithmetic. After all computations have been performed, the result must be converted to the usual representation of integers and be taken modulo $p^{\prime}$.

The idea of embedding arithmetic into a larger ring, where computations are easy, is not at all new. The similar technique is used for efficient multiplication in finite fields [88] [22].

### 5.7 Application to Modular Number Systems?

In this section, we investigate if Algorithm 5.2 can be applied also in modular number systems (MNS) proposed in [5, 6] by Bajard et. al.

Definition 6 (Modular Number System). A Modular Number System (MNS) B, is a quadruple ( $p, l, \gamma, \rho$ ), such that all positive integers $0 \leq x<p$ satisfy

$$
\begin{equation*}
x=\sum_{i=0}^{l-1} x_{i} \gamma^{i} \bmod p, \text { with } \gamma>1 \text { and }\left|x_{i}\right|<\rho \tag{5.26}
\end{equation*}
$$

The MNS has some similarities with LWPFIs. For instance, numbers are represented in polynomials and the steps for modular multiplications are quite similar: multiplication is first performed in $\mathbb{Z}[t] / f(t)$ and then the coefficients are reduced by a coefficient reduction algorithm. However, the coefficient reduction method used in MNS is different from the one used in LWPFI modular multiplication. The difference is mainly due to the fact that $\gamma$ can lie in much wider range than $t$. In particular, $0 \leq \gamma<p$, while the size of $t$ used in LWPFI is approximately that of $p^{1 / l}$.

As a special case of MNS, adapted modular number system (AMNS) is proposed in [5]. AMNS is an MNS where $\gamma^{l} \bmod p=c$ for some small integer $c$. Each iteration of the coefficient reduction algorithm (Algorithm CR in [5]) reduces $\lceil 3 s / 2\rceil$ bits to $s+1$ bits. Some repetition of CR produces polynomial whose coefficients are at most $s+1$ bits long. Modular multiplication in AMNS is very efficient, however, it appears that the suitable sets of parameters that allows efficient computation in AMNS are quite difficult to find and are scarce.

In a recent paper [6], Bajard et. al. have proposed another special case of MNS called the polynomial modular number system (PMNS).

Theorem 7 (Fundamental theorem of an MNS). Let $p, l>1$. Also define $E(X)=X^{l}+\alpha X+\beta$, with $\alpha, \beta \in \mathbb{Z}$, such that $E(\gamma) \equiv 0(\bmod p)$, and $E$ irreducible in $\mathbb{Z}[X]$. Then, we can define $a$ modular number system $\mathcal{B}=\operatorname{MNS}(p, l, \gamma, \rho)$ provided that

$$
\begin{equation*}
\rho \geq(|\alpha|+|\beta|) p^{1 / l} . \tag{5.27}
\end{equation*}
$$

Definition 7. An MNS, $\mathcal{B}=\operatorname{MNS}(p, l, \gamma, \rho)$, which satisfies the conditions of Theorem 7 is called a Polynomial Modular Number System (PMNS).

The coefficient reduction algorithms presented in [6] reduces one bit at a time in each iteration using a look-up table.

To perform the Montgomery reduction algorithm for MNS, we need an $l \times l$ matrix having similar properties as the matrix $F$ used in Algorithm 5.2. However, we have not been able to find such a matrix for MNS. We have considered two candidate matrices, but they do not lead to satisfactory results.

Consider a matrix $A$ as follows.

$$
A=\left[\begin{array}{cccccc}
1 & 0 & \cdots & 0 & 0 & 0  \tag{5.28}\\
-\gamma & 1 & \cdots & 0 & 0 & 0 \\
0 & -\gamma & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & 0 \\
0 & 0 & \cdots & -\gamma & 1 & 0 \\
0 & 0 & \cdots & 0 & -\gamma & p
\end{array}\right]
$$

The matrix $A$ is constructed similarly as (5.7) except for the last column. The column vectors
in $A$ are all congruent to 0 modulo $p$ and $A$ has inverse modulo $b$ if and only if $\operatorname{gcd}(p, b)=1$ and $p \neq 0$. Hence, the matrix $A$ is a good candidate for the matrix $F$ in Algorithm 5.2, to compute $x(t) \cdot b^{-q} \bmod p$. Unfortunately, the entries in $A$ are too large ( $0 \leq \gamma<p$ ) to compute line 4 of Algorithm 5.2 efficiently. Due to the same reason, it is clear that Algorithm 5.2 will not reduce the coefficients of input polynomial if $F$ is given as (5.28), regardless of the choice of $q$.

Let $\mathcal{L}(A)$ denote the lattice generated by the column vectors of $A$. Let $v$ be a vector in $\mathcal{L}(A)$ such that $\|\vec{v}\|_{\infty} \leq p^{1 / l}$. Note that there is always a vector $\vec{v}$ such that $\|\vec{v}\|_{\infty} \leq \sqrt[l]{\operatorname{det} A}$ in any lattice $\mathcal{L}(A)$. We construct another lattice $\mathcal{L}(B)$ generated by $B$, where

$$
B=\left[\begin{array}{cccc}
v_{l-1} & v_{l-2} & \cdots & \left(v_{0}-\alpha v_{l-1}\right)  \tag{5.29}\\
\vdots & \vdots & \vdots & \vdots \\
v_{2} & v_{1} & \cdots & \left(-\beta v_{3}-\alpha v_{2}\right) \\
v_{1} & v_{0}-\alpha v_{l-1} & \cdots & \left(-\beta v_{2}-\alpha v_{1}\right) \\
v_{0} & -\beta v_{l-1} & \cdots & -\beta v_{1}
\end{array}\right]
$$

Let $\overrightarrow{b_{i}}$ denote the $i$-th column vector of $B$. Then, $\overrightarrow{b_{i}}=\gamma^{i} \vec{v} \bmod \left(\gamma^{l}+\alpha \gamma+\beta\right)$. It is easily seen that $\max \left(\left\|\overrightarrow{b_{i}}\right\|_{\infty}\right) \leq(|\alpha|+|\beta|) p^{1 / l}$. Clearly, $L(B) \subseteq L(F)$. Therefore, the matrix $B$ is a good candidate for the matrix $F$ in Algorithm 5.2. If $F=B$ in Algorithm 5.2, the algorithm will reduce the output to a certain extent. However, efficient coefficient reduction is still not achievable since computing $B \cdot \overrightarrow{u_{i}}$ (at line 4 of Algorithm 5.2) is not any faster than computing general matrix-vector product.

### 5.8 Conclusions

In this chapter, we have extended LWPFIs presented in Chapter 4, and have proposed a new coefficient reduction reduction based on Algorithm 2.4. Our new coefficient reduction algorithm have been analyzed using the extended definition of LWPFIs. Performance have been analyzed in terms of the number of digit-level multiplications, additions/subtractions and additions/subtractions with carry. Bounds on input and output of the new coefficient reduction algorithm have been carefully analyzed to eliminate the final subtractions in the new coefficient reduction algorithm. As a side result, we have presented methods for performing additions and subtractions modulo an LWPFI in a carry/borrow-free manner. We
have also considered applying our coefficient reduction algorithm to modular number systems proposed by Bajard et. al. but have not been successful in finding a good $F$ that can lead to efficient coefficient reduction.

## Chapter 6

## Asymmetric Squaring Formulae

In this chapter, we present new 3,4 and 5 -way squaring formulae based on the ToomCook multiplication algorithm. To the best of our knowledge, previously known squaring algorithms use multiplication algorithms with two identical inputs. Such algorithms are symmetric in the sense that they use only squaring for multiplying coefficients. However, our squaring formulae are asymmetric and use at least one multiplication. Our squaring algorithms are not advantageous for large operand sizes, but have much less overhead than any other squaring algorithms. In most practical cases, the schoolbook method performs the best for small operands. Therefore, medium size operands, our squaring algorithm is likely to be faster than other algorithms. Our experimental results show that one of our 3way squaring algorithms outperforms the squaring function in GNU multiprecision library v4.2.1 for some ranges of input sizes.

### 6.1 Further Details on the Toom-Cook Multiplication Algorithm

In Section 2, we have reviewed various multiplication algorithms including the Toom-Cook multiplication algorithm. In this section, we look into details on the Toom-Cook algorithm, especially on its interpolation step. The interpolation step can be easily performed by using
the Lagrange interpolation polynomial.

$$
C(x)=\sum_{j=1}^{2 n-1} C_{j}(x)
$$

where

$$
C_{j}(x)=C\left(x_{j}\right) \prod_{1 \leq k \leq 2 n-1, k \neq j} \frac{x-x_{k}}{x_{j}-x_{k}} .
$$

Alternatively, the Chinese remainder theorem (CRT) can be used. We can view the evaluation of a polynomial at point $x_{i}$ as computing modulo a linear polynomial $\left(x-x_{i}\right)$, since computing $C(x)=A(x) B(x) \bmod \left(x-x_{i}\right)$ for $i=1, \ldots, 2 n-1$ is equivalent to computing $C\left(x_{i}\right)$ 's. The CRT can combine the $(2 n-1)$ distinct equivalence relations to compute the unique polynomial $C(x)$.

$$
C(x)=\sum_{i=1}^{2 n-1} C\left(x_{i}\right) M_{i} M_{i}^{\prime}
$$

where,

$$
\begin{align*}
& M=\prod_{i=1}^{2 n-1}\left(x-x_{i}\right), \\
& M_{i}=M /\left(x-x_{i}\right),  \tag{6.1}\\
& M_{i}^{\prime}=M_{i}^{-1} \bmod \left(x-x_{i}\right)=\frac{1}{\prod_{1 \leq j \leq 2 n-1, i \neq j}\left(x_{i}-x_{j}\right)} .
\end{align*}
$$

Even though the description of the CRT method looks quite different from the Lagrange interpolation method, the actual computation of the former is exactly the same as that of the latter, since $\prod_{1 \leq k \leq 2 n-1, k \neq j} \frac{x-x_{k}}{x_{j}-x_{k}}=M_{i} M_{i}^{\prime}$. Note that, in (6.1), $M_{i}$ 's and $M_{i}^{\prime \prime}$ 's can be pre-computed, for fixed $x_{i}$ 's.

By noticing that the interpolation step in Algorithm 2.1 solves a system of $(2 n-1)$ linear equations with $(2 n-1)$ unknown values (the coefficients of $C(x)$ ), we can construct the
following linear system:

$$
\left[\begin{array}{cccc}
1 & x_{1} & \cdots & x_{1}^{2 n-2}  \tag{6.2}\\
1 & x_{2} & \cdots & x_{2}^{2 n-2} \\
\vdots & \vdots & \ddots & \vdots \\
1 & x_{2 n-1} & \cdots & x_{2 n-2}^{2 n-2}
\end{array}\right]\left[\begin{array}{c}
c_{0} \\
c_{1} \\
\vdots \\
c_{2 n-2}
\end{array}\right]=\left[\begin{array}{c}
C\left(x_{1}\right) \\
C\left(x_{2}\right) \\
\vdots \\
C\left(x_{2 n-1}\right)
\end{array}\right] .
$$

The $(2 n-1) \times(2 n-1)$ matrix on the left hand side of (6.2) is called the Vandermonde matrix. We denote it by $V$. A Vandermonde matrix has a known determinant, $D=\prod_{1 \leq j<i \leq 2 n-1}\left(x_{i}-\right.$ $x_{j}$ ). The system (6.2) is uniquely solvable, since $x_{i}$ 's are all distinct in Algorithm 2.1. Computing the inverse matrix can be pre-computed for a fixed set of $x_{i}$ 's. Therefore, the coefficients $c_{i}$ 's can be easily obtained by multiplying the inverse matrix to the both sides of (6.2). Zuras uses this approach for 3, 4 and 5 -way Toom-Cook multiplication algorithms [90]. However, this interpolation method is hardly useful in practice. It requires at most $n^{2}$ constant multiplications and at most $n$ constant divisions for matrix-vector product. Among such constant divisions, at least one divisor must have an odd, nontrivial factor if $n>2$.

Theorem 8. There is no set of distinct integers $\left\{x_{1}, \ldots, x_{s}\right\}$ 's such that $D=\operatorname{det} V$ is a power of 2 ; $D=\prod_{1 \leq j<i \leq s}\left(x_{i}-x_{j}\right)= \pm 2^{k}$ for some positive integer $k$, if $s>3$.

Proof. We need to show that there exists at least one pair $\left(x_{i}, x_{j}\right)$, where $i \neq j$, such that $\left|x_{i}-x_{j}\right|$ is not a power of 2 , if $s>3$. We prove this by contradiction. We suppose we have a set of $s \geq 4$ distinct integers $\left\{x_{1}, \ldots, x_{s}\right\}$ such that $D$ is a power of 2 . Then, without loss of generality, $x_{2}, x_{3}$ and $x_{4}$ can be expressed as follows:

$$
\begin{aligned}
& x_{2}=x_{1}+(-1)^{u_{1}} 2^{v_{1}}, \\
& x_{3}=x_{1}+(-1)^{u_{2}} 2^{v_{2}}, \\
& x_{4}=x_{1}+(-1)^{u_{3}} 2^{v_{3}},
\end{aligned}
$$

where $u_{i}$ 's are 0 or 1 and $v_{i} \in \mathbb{N} \cup\{0\}$. If $u_{i}=u_{j}$, then $v_{i} \neq v_{j}$. There are two cases:

1. All $u_{i}$ 's are the same: $u_{1}=u_{2}=u_{3}$.

It follows that

$$
\begin{aligned}
& \left|x_{2}-x_{3}\right|=\left|2^{v_{1}}-2^{v_{2}}\right|, \\
& \left|x_{3}-x_{4}\right|=\left|2^{v_{2}}-2^{v_{3}}\right|, \\
& \left|x_{4}-x_{2}\right|=\left|2^{v_{3}}-2^{v_{1}}\right| .
\end{aligned}
$$

Note that $v_{i}$ 's must be distinct, since otherwise $x_{i}$ 's are not distinct. The value $\left|2^{v_{1}}-2^{v_{2}}\right|$ can be a power of 2 if and only if $\left|v_{1}-v_{2}\right| \leq 1$. But $v_{1} \neq v_{2}$. Therefore, $v_{1}=v_{2} \pm 1$. Without loss of generality, we can let $v_{1}=v_{2}+1$. Then there is no such $v_{3}$ that satisfies both $\left|v_{3}-v_{2}\right|= \pm 1$ and $\left|v_{3}-v_{2}-1\right|= \pm 1$. If $v_{3}-v_{2}=1$, then $\left|v_{3}-v_{1}\right|=\left|v_{3}-v_{2}-1\right|=0$. If $v_{3}-v_{2}=-1$, then $\left|v_{3}-v_{1}\right|=2$.
2. One of $u_{i}$ 's is different.

Without loss of generality, we can let $u_{1}=u_{2} \neq u_{3}$. It follows that

$$
\begin{aligned}
\left|x_{2}-x_{3}\right| & =\left|2^{v_{1}}-2^{v_{2}}\right|, \\
\left|x_{3}-x_{4}\right| & =\left|2^{v_{2}}+2^{v_{3}}\right|, \\
\left|x_{4}-x_{2}\right| & =\left|2^{v_{3}}+2^{v_{1}}\right| .
\end{aligned}
$$

Note that $v_{1} \neq v_{2}$ and $v_{3}$ may be equal to either one of $v_{1}$ or $v_{2}$. It is easily seen that the value $\left|x_{3}-x_{4}\right|$ is a power of 2 if and only if $v_{2}=v_{3}$. Suppose $v_{2}=v_{3}$. However, $\left|x_{4}-x_{2}\right|$ can not be a power of 2 , since $v_{3}$ must be different from $v_{1}$.

Theorem 9. In the Toom-Cook multiplication algorithm, at least one nontrivial constant division must occur for $n>2$.

Proof. The $(2 n-1)$-th row vector of $V^{-1}$ is $\left(L_{1}, L_{1}, \ldots, L_{2 n-1}\right)$, where

$$
L_{i}=\prod_{1 \leq j \leq 2 n-1, j \neq i} \frac{1}{x_{i}-x_{j}} .
$$

Hence, the inverse matrix $V^{-1}$ must have entries whose denominators are factors of $D$. Moreover, $L_{i}$ 's have all the factors of $D$, since $D^{2}=\left|\prod_{i=1}^{2 n-1} L_{i}\right|$. Due to Theorem 8, the odd, nontrivial factor of $D$ must divide at least one of $1 / L_{i}$ 's. Therefore, the Toom-Cook multiplication algorithm must have at least one nontrivial constant division in the interpolation
step, for $n>2$.
There are heuristic approaches for small $n$ to reduce the number of constant divisions and its sizes as much as possible. Such methods perform elementary row operations on both sides of (6.2) until the system is solved, rather than multiplying the inverse matrix of $V$. For instance, Paul Zimmermann's implementation in GNU multiple precision library (GMP) v4.2.1 uses only one constant division by 3 for the 3 -way Toom-Cook multiplication algorithm as shown in Section 2.1.1. We believe Zimmermann's method is by far the best 3 -way Toom-Cook multiplication algorithm.

Even though there exist methods for fast exact division by a constant [38], [47], divisions by constants are very time consuming operation. Figure 6.1 shows the timing ratio of GMP's exact division by 3 to the fastest available large integer squaring. In GMP, exact division by 3 is implemented in the function mpn_divexact_by3 () and mpz_mul() calls a squaring subroutine when it is called with equal operands. When timing mpz_mul () and mpn_divexact_by3 (), we used $3 u$-bit and ( $2 u+6$ )-bit operands, respectively. Note that, if the input size is $3 u$-bit for the 3 -way Toom-Cook multiplication algorithm, Algorithm 2.2 requires one exact division by 3 of at most ( $2 u+6$ )-bit operand. We can easily observe that the exact division by 3 is very slow compared to the entire squaring operation for small operand sizes.

The choice of evaluation points is very important for Algorithm 2.1, since it significantly affects the performance of the Toom-Cook multiplication algorithm. Toom and Cook proposed $x_{i} \in\{-n+1, \ldots,-1,0,1, \ldots, n-1\}$ and $x_{i} \in\{0,1,2, \ldots, 2 n-2\}$, respectively. Knuth proposed the use of powers of 2 and their negatives [43], [8]. Winograd proposed $\infty$ as one of the evaluation points [87]. Winograd also noted that $x_{i}$ 's can be fractions, e.g., $x_{i}=p / q$, where evaluation at a rational point $p / q$ means computing $q^{n-1} A(p / q)$. Note that it can be proven that the inclusion of $\infty$ and rational numbers for evaluation points does not change the fact that the determinant of the matrix in (6.2) must have factors other than 2 for $n>2$. In 1994, Zuras proposed the use of reciprocally symmetric set, e.g., $x_{i} \in\{1, \infty, 0,2,1 / 2,-2,-1 / 2, \ldots\}$ [90]. Harley used the same evaluation points as Zuras ( $\{1, \infty, 0,2,1 / 2\}$ ) in implementing the Toom-Cook multiplication routine in GNU multiple precision (GMP) arithmetic library version 4.1.4 [26]. He used simple row operations to solve the system (6.2) instead of multiplying an inverse matrix. He performed interpolation by using only one exact division by 3 for $n=3$. Paul Zimmermann recently improved


Figure 6.1: Timing Ratio of mpn_divexact_by3 () to mpz_mul()

Harley's method using a simpler set: $x_{i}=\{0,1,-1,2, \infty\}$. This algorithm has been implemented in GMP 4.2.1 [26].

In [87], Winograd proves that Algorithm 2.1 uses the least possible number of coefficient multiplications. Unfortunately, the cost involved in evaluation and interpolation steps cannot be ignored even for small $n$. In fact, the evaluation and interpolation cost overwhelms the entire computation time for multiplying polynomials having only small coefficients. To reduce the amount of overhead, Winograd proposes the use of remainder arithmetic by modulo cyclotomic polynomials, whose zeros are on unit circle in complex domain. For example, he proposed using $x,(x-1),(x+1)$ and $\left(x^{2}+1\right)$ for 3 -way multiplications. The Winograd algorithm can be viewed as the Toom-Cook algorithm for $x_{i}=\{0,1,-1, j,-j\}$. However, this method needs one more coefficient multiplication than the Toom-Cook algorithm, since $A(x) \cdot B(x) \bmod \left(x^{2}+1\right)$ requires three coefficient multiplications. However, it has an advantage that there is no constant division during the interpolation step.

### 6.2 New Squaring Formulae

To the best of our knowledge, no sub-quadratic multiplication algorithms reviewed in Section 2 have been considerably specialized for squaring. We attempt to fill in this gap in the literature. Of course, there is no squaring algorithm which is asymptotically faster than the fastest multiplication algorithm [90] and it is not a goal of this work to find such squaring algorithms.

In Section 6.1, we have seen that nontrivial constant divisions in the Toom-Cook algorithm are unavoidable. There are multiplication algorithms not requiring the constant division, but they use more than $(2 n-1)$ coefficient multiplications. Winograd shows methods for avoiding such constant divisions and reducing overhead in interpolation, but it is always at the sacrifice of an increased number of coefficient multiplications [87]. NTT based multiplication algorithms do not require nontrivial constant divisions if $N$ is a power of 2, but this means that $N$ must be greater than $2 n-1$.

However, squaring can be performed without the nontrivial constant division using exactly $(2 n-1)$ multiplications, at least for $n=3,4$ and 5 . In this section, we present three potentially useful explicit formulae for 3 -way squaring that do not require a nontrivial constant division. Our new squaring algorithms are similar to the Toom-Cook multiplication algorithm, but we use different approach for constructing a linear system on $c_{i}$ 's to achieve faster evaluation and interpolation. This new approach allows us to find squaring formulae that do not require any nontrivial constant divisions. Our squaring formulae require only the theoretic minimum number of coefficient multiplications, which is five for 3 -way multiplication. We present only one explicit formula for each of 4 -way and 5 -way squaring in Section 6.5.

All sub-quadratic multiplication algorithms we have reviewed in Section 2 are symmetric algorithms in the sense that all point-wise multiplications are squarings when $A(x)=B(x)$. On the other hand, our new squaring formulae are asymmetric algorithms, since they involve at least one point-wise multiplication of two different values.

Compared to the Toom-Cook multiplication algorithm, our algorithms are not advantageous for squaring very large size operands, since squaring operation is usually faster than multiplication operation for all ranges of operand sizes in practice. The schoolbook squaring algorithm performs better than the schoolbook multiplication algorithm. Similarly, the same holds true for symmetric sub-quadratic algorithms, since most implementations of


Figure 6.2: Timing Results of mpz_mul () (multiplication) and mpz_mul () (squaring)
sub-quadratic algorithms use the schoolbook methods for the base case. Figure 6.2 shows the timing results of multiplication and squaring routines (both are called from mpz_mul ()) in GMP.

The timing difference between multiplication and squaring is not significant for small operands, but the difference becomes larger as operand size grows. Hence, it easily follows that symmetric squaring algorithms are more advantageous for squaring very large size operands. However, there is a possibility that the proposed asymmetric algorithms are advantageous for squaring relatively small operand sizes, for which the effect of reduced overhead in evaluation and interpolation steps is greater than that of the lost efficiency in asymmetric point-wise multiplication step. In fact, our experimental results in Section 6.4, show that one of our squaring formulae performs better than the long integer squaring function in GMP for a certain range of operand sizes.

### 6.2.1 Our Approach

In Section 6.1, we have shown that the Toom-Cook multiplication algorithm requires ( $2 n-1$ ) distinct evaluation points for constructing a system of $(2 n-1)$ linear equations having ( $2 n-$

1) unknown values (the coefficients of $C(x)=A(x) \cdot B(x)$ ). As shown in Theorems 8 and 9, such a construction method always introduces at least one nontrivial constant division in the interpolation step. For $n=3$, even the best known 3 -way Toom-Cook multiplication method, shown in Section 2.1.1, requires one constant division by 3 during interpolation step.

To completely eliminate the constant divisions, we take a different approach for constructing a linear system. Below we give detailed methods for obtaining linear equations on $c_{i}$ 's that cannot be derived by directly evaluating $C(x)=A(x)^{2}$. Our approach allows us to find linear equations of $c_{i}$ 's such that the corresponding linear system does not involve a Vandermonde matrix.

1. Taking modulo $\left(x^{2}+u x+v^{2}\right)$, where $u$ and $v$ are some integers: By taking modulo $\left(x^{2}+u x+v^{2}\right)$ on both sides of $C(x)=A(x)^{2}$, we obtain

$$
\begin{equation*}
c_{1}^{\prime} x+c_{0}^{\prime} \equiv\left(a_{1}^{\prime} x+a_{0}^{\prime}\right)^{2} \quad\left(\bmod \left(x^{2}+u x+v^{2}\right)\right), \tag{6.3}
\end{equation*}
$$

where $a_{1}^{\prime} x+a_{0}^{\prime}=A(x) \bmod \left(x^{2}+u x+v^{2}\right)$ and $c_{1}^{\prime} x+c_{0}^{\prime}=C(x) \bmod \left(x^{2}+u x+v^{2}\right)$. Then it follows that

$$
\begin{equation*}
c_{1}^{\prime} x+c_{0}^{\prime} \equiv a_{1}^{\prime}\left(2^{\prime} a_{0}^{\prime}-u a_{1}^{\prime}\right) x+\left(a_{0}^{\prime}-v a_{1}^{\prime}\right)\left(a_{0}^{\prime}+v a_{1}^{\prime}\right) \quad\left(\bmod \left(x^{2}+u x+v^{2}\right)\right) . \tag{6.4}
\end{equation*}
$$

It is interesting to see that computing both $c_{0}^{\prime}$ and $c_{1}^{\prime}$ requires only two coefficient multiplications. Hence, we obtain two useful linear equations for $c_{i}^{\prime} \mathrm{s}$ as follows:

$$
\begin{align*}
& c_{1}^{\prime}=a_{1}^{\prime}\left(2^{\prime} a_{0}^{\prime}-u a_{1}^{\prime}\right), \\
& c_{0}^{\prime}=\left(a_{0}^{\prime}-v a_{1}^{\prime}\right)\left(a_{0}^{\prime}+v a_{1}^{\prime}\right) . \tag{6.5}
\end{align*}
$$

Therefore, by choosing some small integers $u$ and $v$, we can obtain useful linear equations on $c_{i}$ 's. Such equations cannot be obtained by simply evaluating $C(x)=A(x)^{2}$. For example, suppose that $A(x)$ is a degree-2 polynomial, $A(x)=a_{2} x^{2}+a_{1} x+a_{0}$. Let $u=0$ and $v=1$. We take modulo $\left(x^{2}+1\right)$ on both sides of $C(x)=A(x)^{2}$ and obtain

$$
\begin{align*}
c_{4}-c_{2}+c_{0} & =\left(a_{0}-a_{2}\right)^{2}-a_{1}^{2}=\left(a_{0}-a_{2}+a_{1}\right)\left(a_{0}-a_{2}-a_{1}\right),  \tag{6.6}\\
c_{1}-c_{3} & =2 a_{1}\left(a_{0}-a_{2}\right) .
\end{align*}
$$

This method is different from the Winograd algorithm. In the Winograd algorithm, after taking modulo a second degree polynomial, $c_{0}^{\prime}$ and $c_{1}^{\prime}$ are simultaneously computed using KA which requires three coefficient multiplications [87]. However, the computation of $c_{0}^{\prime}$ is independent from that of $c_{1}^{\prime}$ in (6.6). Hence, we can select only one of the two linear equations in (6.6) without sacrificing the efficiency.
We remark that a special case of this idea is known for efficient implementation of finite field squaring in $\mathbb{Z}_{p^{2}}[x] / f(x)$ where $f(x)=x^{2}+x+1$ [77].
2. Hermite interpolation: Interpolation using the evaluations of derivatives is known as the Hermite interpolation. Interestingly, for squaring, each evaluation of the first derivative of $C(x)$ requires only one coefficient multiplication, since $C^{\prime}(x)=2 A(x)$. $A^{\prime}(x)$.
Evaluating the first derivative of $C(x)$ gives linear relations, some of which may not be obtained by evaluating $C(x)=A(x)^{2}$. For example, when $A(x)$ is a degree-2 polynomial, the first derivative of $C(x)=A(x)^{2}$ results in the following:

$$
\begin{equation*}
4 c_{4} x^{3}+3 c_{3} x^{2}+2 c_{2} x+c_{1}=2\left(a_{2} x^{2}+a_{1} x+a_{0}\right)\left(2 a_{2} x+a_{1}\right) . \tag{6.7}
\end{equation*}
$$

Some interesting evaluations of (6.7) are given below.
(a) $x=0: c_{1}=2 a_{0} a_{1}$.
(b) $x=\infty: c_{4}=a_{2}^{2}$. (The same result can be obtained also by evaluating $C(x)=A(x)^{2}$ at $x=\infty$.)
(c) $x=1: 4 c_{4}+3 c_{3}+2 c_{2}+c_{1}=2\left(a_{2}+a_{1}+a_{0}\right)\left(2 a_{2}+a_{1}\right)$.
(d) $x=-1:-4 c_{4}+3 c_{3}-2 c_{2}+c_{1}=2\left(a_{2}-a_{1}+a_{0}\right)\left(-2 a_{2}+a_{1}\right)$.

All of the above linear equations are reasonably simple and requires only one coefficient multiplication for each evaluation point.
3. $A\left(x_{i}\right)^{2}-A\left(x_{j}\right)^{2}=\left(A\left(x_{i}\right)+A\left(x_{j}\right)\right) \cdot\left(A\left(x_{i}\right)-A\left(x_{j}\right)\right)$ for $x_{i} \neq x_{j}$.

Using this method, we can combine two distinct evaluations of $A(x)$ into one.
4. Duality: any function computing $c_{i}$ can be used to compute $c_{2 n-1-i}$ with no changes. In other words, if $c_{i}=f\left(a_{0}, \ldots, a_{n-2}, a_{n-1}\right)$, then $c_{2 n-1-i}=f\left(a_{n-1}, \ldots, a_{1}, a_{0}\right)$ [78].
Hence, we can safely substitute $c_{i}$ to $c_{2 n-1-i}$ and $a_{j}$ to $a_{n-1-j}$ for all $0 \leq i \leq 2 n-1$
and $0 \leq j \leq n-1$ in any linear equations on $c_{i}$ 's. For example, $c_{3}=2 a_{2} a_{1}$ is a dual of $c_{1}=2 a_{0} a_{1}$. This is a well-known fact and a similar argument holds for multiplications.

### 6.2.2 New 3-way Squaring

Let $\vec{C}=\left(c_{4}, c_{3}, c_{2}, c_{1}, c_{0}\right)$. To construct a 3 -way squaring algorithm computing $C(x)=A(x)^{2}$ that requires only five coefficient multiplications, we need to find a five-tuple ( $i_{0}, i_{1}, i_{2}, i_{3}, i_{4}$ ), where $i_{j}$ 's are all distinct, such that

- There exists a $u_{i_{j}}$, which is a product of two elements (not necessarily distinct) from $L(A)$, for each vector $\vec{L}_{i_{j}}$ such that $\vec{L}_{i_{j}} \circ \vec{C}=u_{i_{j}}$, where $\circ$ is a dot product.
- The set of vectors $\left\{\vec{L}_{i_{0}}, \ldots, \vec{L}_{i_{3}}, \vec{L}_{i_{4}}\right\}$ forms a basis in $\mathbb{Z}^{5}$.

Let $M=\left(\vec{L}_{i_{4}}, \ldots, \vec{L}_{i_{1}}, \vec{L}_{i_{0}}\right)^{T}$. If we can find a five-tuple $\left(i_{0}, \ldots, i_{3}, i_{4}\right)$ which makes $\operatorname{det} M$ a power of 2 , we get a squaring algorithm that require only 5 coefficient multiplications and no nontrivial constant divisions.

We have identified 20 potentially useful $\vec{L}_{i}$ 's and $u_{i}$ 's by directly evaluating $C(x)=A(x)^{2}$ and by using our new construction methods given above, and show them in Table 6.1. Note that $\vec{L}_{9}-\vec{L}_{29}$ have been obtained using the methods given above and they cannot be obtained by simply evaluating $C(x)=A(x)^{2}$.

There are a total of 42504 possible combinations of $\left(i_{0}, i_{1}, i_{2}, i_{3}, i_{4}\right)$ and 34268 of them make $\left\{\vec{L}_{i_{0}}, \ldots, \vec{L}_{i_{3}}, \vec{L}_{i_{4}}\right\}$ a linearly independent set. We divide these 34268 combinations into the following three sets:

Set I: there are three or more $i_{j}$ 's such that $i_{j} \geq 9$.
Set II: there are only two $i_{j}$ 's such that $i_{j} \geq 9$.
Set III: there is only one $i_{j}$ such that $i_{j} \geq 9$.
Sets I, II and III have 13584, 5946 and 1012 combinations, respectively. In Set I, it is easily seen that combinations $(1,2,9,10,15),(1,2,9,10,17),(1,2,9,10,18),(1,2,9,10,19)$ and $(1,2,9,10,20)$ lead to the simplest interpolation step. Note that $\vec{L}_{1}, \vec{L}_{2}, \vec{L}_{9}, \vec{L}_{10}$ immediately give the coefficients $c_{0}, c_{1}, c_{3}$ and $c_{4}$ of $C(x)$. The remaining coefficient $c_{2}$ can be obtained

Table 6.1: List of Candidate Vectors

| $i$ | $\vec{L}_{i}$ | $u_{i}=\vec{L}_{i} \circ \vec{C}$ | Comment |
| :---: | :---: | :---: | :---: |
| 1 | $(0,0,0,0,1)$ | $a_{0}^{2}$ | $C(0)$ |
| 2 | $(1,0,0,0,0)$ | $a_{2}^{2}$ | $C(\infty)$ |
| 3 | $(1,1,1,1,1)$ | $\left(a_{2}+a_{1}+a_{0}\right)^{2}$ | $C(1)$ |
| 4 | $(1,-1,1,-1,1)$ | $\left(a_{2}-a_{1}+a_{0}\right)^{2}$ | $C(-1)$ |
| 5 | $(16,8,4,2,1)$ | $\left(4 a_{2}+2 a_{1}+a_{0}\right)^{2}$ | $C(2)$ |
| 6 | $(16,-8,4,-2,1)$ | $\left(4 a_{2}-2 a_{1}+a_{0}\right)^{2}$ | $C(-2)$ |
| 7 | $(1,2,4,8,16)$ | $\left(a_{2}+2 a_{1}+4 a_{0}\right)^{2}$ | $2^{4} \cdot C(1 / 2)$ |
| 8 | $(1,-2,4,-8,16)$ | $\left(a_{2}-2 a_{1}+4 a_{0}\right)^{2}$ | $2^{4} \cdot(-1 / 2)$ |
| 9 | $(0,0,0,1,0)$ | $2 a_{0} a_{1}$ | $C^{\prime}(0)$ |
| 10 | $(0,1,0,0,0)$ | $2 a_{1} a_{2}$ | Dual of 9 |
| 11 | $(4,3,2,1,0)$ | $2\left(a_{2}+a_{1}+a_{0}\right)\left(2 a_{2}+a_{1}\right)$ | $C^{\prime}(1)$ |
| 12 | $(-4,3,-2,1,0)$ | $2\left(a_{2}-a_{1}+a_{0}\right)\left(-2 a_{2}+a_{1}\right)$ | $C^{\prime}(-1)$ |
| 13 | $(0,1,2,3,4)$ | $2\left(a_{2}+a_{1}+a_{0}\right)\left(2 a_{0}+a_{1}\right)$ | Dual of 11 |
| 14 | $(0,1,-2,3,-4)$ | $2\left(a_{2}-a_{1}+a_{0}\right)\left(a_{1}-2 a_{0}\right)$ | Dual of 12 |
| 15 | $(1,0,-1,0,1)$ | $\left(a_{0}-a_{2}+a_{1}\right)\left(a_{0}-a_{2}-a_{1}\right)$ | Constant term of $C(x) \bmod \left(t^{2}+1\right)$ |
| 16 | $(0,-1,0,1,0)$ | $2 a_{1}\left(a_{0}-a_{2}\right)$ | $t{ }^{2}$ s coefficient of $C(x) \bmod \left(t^{2}+1\right)$ |
| 17 | $(-1,0,1,1,0)$ | $\left(a_{1}-a_{2}+2 a_{0}\right)\left(a_{1}+a_{2}\right)$ | $t$ 's coefficient of $C(x) \bmod \left(t^{2}-t+1\right)$ |
| 18 | $(0,-1,-1,0,1)$ | $\left(a_{0}-a_{1}-2 a_{2}\right)\left(a_{0}+a_{1}\right)$ | Constant term of $C(x) \bmod \left(t^{2}-t+1\right)$ |
| 19 | $(1,0,-1,1,0)$ | $\left(a_{2}+a_{1}-2 a_{2}\right)\left(a_{2}-a_{1}\right)$ | $t$ 's coefficient of $C(x) \bmod \left(t^{2}+t+1\right)$ |
| 20 | $(0,1,-1,0,1)$ | $\left(a_{0}+a_{1}-2 a_{2}\right)\left(a_{0}-a_{1}\right)$ | Constant term of $C(x) \bmod \left(t^{2}+t+1\right)$ |
| 21 | $(1,0,0,0,-1)$ | $\left(a_{0}+a_{2}\right)\left(a_{0}-a_{2}\right)$ | $A(0)^{2}-A(\infty)^{2}$ |
| 22 | $(0,1,0,1,0)$ | $2 a_{1}\left(a_{2}+a_{0}\right)$ | $\left(A(1)^{2}-A(-1)^{2}\right) / 2$ |
| 23 | $(0,4,0,1,0)$ | $2 a_{1}\left(4 a_{2}+a_{0}\right)$ | $\left(A(2)^{2}-A(-2)^{2}\right) / 4$ |
| 24 | $(0,1,0,4,0)$ | $2 a_{1}\left(4 a_{0}+a_{2}\right)$ | $4\left(A(1 / 2)^{2}-A(-1 / 2)^{2}\right)$ |

by at most two additions/subtractions. Among the five contenders, $(1,2,9,10,15)$ is the best choice, since computing $u_{15}$ is easier than computing $u_{17}, u_{18}, u_{19}$ and $u_{20}$.

In Set II, there are 124 combinations of $\left(i_{0}, \ldots, i_{3}, i_{4}\right)$ such that $|\operatorname{det} M|=1$. To narrow down our search, we have considered only the combinations that lead to $M$ such that the entries of $M^{-1}$ are relatively small. Combinations (1,2,3,9,10), (1, 2, 4, 9, 10), ( $1,2,4,9,22$ ) and $(1,2,4,10,22)$ are the best, and they lead to the simplest form of $M^{-1}$. Combination $(1,2,4,9,10)$ is more advantageous than ( $1,2,3,9,10$ ), since computing $u_{4}$ is more efficient than computing $u_{3}$. Note that $\left(a_{2}+a_{1}+a_{0}\right)$ could be at most 1 bit longer than $\left(a_{2}-a_{1}+a_{0}\right)$. Moreover, $(1,2,4,9,10)$ is better than $(1,2,4,9,22)$ and $(1,2,4,10,22)$ since computing $u_{9}$ and $u_{10}$ is faster than computing $u_{9}$ and $u_{22}$ or computing $u_{10}$ and $u_{22}$. We have also considered combinations that results in $|\operatorname{det} M|=2,4,8$ and 16 , but could not find a better combination than $(1,2,3,4,9)$ and ( $1,2,3,4,10$ ).

In Set III, there is no combination that makes $|\operatorname{det} M|=1$, but there are 26 combinations that makes $|\operatorname{det} M|=2$. Among these 26 combinations, (1,2,3,4,9) and (1, 2, 3, 4, 10) lead to the most efficient squaring algorithm. We have also considered combinations that result in $|\operatorname{det} M|=4,8$ and 16 , but could not find a better combination than ( $1,2,3,4,9$ ) and (1, 2, 3, 4, 10).

We have derived three new squaring methods from Set I, II and III.

1. Squaring Method $1\left(\mathrm{SQR}_{1}\right)$

$$
\left[\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0  \tag{6.8}\\
0 & 1 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
c_{4} \\
c_{3} \\
c_{2} \\
c_{1} \\
c_{0}
\end{array}\right]=\left[\begin{array}{c}
a_{2}^{2} \\
2 a_{1} a_{2} \\
\left(a_{0}-a_{2}+a_{1}\right)\left(a_{0}-a_{2}-a_{1}\right) \\
2 a_{1} a_{0} \\
a_{0}^{2}
\end{array}\right]=\left[\begin{array}{l}
S_{4} \\
S_{3} \\
S_{2} \\
S_{1} \\
S_{0}
\end{array}\right]
$$

The computation of $S_{i}$ 's requires 3 coefficient multiplications and 2 coefficient squarings. The determinant of the $5 \times 5$ matrix in (6.8) is -1 , meaning the interpolation can be performed without bit shift or constant division. In fact, the coefficients $c_{0}, c_{1}, c_{3}$ and $c_{4}$ are already given. The coefficients $c_{2}$ can be computed with one addition and one subtraction: $c_{2}=S_{0}+S_{4}-S_{2}$.
2. Squaring Method $2\left(\mathrm{SQR}_{2}\right)$

$$
\left[\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0  \tag{6.9}\\
0 & 1 & 0 & 0 & 0 \\
1 & -1 & 1 & -1 & 1 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
c_{4} \\
c_{3} \\
c_{2} \\
c_{1} \\
c_{0}
\end{array}\right]=\left[\begin{array}{c}
a_{2}^{2} \\
2 a_{1} a_{2} \\
\left(a_{2}-a_{1}+a_{0}\right)^{2} \\
2 a_{1} a_{0} \\
a_{0}^{2}
\end{array}\right]=\left[\begin{array}{l}
S_{4} \\
S_{3} \\
S_{2} \\
S_{1} \\
S_{0}
\end{array}\right]
$$

This algorithm requires 2 coefficient multiplications and 3 coefficient squarings. The coefficients $c_{0}, c_{1}, c_{3}$ and $c_{4}$ are already given. The remaining coefficient $c_{2}$ can be obtained using only 4 additions/subtractions: $c_{2}=S_{2}+S_{1}+S_{3}-S_{0}-S_{4}$.
3. Squaring Method $3\left(\mathrm{SQR}_{3}\right)$

$$
\left[\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0  \tag{6.10}\\
0 & 1 & 0 & 0 & 0 \\
1 & -1 & 1 & -1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
c_{4} \\
c_{3} \\
c_{2} \\
c_{1} \\
c_{0}
\end{array}\right]=\left[\begin{array}{c}
a_{2}^{2} \\
2 a_{1} a_{2} \\
\left(a_{2}-a_{1}+a_{0}\right)^{2} \\
\left(a_{2}+a_{1}+a_{0}\right)^{2} \\
a_{0}^{2}
\end{array}\right]=\left[\begin{array}{l}
S_{4} \\
S_{3} \\
S_{2} \\
S_{1} \\
S_{0}
\end{array}\right]
$$

This algorithm requires 1 coefficient multiplication and 4 coefficient squarings. The coefficients $c_{0}, c_{3}$ and $c_{4}$ are already given. The coefficients $c_{1}$ and $c_{2}$ are computed using only 5 additions/subtractions and 1 bit shift.

$$
\begin{gather*}
T_{1}=\left(S_{1}+S_{2}\right) / 2, \\
c_{1}=S_{1}-T_{1}-S_{3},  \tag{6.11}\\
c_{2}=T_{1}-S_{4}-S_{0} .
\end{gather*}
$$

### 6.3 Analysis

In this section, we analyze the squaring algorithms $\mathrm{SQR}_{1}, \mathrm{SQR}_{2}$ and $\mathrm{SQR}_{3}$ presented in Section 6.2. The analysis may differ depending on how the various squaring algorithms are used in specific applications (e.g., long integer squaring, squaring in extension field $G F\left(p^{m}\right)$, polynomial squaring in $\mathbb{Z}[x], \ldots$ ). In this section, we assume that our squaring formulae are
applied to the arithmetic in $\mathbb{Z}[x]$. However, the results shown in this section are relevant to other applications. For applications in $G F\left(p^{m}\right)$, after the polynomial squaring has been completed, one needs to perform reduction by an irreducible polynomial for $G F\left(p^{m}\right)$ and then reduce each coefficient modulo $p$. These reduction operations are not dependent on the algorithm used for the polynomial squaring. For long integer squaring, an integer is interpreted as a polynomial and a polynomial squaring is performed. Then, one needs to overlap the coefficients and perform carry propagations. The overlapping and carry propagation is also not related to the algorithm used for the polynomial squaring.

We compare our algorithms with other known 3-way squaring algorithms: schoolbook squaring algorithm, 3 -way KA-like formula and Zimmermann's 3 -way Toom-Cook algorithms.

We denote the digit size of the representation by $b$. Addition or subtraction of two $u$-digit integers requires $\mathcal{A}(u)$ time. Multiplication and squaring of two $u$-digit integers require $\mathcal{M}(u)$ and $\mathcal{S}(u)$ times, respectively. Bit shift of $u$ digit integers require $\mathcal{B}(u)$ time. During evaluation and interpolation step, there are cases when the operands to addition/subtraction and shift are a few bits larger than $u$ or $2 u$ digits, where the coefficients of $A(x)$ are at most $u$ digits long. For simplicity, we ignore this overhead caused by carries and borrows. However, we do not ignore the overhead involved in multiplying two integers that are slightly longer than $u$ digits. For example, an integer $s$ and $t$ are only 1-bit longer than $u$ digits. Then we can write $s=s_{h} b+s_{l}$ and $t=t_{h} b+t_{l}$, where $\left|s_{h}\right|,\left|t_{h}\right| \leq 1$ and $0 \leq s_{l}, t_{l}<b^{u}$. The time required to compute $s \cdot t$ is at most $\mathcal{M}(u)+2 \mathcal{A}(u)$. For simplicity, we ignore the cost for multiplying carries, i.e., $s_{h}$ and $t_{h} .{ }^{1}$ The time required to compute $s^{2}$ is $\mathcal{S}(u)+\mathcal{B}(u)+\mathcal{A}(u)$ in the worst case. When computing a product $2 a_{i} a_{j}$, we always compute $a_{i} a_{j}$ first and then perform the bit shift later. It is reasonable to assume that $\mathcal{A}(\cdot)$ and $\mathcal{B}(\cdot)$ are linear functions; $\mathcal{A}(f u+g v)=f \mathcal{A}(u)+g \mathcal{A}(v)$ and $\mathcal{B}(f u+g v)=f \mathcal{B}(u)+g \mathcal{B}(v)$. The exact division by 3 of an $u$-digit integer used in the 3-way Toom-Cook algorithm shown in Section 2.1.1 is denoted by $\mathcal{D}_{3}(u)$.

We assume that $A(x)=a_{2} x^{2}+a_{1} x+a_{0}$ is the input, where $a_{i}$ 's are $u$ digits long. Table 6.2 shows our analysis results. Table 6.3 shows the conditions for which our squaring

[^0]Table 6.2: Analysis Results of Various Squaring Algorithms

| Algorithm | $\mathcal{S} \& \mathcal{M}$ | Overhead |
| :---: | :---: | :---: |
| 3-way Toom-Cook | $5 \mathcal{S}(u)$ | $14 \mathcal{B}(u)+25 \mathcal{A}(u)+\mathcal{D}_{3}(2 u)$ |
| Schoolbook sqr. | $3 \mathcal{S}(u)+3 \mathcal{M}(u)$ | $6 \mathcal{B}(u)+2 \mathcal{A}(u)$ |
| 3-way KA-like | $6 \mathcal{S}(u)$ | $3 \mathcal{B}(u)+20 \mathcal{A}(u)$ |
| $\mathrm{SQR}_{1}$ | $2 \mathcal{S}(u)+3 \mathcal{M}(u)$ | $5 \mathcal{B}(u)+9 \mathcal{A}(u)$ |
| $\mathrm{SQR}_{2}$ | $3 \mathcal{S}(u)+2 \mathcal{M}(u)$ | $5 \mathcal{B}(u)+11 \mathcal{A}(u)$ |
| $\mathrm{SQR}_{3}$ | $4 \mathcal{S}(u)+1 \mathcal{M}(u)$ | $6 \mathcal{B}(u)+15 \mathcal{A}(u)$ |

Table 6.3: Conditions for Which $\mathrm{SQR}_{i}$ 's Are Faster Than Other 3-way Algorithms

| $i$ | SQR $_{i}$ vs. 3-way Toom-Cook |
| :---: | :---: |
| 1 | $3 \mathcal{M}(u)<3 \mathcal{S}(u)+9 \mathcal{B}(u)+16 \mathcal{A}(u)+\mathcal{D}_{3}(2 u)$ |
| 2 | $2 \mathcal{M}(u)<2 \mathcal{S}(u)+9 \mathcal{B}(u)+14 \mathcal{A}(u)+\mathcal{D}_{3}(2 u)$ |
| 3 | $\mathcal{M}(u)<\mathcal{S}(u)+8 \mathcal{B}(u)+10 \mathcal{A}(u)+\mathcal{D}_{3}(2 u)$ |
| $i$ | $\mathrm{SQR}_{i}$ vs. Schoolbook sqr. |
| 1 | $7 \mathcal{A}(u)<S(u)+\mathcal{B}(u)$ |
| 2 | $9 \mathcal{A}(u)<\mathcal{M}(u)+\mathcal{B}(u)$ |
| 3 | $\mathcal{S}(u)+13 \mathcal{A}(u)<2 \mathcal{M}(u)$ |
| $i$ | $\mathrm{SQR}_{i}$ vs. 3-way KA-like |
| 1 | $3 \mathcal{M}(u)+2 \mathcal{B}(u)<4 \mathcal{S}(u)+11 \mathcal{A}(u)$ |
| 2 | $2 \mathcal{M}(u)+2 \mathcal{B}(u)<3 \mathcal{S}(u)+9 \mathcal{A}(u)$ |
| 3 | $\mathcal{M}(u)+3 \mathcal{B}(u)<2 \mathcal{S}(u)+5 \mathcal{A}(u)$ |

algorithms are superior to the other algorithms.
Table 6.3 shows that there is apparently no single algorithm that is absolutely superior to the others. Without considering the actual values $\mathcal{S}(u), \mathcal{M}(u), \mathcal{B}(u), \mathcal{A}(u)$ and $\mathcal{D}_{3}(2 u)$, which are very application specific, it is not easy to decide which algorithm is faster than the rest. However, one thing that is clear from Table 6.3 is that the 3 -way Toom-Cook algorithm becomes the best for squaring polynomials as $u$ increases. The timings $\mathcal{B}(u)$, $\mathcal{A}(u)$ and $\mathcal{D}_{3}(2 u)$ grow linearly with $u$, but timings of multiplication ( $\mathcal{M}(u)$ ) and squaring $(\mathcal{S}(u))$ grow quadratically or sub-quadratically depending on the methods used for pointwise multiplications. It is obvious that, for large $u$, the effect of reduced overhead in our algorithms will be offset by the timing difference in multiplication and squaring.

However, $\mathrm{SQR}_{i}$ 's have very little amount of overhead compared to the 3 -way Toom-Cook multiplication algorithm. Hence, it is possible that, for some small $u$, the timing difference
of multiplication and squaring is small enough that some of the conditions in Table 6.3 will be satisfied. In fact, our implementation results given in Section 6.4 confirm that there is a range of $u$ where some conditions of Table 6.3 are satisfied.

### 6.4 Implementation Results

To verify the practical usefulness of our algorithms, we have implemented in software the functions for large integer squaring, and the functions for degree-2 polynomial squaring in $\mathbb{Z}[x]$ using $\mathrm{SQR}_{1}, \mathrm{SQR}_{2}$ and $\mathrm{SQR}_{3}$ presented in Section 6.2. Our experiments have been performed on Linux (kernel version 2.6.15.26) running on Intel Pentium IV Prescott 3.2GHz, Pentium II MMX 300MHz, Pentium III Mobile 1.13 GHz . We have used GCC 4.0 .3 to compile all programs. We have compiled GMP library v4.2.1 in two passes. Between the first and the second passes of compilations, we have performed GMP's tuneup program (with an option '-p 100000000' for better precision than default) so that GMP uses the optimal threshold values between multiplication algorithms. We compiled all our source codes using the same compiler options used for compiling GMP library. We have ensured that our program does not link with the shared library of GMP, since shared libraries have a performance penalty due to the runtime address resolution ${ }^{2}$. The testing program has been run at the highest priority to minimize the risk of interference by other running processes.

### 6.4.1 Application to Large Integer Squaring

We have compared our implementation of $\mathrm{SQR}_{i}$ 's with GMP's squaring function. For fair comparison, our algorithms have been written so that it can replace mpn_toom3_sqr_n () function in GMP. Note that mpn_toom3_sqr_n () is a low level implementation of the algorithm shown in Section 2.1.1 for squaring case. ${ }^{3}$

Our squaring algorithms have been written using the same coding style that Harley used for implementing mpn_toom3_sqr_n () in GMP 4.1.4. Note that Zimmermann's algorithm is theoretically better than Harley's, but the implementations of the two algorithms in GMP v4.1.4 and v4.2.1 use different coding styles. Harley stores the carries in separate variables in GMP 4.1.4, but Zimmermann stores them in the most significant digit place in GMP

[^1]4.2.1. Zimmermann's method increases the digit length of input to coefficient multiplications, additions and subtractions. However, such a method reduces the number of functions calls to additions and subtractions. Since it is not fair to compare two different algorithms written in different coding style, we have implemented Zimmermann's algorithm presented in Section 2.1.1 using Harley's coding style. Our implementation ourperformed Zimmermann's impelemtation in GMP v4.2.1 on Pentium II MMX 350 MHz , III Mobile 1.13 GHz , IV 3.2 GHz . We have also implemented $\mathrm{SQR}_{1}, \mathrm{SQR}_{2}$ and $\mathrm{SQR}_{3}$ in both ways and found that Harley's coding style is always better. Therefore, our implementation results and comparisons in the following are based on Zimmermann's 3-way Toom-Cook squaring and our new squaring algorithms both written in Harley's style. We provide the source code of our improved Zimmermann's 3-way Toom-Cook squaring in Appendix A.

We have not used any optimization tricks or special functions other than those used in mpn_toom3_sqr_n(). We have ensured that our implementations produce correct results for varying bit lengths of input. We provide the source code for $\mathrm{SQR}_{3}$ in Appendix A .

When timing our squaring algorithms we have replaced mpn_toom3_sqr_n () with our functions and called from the top level function mpz_mul(). To prevent mpz_mul() from using the schoolbook squaring algorithm and KA, we have modified mpn_sqr_n (), which chooses the best one among various squaring algorithms depending on the input size, so that only our algorithms are called for all ranges of input sizes. For timing the 3 -way ToomCook multiplication algorithm, we have forced mpn_sqr_n () to choose only the original mpn_toom3_sqr_n().

Figure 6.3 shows the timing results of $\mathrm{SQR}_{3}, \mathrm{mpz}_{\text {_mul ( }}$ () and the 3 -way Toom-Cook multiplication algorithm. Figure 6.4 shows the timing ratio of mpz mul () and the 3 -way Toom-Cook multiplication algorithm to $\mathrm{SQR}_{3}$. On Pentium IV 3.2 GHz , mpz_mul () uses the schoolbook squaring algorithm for small operands, KA for input longer than 1984 bits, the 3 -way Toom-Cook algorithm for input longer than 3744 bits. In our experiments, we have found that $\mathrm{SQR}_{1}$ and $\mathrm{SQR}_{2}$ are slower than mpz_mul () for all sizes of input. Thus, we have not included their timing results. Our experiments show that $\mathrm{SQR}_{3}$ outperforms mul_mul () for operands that are about 2300-6900 bits long. Relative performance improvements of $\mathrm{SQR}_{3}$ over mpz _mul() near 10000 bit input is observed in Figure 6.4. It is due to the fact that our $\mathrm{SQR}_{3}$ recurses into itself, which is faster than mpz _mul () with operands of size approximately 3300 bits.

We have also performed the same experiments on Pentium II MMX 350 MHz and Pen-


Figure 6.3: Timing Results of Squaring Algorithms (Pentium IV 3.2GHz)


Figure 6.4: Timing Ratio of $\mathrm{SQR}_{3}$ vs. Other Algorithms on Pentium IV 3.2 GHz


Figure 6.5: Timing Ratio of $\mathrm{SQR}_{3}$ vs. mpz_mul () (Pentium II MMX 350MHz)


Figure 6.6: Timing Ratio of $\mathrm{SQR}_{3}$ vs. mpz_mul () (Pentium III M 1.13GHz)

Table 6.4: Timing Results of Polynomial Squaring on Pentium IV 3.2GHz (unit= $\mu \mathrm{s}$.)

| Bit length | $\mathrm{SQR}_{1}$ | $\mathrm{SQR}_{2}$ | $\mathrm{SQR}_{3}$ | 3-way Toom-Cook | 3-way KA-like | Schoolbook sqr. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 32 | $\mathbf{0 . 2 3}$ | 0.32 | 0.37 | 0.58 | 0.43 | 0.25 |
| 256 | $\mathbf{1 . 1 2}$ | 1.42 | 1.33 | 1.68 | 1.80 | 1.26 |
| 576 | $\mathbf{3 . 4 3}$ | 3.96 | 3.59 | 4.09 | 4.79 | 4.15 |
| 608 | 3.89 | 4.25 | $\mathbf{3 . 8 5}$ | 4.42 | 5.25 | 4.42 |
| 768 | 6.09 | 6.41 | $\mathbf{5 . 4 4}$ | 5.87 | 7.29 | 6.99 |
| 1024 | 8.37 | 9.65 | $\mathbf{8 . 1 7}$ | 8.47 | 11.12 | 10.72 |
| 1216 | 11.28 | 12.67 | $\mathbf{1 0 . 7 3}$ | 10.83 | 14.17 | 14.38 |
| 1248 | 12.84 | 14.11 | 11.51 | $\mathbf{1 1 . 1 7}$ | 15.21 | 16.29 |
| 1502 | 17.15 | 18.94 | 15.42 | $\mathbf{1 4 . 9 0}$ | 19.85 | 22.02 |
| 1536 | 19.37 | 19.52 | 15.55 | $\mathbf{1 5 . 2 1}$ | 20.40 | 22.31 |

tium III Mobile 1.13GHz. We have plotted the results in Figures 6.5 and 6.6. On Pentium II MMX 350 MHz processors, $\mathrm{SQR}_{3}$ performed better than mpz_mul () for about 2000-3300bit operands by up to $3-4 \%$. On Pentium III Mobile 1.13 GHz processors, $\mathrm{SQR}_{3}$ performed better than mpz_mul () for about 1900-3500-bit operands by up to $4-5 \%$. The GMP tuneup program has determined that the crossover between the classical multiplication and the KA is 48 words ( 1536 bits) and the crossover between the KA and 3 -way Toom-Cook multiplication algorithm is 83 words ( 2656 bits) on both Pentium II MMX 350 MHz and Pentium III Mobile 1.13GHz.

### 6.4.2 Application to Polynomial Squaring in $\mathbb{Z}[x]$

We have applied our squaring algorithm for performing polynomial multiplication in $\mathbb{Z}[x]$. We have implemented functions for squaring degree-2 polynomials in $\mathbb{Z}[x]$. The implementation uses the functions from GMP library. The timing results on Pentium IV 3.2 GHz are shown in Table 6.4. The first column in Table 6.4 shows the sizes of coefficients in bits. In the table, the best timing for each bit length is indicated in bold. $\mathrm{SQR}_{1}$ is the most efficient squaring algorithm for squaring polynomials having small coefficients of up to 576 bits. For polynomials with coefficients up to 1216 bits, $\mathrm{SQR}_{3}$ is the most efficient. However, the 3way Toom-Cook algorithm becomes the fastest algorithm for squaring degree-2 polynomials whose coefficients are at least 1216 bits long.

### 6.5 4-way and 5-way Squaring Formulae

We have constructed 4 -way and 5 -way squaring formulae that do not require any nontrivial constant divisions. We have used the same technique that we applied to construct 3 -way formulae. We have chosen the algorithms that have the simplest interpolation among the many candidates we have considered so far. The results shown in this section are to illustrate that the technique we have developed in Section 6.2 can also be applied to construct $n$-way squaring formulae for $n>3$. Note that 5 -way is not the limit where nontrivial divisions in interpolation step can be eliminated. Future research will show further results on $4,5,6,7$-way squaring formulae.

### 6.5.1 New 4-Way Squaring

Let $A(x)=a_{3} x^{3}+a_{2} x^{2}+a_{1} x+a_{0}$. To compute $C(x)=\sum_{i=0}^{6} c_{i} x^{i}=A(x)^{2}$, we first compute $S_{i}$ 's as shown below:

$$
\left[\begin{array}{l}
S_{1}  \tag{6.12}\\
S_{2} \\
S_{3} \\
S_{4} \\
S_{5} \\
S_{6} \\
S_{7}
\end{array}\right]=\left[\begin{array}{ccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
-1 & 0 & 1 & 0 & -1 & 0 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 0 & -1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
c_{6} \\
c_{5} \\
c_{4} \\
c_{3} \\
c_{2} \\
c_{1} \\
c_{0}
\end{array}\right]=\left[\begin{array}{c}
a_{0}^{2} \\
2 a_{0} a_{1} \\
\left(a_{0}+a_{1}-a_{2}-a_{3}\right)\left(a_{0}-a_{1}-a_{2}+a_{3}\right) \\
\left(a_{0}+a_{1}+a_{2}+a_{3}\right)^{2} \\
2\left(a_{0}-a_{2}\right)\left(a_{1}-a_{3}\right) \\
2 a_{3} a_{2} \\
a_{3}^{2}
\end{array}\right] .
$$

The linear combinations of $a_{i}$ 's in (6.12) can be computed using the following:

$$
\begin{align*}
& T_{1}=a_{0}-a_{2} \\
& T_{2}=a_{1}-a_{3} \\
& T_{3}=T_{1}+T_{2}  \tag{6.13}\\
& T_{4}=T_{1}-T_{2} \\
& T_{5}=a_{0}+a_{1}+a_{2}+a_{3} .
\end{align*}
$$

The determinant of the $7 \times 7$ matrix in (6.12) is 2 . This method uses 3 coefficient squar-

```
Algorithm 6.1 New 4-Way Toom-Cook Interpolation for Squaring
Require: \(\left(S_{1}, S_{2}, S_{3}, S_{4}, S_{5}, S_{6}, S_{7}\right)\) as in (6.12).
Ensure: \(C(x)=A(x) \cdot B(x)\).
    1: \(T_{1} \leftarrow S_{3}+S_{4}\).
2: \(T_{2} \leftarrow\left(T_{1}+S_{5}\right) / 2\).
3: \(T_{3} \leftarrow S_{2}+S_{6}\).
4: \(T_{4} \leftarrow T_{2}-T_{3}\).
5: \(T_{5} \leftarrow T_{3}-S_{5}\).
6: \(T_{6} \leftarrow T_{4}-S_{3} . \quad\left(=c_{6}+c_{2}\right)\)
\(\left(=c_{5}+2 c_{4}+c_{3}+c_{1}+2 c_{0}\right)\)
\(\left(=c_{5}+c_{4}+c_{1}+c_{0}\right)\)
    \(\left(=c_{5}+c_{1}\right)\)
    ( \(\left.=c_{4}+c_{0}\right)\)
                            \(\left(=c_{3}\right)\)
7: \(T_{7} \leftarrow T_{4}-S_{1}\).
\(\left(=c_{4}\right)\)
8: \(T_{8} \leftarrow T_{6}-S_{7}\).
    ( \(=c_{2}\) )
9: return \(C(x)=S_{7} x^{6}+S_{6} x^{5}+T_{7} x^{4}+T_{5} x^{3}+T_{8} x^{2}+S_{2} x+S_{1}\).
```

ings and 4 coefficient multiplications. Note that KA requires 9 coefficient squarings for squaring a polynomial using 4 -way split. Interpolation method is given in Algorithm 6.1. Algorithm 6.1 requires only 8 additions/subtractions and 1 bit shift.

Using the same analysis methods in 6.3, we obtain that our 4-way squaring algorithm requires $3 \mathcal{S}(u)+4 \mathcal{M}(u)+28 \mathcal{A}(u)+13 \mathcal{B}(u)$.

### 6.5.2 New 5-term Squaring Method

Let $A(x)=a_{4} x^{4}+a_{3} x^{3}+a_{2} x^{2}+a_{1} x+a_{0}$. To compute $C(x)=\sum_{i=0}^{8} c_{i} x^{i}=A(x)^{2}$, we first compute $S_{i}$ 's as shown below:

$$
\begin{align*}
& {\left[\begin{array}{c}
S_{1} \\
S_{2} \\
S_{3} \\
S_{4} \\
S_{5} \\
S_{6} \\
S_{7} \\
S_{8} \\
S_{9}
\end{array}\right]=\left[\begin{array}{ccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 \\
0 & -1 & 0 & 1 & 0 & -1 & 0 & 1 & 0 \\
1 & 0 & -1 & 0 & 1 & 0 & -1 & 0 & 1 \\
1 & 1 & 0 & -1 & -1 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
c_{8} \\
c_{7} \\
c_{6} \\
c_{5} \\
c_{4} \\
c_{3} \\
c_{2} \\
c_{1} \\
c_{0}
\end{array}\right]}  \tag{6.14}\\
& =\left[\begin{array}{c}
a_{0}^{2} \\
a_{4}^{2} \\
\left(a_{0}+a_{1}+a_{2}+a_{3}+a_{4}\right)^{2} \\
\left(a_{0}-a_{1}+a_{2}-a_{3}+a_{4}\right)^{2} \\
2\left(a_{0}-a_{2}+a_{4}\right)\left(a_{1}-a_{3}\right) \\
\left(a_{0}+a_{1}-a_{2}-a_{3}+a_{4}\right)\left(a_{0}-a_{1}-a_{2}+a_{3}+a_{4}\right) \\
\left(a_{1}+a_{2}-a_{4}\right)\left(a_{1}-a_{2}-a_{4}+2\left(a_{0}-a_{3}\right)\right) \\
2 a_{0} a_{1} \\
2 a_{3} a_{4}
\end{array}\right] .
\end{align*}
$$

The above system needs 4 squarings and 5 multiplications. The linear combinations of $a_{i}$ 's can be computed as follows using 14 additions or subtractions and 1 shift:

$$
\begin{array}{ll}
T_{1}=a_{0}+a_{4}, & T_{8}=T_{5}-T_{2}=\mathbf{a}_{\mathbf{0}}-\mathbf{a}_{\mathbf{1}}+\mathbf{a}_{\mathbf{2}}-\mathbf{a}_{\mathbf{3}}+\mathbf{a}_{\mathbf{4}}, \\
T_{2}=a_{1}+a_{3}, & T_{9}=T_{6}+T_{4}=\mathbf{a}_{\mathbf{0}}+\mathbf{a}_{\mathbf{1}}-\mathbf{a}_{\mathbf{2}}-\mathbf{a}_{\mathbf{3}}+\mathbf{a}_{\mathbf{4}}, \\
T_{3}=a_{1}-a_{4}, & T_{10}=T_{6}-T_{4}=\mathbf{a}_{\mathbf{0}}-\mathbf{a}_{\mathbf{1}}-\mathbf{a}_{\mathbf{2}}+\mathbf{a}_{\mathbf{3}}+\mathbf{a}_{\mathbf{4}}, \\
T_{4}=\mathbf{a}_{\mathbf{1}}-\mathbf{a}_{\mathbf{3}}, & T_{11}=T_{3}+a_{2}=\mathbf{a}_{\mathbf{1}}+\mathbf{a}_{\mathbf{2}}-\mathbf{a}_{\mathbf{4}}, \\
T_{5}=T_{1}+a_{2}=a_{0}+a_{2}+a_{4}, \quad T_{12}=T_{3}-a_{2}=a_{1}-a_{2}-a_{4}, \\
T_{6}=T_{1}-a_{2}=\mathbf{a}_{\mathbf{0}}-\mathbf{a}_{\mathbf{2}}+\mathbf{a}_{\mathbf{4}}, \quad T_{13}=T_{12}-2\left(a_{0}-a_{3}\right)=\mathbf{a}_{\mathbf{1}}-\mathbf{a}_{\mathbf{2}}-\mathbf{a}_{\mathbf{4}}-\mathbf{2}\left(\mathbf{a}_{\mathbf{0}}-\mathbf{a}_{\mathbf{3}}\right) \\
T_{7}=T_{5}+T_{2}=\mathbf{a}_{\mathbf{0}}+\mathbf{a}_{\mathbf{1}}+\mathbf{a}_{\mathbf{2}}+\mathbf{a}_{\mathbf{3}}+\mathbf{a}_{\mathbf{4}} .
\end{array}
$$

Interpolation can be performed by Algorithm 6.2. The algorithm requires 18 additions

```
Algorithm 6.2 New 5-Way Toom-Cook Interpolation for Squaring
Require: ( \(S_{1}, S_{2}, S_{3}, S_{4}, S_{5}, S_{6}, S_{7}, S_{8}, S_{9}\) ) as in (6.14).
Ensure: \(C(x)=A(x) \cdot B(x)\).
    \(T_{1} \leftarrow S_{1}+2 \cdot S_{2}-S_{7}+2 \cdot S_{8}+S_{9} \quad\left(=c_{8}+c_{5}+c_{4}-c_{2}+c_{1}+c_{0}\right)\)
    \(T_{2} \leftarrow S_{3}-S_{4} \quad\left(=2 c_{7}+2 c_{5}+2 c_{3}+2 c_{1}\right)\)
    \(T_{3} \leftarrow 2 \cdot S_{5} \quad\left(=-2 c_{7}+2 c_{5}-2 c_{3}+2 c_{1}\right)\)
    \(T_{4} \leftarrow T_{2}+T_{3} \quad\left(=4 c_{5}+4 c_{1}\right)\)
    \(T_{5} \leftarrow T_{2}-T_{3} \quad\left(=4 c_{7}+4 c_{3}\right)\)
    \(T_{6} \leftarrow T_{4} / 4 \quad\left(=c_{5}+c_{1}\right)\)
    \(T_{7} \leftarrow T_{5} / 4-S_{9} \quad\left(=c_{3}\right)\)
    \(T_{8} \leftarrow T_{1}-T_{6}-S_{6} \quad\left(=c_{6}\right)\)
    \(T_{9} \leftarrow T_{6}-S_{8} \quad\left(=c_{5}\right)\)
    \(T_{10} \leftarrow S_{3}+S_{6} \quad\left(=2 c_{8}+c_{7}+c_{5}+2 c_{4}+c_{3}+c_{1}+2 c_{0}\right)\)
    \(T_{11} \leftarrow\left(T_{10}+S_{4}+S_{6}\right) / 4 \quad\left(=c_{8}+c_{4}+c_{0}\right)\)
    \(T_{12} \leftarrow T_{11}-T_{1}-T_{2} \quad\left(=c_{4}\right)\)
    \(T_{13} \leftarrow\left(T_{10}+S_{5}\right) / 2 \quad\left(=c_{8}+c_{5}+c_{4}+c_{1}+c_{0}\right)\)
    \(T_{14} \leftarrow T_{13}-T_{1} \quad\left(=c_{2}\right)\)
    return \(C(x)=S_{2} t^{8}+S_{9} t_{7}+T_{8} t^{6}+T_{9} t^{5}+T_{11} t^{4}+T_{7} t_{3}+T_{13} t^{2}+S_{8} t+S_{1}\).
```

and subtractions, 7 shifts and no divisions by constants.
Note that Montgomery's 5 -way formulae requires 13 squarings. Hence, if the ratio of squaring to multiplication is greater than 5.6 , there is a very good possibility that our algorithm is superior to Montgomery's 5 -way formula.

Using the same analysis technique and assuming that each coefficient $a_{i}$ is $u$-digit integer, we obtain that our 5 -way squaring algorithm requires at most $4 \mathcal{S}(u)+5 \mathcal{M}(u)+60 \mathcal{A}(u)+$ $26 \mathcal{B}(u)$. Montgomery's 5 -way algorithm requires at most $13 \mathcal{S}(u)+65 \mathcal{A}(u)+10 \mathcal{B}(u)$ when two operands are identical. Therefore, if $5 \mathcal{M}(u)+16 \mathcal{B}(u)<9 \mathcal{S}(u)+5 \mathcal{A}(u)$, then our algorithm is superior. Ignoring the overhead terms $(\mathcal{A}$ and $\mathcal{B})$, our algorithm is superior if squaring/multiplication ratio is more than $5 / 9 \approx 0.56$. This condition appears to be easily satisfied in practice. Figure 6.7 shows the timing ratio of squaring and multiplication routines in GMP library. In the figure, the GMP's squaring/multiplication timing ratio is between $0.6-0.8$ for operand sizes larger than 500 -bits on Pentium 4 Prescott 3.2 GHz .

Usually, additions and subtractions are slower than bit shifts by a small factor. If the bit shift is more than 3.2 times faster than additions/subtractions, then our 5 -way squaring algorithm is clearly faster than Montgomery's 5-way algorithm for all ranges of input sizes.


Figure 6.7: Timing Ratio of mpz_mul () (multiplication) and mpz_mul () (squaring)

### 6.6 Conclusions

In this chapter, we have presented new 3,4 and 5 -way polynomial squaring formulae. Our new formulae are based on the Toom-Cook multiplication algorithm and they require the same number of coefficient multiplications used in the Toom-Cook multiplication algorithm. However, our approach eliminates the need for nontrivial constant divisions always required in the $n$-way Toom-Cook multiplication algorithms for $n \geq 3$. Our experimental results confirm that one of our 3 -way formulae is slightly faster than GMP's squaring routine for squaring integers of size about 2300-6900 bits on Pentium IV 3.2GHz. Moreover, according to our implementation results, our squaring formulae are the best for squaring degree-2 polynomials whose coefficients are shorter than about 1200 bits on the same processor. However, symmetric squaring algorithms are advantageous for squaring very large size operands, since our asymmetric squaring algorithms use at least one point-wise multiplication that cannot be computed by squaring.

## Chapter 7

## Side Channel Attack on XTR Cryptosystems

In this chapter, we attempt to attack the XTR double exponentiation algorithm using a simple side channel attack. We analyze the statistical behavior of the XTR double exponentiation algorithm and use the result in our attack. Our experimental results show that, in order to determine the correct exponent pair $(a, b)$, one would require $U^{1.25}$ tries where $U=\max (a, b)$. This result immediately shows that an adversary needs to make $U^{0.625}$ tries on average to determine the correct secret key used in the XTR single exponentiation algorithm based on the XTR double exponentiation algorithm.

### 7.1 Identifying Elementary XTR Operations

Our side channel attack on Algorithm 3.3 is based on the following simple assumptions.

1. It is possible to distinguish long integer multiplications and modular reductions (or Montgomery reductions) using side channel information.
2. An adversary can somehow verify whether any given integer is the correct key or not.

The first assumption is reasonable, since long integer multiplication and modular reduction are quite different operations. We believe this assumption remains reasonable, even if the Montgomery arithmetic is used. The Montgomery reduction can be distinguished from long
integer multiplication, since the former uses an additional single precision multiplication (Line 3 of Algorithm 2.4) for each loop.

In XTR exponentiation algorithms, operations such as $c_{u+v}, c_{2 u}, c_{3 u}, c_{u+2}, c_{2 u-1}$ and $c_{2 u+1}$ are used. However, we observe that only three operations among them are sufficient to implement XTR exponentiations. Let $w, x, y, z \in G F\left(p^{2}\right)$. The elementary XTR operations are:

1. $A(w, x, y, z)=w \cdot x-x^{p} \cdot y+z$.
2. $D(x)=x^{2}-2 x^{p}$.
3. $T(x)=x^{3}-3 x^{p+1}+3$.

It is easy to verify that all nontrivial trace operations used in XTR cryptosystems are derived from elementary XTR operations as shown below. Computing the $p$-th power operation does not involve any computation, i.e., $x^{p}=x_{2} \alpha+x_{1} \alpha^{2}$ where $x=x_{1} \alpha+x_{2} \alpha^{2}, x_{1}, x_{2} \in G F(p)$, $p \bmod 3 \equiv 2$ and $\alpha^{2}+\alpha+1=0$.

$$
\begin{aligned}
c_{u+v} & =A\left(c_{u}, c_{v}, c_{u-v}, c_{u-2 v}\right), & c_{2 u+1} & =A\left(c_{u+1}, c_{u}, c_{1}, c_{u-1}^{p}\right) \\
c_{u+2} & =A\left(c_{u+1}, c_{1}, c_{u}, c_{u-1}\right), & c_{2 u-1} & =A\left(c_{u-1}, c_{u}, c_{1}^{p}, c_{u+1}^{p}\right) \\
c_{2 u} & =D\left(c_{u}\right), & c_{3 u} & =T\left(c_{u}\right)
\end{aligned}
$$

Let $m(\cdot)$ denote a long integer multiplication and $r(\cdot)$ a modular reduction by $p$ (or a Montgomery reduction). According to the improved $G F\left(p^{2}\right)$ arithmetic shown in [77], $G F\left(p^{2}\right)$ operations are implemented as follows.

$$
\begin{aligned}
M(x, y)= & x \cdot y=r(t-u) \alpha+r(s-u) \alpha^{2}, \\
& s=m\left(x_{1}, y_{1}\right), \quad t=m\left(x_{2}, y_{2}\right), \\
& u=m\left(x_{1}+x_{2}, y_{1}+y_{2}\right)-s-t, \\
S(x)= & x^{2}=r\left(m\left(x_{2}, x_{2}-2 x_{1}\right)\right) \alpha+r\left(m\left(x_{1}, x_{1}-2 x_{2}\right)\right) \alpha^{2}, \\
X(x, y, z)= & x \cdot z-y \cdot z^{p} \\
= & r\left(m\left(z_{1}, y_{1}-x_{2}-y_{2}\right)+m\left(z_{2}, x_{2}-x_{1}+y_{2}\right)\right) \alpha \\
& +r\left(m\left(z_{1}, x_{1}-x_{2}+y_{1}\right)+m\left(z_{2}, y_{2}-x_{1}-y_{1}\right)\right) \alpha^{2},
\end{aligned}
$$

where $x=x_{1} \alpha+x_{2} \alpha^{2}, y=y_{1} \alpha+y_{2} \alpha^{2}$ and $z=z_{1} \alpha+z_{2} \alpha^{2}$ are in $G F\left(p^{2}\right)$, and $\alpha^{2}+\alpha+1=$ 0 . We only consider long integer multiplications and modular reductions (or Montgomery reductions), since additions and subtractions are performed in very short time and much harder to be detected by side channel attacks. The integer operation sequence for each $G F\left(p^{2}\right)$ operation may vary depending on implementations. However, $G F\left(p^{2}\right)$ operations can be clearly identified if an adversary can distinguish integer multiplications and modular reductions (or Montgomery reductions). The following shows all possible integer operation sequences for $M, S$ and $X$.

- $M: m m m r r$
- $S$ : mrmr or $m m r r$
- $X$ : mmrmmr, mmmmrr or mmmrmr

From above, we clearly see that $G F\left(p^{2}\right)$ operations can be identified by identifying integer operation sequences. We rewrite elementary XTR operations in terms of $M, S$ and $X$ as follows.

$$
\begin{aligned}
A(w, x, y, z) & =X(w, y, x)+z \\
D(x) & =S(x)-2 x^{p}, \\
T(x) & =M\left(x, S(x)-3 x^{p}\right)+3 .
\end{aligned}
$$

This clearly shows that operations $A, D$ and $T$ are also distinguishable by identifying integer operation sequences.

Here we give a short example on how to determine the elementary XTR operation sequence from $G F(p)$ operation sequence. We assume that the operations $M, S$ and $X$ are implemented as $m m r r$, $m m m r r$ and $m m m m r$, respectively.

Suppose that an adversary observes the sequence of $G F(p)$ operations as follows:
mmmmrrmmrrmmrrmmmmrrmmrrmmrrmmrrmmmrrmmmmrrmmmmrr.

Then he/she can determine the $G F\left(p^{2}\right)$ operation sequence from the observed $G F(p)$ operation sequence as follows.

Table 7.1: Update Rules for Algorithm 3.3

| Notation | Condition | Update ( $d, e, c_{u}, c_{v}, c_{u-v}, c_{u-2 v}$ ) | XTR Seq. | \# Muls. |
| :---: | :---: | :---: | :---: | :---: |
| If $d>e$ |  |  |  |  |
| $S_{0}$ | $i$ i. If $d \leq 4 e$ | $\left(e, d-e, \mathbf{c}_{\mathbf{u}+\mathbf{v}}, c_{u}, c_{v}, c_{v-u}\right)$ | $A$ | 3 |
| $S_{1}$ | ii. Else if $d$ is even | $\left(\frac{d}{2}, e, \mathbf{c}_{2 \mathbf{u}}, c_{v}, \mathbf{c}_{2 \mathbf{u}-\mathbf{v}}, \mathbf{c}_{2(\mathbf{u}-\mathbf{v})}\right)$ | $A D D$ | 7 |
| $S_{2}$ | iii. Else if $e$ is odd | $\left(\frac{d-e}{2}, e, \mathbf{c}_{2 \mathbf{u}}, \mathbf{c}_{\mathbf{u}+\mathbf{v}}, c_{u-v}, \mathbf{c}_{-2 \mathbf{v}}\right)$ | $A D D$ | 7 |
| $S_{3}$ | $v$. Else ( $e$ is even) | $\left(\frac{e}{2}, d, \mathbf{c}_{2 \mathbf{v}}, c_{u}, c_{2 v-u}, \mathbf{c}_{2(\mathbf{v}-\mathbf{u})}\right)$ | $D D$ | 4 |
| If $d<e$ |  |  |  |  |
| $S_{4}$ | i. If $e \leq 4 d$ | $\left(d, e-d, \mathbf{c}_{\mathbf{u + v}}, c_{v}, c_{u}, c_{u-v}\right)$ | $A$ | 3 |
| $S_{5}$ | $i i$. Else if $e$ is even | $\left(\frac{e}{2}, d, \mathbf{c}_{2 \mathbf{v}}, c_{u}, c_{2 v-u}, \mathbf{c}_{2(\mathbf{v}-\mathbf{u})}\right)$ | DD | 4 |
| $S_{6}$ | iii. Else if $d$ is odd | $\left(\frac{e-d}{2}, d, \mathbf{c}_{\mathbf{2 v}}, \mathbf{c}_{\mathbf{u}+\mathbf{v}}, c_{v-u}, \mathbf{c}_{-\mathbf{2 u}}\right)$ | $A D D$ | 7 |
| $S_{7}$ | $v i$. Else ( $d$ is even) | $\left(\frac{d}{2}, e, \mathbf{c}_{\mathbf{2 u}}, c_{v}, \mathbf{c}_{2 \mathbf{u}-\mathbf{v}}, \mathbf{c}_{2(\mathbf{u}-\mathbf{v})}\right)$ | $A D D$ | 7 |



The adversary has the sequence of $G F\left(p^{2}\right)$ operations, "XSSXSSSMXX". Using this result, the adversary successfully determines the sequence of elementary XTR operations, " $A D D A D D T A A$ ".

Table 7.1 shows the update rules used in lines 10 and 13 of Algorithm 3.3. The first column of Table 7.1 lists the short notation for each sub-step. The second last column of Table 7.1 lists the corresponding elementary XTR operation sequence for each sub-step. Note that the elementary XTR operation sequences for sub-steps $S_{1}, S_{2}, S_{6}$ and $S_{7}$ may vary depending on implementations. However, we will assume that they are implemented in the way specified in Table 7.1. This makes the sub-steps $S_{1}, S_{2}, S_{6}, S_{7}, S_{0} S_{3}, S_{0} S_{5}, S_{4} S_{3}$ and $S_{4} S_{5}$ indistinguishable, and it may prevent easy detection of some sub-steps.

### 7.2 Simple Side Channel Attack

In this section, we first state our observations on the statistical behavior of Algorithm 3.3. Then we discuss how to obtain useful information for recovering the two exponents used in Algorithm 3.3 by using the simple side channel attack.

In exponentiation algorithms used in other cryptosystems, one can determine the exponent bit one at a time by observing which part of an algorithm is executed in each iteration. In Algorithm 3.3, the knowledge of execution path within each iteration of the algorithm does not lead to a discovery of a single key bit. The whole exponent can be reconstructed only after all necessary information is assessed. Note that lines 10 and 13 have four sub-steps each. To reconstruct a secret exponent, one need to know the sequence of these sub-steps, along with $f_{2}, f_{3}$ and $d$ value in line 17 of Algorithm 3.3. Then he/she can recover two input exponents $a$ and $b$.

According to Table 7.1, each sub-step $S_{i},(d, e)$-pair is linearly transformed by matrix $T_{i}$, where transformation matrices $T_{i}$ 's are defined as follows.

$$
\left.\begin{array}{lll}
T_{0}=\left[\begin{array}{cc}
0 & 1 \\
1 & -1
\end{array}\right], & T_{1}=\left[\begin{array}{cc}
1 / 2 & 0 \\
0 & 1
\end{array}\right], & T_{2}=\left[\begin{array}{cc}
1 / 2 & -1 / 2 \\
0 & 1
\end{array}\right],
\end{array} \quad T_{3}=\left[\begin{array}{cc}
0 & 1 / 2  \tag{7.1}\\
1 & 0
\end{array}\right], ~ 子 \begin{array}{cc}
1 & 0 \\
-1 & 1
\end{array}\right], \quad T_{5}=\left[\begin{array}{cc}
0 & 1 / 2 \\
1 & 0
\end{array}\right], \quad T_{6}=\left[\begin{array}{cc}
-1 / 2 & 1 / 2 \\
1 & 0
\end{array}\right], \quad T_{7}=\left[\begin{array}{cc}
1 / 2 & 0 \\
0 & 1
\end{array}\right] . ~ \$
$$

Let us define two more matrices, $F_{2}$ and $F_{3}$,

$$
F_{2}=\left[\begin{array}{cc}
1 / 2 & 0  \tag{7.2}\\
0 & 1 / 2
\end{array}\right], \quad F_{3}=\left[\begin{array}{cc}
1 / 3 & 0 \\
0 & 1 / 3
\end{array}\right] .
$$

Suppose that an adversary knows the sub-step sequence, $S_{l_{1}} S_{l_{1}} \ldots S_{l_{n}}$, where $l_{i} \in[0,7]$. Then he/she can solve (7.3) to recover the input exponents $a$ and $b$ :

$$
\left[\begin{array}{l}
d  \tag{7.3}\\
d
\end{array}\right]=T_{l_{n}} T_{l_{n-1}} \cdots T_{l_{1}} \cdot F_{3}^{f_{3}} \cdot F_{2}^{f_{2}} \cdot\left[\begin{array}{l}
b \\
a
\end{array}\right] .
$$

Since the matrices $T_{i}$ 's for $i=0 \ldots 7, F_{2}$ and $F_{3}$ are all invertible, the unique solution $(b, a)^{T}$ exists.

### 7.2.1 Markov Chain Model

We have made some important observations on the statistical behavior of Algorithm 3.3. We use Markov Chain model to analyze the statistical behavior of Algorithm 3.3. This method
is based on the ideas proposed in [82, 67] for attacking MIST and ECC.
We have found that some sub-steps in lines 10 and 13 are used more frequently than the others. Moreover, some sub-steps cannot be even reached from other sub-steps. To prove that all sub-steps are not equally probable, we will use a Markov chain model. We first compute the conditional probabilities $\operatorname{Pr}\left(S_{j} \mid S_{i}\right)$ for $i, j=0, \ldots 7$, where $\operatorname{Pr}\left(S_{j} \mid S_{i}\right)$ represents the probability that the next sub-step is $S_{j}$ given current state $S_{i}$. Then the steady-state vector $\pi$ will be determined from state transition matrix. In the following, we let $S_{a}=$ $\left\{S_{0}, S_{1}, S_{2}, S_{3}\right\}$ and $S_{b}=\left\{S_{4}, S_{5}, S_{6}, S_{7}\right\}$.

Transition from $S_{0}$
Suppose that $\left(d_{1}, e_{1}\right)$ are the values of $(d, e)$ before entering $S_{0}$. Then $\left(d_{1}, e_{1}\right)$ must meet the condition, $e_{1}<d_{1} \leq 4 e_{1}$. After executing sub-step $S_{0},(d, e)$-pair is updated to ( $d_{2}, e_{2}$ ), where $d_{2}=e_{1}, 0<e_{2} \leq 3 e_{1}$. Then it is easy to see that,

$$
-2 e_{1} \leq d_{2}-e_{2}<e_{1}
$$

Hence the next sub-step is in $S_{a}=\left\{S_{0}, S_{1}, S_{2}, S_{3}\right\}$ with the probability $1 / 3$ and it will be in $S_{b}=\left\{S_{4}, S_{5}, S_{6}, S_{7}\right\}$ with the probability $2 / 3$. Suppose the algorithm enters one of $S_{a}$. Then,

$$
-e_{1}<4 e_{2}-d_{2} \leq 11 e_{1} .
$$

Hence the next step is again $S_{0}$ with the probability 11/12.

$$
\operatorname{Pr}\left(S_{0} \mid S_{0}\right)=\frac{1}{3} \frac{11}{12}=\frac{11}{36},
$$

Since $d_{2}=e_{1}$ is even with the probability $1 / 2$, the next step is $S_{1}$ with the probability,

$$
\operatorname{Pr}\left(S_{1} \mid S_{0}\right)=\frac{1}{3} \cdot \frac{1}{12} \cdot \frac{1}{2}=\frac{1}{72} .
$$

Similarly,

$$
\operatorname{Pr}\left(S_{2} \mid S_{0}\right)=\frac{1}{3} \cdot \frac{1}{12} \cdot \frac{1}{2} \cdot \frac{1}{2}=\frac{1}{144} .
$$

It is clear that,

$$
\operatorname{Pr}\left(S_{3} \mid S_{0}\right)=\operatorname{Pr}\left(S_{2} \mid S_{0}\right)=\frac{1}{144}
$$

Suppose the algorithm enters the second half, $S_{b}$. Then,

$$
0<e_{1} \leq 4 d_{2}-e_{2}<4 e_{1} .
$$

Therefore, the next step must be $S_{4}$. Hence,

$$
\begin{aligned}
& \operatorname{Pr}\left(S_{4} \mid S_{0}\right)=\frac{2}{3}, \\
& \operatorname{Pr}\left(S_{5} \mid S_{0}\right)=0, \\
& \operatorname{Pr}\left(S_{6} \mid S_{0}\right)=0, \\
& \operatorname{Pr}\left(S_{7} \mid S_{0}\right)=0 .
\end{aligned}
$$

This shows that some sub-steps are not reachable from some sub-steps as well as some sub-steps are preferred than the others. In above example, $S_{0}$ and $S_{4}$ are executed after $S_{0}$ with dominating probability.

## Transition from $S_{1}$

Suppose that $\left(d_{1}, e_{1}\right)$ are the values of $(d, e)$ before entering $S_{1}$. Then $\left(d_{1}, e_{1}\right)$ must meet the condition, $4 e_{1}<d_{1}$ and $d_{1}$ is even. After executing sub-step $S_{1},(d, e)$-pair is updated to $\left(d_{2}, e_{2}\right)$, where $d_{2}=d_{1} / 2$ and $e_{2}=e_{1}$. Then it must be the case that,

$$
0<e_{1}<d_{2}-e_{2} .
$$

Hence the next sub-step must be in $S_{a}$. However, the upper bound of $d_{1}$ is not defined. Thus, we cannot compute $\operatorname{Pr}\left(S_{0} \mid S_{1}\right)$. Say,

$$
\operatorname{Pr}\left(S_{0} \mid S_{1}\right)=s_{1},
$$

where $0 \leq s_{1} \leq 1$. Suppose $4 e_{2}<d_{2}$. Then the next sub-step must be either $S_{1}$ or $S_{2}$. Note that $S_{3}$ cannot occur since $d_{1}$ and $e_{1}$ cannot have 2 as a common factor due to lines 2-4 of Algorithm 3.3. Since $d_{2}$ is even with the probability $1 / 2$,

$$
\operatorname{Pr}\left(S_{1} \mid S_{1}\right)=\operatorname{Pr}\left(S_{2} \mid S_{2}\right)=\frac{1-s_{1}}{2} .
$$

## Transition from $S_{2}$

Suppose that $\left(d_{1}, e_{1}\right)$ are the values of $(d, e)$ before entering $S_{2}$. Then $\left(d_{1}, e_{1}\right)$ must meet the condition, $4 e_{1}<d_{1}$ and both $d_{1}$ and $e_{1}$ are odd. After executing sub-step $S_{2},(d, e)$-pair is updated to $\left(d_{2}, e_{2}\right)$, where $d_{2}=\left(d_{1}-e_{1}\right) / 2$ and $e_{2}=e_{1}$. Then it must be the case that,

$$
0<\frac{e_{1}}{2}<d_{2}-e_{2} .
$$

Hence the next sub-step must be in $S_{a}$. Since we do not know the upper bound of $d_{1}$, we cannot compute $\operatorname{Pr}\left(S_{0} \mid S_{2}\right)$. Say,

$$
\operatorname{Pr}\left(S_{0} \mid S_{2}\right)=s_{2},
$$

where $0 \leq s_{2} \leq 1$. Suppose $4 e_{2}<d_{2}$. Then the next sub-step must be either $S_{1}$ or $S_{2}$. Therefore,

$$
\operatorname{Pr}\left(S_{1} \mid S_{2}\right)=\operatorname{Pr}\left(S_{2} \mid S_{2}\right)=\frac{1-s_{2}}{2} .
$$

## Transition from $S_{3}$

Suppose that $\left(d_{1}, e_{1}\right)$ are the values of $(d, e)$ before entering $S_{3}$. Then $\left(d_{1}, e_{1}\right)$ must meet the condition, $4 e_{1}<d_{1}$, where $d_{1}$ is odd and $e_{1}$ is even. After executing sub-step $S_{3},(d, e)$-pair is updated to ( $d_{2}, e_{2}$ ), where $d_{2}=e_{1} / 2$ and $e_{2}=d_{1}$. Then it must be the case that,

$$
d_{2}-d_{2}<-\frac{7}{2} e_{1}<0
$$

Hence, the next sub-step must be in $S_{b}$. Since,

$$
4 d_{2}-e_{2}<-2 e_{1}<0,
$$

the next sub-step cannot be $S_{4}$. $S_{5}$ cannot occur since $e_{2}=d_{1}$ is odd. The remaining substeps $S_{6}$ and $S_{7}$ occur with equal probabilities, $1 / 2$.

$$
\operatorname{Pr}\left(S_{6} \mid S_{3}\right)=\operatorname{Pr}\left(S_{7} \mid S_{3}\right)=0.5 .
$$

## Transition from $S_{4}$

Suppose that $\left(d_{1}, e_{1}\right)$ are the values of $(d, e)$ before entering $S_{4}$. Then $\left(d_{1}, e_{1}\right)$ must meet the condition, $d_{1} \leq e_{1} \leq 4 d_{1}$. After executing sub-step $S_{4},(d, e)$-pair is updated to ( $d_{2}, e_{2}$ ), where $d_{2}=d_{1}$ and $e_{2}=e_{1}-d_{1}$. Then it must be the case that,

$$
-2 d_{1} \leq d_{2}-e_{2} \leq d_{1} .
$$

Hence, the next sub-step belongs to $S_{a}$ with the probability $1 / 3$ and $S_{b}$ with the probability $2 / 3$. Suppose that the next sub-step is in $S_{a}$. Since

$$
-d_{1} \leq 4 e_{2}-d_{2} \leq 11 d_{1},
$$

the next sub-step is $S_{0}$ with the probability,

$$
\operatorname{Pr}\left(S_{0} \mid S_{4}\right)=\frac{1}{3} \cdot \frac{11}{12}=\frac{11}{36} .
$$

The probability that $d_{2}$ is even is $1 / 2$. Thus,

$$
\operatorname{Pr}\left(S_{1} \mid S_{4}\right)=\frac{1}{3} \cdot \frac{1}{12} \cdot \frac{1}{2}=\frac{1}{72} .
$$

The probability that $e_{2}$ is odd is $1 / 2$. Therefore,

$$
\operatorname{Pr}\left(S_{2} \mid S_{4}\right)=\operatorname{Pr}\left(S_{3} \mid S_{4}\right)=\frac{1}{3} \cdot \frac{1}{12} \cdot \frac{1}{2} \cdot \frac{1}{2}=\frac{1}{144} .
$$

Suppose that the next sub-step is in $S_{b}$. Since

$$
0<d_{1} \leq 4 d_{2}-e_{2} \leq 4 d_{1},
$$

the next sub-step must be $S_{4}$. Therefore,

$$
\operatorname{Pr}\left(S_{4} \mid S_{4}\right)=\frac{2}{3} .
$$

## Transition from $S_{5}$

Suppose that $\left(d_{1}, e_{1}\right)$ are the values of $(d, e)$ before entering $S_{5}$. Then $\left(d_{1}, e_{1}\right)$ must meet the condition, $4 d_{1}<e_{1}$ and $e_{1}$ is even. After executing sub-step $S_{5},(d, e)$-pair is updated to $\left(d_{2}, e_{2}\right)$, where $d_{2}=e_{1} / 2$ and $e_{2}=d_{1}$. Then it must be the case that,

$$
0<d_{1}<d_{2}-e_{2} .
$$

Hence the next sub-step must be in $S_{a}$. However, we cannot compute $\operatorname{Pr}\left(S_{0} \mid S_{5}\right)$, since we do not know the upper bound of $e_{1}$. Say,

$$
\operatorname{Pr}\left(S_{0} \mid S_{5}\right)=s_{5},
$$

where $0 \leq s_{5} \leq 1$. Suppose $4 e_{2}<d_{2}$. Then the next sub-step must be either $S_{1}$ or $S_{2}$, since entering $S_{3}$ requires that $e_{1}$ and $d_{1}$ be both even. Therefore,

$$
\operatorname{Pr}\left(S_{1} \mid S_{5}\right)=\operatorname{Pr}\left(S_{2} \mid S_{5}\right)=\frac{1-s_{5}}{2} .
$$

Transition from $S_{6}$
Suppose that $\left(d_{1}, e_{1}\right)$ are the values of $(d, e)$ before entering $S_{6}$. Then $\left(d_{1}, e_{1}\right)$ must meet the condition, $4 d_{1}<e_{1}$ and both $d_{1}$ and $e_{1}$ are odd. After executing sub-step $S_{6},(d, e)$-pair is updated to $\left(d_{2}, e_{2}\right)$, where $d_{2}=\left(e_{1}-d_{1}\right) / 2$ and $e_{2}=d_{1}$. Then it must be the case that,

$$
0<\frac{d_{1}}{2}<d_{2}-e_{2} .
$$

Hence, the next sub-step must be in $S_{a}$. Since there is no upper limit for $e_{1}$, we cannot compute $\operatorname{Pr}\left(S_{0} \mid S_{6}\right)$. Say,

$$
\operatorname{Pr}\left(S_{0} \mid S_{6}\right)=s_{6},
$$

where $0 \leq s_{6} \leq 1$. Suppose $4 e_{2}<d_{2}$. Then the next sub-step must be either $S_{1}$ or $S_{2}$, since entering $S_{3}$ would mean that $d_{1}$ is even, which contradicts the assumption. Therefore,

$$
\operatorname{Pr}\left(S_{1} \mid S_{6}\right)=\operatorname{Pr}\left(S_{2} \mid S_{6}\right)=\frac{1-s_{6}}{2} .
$$

## Transition from $S_{7}$

Suppose that $\left(d_{1}, e_{1}\right)$ are the values of $(d, e)$ before entering $S_{7}$. Then $\left(d_{1}, e_{1}\right)$ must meet the condition, $4 d_{1}<e_{1}$, $e_{1}$ is odd and $d_{1}$ is even. After executing sub-step $S_{7},(d, e)$-pair is updated to ( $d_{2}, e_{2}$ ), where $d_{2}=d_{1} / 2$ and $e_{2}=e_{1}$. Then it must be the case that,

$$
d_{2}-e_{2}<-\frac{7}{2} d_{1}<0
$$

Hence, the next sub-step must be in $S_{b}$. Since,

$$
4 d_{2}-e_{2}<-2 d_{1}<0,
$$

the next sub-step cannot be $S_{0}$. Moreover $S_{5}$ cannot occur since $e_{2}=e_{1}$ is odd. It is straightforward that the remaining sub-steps $S_{6}$ and $S_{7}$ occur with equal probabilities, 1/2.

$$
\operatorname{Pr}\left(S_{6} \mid S_{7}\right)=\operatorname{Pr}\left(S_{7} \mid S_{7}\right)=0.5 .
$$

### 7.2.2 Statistical Behavior of Algorithm 3.3

By the arguments above, the transition matrix $B=\left[b_{(i, j)}\right]$, where $b_{(i, j)}=P\left(S_{j} \mid S_{i}\right)$ for $i, j \in$ $[0,7]$, is computed as follows,

$$
B=\left[\begin{array}{cccccccc}
0.30056 & 0.01389 & 0.00694 & 0.00694 & 0.66667 & 0 & 0 & 0 \\
s_{1} & \frac{1-s_{1}}{2} & \frac{1-s_{1}}{2} & 0 & 0 & 0 & 0 & 0 \\
s_{2} & \frac{1-s_{2}}{2} & \frac{1-s_{2}}{2} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0.5 & 0.5 \\
0.30056 & 0.01389 & 0.00694 & 0.00694 & 0.66667 & 0 & 0 & 0 \\
s_{5} & \frac{1-s_{5}}{2} & \frac{1-s_{5}}{2} & 0 & 0 & 0 & 0 & 0 \\
s_{6} & \frac{1-s_{6}}{2} & \frac{1-s_{6}}{2} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0.5 & 0.5
\end{array}\right],
$$

for some $s_{1}, s_{2}, s_{5}, s_{6}$ where $0 \leq s_{1}, s_{2}, s_{5}, s_{6} \leq 1$. It is clearly seen that some steps cannot be reached from other steps. For example, step $S_{5}, S_{6}$ and $S_{7}$ cannot follow the step $S_{0}$.

Note that the above analysis may give imprecise results, since we made some assumptions that may be invalid. For example, in our analysis, we assumed that $d_{1}$ takes on a value

Table 7.2: Sub-step Probabilities

| Sub-step Probabilities |  |  |  |
| :--- | :--- | :--- | :--- |
| $P\left(S_{0}\right)=0.361$ | $P\left(S_{1}\right)=0.129$ | $P\left(S_{2}\right)=0.132$ | $P\left(S_{3}\right)=0.042$ |
| $P\left(S_{4}\right)=0.251$ | $P\left(S_{5}\right)=0.000$ | $P\left(S_{6}\right)=0.043$ | $P\left(S_{7}\right)=0.042$ |

in range ( $e_{1}, 4 e_{1}$ ] with uniform probability at the beginning of step $S_{0}$. Similar assumption was applied to the step $S_{4}$. In fact, initially $d \approx e$. Therefore, our analysis is not precise for the first and the fourth row of $B$.

We have performed an experiment to determine the values of $P\left(S_{i} \mid S_{j}\right)$ for all combinations of $i, j \in[0,7]$. The following sub-step transition matrix $B=\left[b_{(i, j)}\right]$ shows our experimental results,

$$
B=\left[\begin{array}{cccccccc}
0.336 & 0.062 & 0.038 & 0.056 & 0.507 & 0.0 & 0.0 & 0.0  \tag{7.4}\\
0.394 & 0.302 & 0.304 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.453 & 0.273 & 0.274 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.503 & 0.497 \\
0.505 & 0.043 & 0.090 & 0.087 & 0.274 & 0.0 & 0.0 & 0.0 \\
0.499 & 0.248 & 0.253 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.054 & 0.470 & 0.473 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.503 & 0.497
\end{array}\right] .
$$

Note that more than half of the elements in matrix $B$ are zeros. This implies that some combinations of sub-step sequences never occur. Even though there does not appear to be an easy way to prove all the probabilities in matrix $B$, all of the zero entries can be easily proven. The zero occurrences in $B$ are important. No matter how small the probability is. It will be shown in Section 7.3 that the exact values of probability are not important.

Table 7.2 shows probabilities of each sub-step. The results in Table 7.2 can be obtained by computing the steady state vector using $B$. Note that the probability $P\left(S_{5}\right)$ is shown to be zero in Table 7.2 , but it is not exactly zero. This is because the sub-step $S_{5}$ can appear only once at the beginning and it does if only if the input exponents $a$ and $b$ satisfy the condition, $a>4 b$. We observe from the matrix $B$ that no sub-step can be followed by $S_{5}$. Hence $S_{5}$ must appear only once at the beginning of sub-step sequence.

We have determined $P\left(Q_{1} Q_{2} \cdots Q_{n}\right)$ up to $n=4$ to identify impossible sub-step sequences, and we list them in Table 7.3. Only the sub-step sequences that are not obvious

Table 7.3: Impossible Sub-step Sequences

| Impossible sub-step sequences |  |
| :---: | :---: |
| $S_{0} S_{4} S_{4} S_{4}$ | $S_{4} S_{4} S_{4} S_{4}$ |
| $S_{1} S_{0} S_{0}, S_{1} S_{0} S_{1}$ | $S_{5} S_{0} S_{0}, S_{5} S_{0} S_{1}$ |
| $S_{1} S_{0} S_{2}, S_{1} S_{0} S_{3}, S_{1} S_{0} S_{4} S_{1}$ | $S_{5} S_{0} S_{2}, S_{5} S_{0} S_{3}, S_{5} S_{0} S_{4} S_{1}$ |
| $S_{2} S_{0} S_{1}, S_{2} S_{0} S_{2}, S_{2} S_{0} S_{3}$ | $S_{6} S_{0} S_{1}, S_{6} S_{0} S_{2}, S_{6} S_{0} S_{3}$ |
| $S_{2} S_{0} S_{0} S_{2}, S_{2} S_{0} S_{0} S_{4}, S_{2} S_{0} S_{4} S_{1}$ | $S_{6} S_{0} S_{0} S_{2}, S_{6} S_{0} S_{0} S_{4}, S_{6} S_{0} S_{4} S_{1}$ |
| $S_{3} S_{6} S_{0} S_{0}, S_{3} S_{7} S_{6} S_{0}$ | $S_{7} S_{6} S_{0} S_{0}, S_{7} S_{7} S_{6} S_{0}$ |

from the matrix $B$ are listed in Table 7.3.
Graphical representation of our Markov chain model is given in Figure 7.1. Notice that there is no path leading to $S_{5}$. Thus, our Markov chain model is not irreducible. For our purpose, we can simply ignore $S_{5}$, since it can only occur once in the beginning of the algorithm.

### 7.2.3 Determining $f_{2}$, $f_{3}$ and Sub-step Sequence

Determining $f_{2}$ and $f_{3}$ is quite simple. In lines 18 and 19 , the algorithm uses $f_{2}$ times of $D$ and $f_{3}$ times of $T$. Hence, we only need to count these operations to determine the values of $f_{2}$ and $f_{3}$. Alternatively, we can determine them at lines 3 and 6 by counting the number of bit shifts and divisions by 3 , though this seems to be harder.

Apparently, there seems to be no easy way to analyze the expected number of tries until the correct key pair is found. Moreover the fact that there are many impossible sub-step sequences listed in 7.3 makes things even more complicated. Nevertheless, if we take into account only the impossible sub-step sequences $S_{1} S_{0} S_{3}, S_{2} S_{0} S_{3}, S_{5} S_{0} S_{3}, S_{6} S_{0} S_{3}$, we can compute the expected number of possible exponent pairs for a randomly given elementary XTR operation sequence. For example, let $S_{1}$ be the current sub-step and the next elementary XTR sequence to be processed is $A D D$, then there are only 2 possible choices for determining the next sub-step: $S_{1}$ or $S_{2}$. The sub-step sequence $S_{0} S_{3}$ also leads to $A D D$ but $S_{1} S_{0} S_{3}$ is an impossible sequence.

We give all the detailed calculations in Table 7.4. The third column of Table 7.4 lists $P\left(q \mid S_{i}\right)$ 's, the probabilities of observing elementary XTR operation sequence $q$ after sub-step $S_{i}$, for $i=0, \ldots 7$ and $q=A(A)$ (an $A$ which is not directly followed by $D D$ ), $A D D$ (which comes from a single sub-step or two consecutive sub-steps) and $D D$. The fourth column lists


Figure 7.1: State Transition Diagram of Sub-steps

Table 7.4: Expected Number of Choices at a Sub-step

| $S_{i}$ | $q$ | $P\left(q \mid S_{i}\right)$ | \# Choices | $E\left(\right.$ \# Choices $\left.\mid S_{i}\right)$ | $E\left(\right.$ \# Choices $\left.\mid S_{i}\right) \cdot P\left(S_{i}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $S_{0}$ | $A(A)$ | 0.780 | 2 |  | 0.819 |
|  | $A D D$ | 0.163 | 4 | 2.269 |  |
|  | $D D$ | 0.057 | 1 |  | 0.205 |
| $S_{1}$ | $A(A)$ | 0.394 | 1 | 1.606 | 0.084 |
|  | $A D D$ | 0.606 | 2 |  |  |
| $S_{2}$ | $A(A)$ | 0.450 | 1 | 1.550 | 0.587 |
|  | $A D D$ | 0.550 | 2 |  | 0.000 |
| $S_{3}$ | $A D D$ | 1.000 | 2 | 2.000 |  |
| $S_{4}$ | $A(A)$ | 0.700 | 2 |  | 0.084 |
|  | $A D D$ | 0.212 | 4 | 2.337 |  |
|  | $D D$ | 0.088 | 1 |  | 0.084 |
| $S_{5}$ | $A(A)$ | 0.501 | 1 | 1.499 |  |
|  | $A D D$ | 0.499 | 2 |  | 2.069 |
| $S_{6}$ | $A(A)$ | 0.054 | 1 | 1.946 |  |
|  | $A D D$ | 0.946 | 2 |  | 0.0 |
| $S_{7}$ | $A D D$ | 1.000 | 2 | 2.000 | 0 |
| Expected \# of choices for each sub-step |  |  |  |  | 0 |

the number of possible choices for the next sub-step given a current sub-step $S_{i}$ and one of $A(A), A D D$ or $D D$, the next elementary XTR operation sub-sequence.

Now, using the sub-step probabilities in Table 7.2 and the number of multiplications for sub-steps in Tables 3.1 and 3.2, the average number of multiplications required for each sub-step is easily calculated to be 4.426. Since the average number of multiplication required for Algorithm 3.3 is conjectured to be $6 \log _{2} \max (a, b)$ as in Conjecture 1, the average number of sub-steps required in one double exponentiation is $6 \log _{2} \max (a, b) / 4.426=$ $1.356 \log _{2} \max (a, b)$. The expected size of search space is $2.069^{1.356} \log _{2} U=U^{1.422}$ for a randomly given sub-step sequence. If we utilize more impossible cases from Table 7.3, the search space will be reduced significantly.

We have experimentally determined the average number of tries required for a randomly given XTR operation sequence. Figure 7.2 shows the results. The slope of the line, for which only four impossible cases are considered, is determined to be about 1.418 showing that our calculation is quite close to the correct value. The slope of the other line, for which we used all impossible cases in Table 7.3, is determined to be about 1.25. Even though the range of


Figure 7.2: The Average Number of Tries Required and the Size of Search Space
$n$ is limited to 18 only, the graph looks straight enough to believe that it takes about $U^{1.25}$ tries until the correct key pair is found for longer size exponents.

### 7.2.4 Determining $d$ at Line 17 of Algorithm 3.3

Let us denote $d$ at line 17 of Algorithm 3.3 by $g$. Suppose an adversary somehow knows that $g=1$, then he/she will just ignore Line 17 since no computation occurs there. However if $g \neq 1$ he/she has to determine the exact value of it by attacking Algorithm 3.2, or attack Algorithm 3.3. This could be an obstacle especially if $g$ is large. However we have found that $g$ is very small in most cases. In fact, our rigorous calculation shows that $g=1$ occurs about $91.2 \%$ of the time and the expected value is only 34.14 assuming 160 -bit input exponents.

Let us denote $d$ at line 17 of Algorithm 3.3 by $g$ and $(d, e)$ after line 8 by $\left(d^{\prime}, e^{\prime}\right)$. Then it is not difficult to see that $g=\operatorname{gcd}\left(d^{\prime}, e^{\prime}\right)$. In the following subsections, we rigorously calculate $\operatorname{Pr}\left(\operatorname{gcd}\left(d^{\prime}, e^{\prime}\right)=1\right)$ and the expected value of $\operatorname{gcd}\left(d^{\prime}, e^{\prime}\right)$. In our computations, we assume that $1 \leq d^{\prime}, e^{\prime} \leq n$, unless otherwise specified.

Suppose that we pick two integers $a$ and $b$ independently and randomly from interval
$[1, n]$. Then, for large $n$, it is easily seen that the probability that $p$ divides $\operatorname{gcd}(a, b)$ is,

$$
\begin{equation*}
P(p \mid \operatorname{gcd}(a, b))=P(p \mid a) P(p \mid b)=\left(\frac{\lfloor n / p\rfloor}{n}\right)^{2} \approx \frac{1}{p^{2}}, \tag{7.5}
\end{equation*}
$$

where $p \in[1, n]$. We define $p_{i}$ to be the $i$-th prime number, i.e., $p_{1}=2$, $p_{2}=3$, etc. Then,

$$
\begin{equation*}
P(g=1)=\prod_{i=3}^{s} P\left(p_{i} \nmid \operatorname{gcd}(a, b)\right) \approx \prod_{i=3}^{s}\left(1-\frac{1}{p_{i}^{2}}\right), \tag{7.6}
\end{equation*}
$$

where $p_{s}$ is the largest prime number in $[1, n]$. Note that the product in (7.6) begins from $i=3$, since there is no common factor of 2 or 3 between $d^{\prime}$ and $e^{\prime}$.

It is well-known that the probability of choosing two co-primes from infinite interval is $[\zeta(2)]^{-1}=6 / \pi^{2}$, where $\zeta(z)$ is the Riemann zeta function. For large $n$,

$$
\begin{equation*}
P(\operatorname{gcd}(a, b)=1) \approx \prod_{i=1}^{s}\left(1-\frac{1}{p_{i}^{2}}\right) \approx \frac{6}{\pi^{2}} \tag{7.7}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
P(g=1) & \approx \frac{P(\operatorname{gcd}(a, b)=1)}{\left(1-1 / p_{1}^{2}\right)\left(1-1 / p_{2}^{2}\right)}  \tag{7.8}\\
& \approx \frac{6 / \pi^{2}}{\left(1-1 / 2^{2}\right)\left(1-1 / 3^{2}\right)} \approx \frac{9}{\pi^{2}}=0.91189 .
\end{align*}
$$

Now, we compute the expected value of $\operatorname{gcd}(a, b)$. Let $E(x)$ denote the expected value of $x$. Then,

$$
\begin{align*}
E(g) & =\sum_{x=1}^{n} x \cdot P(g=x)  \tag{7.9}\\
& =\sum_{p_{3}^{k_{3}} \sum_{p_{4} \ldots \ldots p_{s}^{k_{s}} \leq n}} p_{3}^{k_{3}} p_{4}^{k_{4}} \cdots p_{s}^{k_{s}} P\left(g=p_{3}^{k_{3}} p_{4}^{k_{4}} \cdots p_{s}^{k_{s}}\right),
\end{align*}
$$

where $0 \leq k_{i} \leq\left\lfloor\log _{p_{i}} n\right\rfloor$ for $i=3, \ldots, s$. Since having $p_{i}^{k_{i}}$ as a common factor and $p_{j}^{k_{j}}$ as a
common factor are independent events if $i \neq j$,

$$
\begin{align*}
P\left(g=p_{3}^{k_{3}} p_{4}^{k_{4}} \cdots p_{s}^{k_{s}}\right) & =\prod_{l=3}^{s} P\left(p_{l}^{k_{l}} \mid g \cap p_{l}^{k^{l}+1} \nmid g\right) \\
& \approx \prod_{l=3}^{s}\left(\frac{1}{p_{l}^{2}}\right)^{k_{l}} \cdot\left(1-\frac{1}{p_{l}^{2}}\right) . \tag{7.10}
\end{align*}
$$

Substitute (7.10) in (7.9) to get,

$$
\begin{align*}
E(g) & \approx \sum_{p_{3}^{k_{3}} \sum_{4}^{k_{4} \ldots p_{s}^{k_{s}} \leq n}} \prod_{l=3}^{s} \frac{1}{p_{l}^{k_{l}}} \cdot\left(1-\frac{1}{p_{l}^{2}}\right) \\
& \approx \frac{9}{\pi^{2}} \cdot \sum_{p_{3}^{k_{3}} \sum_{4}^{k_{4} \ldots p_{s}^{k_{s}} \leq n}} \frac{1}{p_{3}^{k_{3}} p_{4}^{k_{4}} \cdots p_{s}^{k_{s}}}  \tag{7.11}\\
& \approx \frac{9}{\pi^{2}} \cdot Z_{n},
\end{align*}
$$

where,

$$
\begin{equation*}
Z_{n}=\sum_{i=0}^{\lfloor(n-1) / 6\rfloor} \frac{1}{6 i+1}+\sum_{i=0}^{\lfloor(n-5) / 6\rfloor} \frac{1}{6 i+5} . \tag{7.12}
\end{equation*}
$$

Let $H_{n}$ be the $n$-th harmonic number, $H_{n}=\sum_{i=1}^{n} 1 / i$ and let $H_{n}^{\prime}$ be defined as,

$$
\begin{equation*}
H_{n}^{\prime}=\sum_{i=1}^{n} \frac{(-1)^{k+1}}{k}=1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\cdots . \tag{7.13}
\end{equation*}
$$

It is well-known that $H_{n}^{\prime}=\ln 2+(-1)^{n}\left[H_{(n-1) / 2}-H_{n / 2}\right] \approx \ln 2$ for large $n$. Then it is not too hard to prove that,

$$
\begin{equation*}
Z_{n} \approx \frac{H_{n}}{2}-\frac{H_{n / 3}}{6}+\frac{\ln 2}{3} . \tag{7.14}
\end{equation*}
$$

Since $H_{n} \approx \ln n+\gamma+1 / 2 n$, where $\gamma$ is Euler-Mascheroni constant,

$$
\begin{equation*}
Z_{n} \approx \frac{\ln \left(12 n^{2}\right)}{6}+\frac{\gamma}{3} . \tag{7.15}
\end{equation*}
$$

The numerical value of $\gamma$ is,

$$
\gamma \approx 0.577215664901532860606512090082402431042 \ldots
$$

However, since $Z_{n}$ is a partial sum of harmonic series, error may accumulate due to the approximation in (7.5). If we use exact probability $P(p \mid a)=\lfloor n / p\rfloor / n$, we have better approximation for $Z_{n}$, which we denote $Z_{n}^{\prime}$.

$$
\begin{align*}
Z_{n}^{\prime} & \approx \sum_{p_{3}^{k_{3}}{ }^{k_{3} k_{4} \ldots p_{s}^{k_{s}} \leq n}} \prod_{i=3}^{s} \frac{\left\lfloor n / p_{i}\right\rfloor_{i}^{k_{i}}}{n^{k_{i}}} \\
& =1+\frac{\lfloor n / 5\rfloor}{n}+\frac{\lfloor n / 7\rfloor}{n}+\frac{\lfloor n / 11\rfloor}{n}+\frac{\lfloor n / 13\rfloor}{n}+\frac{\lfloor n / 17\rfloor}{n}+\frac{\lfloor n / 19\rfloor}{n}+\frac{\lfloor n / 23\rfloor}{n} \\
& +\frac{\lfloor n / 5\rfloor^{2}}{n^{2}}+\frac{\lfloor n / 29\rfloor}{n}+\frac{\lfloor n / 31\rfloor}{n}+\frac{\lfloor n / 5\rfloor \cdot\lfloor n / 7\rfloor}{n^{2}}+\cdots  \tag{7.16}\\
& =1+\frac{\lfloor n / 5\rfloor}{n}+\frac{\lfloor n / 7\rfloor}{n}+\frac{\lfloor n / 11\rfloor}{n}+\frac{\lfloor n / 13\rfloor}{n}+\frac{\lfloor n / 17\rfloor}{n}+\frac{\lfloor n / 19\rfloor}{n}+\frac{\lfloor n / 23\rfloor}{n} \\
& +\frac{\lfloor n / 25\rfloor}{n}+\frac{\lfloor n / 29\rfloor}{n}+\frac{\lfloor n / 31\rfloor}{n}+\frac{\lfloor n / 35\rfloor}{n} \\
& =\frac{1}{n}\left(\sum_{i=0}^{\lfloor(n-1) / 6\rfloor}\left\lfloor\frac{n}{6 i+1}\right\rfloor+\sum_{i=0}^{\lfloor(n-5) / 6\rfloor}\left\lfloor\frac{n}{6 i+5}\right\rfloor\right) .
\end{align*}
$$

Then the difference between $Z_{n}$ and $Z_{n}^{\prime}$ is,

$$
\begin{align*}
E_{n} & =Z_{n}-Z_{n}^{\prime} \\
& \approx \frac{1}{n}\left(\frac{n \bmod 5}{5}+\frac{n \bmod 7}{7}+\frac{n \bmod 11}{11}+\frac{n \bmod 13}{13}+\cdots\right) . \tag{7.17}
\end{align*}
$$

Due to de la Vallée Poussin [20],

$$
\begin{equation*}
\gamma=\lim _{n \rightarrow \infty} \frac{1}{n} \cdot \sum_{i=1}^{n}\left(\left\lfloor\frac{n}{i}\right\rfloor-\frac{n}{i}\right) . \tag{7.18}
\end{equation*}
$$

Using this fact, it is not too hard to prove that $E_{n} \approx(1-\gamma) / 3$. Therefore,

$$
\begin{equation*}
E(g) \approx \frac{9}{\pi^{2}} \cdot Z_{n}^{\prime}=\frac{3}{\pi^{2}}\left(\frac{\ln \left(12 n^{2}\right)}{2}+2 \gamma-1\right) . \tag{7.19}
\end{equation*}
$$

Hence, for $n=2^{160}, E(g) \approx 34.135$.
We have tried to validate these results experimentally. We picked $10^{6}$ set of randomly integers $a$ and $b$ from interval $\left[1,2^{160}\right]$, where $a$ and $b$ do not have 2 and 3 as common factors. Then we counted the number of occurrences of $\operatorname{gcd}(a, b)=1$. The estimated probability was consistently about 0.9119 .

For the validation of the expected value $E(g)$, we tried to average the GCD's from the first experiment, but it turned out that the number of experiment, $10^{6}$, is too small compared to $n=2^{160}$. As a result we could only get unstable average values between 3 and 4 . So, we used a small value of $n$. Figure 7.3 compares the actual average values of $\operatorname{gcd}\left(d^{\prime}, e^{\prime}\right)$ and expected values computed from (7.19) for $n \leq 10000$.


Figure 7.3: Comparison Between Actual Values and (7.19)
We observe from Figure 7.3 the small, but noticeable difference between actual values and expected values computed from (7.19). However, the error is very small. According to Figure 7.4 we can see that $\epsilon$ converges to a constant value between 0.035 and 0.040 .

Suppose that Algorithm 3.2 is used at line 17. It is easy enough to see from the description of Algorithm 3.2 that an adversary can determine the bit length and the least significant bit of $g$. Note that to make Algorithm 3.1 resistant against side channel attack, the elementary XTR operation sequences for the two cases in lines 5 and 9 should be identi-


Figure 7.4: Error Between Actual Values and (7.19)
cal [53]. The bit length of $g$ can be obtained by counting the number of repetitions of $A D D$, $D A D$ or $D D A$ during the execution of Algorithm 3.1. If Algorithm 3.2 is used at line 17, an adversary has to attack Algorithm 3.3 recursively.

### 7.2.5 Determining Boundaries Between Steps

We now discuss whether it is possible to determine the exact boundaries between steps in Algorithm 3.3 by observing an elementary XTR operation sequence.

- When $\mathrm{d}=1$ at line 17

If $d=1$, no elementary XTR operation is performed. The elementary XTR operation sequence from line 16 to the end of the algorithm will then look like:

$$
A \underbrace{D D \cdots D}_{f_{2}} \underbrace{T T \cdots T}_{f_{3}}
$$

Since operation $T$ can only occur at line 19, it can be clearly identified. Whether $f_{2}=0$ or not, one needs to look for the last $A$. Then it must be from line 16. Operation $D$ 's
between $A$ and $T$ are from line 18 . Since $d=1$ happens about $91.2 \%$ of the time, boundaries between steps can be found easily in most cases.

- $d \neq 1$ and Algorithm 3.2 is used at line 17

Suppose lines 5 and 9 in Algorithm 3.1 leave elementary XTR operation sequence $A D D$ ( $D A D$ and $D D A$ are also possible but they all lead to the same result). Then the elementary XTR operation sequence from line 16 to the end of the algorithm will look like:


Note that the first $D$ occurs when constructing $S_{1}\left(c_{u+v}\right)$ from $c_{u+v}$. An adversary can clearly determine that $d \neq 1$, if he/she observes the sequence $A D$ followed by $A$. Note that the operation $A$ from line 4 of Algorithm 3.1 never occurs, since $d$ at line 17 cannot be a multiple of 2 .

- $\mathrm{d} \neq 1$ and Algorithm 3.4 is used at line 17

In this case, there appears to be no easy way to locate the boundaries between steps and an exhaustive search is needed for the value of $d$ by trying from the smallest possible one. Note that the adversary only has to try values that are not multiple of 2 or 3 .

Therefore we conclude that boundaries between steps are exactly identified if Algorithm 3.2 is used. If Algorithm 3.2 is used for line 17, it is not clear how to determine the boundaries. In that case, exhaustive search has to be done. Note that this does not seriously harm the effectiveness of the attack. Using the fact that $d=1$ occurs $91.2 \%$ of the time and that the probability significantly decreases as $d$ increases, it is expected that an attacker should guess the exact $d$ by trying only a few values.

### 7.3 Effectiveness of Markov Chain Method

In [67], Oswald shows how the Markov chain method can help enhancing simple power analysis attacks on elliptic curve point multiplication algorithms. However such a method is not very useful for the attack described here.

In [67], it was possible to partition an elliptic curve operation sequence into several partitions of small lengths such that only 3 -bit patterns are possible for each partition. Using this weakness, Oswald could prune significant number of spurious keys. However, apparently there is no such a weakness found in Algorithm 3.3.

In fact, we have found that the Markov method itself may not be so effective in practice as it is claimed. According to [67], an elliptic curve operation sequence resulted from the point multiplication algorithm [62] are broken into length-l partitions, where for each partition only 3 -bit patterns are possible. Hence, an adversary has to try all $3^{3 n / 2 l}$ keys in the worst case, where $n$ is the bit length of the key. According to [67], one of the 3 bit patterns occurs with probability $1 / 2$ and the others $1 / 4$ each. However, it has been reported in [67] that, when an adversary takes into account the probabilities for the 3-bit patterns, the expected number of tries is $2^{3 n / 2 l}$, which appears to be incorrect.

Suppose that there are $k$ partitions. We assume that an adversary always tries from the highest probable keys to the least probable one. When $k=1$, the expected number of tries in this case is $1=1 \cdot 1 / 2+2 \cdot 1 / 4$ (If the first two tries fail, the third one must be the correct key). Now, suppose that there are two partitions, i.e., $k=2$. Note carefully that an adversary can only test complete keys but not partial key bits, since it is assumed that the adversary only knows a plaintext/ciphertext pair. The expected number of tries in this case is calculated as $3.3125=(1 / 2)^{2}+(2+3+4+5) \cdot(1 / 2)(1 / 4)+(6+7+8) \cdot(1 / 4)^{2}$.

Since it is difficult to generalize this calculation for any $k$, we used computer program to do this calculation up to $k=50$ partitions and Figure 7.5 shows the result.

We easily see from Figure 7.5 that the difference between the average and the worst cases is not very significant and our calculation is far from that of [67]. For $l=16$ and $n=163$, the number of partitions is 15.28 . In such a case, the expected number of tries is about $2^{22}$ as shown in Figure 7.5. However in [67], it has been reported that the expected number of tries is $2^{15.28}$, which does not match with our result.

Nevertheless, Figure 7.5 shows an evidence that the Markov method does result in a significant exponential improvement for cases such as one pattern occurs with very high probability, but the others very small probability. In such a case, as seen from Figure 7.5, the Markov method significantly saves the number of tries. The result implies that the Markov method is useful only when the probabilities are significantly 'skewed'.

The Markov method may not be useful for the attack described here, as the probabilities for sub-steps (see Table 7.2 and the matrix $B$ in section 7.2 ) do not appear to be skewed


Figure 7.5: Number of Tries
enough. Moreover it would be infeasible to sort all the exponential number of spurious keys according to their probabilities.

### 7.4 Extension to Single Exponentiation Algorithms

Our cryptanalysis result can be directly applied to Algorithm 4.2 in [77] and Algorithm 3.4. Note that the side channel attack is meaningful only if it is applied to single exponentiation algorithms, but not the double exponentiation algorithms. Since double exponentiation algorithms are usually used in signature verification [66, 23, 65], all the input values to a double exponentiation algorithm are public information. However, Algorithm 3.3 is used for the efficient implementation of single XTR exponentiation algorithms.

- Algorithm 4.2 in [77]

Suppose the input exponent $U$ is $n$ bits long. Then the exponent is split into two $n / 2$ bit integers. These two integers are the input exponents to Algorithm 3.3. Therefore our cryptanalysis is expected to take $\sqrt{U^{1.25}}=U^{0.625}$ tries until the correct exponent is found.

- Algorithm 3.4

Suppose the input exponent $U$ is $n$ bits long. Exponent is split into two integers $a$ and $b$ at step 1, but they have almost the same bit length as $U$. However, according to Proposition 2, for the first $\log _{\Phi} \sqrt{U}$ iterations, where $\Phi=(3-\sqrt{5}) / 2$, only $S_{0}$ is executed and the values of $d$ and $e$ reduce to about $\sqrt{U}$ after first $\log _{\Phi} \sqrt{U}$ iterations. This means one only needs to attack the second half of the algorithm. Therefore it takes about $U^{0.625}$ tries until the correct exponent is found.

### 7.5 Other Researchers' Results

Since the availability of this work [14] in public domain, other researchers have also tried to attack XTR cryptosystems in various ways.

In [31], Han et. al. show that Algorithm 3.2 is vulnerable to SPA, data-bit DPA [18], address-bit DPA [36] and doubling attack [24]. They also propose countermeasures for these attacks. The field isomorphism method is proposed to thwart data-bit DPA and doubling attack, but it slows down the performance about 129 times for 170 -bit $p$. In [30], Han et. al. apply the refined power analysis attack [27] and the zero-value attack [2] to attack Algorithm 3.2. They propose random exponent splitting method as a countermeasure, but it nearly doubles the computation time. However, in [9], Bevan shows that all of the input values used in [30] in attacking Algorithm 3.2 are not valid. Moreover, Bevan shows that Algorithm 3.2 becomes a finite state machine for the input values that are used in [30].

In [69], the authors use the same approach as ours, but have obtained a better results. According to their experiments, it takes on average $U^{1.09}$ tries to find correct exponent pairs $(d, e)$. For single exponentiation, $U^{0.55}$ tries are required on average. Unfortunately, no details are given on how their experiments have been conducted. They propose several SPA and DPA counter measures for Algorithms 3.2 and 3.3.

In [16], fault analysis attacks [10, 11, 39, 89] on Algorithm 3.2 are discussed. They consider four plausible situations where fault may harm the security of XTR cryptosystems; 1) random bit-fault on a random $S_{k}(c), 2$ ) random faults on a chosen $c_{i}, 3$ ) erasing faults on a coordinate of $c_{k+1}$ of a random $\left.S_{k}(c), 4\right)$ random bit-faults on the secret exponent.

In [32], the authors use simple side channel attack on Algorithm 3.3. They use additional assumption that adversaries can detect whether the operands are equal in two $D$ operations. They conclude that about $2^{40}$ tries are required to break Algorithm 3.3 for 160-bit exponents.

### 7.6 Conclusions

In this chapter, we have analyzed the XTR double exponentiation algorithm against a side channel attack using an assumption that an adversary has the ability to distinguish between multiplication and modular reduction (or Montgomery reduction). We have applied the Markov chain model used in [67] to obtain statistical behavior of Algorithm 3.3. Our analysis shows that $U^{1.25}$ tries on average where $U=\max (a, b)$ are needed to find the correct exponent pair $(a, b)$ for Algorithm 3.3. It immediately follows that an adversary is expected to make $U^{0.625}$ tries on average until he/she finds the correct input exponent to Algorithm 4.2 in [77] and Algorithm 3.4. We also remark that the Markov chain model presented in [67] may not be useful in the attack described here.

We remark that the side channel attack shown in this chapter is not computationally better than well-known square-root type algorithms (baby step giant step or Pollard's Rho algorithms). Such square-root algorithms require only $O(\sqrt{U})$ efforts. However, our results are obtained under a very simple assumption. More sophisticated attackers may be able to extract more information from side channel leakages, and further research has yet to be done.

## Chapter 8

## Conclusions and Future Work

### 8.1 Conclusions

In this thesis, low-weight polynomial form integers (LWPFIs) have been introduced to devise an efficient modular multiplication method. In addition, new squaring formulae based on the Toom-Cook multiplication algorithm and a side channel attack on XTR cryptosystems have been presented.

In Chapter 4, LWPFI are defined as a family of integers expressed in polynomial form $p=f(t)$, where $t$ is a positive integer and $f(t)$ is a monic polynomial whose coefficients are limited to 0 and $\pm 1$. Our analysis shows that LWPFI modular multiplication has better asymptotic behavior than other general modular reduction methods. Our implementation results show that LWPFI modular multiplication is faster than Montgomery reduction for moduli of large sizes. We have shown techniques that can speed up LWPFI modular multiplication.

In Chapter 5, we have slightly extended the low-weight polynomial form integers. Improved coefficient reduction algorithm based on the Montgomery reduction algorithm and its analysis results have been presented. The bound on the input and output has been analyzed and the conditions for eliminating the final subtractions have been determined. We have also presented methods for performing additions and subtractions modulo an LWPFI in a carry/borrow-free manner. We have also considered applying our coefficient reduction algorithm to modular number systems proposed by Bajard et. al. but have not been able to find a good $F$ for efficient coefficient reduction.

GMN or pseudo-Mersenne number based modular multiplication would be faster than LWPFI based one, however there are not that many GMNs and pseudo-Mersenne numbers. LWPFI has its advantage that the implementation does not have to be specific to a single modulus and that LWPFI provides a considerably larger choice of moduli than GMN. Hence, one may consider LWPFI as a trade-off between general integer and other special type of moduli such as GMNs and pseudo-Mersenne numbers.

In Chapter 6, we have presented new 3 -way polynomial squaring formulae. Our squaring squaring formulae enhance modular squaring modulo an LWPFI, since the first step of modular multiplication using an LWPFI moduli is a multiplication in $\mathbb{Z}[x] / f(t)$. Our squaring formulae are based on the Toom-Cook multiplication algorithm and they require the same number of coefficient multiplications used in the Toom-Cook multiplication algorithm. However, our 3 -way formulae have less amount of overhead than the best known 3 -way Toom-Cook multiplication algorithm. Moreover, our formulae do not require any nontrivial constant divisions which always occur in all $n$-way Toom-Cook multiplication algorithms for $n \geq 3$. Our experimental results confirm that one of our 3 -way formulae is superior to GMP's squaring routine for squaring integers of size 2300-6900 bits on Pentium IV 3.2GHz. Moreover, according to our implementation results, our squaring formulae are the best for squaring degree- 2 polynomials in $\mathbb{Z}[x]$ whose coefficients are shorter than 1216 bits on the same processor. However, symmetric squaring algorithms are advantageous for squaring very large size operands, since our asymmetric squaring algorithms use at least one pointwise multiplication that cannot be computed by squaring.

In Chapter 7, we have attempted a side channel attack on XTR exponentiation algorithms under the assumption that an adversary has the ability to distinguish between multiplication and modular reduction (or Montgomery reduction). We have shown that an adversary is expected to make about $U^{1.25}$ tries on average where $U=\max (a, b)$ to find the correct exponent pair $(a, b)$ for Algorithm 3.3. It immediately follows that an adversary is expected to make $U^{0.625}$ tries on average until he/she finds the correct input exponent to Algorithm 3.4 and Algorithm 4.2 in [69]. We remark that the Markov chain model presented in [67] may not be useful in the attack described here.

### 8.2 Future Work

- In this thesis, methods for modular addition, subtraction and multiplication (squaring) have been presented. We have not yet developed a method to perform modular inversion using LWPFI moduli. It appears that modular inverse computation can hardly take advantage of the special form moduli. However, it would be interesting to have a modular inversion algorithm which works on integers represented in polynomial form in $t$.
- The security aspect of using LWPFI in cryptography needs to be thoroughly investigated. For instance, it is not known whether LWPFI can be used in RSA cryptosystems without degrading its security. It is also not known whether LWPFI can be used in the cryptosystems based on the hardness of the discrete logarithm problem. In [73], it is conjectured that discrete logarithm problem based on integer moduli having low Hamming weight is significantly easier than the number field sieve on general moduli. However, this result does not apply to discrete logarithm problem based on LWPFI moduli, since LWPFIs do not have low Hamming weight.
- There are a number of tricks and enhancement methods for the Montgomery reduction algorithm. For instance, pipelining of sub-steps in a loop significantly improves the critical path delay for hardware implementation. We have not thoroughly considered all techniques with regard to their effective usability in Algorithm 5.2 presented in Chapter 5.
- Throughout this thesis, only software implementation has been considered. It would be very interesting to devise hardware architectures for modular multiplication using LWPFI moduli and integer/polynomial squaring using our asymmetric squaring formulae.
- It would be very interesting to find a formulae for cubing of a polynomial (or integer) which can perform faster than multiply-then-square approach.
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## Appendix A

## Source Codes for $\mathbf{S Q R}_{3}$ and Improved Zimmermann's 3-way Toom-Cook Squaring Algorithm

We show the source codes that we used to obtain the experimental results presented in Section 6.4. The functions mpn_sqr_asymmetric3_n() and mpn_sqr_zimmermann3_n() have the same interface as the Toom-Cook squaring routine (mpn_sqr_toom3_n () ) in GMP. Since we have referenced Harley's Toom-Cook squaring routine in GMP 4.1.4 to implement $\mathrm{SQR}_{3}$, there are some common parts with Harley's code in the beginning (variable declaration and variable setup) and at the end (overlapping and carry adding up). We store carries in separate variables (carryA, carryB, carryC, carryD, carryW and tempC) as Harley did in the Toom-Cook multiplication and squaring routines in GMP 4.1.4.

The argument a is the pointer to the operand of length $n \geq 5$. The argument p is a pointer to memory where result is stored. There must be at least $2 n$ words allocated to p . The argument ws is a pointer to a working space having at least $6 \cdot\lceil n / 3\rceil$ words.

One can easily replicate the results presented in Section 6.4 by replacing the existing mpn_sqr_3_n () function in GMP libary with the following codes. Since the following functions become faster than KA for shorter operands than does the 3-way Toom-Cook multiplication in GMP, one needs to change the threshold value (SQR_TOOM3_THRESHOLD) in the file gmp-mparam. h between KA and 3-way Toom-Cook squaring algorithm to obtain the optimal results. The threshold varies significantly depending on the architecture used and can
be estimated experimentally.

## A. 1 Source Code for SQR $_{3}$

```
#define MSB 1<<(BITS_PER_MP_LIMB-1)
void mpn_asymmetric3_n (mp_ptr p, mp_srcptr a, mp_size_t n, mp_ptr ws)
{
    mp_limb_signed_t carryB, carryC, carryD, carryW, tempC;
    mp_limb_t *A,*B,*C,*D,*E,*W;
    mp_size_t l,12,13,14,15,1s;
    ASSERT ( }\textrm{n}>=5\mathrm{ );
    /* Break n words into chunks of size l, l and ls.
    * n = 3*k => l = k, ls = k
    * n = 3*k+1 => l = k+1, ls = k-1
    * n = 3*k+2 => l = k+1, ls = k
    */
    {
        mp_limb_t m;
        l = ls = n / 3;
        m = n - l * 3;
        if (m != 0)
        ++l;
        if (m == 1)
        --ls;
        12 = l * 2;
        13 = l * 3;
        14 = l * 4;
        15 = l * 5;
        A = p;
        B = ws;
        C = p + 12;
        D = ws + l2;
        E = p + l4;
        W = ws + 14;
```

```
}
/* ws = | W | D | B |
    p=|E| C |A | */
/* [A] = a_0^2 = S0*/
TOOM3_SQR_REC (A, a, l, W);
/* [E] = a_2^2 = S4 */
TOOM3_SQR_REC (E, a+l2, ls, W);
/* [carryB:B] = a_0 + a_2 */
carryB = mpn_add_n(B, a, a+l2, ls);
if(ls!=l) carryB = mpn_add_1(B+ls, a+ls, l-ls, carryB);
/* [carryD:D] = a_0 + a_1 + a_2, carryD=0,1 or 2 */
carryD = carryB + mpn_add_n(D, B, a+l, l);
/* [carryB:B] = a_0 - a_1 + a_2, carryB= -1, 0 or 1 */
carryB = carryB - mpn_sub_n(B, B, a+l, l);
/* [carryW:W] = (a_0 + a_1 + a_2)^2 = S1, 0 <= carryW <= 6 */
TOOM3_SQR_REC (W, D, l, C);
carryW = carryD*carryD;
if(carryD==1)
{
    carryW +=mpn_lshift(C, D, l, 1);
    carryW +=mpn_add_n(W+l, W+l, C, l);
}
else if (carryD==2)
{
    carryW +=mpn_lshift(C, D, l, 2);
    carryW +=mpn_add_n(W+l, W+l, C, l);
}
/* [carryD:D] = (a_0 - a_1 + a_2)^2 = S2, 0 <= carryD <= 3 */
TOOM3_SQR_REC (D, B, l, C);
carryD = carryB*carryB;
```

```
if(carryB>0)
{
    carryD += mpn_lshift(C, B, l, 1);
    carryD += mpn_add_n(D+l, D+l, C, l);
}
else if (carryB<0)
{
    carryD -= mpn_lshift(C, B, l, 1);
    carryD -= mpn_sub_n(D+l, D+l, C, l);
}
/* [carryC:C] = T1 = (S1+S2)/2 */
carryC= carryW+carryD+mpn_add_n(C, W, D, l2);
mpn_rshift(C, C, l2, 1);
if(carryC&1) C[12-1]|=MSB;
carryC>>=1;
/* [carryD:D] = S1 - T1 */
carryD=carryW-(carryC+mpn_sub_n(D, W, C, l2));
/* [carryC:C] = T1 - S4 - S0 */
carryC-= mpn_sub_n(C, C, A, l2);
if(ls!=l)
{
    tempC = mpn_sub_n(C, C, E, ls<<1);
    carryC-=mpn_sub_1(C+(ls<<1), C+(ls<<1), l2-(ls<<1), tempC);
}
else
{
    carryC-= mpn_sub_n(C, C, E, l2);
}
/* [B] = a_0 * a_1 */
TOOM3_MUL_REC (B, a, a+l, l, W);
/* [carryB:B] = S3 */
carryB = mpn_lshift(B, B, l2, 1);
```

```
    /* [carryD:D] = S1-T1-S3 */
    carryD-=(carryB+mpn_sub_n(D, D, B, l2));
    /* overlapping */
    carryB+=mpn_add_n(p+l, p+l, B, l2);
    carryD+=mpn_add_n(p+l3, p+l3, D, l2);
    /* adding up carries */
    MPN_INCR_U (p + 13, 2 * n - l3, (mp_limb_t) carryB);
    MPN_INCR_U (p + 14, 2 * n - l4, (mp_limb_t)carryC);
    MPN_INCR_U (p + 15, 2 * n - 15, (mp_limb_t)carryD);
}
```


## A. 2 Source Code for Improved Zimmermann's 3-way ToomCook Squaring Algorithm

```
void mpn_zimmermann3_sqr_n (mp_ptr p, mp_srcptr a, mp_size_t n, mp_ptr ws)
{
    mp_limb_signed_t carryA, carryB, carryC, carryD, carryW;
    mp_limb_t *A,*B,*C,*D,*E, *W;
    mp_size_t l,l2,l3,l4,l5,ls;
    ASSERT (n>=5);
    /* Break n words into chunks of size l, l and ls.
    * n = 3*k => l = k, ls = k
    * n = 3*k+1 => l = k+1, ls = k-1
    * n = 3*k+2 => l = k+1, ls = k
    */
    {
        mp_limb_t m;
        l = ls = n / 3;
        m = n - l * 3;
        if (m != 0)
            ++l;
```

```
    if (m == 1)
        --ls;
    12 = l * 2;
    13 = 1 * 3;
    14 = l * 4;
    15 = l * 5;
    A = p;
    B = ws;
    C = p + l2;
    D = ws + l2;
    E = p + l4;
    W = ws + l4;
}
/* ws = | W | D | B |
    p=|E| C | A | */
/* [carryB:B] = a_0 + a_2 */
carryB = mpn_add_n(B, a, a+l2, ls);
if(ls!=l) carryB = mpn_add_1(B+ls, a+ls, l-ls, carryB);
/* [carryD:D] = a_0 + a_1 + a_2, carryD = 0, 1 or 2 */
carryD = carryB + mpn_add_n(D, B, a+l, l);
/* [carryB:B] = a_0 - a_1 + a_2, carryB = -1, 0, or 1 */
carryB -= mpn_sub_n(B, B, a+l, l);
/* [carryC:C] = (a_0 - a_1 + a_2)^2 = c_4 - c_3 + c_2 + c_1 + c_0 */
TOOM3_SQR_REC (C, B, l, W);
carryC = carryB*carryB;
if(carryB>0)
{
    carryC +=mpn_lshift(W, B, l, 1);
    carryC +=mpn_add_n(C+l, C+l, W, l);
}
else if (carryB<0)
```

```
{
    carryC -=mpn_lshift(W, B, l, 1);
    carryC -=mpn_sub_n(C+l, C+l, W, l);
}
/* [carryB:B] = (a_0 + a_1 + a_2)^2 = c_4 + c_3 + c_2 + c_1 + c_0 */
TOOM3_SQR_REC (B, D, l, W);
carryB = carryD*carryD;
if(carryD!=0)
{
    carryB += mpn_lshift(W, D, l, carryD);
    carryB += mpn_add_n(B+l, B+l, W, l);
}
/* [carryD:D] = (4a_2 + 2a_1 + a_0), 0<=carryD<=6 */
carryD=mpn_lshift(D, a+l, l, 1);
carryD+=mpn_add_n(D, D, a, l);
carryW=mpn_lshift(W, a+l2, ls, 2);
if(l!=ls)
{
    carryW+=mpn_add_n(D, D, W, ls);
    carryD+=mpn_add_1(D+ls, D+ls, l-ls, carryW);
}
else
{
    carryD+=(carryW+mpn_add_n(D, D, W, l));
}
/* [carryA:A] = (4a_2 + 2a_1 + a_0)^2 = 16c_4 + 8c_3 + 4c_2 + 2c_1 + c_0 */
carryA=carryD*carryD;
TOOM3_SQR_REC (A, D, l, W);
if(carryD==1)
{
    carryW = mpn_lshift(W, D, l, 1);
    carryA += (carryW+mpn_add_n (A+l, A+l, W, l));
}
```

```
if (carryD==2)
{
    carryW = mpn_lshift(W, D, l, 2);
    carryA += (carryW+mpn_add_n(A+l, A+l, W, l));
}
if (carryD==4)
{
    carryW = mpn_lshift(W, D, l, 3);
    carryA += (carryW+mpn_add_n(A+l, A+l, W, l));
}
if(carryD!=0)
{
    carryA += mpn_addmul_1(A+1, D, l, carryD<<1);
}
/* [carryD:D] = 2(c_4 - c_3 + c_2 - c_1 + c_0) */
carryD=(carryC<<1) +mpn_lshift(D, C, l2, 1);
/* [carryD:D] = 18c_4 + 6c_3 + 6c_2 + 3c_0 */
carryD+=(carryA+mpn_add_n(D, D, A, l2));
/* [carryD:D] = 6c_4 + 2c_3 + 2c_2 + c_0 */
carryD = ((carryD - mpn_divexact_by3 (D, D, l2))
    * MODLIMB_INVERSE_3) & GMP_NUMB_MASK;
/* [A] = a_0^2 = c_0 */
TOOM3_SQR_REC (A, a, l, W);
/* [carryD:D] = 3c_4 + c_3 + c_2 + c_0 */
carryD+=mpn_add_n(D, D, A, l2);
mpn_rshift(D, D, l2, 1);
if(carryD&1)
{
    D[12-1]|=MSB;
}
carryD>>=1;
```

```
/* [E] = a_2^2 = c_4 */
TOOM3_SQR_REC (E, a+l2, ls, W);
/* [carryW:W] = 2c_4 */
carryW=mpn_lshift(W, E, ls<<1, 1);
/* [carryD:D] = c_4 + c_3 + c_2 + c_0 */
if(l!=ls)
{
    carryW+=mpn_sub_n(D, D, W, ls<<1);
    carryD-=mpn_sub_1(D+(ls<<1), D+(ls<<1), l2-(ls<<1), carryW);
}
else
{
    carryD-=(carryW+mpn_sub_n(D, D, W, l2));
}
/* [carryC:C] = c_4 + c_2 + c_0 */
carryC+=(carryB+mpn_add_n(C, C, B, l2));
mpn_rshift(C, C, l2, 1);
if(carryC&1)
{
    C[12-1]|=MSB;
}
carryC>>=1;
/* [carryB:B] = c_1 */
carryB-=(carryD+mpn_sub_n(B, B, D, l2));
/* [carryD:D] = c_3 */
carryD-=(carryC+mpn_sub_n(D, D, C, l2));
/* [carryC:C] = c_2 */
carryC-=mpn_sub_n(C, C, A, l2);
if(l!=ls)
{
    carryW=mpn_sub_n(C, C, E, ls<<1);
```

```
        carryC-=mpn_sub_1(C+(ls<<1), C+(ls<<1), l2-(ls<<1), carryW);
    }
    else
    {
        carryC-=mpn_sub_n(C, C, E, l2);
    }
    /* overlapping */
    carryB+=mpn_add_n(p+l, p+l, B, l2);
    carryD+=mpn_add_n(p+l3, p+l3, D, l2);
    /** Final stage: add up the coefficients. **/
    MPN_INCR_U (p + l3, 2 * n - l3, (mp_limb_t) carryB);
    MPN_INCR_U (p + l4, 2 * n - l4, (mp_limb_t)carryC);
    MPN_INCR_U (p + l5, 2 * n - l5, (mp_limb_t)carryD);
}
```


[^0]:    ${ }^{1}$ Note, however, that the 3-way Toom-Cook multiplication algorithm in GMP v4.2.1 stores carries and borrows in the most significant digit place instead of handling them separately with extra variables. This method has a trade-off. Using extra digit reduces the number of additions and subtractions, but coefficient multiplications and squarings becomes slower. We have tested both methods and found that it is better to use extra variables for carries and borrows on architectures on which we have performed our experiments.

[^1]:    ${ }^{2}$ I thank Augusto Jun Devegili letting me know about the runtime address resolution.
    ${ }^{3}$ Even though the 3 -way Toom-Cook squaring is separately implemented, it uses the same 3-way Toom-Cook multiplication algorithm given in Section 2.1.1.

