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Abstract

This thesis focuses on the survivable routing maobin WDM mesh networks where the
objective is to minimize the total number of wavejths used for establishing working and
protection paths in the WDM networks. The pastisidor survivable routing suffers from
the scalability problem when the number of nodekdior connection requests grow in the
network. In this thesis, a novel path based shpretéction framework namely Inter-Group
Shared protection (I-GSP) is proposed where tH&dmaatrix can be divided into multiple
protection groups (PGs) based on specific groupiolicy. Optimization is performed on
these PGs such that sharing of protection wavehsnigt considered not only inside a PG,
but between the PGs. Simulation results show H&@$P based integer linear programming
model, namely, ILP-1l solves the networks in a oeadble amount of time for which a
regular integer linear programming formulation, mdyn ILP-1 becomes computationally
intractable. For most of the cases the gap betweeoptimal solution and the ILP-II ranges
between (2-16)%. The proposed ILP-Il model yieldscalable solution for the capacity
planning in the survivable optical networks based tbe proposed I-GSP protection

architecture.
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Chapter 1

I ntroduction

The rapid growth and advances in the photonic comeation technology have opened the
door for Wavelength Division Multiplexing (WDM) bed optical networks which carry
data traffic in a rate of Tera-bit per second. Amgxpected disruption to such an ultra-high
speed network may result in a huge loss to its wwmits and the carrier itself. Thus
survivability has been well-recognized as one efrtiost important objectives in the design
of WDM mesh networks such that any unexpectedrmpeion upon the working traffic can
be restored in a short time to guarantee servicdiraoty and data integrity. For this
purpose, the effort of pre-planning spare capaditg., protection paths) for the
corresponding working capacity (i.e., working pathas been well recognized as one of the
most effective approaches. With pre-planned spapadity, the working paths affected by
the failure can be switched over to the protecpaths for maintaining service continuity.

This task is known as survivable routing wherettaffic demand is known in advance.

1.1 Objectives

This thesis focuses on the survivable routing molsl where the objective is to minimize
the total number of wavelengths used for estalmigshworking and protection paths in the
networks. In this study, the survivable routinglgem is formulated as follows: given a set
of traffic demand and a WDM network, the objectigeto establish the lightpaths (both
working and protection) in the network for the givdemand while minimizing the number

of wavelength channels.



1.2 Contributions

To develop an effective scheme that can be botaaigpefficient and computation-efficient
has long been a challenge. The past studies fasivabte routing took approaches of
optimization for allocating the working and proieat paths. A limitation of such
approaches is that as the number of nodes/linkoonection requests grow, the problem
quickly becomes computationally intractable evemderate-sized networks. To overcome
the scalability problem, one of the most commonip@ed ideas is to divide the traffic
demands into different protection groups (PGSs).

In this thesis, a path based shared protefteonework is proposed namely Inter-Group
Shared Protection (I-GSP) that divides the totaffit demand (i.e., traffic matrix) into
multiple PGs and optimization is conducted on eaicthe PG where sharing of protection
resources between the PGs is considered. Basedeon-GSP framework, this thesis
introduces an Integer Linear Programming (ILP) nhodamely ILP-1I which optimizes the
task of resource allocation in each PG where shasinprotection resources between the
PGs is allowed. The working paths in each PG areuatly link-disjointedly routed. To
compare the capacity efficiency of ILP-II, ILP-I iistroduced which also formulates path
based shared protection but optimization is coretlicin the total traffic matrix. It is clear
that ILP-1 will produce the optimal solution sinttee optimization is performed on the total
traffic matrix, but will become computationally rattable when the network size and traffic
demand grow [4,6,7,16,17,38]. Results from ILP-ll e compared with ILP-II to evaluate
the gap between the optimal and ILP-1l solutiondédicated protection scheme is also
implemented, namely, ILP-IIl which is similar toethLP-1 except that no sharing of spare

resources is allowed. Results from ILP-III will bsed to compare the capacity efficiency



between “sharing” and “no-sharing” scenarios. Thefgrmance and the computation

complexity of each model will be investigated.

1.3 ThesisOrganization

The rest of the thesis is organized as follows.pB#ra2 formulates the problem. In chapter
3, a whole picture of survivable design for the mégDM networks is presented as well as
a number of representative reported schemes amisdisd. Chapter 4 introduces the
proposed [-GSP survivable routing scheme. Simulat&sults are reported in chapter 5.
Finally, a summary of the thesis and some futuearch directions are presented in

Chapter 6.



Chapter 2

Problem Formulation

Let the network be denoted &%V,E), whereV andE are the set of nodes and directional
links in the network, respectively. Suppose a itgblattern defined in a traffic matrik is
given in advance. The design objective is to minanthe total number of wavelength
channels used for establishing the working andr tberresponding protection paths for
traffic matrix T for achieving 100% restorability, where the shgpectection is adopted in

each matrix and the single failure scenario isassl

Let xkj be a binary variable that takes on a value ofvtoifking pathk goes through link

(1,)) using wavelength, and O otherwise. Ley.k”. indicates whether wavelengths used by
1]

protection pattk on link (,j). This binary variable takes on a value of 1, &wslength is

used, 0 otherwise. Objective function for this peob can be formulated as follows:

Minimize

The above target function aims to establishvibeking-protection path pairs for all the
connection requests in given traffic matfirover the networks, such that the total number
of wavelength channels used is minimized. Follovasgumptions are made:

* The number of wavelength channels available al@uty éink is limited

* The wavelength conversion capability is not presetite network



Sharing of wavelengths among the protection paitisma group and between the
groups is allowed

A particular wavelength on link (i.j) can only be used either by a working platr
by a protection patk or can be shared by protection paths

A working path and its corresponding protectiorhpate always link-disjointedly
routed

If a wavelengtht is shared by two or more protection paths, theiresponding

working paths are link-disjointedly routed



Chapter 3

Background

Important concepts that are necessary for a completderstanding of the materials
discussed in this thesis are introduced as wellthas state-of-the-art progress in the

survivable routing scheme in WDM mesh networksrespnted in this chapter.
3.1 Concepts, Terminologies, and Related Work

3.1.1 Wavelength Division Multiplexing (WDM)
A WDM system uses a multiplexer at the source tdtiplex several wavelength channels
on to a single fiber and demultiplexes the comgasignal at the receiving end with the help

of a demultiplexer [1].

3.1.2 Lightpath and Wavelength Continuity Constraint
In WDM networks, a connection request is satistigdestablishing a lightpath from the
source node of the connection to the destinatiatend lightpath is an all-optical channel
which may span multiple fiber links, to provide iecait-switched interconnection between
two nodes.

In the absence of wavelength converters, ddagh would occupy the same wavelength
on all fiber links that it traverses. This is cdllthe wavelength-continuity constraint. Two
lightpaths on a fiber link must also be on diffdrevavelength channels to prevent the

interference of the optical signals [2].



3.1.3 Shared Risk Link Group (SRLG)

SRLG is defined as a group of network elements, (lieks, nodes, physical devices,
software/protocol identities, or a combination #wd) subject to the same risk of single
failure [4]. In practical cases, an SRLG may cantaiultiple seemingly unrelated and
arbitrarily selected links/nodes. The fact that paihs do not take any common SRLG is
referred to as the SRLG-disjointedness, which i thajor effort of achieving 100%
restorability under a single failure scenario ikeoof the paths is taken as the working path
and the other is taken as the protection path. Akiwg path is considered involved in a
SRLG only if it traverses through any network elemiat belongs to the SRLGs. A path
may be involved in multiple SRLGs. This study foesion the case that each arc in the
network topology is an SRLG, where an arc is coragas two links in opposite directions
terminated by two adjacent nodes in the networbltmyy. Thus, a working path traversing
throughH hops will be involved irH different SRLGs. To achieve 100% restorabilityisit
sufficient and necessary for every link traversgdhe working path to be protected by at
least one link-disjoint protection path. In the everhere a failure interrupts a working path,
the switching fabric in each node along the comesing protection path is configured by
prioritized signaling mechanisms; then traffic-shibver is performed to recover the
original service supported by the working path. rEéfi@re, the protection path of different
working paths can share spare capacity if theirkimgr paths are not involved in any
common SRLG. In other words, whether two protectpaths can share spare capacity
depends on the physical location of their workirghg. The dependency is the reason for
the existence of the SRLG constraint. A simple gXan4] is shown in Fig. 1 wheM; and

P, form a working and protection path-pair. The barkath ofW, (another working path)



should exclude the possibility of using any of #pare capacity (or wavelength channels)
taken byP; becausa\, traverses link A-B, which shares the same risla gingle failure

with W;.

0. vD .~

Fig. 1: An example to illustrate the SRLG constrain

With survivable routing, two types of protectischemes are defined — dedicated and
shared protection, according to whether or notuesosharing (i.e., wavelength sharing) is
allowed between different protection lightpaths.eTERLG disjointedness between the
working and the corresponding protection path nogsguaranteed for both dedicated and

shared protection.

3.1.4 Dedicated Protection

Dedicated protection (i.e., 1+1 or 1:1) providegesy fast restoration service at the expense
of the fact that the ratio of redundancy (i.e., taBo of capacity taken by protection and
working paths in the network) usually reaches 100%implement dedicated protection in
mesh WDM networks, the physical routes for the wagkand protection paths must be
determined. With 1+1 dedicated protection, eachkimgrand protection path-pair is pre-
configured, and is launched with the same copy ath dransmitted between a source-
destination pair during the normal operation. TWe paths are SRLG-disjoint such that no

any single failure will affect both paths at theneamoment. The 1:1 dedicated protection,



on the other hand, only has the working path tdapmched with data traffic while the

capacity reserved by the protection path is noisi.

3.1.5 Shared Protection

The concept of SRLG serves as the key role in theeldpment of shared protection
schemes. It has been observed that the resourcegshatween different protection paths
can substantially reduce the ratio of redundanquired to achieve 100% restorability [5].
For shared protection, the spare capacity (i.eveleagth) taken by protection paths can
possibly be shared by some other protection pdis.SRLG disjointedness must exist not
only between the working-protection path-pair, lsto among the working paths for which
the corresponding protection paths share the sameelength. It is clear that the
implementation of shared protection imposes onesndisjointedness requirement than that
for dedicated protection. This leads to a fact tte development of shared protection

schemes is generally more complicated.

From the implementation point of view, the survilabouting schemes can be divided
into two categories: the link-oriented and patreoted. The former restores the working
capacity once subject to any unexpected interrngiyoswitching to and merging back from
the corresponding spare capacity at the two endbeofink. On the other hand, the latter
case addresses spare capacity for each workingapdtinvestigates the link-disjointedness

constraint in the networks.



3.1.6 Link-oriented Shared Protection

In a mesh network, link-oriented schemes have edhrecognized as feasible approaches
with high restoration speed but low capacity effiay [18,19]. The fast restoration from a
failure is due to the fact that the deploymentpre capacity along each link is dedicated to
the working capacity along a specific physical spahich may yield a smaller length of
protection cycles.

In terms of WDM networks with multi-service eronments, the link-oriented approach
nonetheless falls short of means in service diffeaéon and manipulation of distribution
for the spare capacity. Note that each lightpatthenoptical domain is taken as a discrete
bandwidth unit with a specific service level agream In the event that the wavelength
continuity constraint (e.g., the case without wawgkth conversion or with partial/sparse
wavelength conversion) is considered, most of #yorted link-oriented approaches can
hardly be applied except being provided with soxterg of modifications. However, these
modifications may largely increase the computattomplexity by jointly considering the
working capacity on multiple wavelength planes dmel lightpaths with different class of
services along each link [4]. Some of the majok-limiented protection schemes include

Minimum Node-Covef19,21], Ring-Cover [22, 23, 24], and P-cycle [Z27].

3.1.7 Path-oriented Shared Protection

With the path-oriented approach, spare capacityafavorking path is allocated along a
protection path that is link-disjointedly routedtlwithe working path. The path-oriented
approach can create a better platform of achiewsagvice differentiation and traffic

engineering for both working and protection pathsa mesh network, path protections are

10



more feasible than link protections with availalbdehnologies. Link protection schemes
depend on fault localization, while no fault loealiion is necessary for path protection. Path
rerouting performed at the edge of the network rabgw some or all of the recovery
functions to be moved into the end-system. Thusiniplifies network design, and allows
applications to make use of application specifforimation such as tolerance for latency in
making rerouting decisions [3]. Path based suntevaibuting has been considered in this
study.

Path-oriented spare capacity allocation carp&dormed by formulating the problem
either into ILP or heuristics. Compared with thekhoriented spare capacity allocation
schemes, much less efforts have been put on theopiainted ones in the past due to its high
computation complexity and unsuitability for netk®mostly supporting best effort traffic.
However, as the connection-oriented traffic withSQequirements is expected to dominate
the network control and management, the path-aterdpproach is becoming more
important than ever, particularly for the spare awaty allocation in All-Optical WDM
networks where each lightpath is nonetheless tearsp and subject to several constraints.
However, with the much improved computing power adays compared with the situation
a decade ago when the span-oriented ones werenthetlwice for network designers, the
path-oriented scheme becomes an alternative witthrptomise for achieving better service
differentiation and capacity efficiency particulafor mesh WDM networks. Depending on
the size of the problem (i.e., number of nodes, memof links, number of wavelengths,
number of traffic demands etc.), the running tiroe the path oriented survivable routing
solution may vary from few minutes to few days. Eweith high-end computational

facilities, such optimization task often become patationally intractable and even running
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after few weeks, results may not be obtained. @mother hand, heuristics can be developed
that can solve the above problem in polynomial tilm& they are far from the optimal. A
balance between the time and the level of optinupais desired where a solution can be
obtained in a reasonable time frame while miningzime resource consumption as much as
possible. A number of major reported survivabldir@uschemes are detailed below.

Since the optimization for path oriented sualle routing is usually subject to a very
high computation complexity even in a middle-sizedtwork, the scalability and
computation-efficiency have long been a major @mge in the design of the algorithms.
Most of the previous work on spare capacity allecabf mesh WDM networks modeled
the static protection design as an integer lineagqamming (ILP) problem. Unfortunately,
the resulting ILP formulation is NP-hard [6]. Totalm the optimal solution for even a small
size network, such as a few tens of nodes, is ‘Eng consuming using available
mathematical tools [3].

Without considering grouping, the studies othpsared protection have been reported in
the past few years [6-11]. [€)kamined both path and link protection approacbesitvive
single-link failures in an optical network wheretlars formulated ILPs to determine the
capacity utilization for different protection schesnfor a static traffic demand. The
numerical results indicate that shared-path primiegqirovides significant savings in capacity
utilization over dedicated-path and shared-linkigetion schemes. Relaxation methods are
also proposed in a number of literatures to appnakt the IP solution. In [8], authors
examined relaxations to ILP that find survivablaitiogs with reduced complexity. The
basic idea behind these relaxations is to enfordg a subset of the cut-set constraints.

Lagarangian relaxation, which decomposes the @aigiomplex problem into several easier

12



sub problems, was used by Doshi et al [9]. Simdlatenealing and Tabu searching based
methods were proposed in [6, 10] and [11], respelsti Two-Step-Approach (TSA) based
heuristics are also reported in [28-37] where @sbrpaths between each S-D pair are
iteratively inspected one after the other until best-cost working and protection path-pair
is derived.

On the other hand, grouping of network resaitgs been considered in the studies in
[12-16]. The study in [13] elaborates this ideadoguping working paths with a relatively
diverse distribution in the network topology andowk simulation results comparing
different grouping policies: Most-diverse, Most-dapped, and Randomly-distributed. An
analysis is given to the performance versus contpata&omplexity. ILP-1I in this thesis
differs from the Most-diverse [13] by the fact th&llost-diverse approach selects the
mutually link-disjoint working paths from alreadystablished working paths to form a
group, whereas ILP-Il grouping algorithm forces therking paths to be mutually link-
disjointedly routed to form a protection group.[1®], working paths are grouped such that
the optimization is interleaved into multiple sutpgesses, each of which is calculated
sequentially to reduce the total computation coxipleThe survivability issue in the design

of networks with inter group sharing has never badaressed.
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Chapter 4
Inter-Group Shared Protection (I-GSP)

To achieve network survivability, the most commosben approach is to allocate spare
capacity for the working capacity such that theeetéd working traffic can be restored by
switching over to the protection paths which arar8t Risk Link Group (SRLG) [17-19]
disjoint from the corresponding working paths. Tdesign premise for protection is
straightforward. However to develop an effectivhesoe that can be both capacity-efficient
and computation-efficient has long been a challeiigpe most difficult problem is to make
the schemes scalable with the network size andatheunt of traffic. Due to the huge
computation complexity, the most intuitive approdon allocating working and spare
capacity in such networks is to group the workiagacity and to conduct optimization upon
each group. Each group of connections is call®dagection Group (PG) where a specific
protection scheme can be arranged.

In this chapter, a novel path shared protectiozhitecture namely Inter-Group Shared
Protection (I-GSP) has been proposed. I-GSP ischemroviding a general framework for
static survivable routing schemes in WDM mesh nétaoln the I-GSP frameworkn
protection groups are defined in the networks, eafclwvhich supportdN working paths
protected byM protection wavelengths where protection resources, (vavelengths) are
shared amoniyl protection wavelengths in a group and also amopigptection groups. The
link-disjointedness of the working paths has besken as the grouping policy for creating

the protection groups.
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The design of the I-GSP scheme aims at overagpmhie scalability issue by sub-grouping
working lightpaths in the networks into multiple opgction groups and also aims at
achieving near-optimal performance in terms of capafficiency by sharing the protection
wavelengths not only within a PG, but also betwdenPGs. In addition to the scalability
that can be gained due to the sub-grouping of éteark traffic in the control plane, I-GSP
reduces the number of affected working paths due smmgle link failure in the network. I-
GSP requires the working paths to be link-disjalhteouted in a single PG, the number of
working paths along a link is upper-bounded byrthmber of PGs in the network. Thus, the
number of working paths affected by a single failisralso well bounded.

Based on the I-GSP framework, this thesis duoes a novel ILP model, namely ILP-II,
which serves as a solution to the survivable rguproblem. ILP-II breaks down the total
traffic matrix into multiple small PGs where allethvorking paths in each PG are mutually
link-disjointedly routed, while ILP-1 optimizes thask of resource allocation by taking the
whole traffic demand as a single PG. The motivatbintroducing ILP-1l is to overcome
the scalability problem that may arise in the ILBdheme when the amount of traffic
demands is large. Note that ILP-I could be subjecintolerably lengthy computation in
solving the ILP formulation in such a situation. dedicated protection scheme is also
formulated into an ILP namely, ILP-1Il which is wesimilar to the ILP-I except there is no
sharing of protection resources. ILP-1l is expedtedolve large size traffic matrix even with

high nodal degree in much shorter time than ILP-I.
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41  ILP-l

ILP-I is designed to optimally allocate the workiagd spare capacity considering the total
traffic demand (i.e., traffic matrix) such that thetal number of wavelength channels
required for the working and protection paths isiimized. With ILP-I, the total traffic
matrix T is considered as an individual PG in which protectpaths may share spare
capacity, and the ILP formulation for allocatinge tivorking and protection paths foris

solved using CPLEX [20].

Let xkj be a binary variable that takes on a value ofvitoitking pathk goes through link

(i,)) using wavelength, and O otherwise. Leyi'f; indicates whether wavelengths used by
protection pathk on link (,j). This binary variable takes on a value of 1, &welength is
used, 0 otherwise. Lezﬁ’j indicates whether wavelengths used by any protection path on

link (i,j), which takes on a value of 1 if the wavelengtharetel is used, and O otherwise.
“src” and “dst” in the following formulation represt the source and the destination node of

a connection request ) respectively.

ILP-I is formulated as follows:

Minimize
PIDIDIENIRIDIDITH (1)
iji k A i,j A
Subject to
1, if i =src
DI IO IR L A @
j A j A

0, otherwise

16



1, if i=src

Yy Yyl =q-Lif i=dst (3)

. 0, otherwise

Z)gkj —Zx]kﬁI =0; j#srgj#dst (4)
Zyi‘fj. —Zy,“, =0; j#sIGj#dst ()
ox [y st (6)

> Xik,Ai"’Z yﬁ?’fz yik,: <1 (7)

A A A

DI UEDIDIINEY s (8)
k A k A

yik,Aj s Ziﬁ,j ©)
;;«yﬁ} XD (Y X -D) <1 (10)

Eq. (1) is the target function aiming to estabhsbrking-protection path pairs such that
the total number of wavelength channels used iSmmzed by the maximum sharing of
protection resource.

Eq. (2) and Eg. (3) address the flow consemwaitonstraint (i.e., satisfying traffic
demands in the network) for the working and pratecipaths to ensure the end-to-end
connectivity.

Eq. (4) and (5) ensure the wavelength contgnodnstraint for working and protection
path, respectively.

Eg. (6) ensures that a particular wavelenigtn link (i.j) can only be used either by a
working pathk or by a protection patkor can be shared by protection paths.

Eq. (7) ensures that a working path and itsesmonding protection path are always link-

17



disjointedly routed.

Eqg. (8) limits the number of wavelength chasrelailable on linKi,j) where A" is a
constant.

Eq. (9) ensures the maximum sharing of spagpaaty among protection paths. Eq. (10)
ensures that if a wavelengths shared by two or more protection paths, theiresponding

working paths are link-disjointedly routed.

4.2 ILP-11

It is clear that the computation time taken by ILB-increased rapidly as the network size
or the number of connections definedTins getting larger [4,6,7,16,17,38]. This section
proposes a novel integer linear programming fortma namely ILP-II for the purpose of
achieving better scalability without losing muchpaaity-efficiency. The proposed ILP-II
framework is based on tHeGSPframework, where each of the PGs has a numbenkf li
disjoint working paths protected by their corresgiag protection paths. With this grouping
policy, the followings are observed: (a) the numbkworking paths in each of tHeGsis
well constrained due to the link-disjointednessha working paths; (b) it is expected that
the number of affected working paths due to a faikire in a PG, will be less than the case
where the working paths in a PG are shortest paiked. Fig. 2.a and 2.b illustrate this

scenario.
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Fig.2.a Working paths are “Shortest-path” routed Fig.2.b Working paths are mutually link-digjbrouted

Let's assume Fig.2.a represents a PG whereahidng paths are shortest-part routed. In
this example, three working paths between A andeCshortest-path routed A-B-C. Now
let's assume Fig. 2.b represents a PG which folleBSP framework. In this example, all
the three working paths between A-C are mutuahk-tisjointedly routed through three
different paths which are, A-B-C; A-F-G-C; and AEEC, respectively. Note that in case of
a failure either on A-B or B-C, I-GSP based P@sslaffected than PG in Fig.2.a.

ILP-II works in two stages. In stage 1, therseudestination pairs in the traffic matiix
are grouped into multiple PGs. The purpose of ginigiping algorithm is to create the PGs
for T and provides guarantee of mutual link-disjointexdnef the working paths in each PG.
The creation of such PGs for a particulaguarantees that the constraint (20) in ILP-II is
always satisfied and thus preventing the ILP-Ihifrbecoming infeasible. It is important to
mention that these working and protection paths$ kel reconfigured in stage 2 of ILP-II
according to the optimization procedures. Givereavork G(V,E)and a traffic matrixI to
be establishedollowing pseudo code explains the grouping aldponi that takes the traffic

entries sequentially from the given traffic mataixd places them into appropriate PGs.
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Pseudo Code:

Notations:

src: source of a lightpath

dst destination of a lightpath

G(V,E): A networkG with set ofV nodes andt edges

VY curentgroup_index get of working paths routed link-disjointedly tvieach other in P@Gurrent_group_index
T : Traffic matrix

PG,: n"" PG

Tercast: Total traffic demand for src-dst

Dqrcast: @ Single lightpath demand from a sousceto a destinationlst

Input: networkG(V,E); Traffic matrix T
Output: Set of PGG, ... PG,

for (src=0; src<V; src+t)
for (dst =0; dst < V; dst++)

while (Tsrc,dst> 0)
{
current_group_index- 0
while (ccurrent_group_index <= num_groups

if (Dgrcastfor src-dst can be routed link
disjointedly withw cUmentaroupindexn groupcurrent_group_index

{
Tsrc,dst™;
break;
}
else
current_group_index+;
} I/ end while

if (Dgrc st CAN NOt be satisfied in existing grolips

create a new group: num_groups++;
routeDg gstfOr src-dst in newly created gro®,um_groups

}
} I/ end while
Flowchart in Fig. 3 explains how ILP-Il breaks downaffic matrix T into a smaller

number of PGs where the working paths are linketh$gdly routed with each other.
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Select (src-dst)
fromT
i1

Route src-dst link-
NO disjointedly with existing i++
paths in" protection .

ﬁd 0
< traffic
A

entry

End of
existing

Create a new
group and rout
src-dst

Fig. 3. DividingT into multiple PGs
By using the above grouping algorithm, in Flgconnection request-B, A-C, B-D, C-B
andD-C can be accommodated in PGraffic alongA-D cannot be placed in the Pénd
hence needs to be placed in a new,PGusT can be broken down into small PGs (i.e., set
of src-dst pairs) based on their working paths.ethe PGs are created, in stage 2, ILP-Il is
applied to each of these PGs sequentially to akowearking and protection resources in a
single step where sharing of protection waveleng#tsveen PGs is considered (i.e., inter-

group sharing). Fig. 4 shows hdws broken down into two P@ndPG,.
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Fig. 4. Dividing traffic matrixXT into multiple PGs
(@) G(V.E) (b) T (c) PG (d) PG,

To add the link-disjoint constraint for enfargithe working paths to be link-disjointedly
routed with each other in each PG, an extra canstia Eq. (20) is added in ILP-II
formulation. “src” and “dst” in the following formation represent the source and the

destination node of a connection requedt,irespectively.

Minimize

DHATED A ay

Subject to

1 if i=src
YXK -XNN = -1t i=ast (12)
i A j A

0, otherwise

1 if i=src
TIVG LR =Lt =dst 13)
b b 0, otherwise
inkj. —ijkfi =0; j#srgj#dst (14)
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DX Y =0;  #srcj # dst (15)
Xxirylst (16)
k

IEGEO YRR IRVIES ¢
; ZA:Xik,;"' ; ZA:YIKT < JVAX (18)

k4 < 7/

Yiii S Zij (19)
DRI R IEE! (20)
A k A k

Eq. (20) in the above formulation is a constrainsuring the link-disjointedness of all the
working paths in a PG.

The network state information is captured frtme output of the ILP-Il each time a
particular PG is solved. This information is usgdtbe other PGs for inter-group sharing
purpose. The wavelength consumption informatiostised in a matrix and updated each
time a PG is solved by the ILP-II. Fig. 5 illusgatwith an example how inter-group sharing

is performed in ILP-II.

Stepl: Optimize PG

Step2: Optimize
PG, while sharing
protection

wavelengths in PG

PG

-
-

Step3: Optimize
PG; while sharing
protection
wavelengths in PG

and PG

Fig. 5. Inter-group sharing in ILP-II
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In the above example, 3 PGs are created frentrétific matrixT, namely PG PG, and
PGs. ILP-1I will be first applied to PG and optimization will be performed only on this
group. Upon the optimization of RGthe working and protection path information (i.e.
network state information) will be collected andlwe propagated to the ILP-1l formulation
for solving PG. While solving PG, ILP-1I will consider sharing the protection resoes
used in PG if possible. Once PQs solved, the working and protection informatieii be
propagated to PGor formulating ILP-II for PG. At this stage, information from R@uill
also be used by R@rmulation. This will allow ILP-II to share protgon resources used in
PG and PG for solving PG. Note that, once the working path and protectiathg are

configured in a protection group, they will neverdeconfigured at a later stage.

43 ILP-II

A dedicated protection is implemented namely [LPHII this section where each working
path is protected by a dedicated protection patP-:Ill optimizes the allocation of working-
protection path pairs corresponding to the tratémand defined in a traffic matrix which

is shown as follow:

Minimize:
k? k?
DK DDV (21)
i K A i kA

Subiject to:

1, if i =src
IDIEUEDIDIEHEES EER ™ @2
o4 b 0, otherwise

1, if i=src
STy -y = oLt i=ast ~
i A i A

0, otherwise
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Z)gkj —ijkﬁl =0; j#srgjzdst (24)

Sy - =0 #sra 2t @)
>ox e Y oy s (20
K k
A A g
DO X&EY vt v =1 27)
P A A

PR EDIDIE T L (28)
A k A

k

Eq. (21) is the target function aiming to eB&bworking-protection path pairs such

that the total number of wavelength channels us@dinimized.
Eq. (22) and Eq. (23) address the flow consermatanstraint (i.e., satisfying traffic

demands in the network) for the working and pratecpaths to ensure the end-to-end
connectivity. Eq. (24) and (25) ensure the wavdlerapntinuity constraint for working

and protection path, respectively.

Eq. (26) ensures that a particular wavelerigth link (i.j) can only be used either by
working pathk or protection patk.

Eq. (27) ensures that a working path and its spording protection path are always
link-disjointedly routed.

Eq. (28) limits the number of wavelength chanresilable on link(i,j) where A" is

a constant.
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Chapter 5

Results and Discussion

CPLEX linear optimizer [20] is used to solve ILPiLP-II, and ILP-Ill running on a

dedicated Intel Pentium 4, 2.8 GHz dual processbmith 1GB of physical memory. The
performance metrics taken in this study are thal taumber of wavelengths taken by
working and protection paths, the computation tiared number of affected working paths

due to a link failure.

5.1 Network Topology and Simulation Parameters

The simulation is conducted on six different togés (Fig. 6 - Fig. 11), which are chosen
as representatives of typical optical mesh tope®db]. The following assumptions are
made in the simulation: (a) every connection retjies single lightpath that occupies a
wavelength channel as traversing through the cooreding links; (b) no wavelength
conversion facility is present in the network; éach node can serve as an ingress or egress
node of the network; and (d) each physical linkeegiipped with dual fiber in which 8
wavelengths are available in each direction. Digstshortest path algorithm (in terms of

hop counts) is adopted as a routing scheme in mmgating the grouping algorithm.

Fig. 6. 7 node test topology g.H. 10 node test topology
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Fig. 10. 18 node test topology Fig. 11. 23 niedé topology

We classify whether the traffic matrix (i.e., number of connection requests) is small,
medium or large based on the number of connectiaegjuires. Table 1 defines the Traffic
matrix types (small (S), medium (M), and large (a)d their corresponding number of

connections for the experiments.

TABLE |
SMALL , MEDIUM AND LARGE TRAFFIC MATRIX
T Type Number of Connections
SMALL (S) 10
MEDIUM (M) 20
LARGE (L) 30
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5.2 Capacity Efficiency

Table Il shows the number of wavelength channedsl irs ILP-1, ILP-1I and ILP-III.

TasLE Il
Numser oF WaVELENGHTS Usep By ILP-I, ILP-II, anp ILP-IIl ScHemES

V]| T ILP-I ILP-II ILP-I1I
(number of (number of wavelengths (number of
wavelengths) wavelengths)
S M L S M L S M L
T | 27 | 47 | 66 31 53 73 47 97 ** |nf
7 T2 | 25 | 43 [ 59 28 48 65 46 91 Inf
T3 | 28 | 47 | 61 32 51 63 45 87 Inf
10 T | 24 | *Int | Int 25 43 68 38 74 112
T2 27 Int Int 32 52 69 43 78 11€
T3 | 25 Int | Int 25 47 63 39 78 112
TP | 338 | 63 Int 36 64 92 56 119 179
14 T2 | 34 58 Int 41 69 105 55 115 Inf
T3 | 37 Int | Int 43 70 94 58 122 182
15 T | 39 Int | Int 42 80 110 60 127 194
T2 | 42 | Int | Int 45 75 106 66 127 187
T3 1 37 | Int | Int 44 82 114 50 126 198
18 T | Int | Int | Int 46 88 115 60 133 197
T2 | Int | Int | Int 36 79 95 59 123 182
T3 | Int | Int | Int 56 96 138 70 146 210
23 T | Int | Int | Int 54 103 156 78 168 Inf
T2 | Int | Int | Int 49 101 158 73 173 Inf
T3 | Int | Int | Int 49 105 152 66 | 151 Inf

* Int: Intractable
** |nf: Infeasible

It is interesting to see that although ILP-Itpmrforms ILP-1l in terms of capacity

efficiency as expected, but the capacity efficieddference (i.e., optimization gap) between
them is quite small. Results show that ILP-I regsi(2-16)% less wavelengths than ILP-II,

for most of the cases. Also, the results showdrggnificant amount of protection resources

can be saved by using a shared protection thacatedione (i.e., ILP-III).
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5.3 Computation Time
Table Il provides the computation time (in secqrid&en by ILP-I, ILP-II, and ILP-I1I for

solving the cases with small, medium, and large different topologies.

TasLE Il
CowmputaTioN TiME For ILP-I, ILP-II, anp ILP-III ScHEMES

V| T ILP-1 ILP-1I ILP-I1I
(seconds) (seconds) (seconds)
S M L S M L S M L
T ~1 14z | 59z 3 13 25 <1 <1 Inf
7 T2 | ~1 158 [ 191 3 11 29 <1 <1 Inf
T3 | 1 29 | 1094 3 13 20 <1 <1 Inf
10 T [ 11 Int Int 66 74 72 <1 <1 <1
T2 | 379 Int Int 73 265 154 <1 <1 <1
T3 | 25 Int Int 163 313 206 <1 <1 <1
T | 204 | 758 Int 31 389 154 <1 <1 5
14 T2 | 110 | 21322] Int 67 66 165 <1 <1 Inf
T3 | 1345| Int Int 44 83 146 <1 <1 6
15 T! 9 Int Int 25 33 33 <1 <1 8
T2 9 Int Int 58 345 98 <1 <1 9
T3 8 Int Int 110 170 159 <1 <1 9
18 T | Int Int Int 65 125 966 <1 <1 9
T2 | Int Int Int 39 124 251 <1 <1 8
T3 | Int Int Int 229 144 191 <1 2 10
23 T | Int Int Int 115 227 37| <1 5 Inf
T2 | Int Int Int 152 428 618 <1 4 Inf
T° | Int Int Int 101 1797 | 2043 <1 3 Inf

From Table lll, it is clear that ILP-I only ptaced results for 7-node network and some
partial results for 10-node, 14-node, and 15-nodevorks whenT is either small or
medium. It failed to produce any results for 23-@ddpology and even failed to produce
results for 10-node topology for medium and lafgd his is due to a very large number of
variables and constraints tackled in the ILP sol@ar the other hand, ILP-II produces results
for all the cases in a reasonable amount of tinge, (within few seconds to few minutes).

ILP-11l produces results in a very short time (I&san a second). For a number of cases, ILP-
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[l becomes infeasible, this is due to the high &lamgth consumption nature of the
dedicated protection — there were not enough wagéhs available to establish the

requested number of connections.

54 Number of Affected Working Paths

Table IV provides the maximum number of workinghsagoing through a link in different
topologies. For most of the cases, the maximum rurobworking paths going through a
link is always higher in ILP-I than in ILP-Il. Thisesults show that the proposed grouping

policy successfully reduces the number of affegtecking paths in case of a link failure.

TasLE IV
Numeer or Affected Working Paths in ILP-1 and ILP-II
V]| T ILP-I ILP-II
(max number of | (max number of working
working paths going  paths going through a

through a link) link)
S M L S M L
T 5 8 9 3 6 8
7 T? 4 6 10 3 5 8
T3 4 7 9 4 6 7
10 T [ 3 [ Int [ Int 2 3 4
T2 3 Int | Int 2 3 4
T3 2 Int | Int 2 2 4
7! 3 6 Int 2 4 6
14 T? 4 6 Int 2 4 7
T3 4 Int | Int 2 4 6
15 7! 3 Int | Int 3 4 6
T2 4 Int | Int 3 4 5
T3 3 Int | Int 3 3 5
18 T [ Int | Int | Int 3 4 6
T2 | Int | Int | Int 2 4 5
T3 | Int | Int | Int 3 5 6
23 T [ Int | Int | Int 2 5 7
T2 | Int | Int | Int 2 5 7
T3 [ Int | Int | Int 3 4 6
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Chapter 6

Summary and Future Research

6.1 Summary

In this thesis, a novel approach in resource dliooafor static connection demands in
survivable WDM nesh networks is introduced. Basadh® proposed I-GSP architecture,
the off-line survivability design problem is fornawéd into an Integer Linear Program (ILP)
model, namely ILP-1l. Two other integer linear pragnming models namely ILP-1 and ILP-
[l are formulated for comparing proposed ILP-llw@®mn. The objective for I-GSP design is
to initiate a graceful compromise between capagifiziency and computation complexity.
ILP-I considers the traffic matriX as a PG and performs resource allocation. WithlILP
on the other hand, traffic matrik is broken down into small PGs where all the wagkin
lightpaths in a PG are mutually link-disjointedlguted. With ILP-III, like ILP-1,T is
considered as a PG performing resource allocatimording to the corresponding traffic
matrix independently without taking any sharingresources into account. Simulation is
conducted to examine the ILP-Il scheme on six chfié mesh topologies. The scalability
issue is verified by addressing the issue of timemexity for ILP-1l and found that the
ILP-11 sucessfuly solves all the traffic matrix anshort time whereas ILP-I fails to produce

any results in most of the cases due to its iratdetcomputation complexity.
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6.2 FutureResearch

Following sub-sections summarize possible extemssminthe research presented in this

thesis:
6.2.1 Optimized Grouping Policy

In I-GSP, the traffic entries from the traffic matil are sequentially selected for creating
the protection groups and within each group thekwgr paths are mutually link-
disjointedly routed. What will be the optimal wag treate such groups is an open
guestion. In the proposed ILP-II, optimization erformed sequentially on the protection
groups which leave room for more optimization. lhiehh order the optimization should

be performed is also an open question and reqgfuirdger investigation.

6.2.2 Lagrangian Relaxation for Comparing I-GSP Scheme

Lagrangian relaxation is a well known techniquet tls|aused to obtain sub-optimal
solution in the cases where ILP becomes computtomtractable. To further analyze
the capacity efficiency of the proposed I-GSP sahéine., ILP-II) Lagrangian relaxation
of the survivable routing problem in WDM networksed to be formulated so that the
results from this sub-optimization process can dmpared to the proposed ILP-II to see

the performance gap between these approaches.
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