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Abstract

Grating-coupled surface-emitting lasers became an area of growing interest due to their salient features. Emission from a broad area normal to the wafer surface, makes them very well suited in high power applications and two-dimensional laser arrays. These new possibilities have caused an interest in different geometries to fully develop their potential. Among them, circular-grating lasers have the additional advantage of producing a narrow beam with a circular cross section. This special feature makes them ideal for coupling to optical fibers. All existing theoretical models dealing with circular-grating lasers only consider first-order gratings, or second-order gratings, neglecting surface emission.

In this thesis, the emphasis is to develop accurate models describing the laser performance by considering the radiation field. Toward this aim, and due to the importance of the radiation modes in surface-emitting structures, a theoretical study of these modes in multilayer planar structures has been done in a rigorous and systematic fashion. Problems like orthogonality of the radiation modes have been treated very accurately. We have considered the inner product of radiation modes using the distribution theory. Orthogonality of degenerate radiation modes is an important issue. We have examined its validity using the transfer matrix method. It has been shown that orthogonality of degenerate radiation modes in a very special case leads to the Brewster theorem. In addition, simple analytical formulas for the normalization of radiation modes have been derived. We have shown that radiation modes can be handled in a much easier way than has been thought before.

A closed-form spectral dyadic Green’s function formulation of multilayer planar structures has been developed. In this formulation, both rectangular and cylindrical structures can be treated within the same mathematical framework. The Hankel
transform of some auxiliary functions defined on a circular aperture has been used to obtain the far-field pattern of the aperture. It has been shown that the far-field patterns of all circular apertures except those with the first harmonic azimuthal variation have a dark spot at their centers.

Threshold analysis of circular-grating lasers has been performed by considering surface emission. In this study, we have assumed that the laser beam is circularly symmetric. Based on the large argument approximation of the Hankel functions, we have shown that the interaction between the amplitudes of the guided modes can be described by coupled-mode equations containing coupling factors to the radiation field. These factors have been obtained by using the Green’s function approach. The transfer matrix method is essential in obtaining the Green’s function.

The relationship between the input current and the output power of circular-grating lasers producing circularly symmetric beams has been derived by developing suitable rate equations for the total number of photons and the phase of the optical amplitude in the laser cavity. We have solved the rate equations above the threshold under steady state conditions. Formulas for radiating power and far-field patterns have also been presented.

The theoretical treatment of the radiation modes developed earlier makes it possible to include radiation modes in coupled-mode equations in cylindrical structures. We have done so to pave the way for treating laser fields that are not circularly symmetric. Among them, the laser fields that have the first harmonic azimuthal variation are highly desirable due to the nonzero value of the radiation field on the axis of the laser.
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Chapter 1

Introduction

1.1 Background

The advent of photonic technology constitutes a very important chapter in the history of telecommunications. The arrival of low loss silica fibers in the early 1970s emphasized the need for compact, low-cost, high-performance, and reliable optical sources. As a result of improved material technology and extensive activities in the past fifteen years, semiconductor laser technology has undergone rapid advances such that today it is one of the principal constituents of optical communications. In fact, the information age heavily relies upon two technological achievements: (1) the production of low-loss optical fibers and (2) the practical realization of semiconductor lasers operating at room temperature.

The laser technology has also attractive applications in areas other than communications such as manufacturing, medicine, and biology. Compact optical disks and optical interconnects between computers are very popular applications.

Undoubtedly the development of lasers and integrated optic technology will
continue over the next century. They promise novel applications and far-reaching impact in the near future. The rapid pace of these technological advances shows that one can expect the replacement of electrons by photons in many stages of data processing.

1.2 Surface-Emitting Lasers

In edge-emitting laser structures, shown in Fig. 1.1, the emission of the lasing radiation is parallel to the plane of the active layer. Surface-emitting lasers (SEls) are distinguished from edge-emitting ones by emission of light normal to the substrate plane. This salient feature causes the laser output to be easily accessed without cleaving and dicing. Therefore, it is possible to integrate a SEL into an optoelectronic integrated circuit without separating it from the rest of the chip.

SEls, depending on the mechanism of surface emission, are divided into three basic types which are briefly described in the following sections.

1.2.1 Vertical Cavity SEL

A generic vertical cavity SEL (VCSEL) structure utilizes the feedback mechanism in the direction normal to the surface of the wafer in the laser cavity. A Fabry-Perot version of these types of lasers is shown in Fig 1.2 (a). Two mirrors parallel to the wafer surface provide the feedback and cause the light to be emitted from the broad surface area. In a distributed Bragg reflector version, the active region is sandwiched between alternating low-index and high-index layers forming the Bragg mirror.
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Figure 1.1: Conventional edge-emitting lasers. (a) Fabry-Perot cavity type. (b) Distributed feedback type.

The first VCSEL in 1977 [1] attracted little attention among the research community, due to its poor performance, e.g., high threshold current and no CW operation at room temperature. The research activity in this area was limited to a single group led by Kenichi Iga at the Tokyo Institute of Technology [2]. However, as a result of the contributions of many research groups in the past few years, today’s state-of-the-art VCSELs operate at threshold currents below 1mA [3]. Their small sizes make it possible that a large number of them can be packed in a small area. In high power applications an array of VCSELs also has been reported [4].
Figure 1.2: Three basic types of surface-emitting lasers. (a) Vertical cavity SEL. (b) Grating-coupled SEL. (c) Folded cavity SEL.

1.2.2 Grating-Coupled SEL

These kinds of lasers use grating to provide both feedback for laser oscillation and a converting mechanism to the surface emission. The schematic diagram of these devices is illustrated in Fig. 1.2 (b). Historically, the invention of DFB dye lasers by Kogelnik and Shank [5], [6] led many researchers to use Bragg scattering properties of periodic corrugation as a feedback mechanism in semiconductor DFB lasers [7].

At wavelengths around 0.85 $\mu$m, fabrication difficulties required the use of distributed Bragg reflectors of second- and higher-order rather than first-order. As a result, constructive interference of the low-order diffraction of counter-running waves led to radiation of the power from the surface of the grating. Therefore, the demonstration of grating SELs took place simultaneously with the realization of conventional edge-emitting DFB lasers [8]-[11]. However, the radiative output coupling was referred to as radiation loss [12] and considered as a mode discrimination mechanism for edge-emitting lasers.
In recent years, many research activities have been concentrated in the area of grating-coupled SELs (GCSELs). This is mainly due to their potential advantages, emission from a broad surface area and ease of being integrated monolithically in an array or other planar photonic devices.

In comparison with VCSELs which offer small size and extremely large-scale integration possibilities, GCSELs are desirable for high power applications, due to their large emission area. They can also be fabricated on less demanding layer structures [13]. In particular, by the diffraction mechanism, it is potentially possible to control the direction and the shape of the output beam by designing more complex gratings.

1.2.3 Folded Cavity SEL

The performance of the third kind of SELs like GCSELs is based upon the characteristics of conventional edge-emitting lasers. That is, a grating provides feedback mechanism for laser oscillation. However, another approach is used for converting the edge emission to the surface emission. As shown schematically in Fig. 1.2 (c), in a common version of this architecture, a deflecting integrated mirror is located internal or external to the laser cavity for redirection of the laser beam. This technique for fabrication of SELs is more recent than the other two and has been developed extensively during the past few years [14].

These structures in comparison with GCSELs allow denser packing in a two-dimensional laser array. Moreover, the feedback and redirection mechanism in these structures, unlike GCSELs, are independent. This means that they can potentially be used in two-dimensional arrays resulting in an overall performance equivalent to conventional edge-emitting lasers. The design and fabrication of integrated deflec-
tors is an important issue in these structures and faces technological challenges.

1.3 Applications and Future Prospects of Surface-Emitting Lasers

Light emission from the broad surface area of surface-emitting lasers opens up new applications which can exploit this unique property. In addition, SELs lend themselves to be tested at the wafer level. This yields improved performance and reliability and tremendous reduction in costs. More importantly, they can be easily integrated with other photonic devices. The surface-emission property of SELs has opened new possibilities of integrating them into two-dimensional arrays which have wide range of potential applications. These exciting new devices have also potential applications in high power operations with controlled output beams for space communication, data storage, laser printing, medicine, neural networks and optical computing. Individual SELs may represent an alternative to existing cleaved-facet lasers.

As a result of the growing interest in this area, surface-emitting lasers are in a stage of dynamic development. The threshold current in these devices has been decreased and further progress is possible by using current confining structures. An important issue in high power applications is the development of thermal packaging of laser arrays. This is under investigation. The rapid pace of this progress shows that in the near future coherent two-dimensional surface-emitting laser arrays with good beam quality and with high output power will enter into major industrial and commercial use.
1.4 Research Progress in the Area of Circular-Grating Surface-Emitting Lasers

By circular grating, we mean a perturbation in the electrical properties of a structure which appears as a periodic function of the distance $\rho$ from the origin. We only consider shallow radial corrugations at the dielectric interfaces of a multilayer planar structure. Such perturbations couple the inward propagating cylindrical mode with the outward one. The result of such a performance is the establishment of a standing wave. This is the characteristic behavior of a resonator.

The idea of using curved-line grating as reflectors and resonators in integrated optics was first proposed by Tien [15]. Kerner et al. [16] were the first to investigate the coupling between the guided waves in a circular grating. The quality factor of circular grating resonators was discussed by Zheng and Lacroix [17] through development of coupled-mode equations. Following Kogelnik’s approach [18], Wu et al. [19], [20] developed a self-consistent coupled-wave theory for circular gratings and discussed the cross coupling between TE and TM waves.

The two-dimensional nature of such resonators allows their use in a number of practical applications which cannot apply straight gratings. Some applications of these resonators are shown in Fig. 1.3 where the coupling mechanism between the input and output is provided by implanting a taper-like structure into the resonator [17]. In addition to the resonance property, these architectures can be used to focus and collect a light beam into an optical detector [21]. Similar to their one-dimensional straight grating counterparts, circular gratings can couple two propagating modes with the radiation field by means of the diffraction mechanism.
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Figure 1.3: Schematic of circular-grating resonators. (a) Filter with aligned input and output. (b) Filter with perpendicular input and output. (c) Optical star coupler (After [17]).

Demonstration of the resonant behavior of circular gratings led Schimpe [22] to patent the idea of using circular gratings in DFB lasers. Although the circular-grating structure is an unusual scheme for edge-emitting lasers, it has potential advantages for the realization of SELs. The output beam emitting from a large circular aperture is an important feature which is not present in conventional straight-grating surface-emitting lasers. This feature can be used effectively in two-dimensional planar arrays. The output beam with a circular cross section also allows efficient coupling to the fiber. However, the one dimensional nature of straight gratings with output beams of unequal divergence angles in two different directions causes the reduction of coupling efficiency.

The issued patent of Schimpe and the analytical approach of Toda [23] for potential disk-shaped DFB lasers were brought to the attention of two research groups in the United States and Canada. Their research activities were triggered to challenge the realization of circular-grating surface-emitting lasers (CGSELS) and place their analysis in a proper structural form. Erdogan and Hall [24] were
the first to analyze the near-threshold behavior of a circularly symmetric first-order DFB laser. They developed coupled-mode theory for all azimuthal modes of a scalar field. This theoretical work further stimulated the interest in these structures. The first practical demonstration of an optically-pumped CGSEL was presented by Wu et al. [25]. The 1.283 µm double heterostructure GaInAsP/InP laser was tested under pulsed conditions at room temperature. Only a short time later, Erdogan et al. [26], [27] reported the observation of a 0.8175 µm low divergence circularly symmetric surface emission from a AlGaAs/GaAs quantum well semiconductor laser. The laser was tested under pulsed conditions while mounted on a heat sink held at \( \sim 77 \) K.

Wu et al. [28], [29] succeeded in presenting the lasing characteristics of the first 1.3 µm electrically-pumped circular-grating surface-emitting DBR laser. The GaInAs/InP heterostructure operated at room temperature under pulsed conditions. The reported threshold current and the output power were 170 mA and 10 mW, respectively.

In addition to these experimental demonstrations, more accurate analytical formulations have also been reported. Erdogan and Hall [30] derived coupled-mode equations for radially outward and inward-going cylindrical modes in a first-order circular grating. They carefully treated the vector orientation of the transverse electric (TE) fields. The effect of ignoring the vector nature of the fields in the coupled-mode equations can best be seen by comparing the asymptotic behavior of these equations for large values of \( \rho \) with those obtained from their scalar approach. The fundamental difference between these two approaches is the interchange of the even and odd azimuthal modes in a DFB laser cavity. Makino and Wu [31] analyzed threshold current for DFB and DBR lasers with circular symmetry. This was followed by the threshold gain and threshold current analysis of the first-order
circular-grating DFB and DBR laser [32].

One can predict from the periodic nature of the azimuthal direction in a CGSEL that the lateral modes are in competition. This means that the laser field, in general, is a linear combination of these modes. This multimode operation is an obvious drawback in single-mode applications like satellite communications and nonlinear optics. Gong et al. [33], [34] by the coupled-mode approach, treated effective reflectivity and the threshold gain of all lateral modes in an electrically-pumped surface-emitting DBR laser. They analyzed second-order gratings surrounding the pumped region at the center. Their model predicts the suppression of unwanted lateral modes of odd symmetry by introducing a small perturbation into the complex dielectric constant of the active region. However, they ignored the coupling to the radiation fields in their coupled-mode formalism.

As a closer step toward gaining high power and low threshold current, Fallahi et al. [35] reported the fabrication of electrically-pumped circular-grating surface-emitting DBR laser. The InGaAs/GaAs strained single-quantum-well laser was tested under pulsed conditions with a threshold current below 85 mA, output power more than 20 mW, and a divergence of less than 1° FWHM. In their recent experimental work [36], as a result of advances in the material technology and especially of improved electron-beam lithography techniques for producing circular gratings, they have reported a low threshold CW operation circular-grating DBR laser. The threshold current was reported as low as 26 mA at the operating wavelength 0.98 μm. All of the works on first-order circular gratings that have been reported until the end of 1996 were restricted to the threshold analysis. Recently, Kasunic and Fallahi [37] reported the above-threshold analysis of first-order circular gratings by considering the gain and index saturation.

In addition to conventional structures, some novel ideas have also been reported
in the fabrication of CGSELs. Wu *et al.* [38] reported a novel CGSEL with an emission from the center. In this structure, a second-order circular grating is located right at the center of the laser and the optical gain is obtained by injecting current through the annular active region that surrounds the second-order grating at the center. Optical feedback is provided by the first-order grating that encloses both the annular region and the central region. Unlike the previous designs, since the second-order circular grating is located at the center of the structure, the emission surface is circular. This is the most obvious advantage of this device. Moreover, each of these three regions has an independent effect on the laser performance. This is ideal for the purpose of optimization. An additional advantage of this new design is that the bonding wire is no longer in the way of the emitted light. Using the same idea, recently another type of circular-grating laser has been fabricated [39]. In this design, the conventional first-order circular-grating DBR laser with the active region at the center is surrounded by a second-order grating to defocus the light.

Radiation from circular gratings etched on the planar waveguides has been considered in non resonant cases [40],[41], and [42]. All of these considerations are based on the azimuthally invariant field assumption.

To the best of our knowledge, the above review reflects the present status of the reported research activities in the field of CGSELs. Although the pace of advances in this area has been very rapid, the problem of considering the radiation field in these structures is still an open problem and must be overcome. The main body of this thesis is based on this challenge. The more details of this matter are addressed in the next section.
1.5 Thesis Outline

As mentioned in the previous section, one of the challenging issues in the study of CGSELs is the inclusion of the radiation effect in their analysis. Our primary goal is to consider this effect. Specifically, obtaining the relationship between the output power emitted from the surface of the laser and its excitation is highly desirable. From this relationship, it is also possible to optimize the laser performance which can be used in the design of the laser. In this dissertation, we are aiming at developing some general frameworks based on the well-established models to analyze circular-grating lasers. Moreover, tailoring some of these well-established models to fit some particular situations is of paramount importance.

In surface-emitting structures the importance of the radiation modes of a multilayer planar structure comes into perspective. On the other hand, dealing with the radiation modes in the open-boundary structures is not a straightforward matter. Especially, in cylindrical structures, this situation is more complicated. Therefore, developing a systematic approach to treat the radiation modes with mathematical rigor is highly desirable. In this thesis, for the first time, we have achieved this important step. We have developed a general model to consider guided and radiation modes on the same footing.

By introducing suitable scalar potential functions and the factorization method, we have shown that the complicated electromagnetic problem in a multilayer planar structure reduces to two independent scalar one-dimensional problems. The elements of this functional space are called form functions. Based on the assumption that the waveguide structure is lossless, we have shown that these form functions are the solutions of a self-adjoint differential operator. Moreover, it has been shown that the functional space of the form functions of the guided modes is real-valued.
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Whereas, that of the radiation modes is complex-valued. We have also considered the possibility of constructing real functional space of the form functions of the radiation modes.

Since the form functions are the solutions of a self-adjoint operator, it is possible to define suitable inner products. In fact, we have considered two different inner products in these functional spaces. In general, we have shown that the form functions are orthogonal in the sense of these inner products. The orthogonality of the form functions of the guided modes seems a trivial matter. However, due to the oscillatory nature of the form functions of the radiation modes in the substrate and the cover regions, their orthogonality needs more deliberation.

The unique feature in our study is using the distribution theory in the proof of the orthogonality of the radiation modes. This idea can also be used to prove the orthogonality of the kernel of the Fourier transform. More importantly, we have shown that the form functions of the radiation modes can be used as the generalized kernel of the Fourier transform. In addition, we have demonstrated that the suitable form functions defined for the radiation modes are orthogonal for two degenerate modes. Using the orthogonality relation of degenerate radiation modes, we have introduced and proved the Brewster theorem. Of particular interest is the problem of the normalization of the form functions of the radiation modes. Based on the idea of power conservation, we have derived and proved very simple formulas for constructing normalized basis functions. Finally, we have considered the problem of orthogonality and normalization of the vector fields by using their simpler scalar counterparts.

Since these subject matters are completely general and are treated in a self-contained mathematically rigorous fashion, we have covered the complete details of this particular study in Appendices A and B. However, this by no way means that
the importance of these materials are less than the other parts of this thesis. The systematic approach and its mathematical rigor are two of the main contributions of this thesis.

Chapter 2 focuses on the spectral dyadic Green’s functions of multilayer planar structures and the circular aperture theory. It can be considered as a natural extension of the materials covered in Appendix A. The purpose of this chapter is to provide the same mathematical framework for treating rectangular and cylindrical coordinate systems. This has been done by defining suitable auxiliary functions based on two recursive identities of the Bessel functions. The transfer matrix method (TMM) is fundamental in our formulation.

The TMM makes it possible to obtain the closed-form dyadic Green’s function. Besides, some theoretical conclusions can also be explicitly drawn which are very important in the numerical calculations. Among them is the nature of the poles of the Green’s functions which are naturally the zeros of the characteristic equation of the guided modes. Moreover, it can also be shown that the Green’s functions are independent of the branch cut of the dispersion parameter in each layer of finite thickness.

The main reason for introducing the Green’s functions is twofold. First, we have used the Green’s functions in the spectral domain to obtain the general expression for the far-field pattern of a circular aperture. From these expression, it has been shown that only aperture fields with the first harmonic of azimuthal variation produces a nonzero far field pattern on the axis of the aperture. In fact, there will be a dark spot at the center of the far-field pattern of circular-grating lasers, if the azimuthal modes other than the first harmonic are excited. Second, we have used the Green’s function approach in a perturbational manner to derive the far-field pattern of circular-grating lasers.
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Threshold analysis of CGSELs is the subject of Chapter 3. The effect of the radiation field on the amplitudes of the guided modes has been properly included. This special feature, distinguishes Chapter 3 from previous works in the literature. For the sake of mathematical simplicity, we have assumed that the laser beam is circularly symmetric. The modal analysis based on this assumption provides the fundamental background material for treating circular-grating lasers above the threshold. In addition, we have shown that within the limits of the validity of large argument approximation of the Hankel functions, the coupled-mode equations describing the behavior of the guided modes reduce to those conventional equations governing second-order DFB lasers with straight gratings.

We have used the Green’s function method to obtain the coupling factor to the radiation field. Again, the TMM is the basic tool in the derivation of a suitable Green’s function in a multilayer planar structure. It has been shown that this factor as a function of the grating’s duty cycle in a rectangular grating is almost symmetric about the 50% point. Moreover, in almost all practical cases the real part of it is less than 10 cm$^{-1}$. We have also shown that to increase the amount of the radiation field, some feedback in the laser cavity must be sacrificed.

Chapter 4 covers the main body of this thesis. In this chapter we have formulated the rate equations of second-order DFB lasers using the time domain standing wave approach. Above-threshold analysis of second-order DFB lasers reported so far is based on the traveling wave approach in the time domain or using the power matrix method (PMM). Therefore, this formulation provides an alternative approach in treating second-order DFB lasers above the threshold. This method is the modified version of the original formulation developed in the Optics Group at the University of Waterloo. Based on this approach, we have derived rate equations for the number of photons and the phase of the optical amplitude inside the laser
The formulation of the rate equations is two dimensional in nature, i.e., it is assumed that the optical field is invariant with respect to one of the coordinate variables. Therefore, it is very well suited in treating circularly symmetric beams in circular-grating lasers. The formulation is such that nonlinear and spatial hole burning effects can be treated properly. Moreover, it lends itself in small signal and large signal analysis. However, for the purpose of this thesis and since circular-grating lasers are in the early stages of experiments, we have only considered the above-threshold static analysis. In Chapter 4 the relation between the excitation and the output power has been obtained. Moreover, the far field-patterns of the radiation field at different bias currents have also been derived.

The major part of this thesis is based on the assumption of a circularly symmetric laser beam. On the other hand, a circularly symmetric beam is not the most desirable laser output. At least, the far-field pattern has a dark spot at its center. However, the laser field with the azimuthal variation as \( \cos \phi \) and \( \sin \phi \) is the only field which is nonzero on the laser’s axis in the far zone. Therefore, the next step is to include the azimuthal variations in the study of circular-grating lasers. To this end, in Chapter 5, we have developed generalized coupled-mode equations governing cylindrical waveguides with circular grating in the presence of the radiation modes. This work is a generalization of Erdogan’ method [30] in dealing with circular-grating structures. Inclusion of the radiation modes in the coupled-mode equations is the unique feature of this generalized method. Moreover, the theoretical concepts covered in Appendix A are the fundamental basis of this formulation. Therefore, we claim that, this generalization is the original work that includes the radiation fields in the governing coupled-mode equations of circular-gratings.

We have essentially used two different approaches. In the first approach, the
so-called scalar approach, we ignore variations of the dielectric perturbation in the radial direction. Whereas, in the vector formulation this effect is properly included. We do not claim that this formulation is the only way to consider arbitrary azimuthal variation in the laser's performance. Therefore, we intend to find some easier and more efficient ways to treat these cases. This may be reflected in our future work. Finally, in Chapter 6 we give some guidelines for the future work in the area of circular-grating lasers.

Throughout this thesis an attempt has been made to present the materials in a continuous and inductive manner. In particular, many formulas have been derived carefully. In order not to disrupt the continuity of the treatment, the derivation of all formulas are relegated in the appendices.
Chapter 2

Spectral Dyadic Green’s Function of Multilayer Planar Structures and Theory of Circular Apertures

2.1 Introduction

This chapter is the natural extension of the subject matters treated in Appendix A. In that appendix, we have exclusively considered the source-free electromagnetic field in a multilayer planar structure (MPS). That investigation led to the intrinsic features of a MPS. In this chapter, we focus on a MPS in the presence of a source. This in turn calls for the Green’s functions in these structures. The main goal here is to develop a mathematical tool that allows us to accurately predict the related radiation field of a source in the presence of a MPS.

From a mathematical point of view, the solution of an inhomogeneous linear differential equation can be obtained from the solution of the corresponding homo-
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G homogeneous equation. Therefore, one might expect that many characteristic features of the Green's function can be related to the intrinsic properties of a MPS. Our formulation is based on the potential approach. However, instead of obtaining a nonhomogeneous differential equation satisfied by the potential functions, we consider the source as a discontinuity condition imposed on the some field components. These conditions in turn can be transformed to appropriate conditions on the potential functions.

To use many results developed in Appendix A, we use integral transform techniques, the so-called spectral domain method in the solution of our problem. As will be illustrated, we discover why the method of separation of variables lies at the heart of the integral transform technique. The complexity of the space domain Green's function is another reason behind using the spectral domain approach. More importantly, by using the transfer matrix method, we will show that the spectral domain Green's function is mathematically more tractable.

In this chapter two formulation technique are described. First, the Green's function transformed in the Fourier domain will be considered. This is followed by the Hankel transform method in the cylindrical coordinate system. However, before stating the Green's function formulation, in the next section we describe how an integrated optic problem can be considered as an excitation of a MPS by a current source. This is another motivation for using Green's function approach.

2.2 Volume Current Method

Essentially, the volume current method (VCM) is based upon the scattering theorem in the electromagnetic theory. This technique was originally formulated by Snyder [43] to investigate the radiation loss due to unexpected variations of the radius
along the length of a fiber. White [44] used a general form of the method to treat
the scattered field as the radiation field in bent structures. The applicability of this
method in the treatment of practical radiation loss dielectric structures was also
investigated by Kuznetsov and Haus [45]. Jordan and Hall [41] used this approach
to find the radiation field from a concentric-circle grating located at the film-cover
interface of a three layer planar optical waveguide.

Although the volume current method can be applied for an arbitrary structure,
for the purposes of this thesis, we illustrate this method by considering two multi-
layer geometries as illustrated in Fig. 2.1. By unperturbed structure, we mean that
the electrical properties of the structure is piecewise homogeneous in the direction
normal to the planar interfaces and there is no variation along the planes transverse
to the z axis. Let us assume that \( \mathbf{E}^i \) and \( \mathbf{H}^i \) (called incident waves in scattering
terminology) satisfy Maxwell’s equations in the unperturbed geometry shown in
Fig. 2.1 (a)

\[
\nabla \times \mathbf{E}^i = -j\omega \mu_0 \mu_r(z) \mathbf{H}^i \\
\nabla \times \mathbf{H}^i = j\omega \epsilon_0 \epsilon_r(z) \mathbf{E}^i
\]

(2.1)

where a time dependence \( e^{j\omega t} \) has been assumed. Introducing inhomogeneity in the
unperturbed structure in the otherwise piecewise homogeneous structure, as illustra-
ted in Fig. 2.1 (b), modifies the incident fields by the amount of inhomogeneity-
induced scattered fields \( \mathbf{E}^s \) and \( \mathbf{H}^s \) such that

\[
\nabla \times (\mathbf{E}^i + \mathbf{E}^s) = -j\omega \mu_0 \mu_r(z) (\mathbf{H}^i + \mathbf{H}^s) \\
\nabla \times (\mathbf{H}^i + \mathbf{H}^s) = j\omega \epsilon_0 \epsilon_r(z) (\mathbf{E}^i + \mathbf{E}^s)
\]

(2.2)

Expanding (2.2) and using (2.1) leads to the following equations for \( \mathbf{E}^s \) and \( \mathbf{H}^s \):

\[
\nabla \times \mathbf{E}^s = -j\omega \mu_0 \mu_r(z) \mathbf{H}^s - \mathbf{M} \\
\nabla \times \mathbf{H}^s = j\omega \epsilon_0 \epsilon_r(z) \mathbf{E}^s + \mathbf{J}
\]

(2.3)
Figure 2.1: Schematic illustration of the volume current method. (a) Unperturbed geometry. (b) Perturbed geometry.

where

\[
M(x, y, z) = j\omega \mu_0 [\mu_r(x, y, z) - \mu_r(z)] (H^i + H^s) \tag{2.4a}
\]

\[
J(x, y, z) = j\omega \varepsilon_0 [\varepsilon_r(x, y, z) - \varepsilon_r(z)] (E^i + E^s) \tag{2.4b}
\]

\(M\) is the equivalent magnetic current source which accounts for inhomogeneity in the magnetic properties. Similarly, \(J\) is the equivalent electric current source. This current source excites the scattered fields due to the inhomogeneity in the electrical properties.
CHAPTER 2.  SPECTRAL DYADIC GREEN'S FUNCTION

The volume current method is based on the equations in (2.3). According to (2.3), solutions for the unknown scattered fields, \( E^s \) and \( H^s \), leads to the solution of the unperturbed planar structure excited by \( J \) and \( M \). However, these current sources are field dependent. Especially, they depend on the unknown scattered fields. Despite the fact that the equations in (2.3) are exact, however, the presence of the dependent current sources in these equations makes the volume current method an approximate approach in nature.

The approximation involved in this method depends on two factors: (1) estimation of the equivalent current sources and (2) derivation of the scattered fields from these sources. Therefore, the accuracy of this method can be improved by (1) improving the estimation for the current sources, and (2) improving the methods for solving (2.3). In the literature, an estimation about the current sources are made by ignoring the scattered fields inside the structure. This approximation is reasonable for perturbational problems. Moreover, by taking advantage of the small differences between the electrical properties of each layer in the unperturbed geometry, the exact dyadic Green’s function is approximated by the Green’s function in the uniform space, e.g., [41]. As a step toward more accurate results, we have developed an exact Green’s function formulation in this chapter.

After considering integrated optic problems as a current excitation of a MPS, in the next section we turn to the formulation of the spectral domain dyadic Green’s function in the rectangular coordinate system.
2.3 Green's Function in the Rectangular Coordinate System: Fourier Transform

Spectral method has been used extensively in the study of the characteristics of either single or multilayer planar structures. The so-called immittance approach [46], [47] enables one to obtain the Green's function by decomposing the fields into LSE and LSM parts and using transmission line concepts. This method has also been used to obtain the dyadic Green's function under three-dimensional source excitation inside a single-layer microstrip line [48]. Although the immittance approach is very sophisticated and insightful, the large number of layers makes the formulation complicated. In this section an attempt has been made to formulate the problem with the transfer matrix method which makes it very well suited for arbitrary number of layers. Moreover, some field-theoretic concepts can be derived from this formulation.

To illustrate the formulation process, let us consider a multilayer stack excited by a volume current density inside as depicted in Fig. 2.2. Note that the current excitation may be either in the substrate or in the cover. Therefore, we aim at solving

\[ \nabla \times \mathbf{E} = -j\omega \mu_0 \mu_r(z) \mathbf{H} \]
\[ \nabla \times \mathbf{H} = j\omega \varepsilon_0 \varepsilon_r(z) \mathbf{E} + \mathbf{J} \]  \hspace{1cm} (2.5)

for \( \mathbf{E}(r) \) and \( \mathbf{H}(r) \) in a MPS based on the \( e^{j\omega t} \) time variation. For the purposes of this thesis and the sake of mathematical formulation, we only consider a volume current density with components transverse to the \( z \) axis. That is,

\[ \mathbf{J}(x, y, z) = J_x(x, y, z) \hat{x} + J_y(x, y, z) \hat{y} \]  \hspace{1cm} (2.6)

In order to obtain the complete response to the volume excitation, one may apply the principle of superposition and divide the volume current into planar slices.
Figure 2.2: Excitation of a multilayer planar structure by electric current source. (a) Excitation by a volume current. (b) Excitation by a planar slice current.

Therefore, it is only necessary to consider the partial responses due to these planar excitations as illustrated in Fig. 2.2-(b). The planar excitation of MPS makes it possible to consider the whole stack as two semi-infinite piecewise homogeneous regions without any sources. Therefore, the fields in each source free region can be derived from the superposition of two types of the Hertzian scalar potential functions as described in Appendix A. The unknown amplitudes of the potential functions can be obtained by applying suitable boundary conditions at the source position.

Let us illustrate the basic idea by considering a MPS shown in Fig. 2.2-(b). It
is excited by a planar slice of the electric current located at \( z = z_0 \) inside. The current excitation can be expressed by the following relation:

\[
J(x, y, z) = [J_x(x, y, z_0)\hat{x} + J_y(x, y, z_0)\hat{y}] \delta(z - z_0) \quad \frac{A}{m^2} \quad (2.7)
\]

where \( \delta(\cdot) \) stands for the Dirac delta function. The electromagnetic field in each homogeneous layer above and below \( z = z_a \) can be derived from the two vector potential functions

\[
\Pi_i^{(e,h)}(x, y, z) = \hat{z} \Psi^{(e,h)}(x, y, z) \quad (2.8)
\]

where \( \Psi^{(e,h)} \) is the solution of the homogeneous scalar Helmholtz equation given by (A.16). In Appendix A, it has been shown that the simplest form of the potential functions in a source free MPS are factorable into the form functions and the amplitude functions. This is possible only in the absence of a source. However, in the presence of the source there is no such a possibility. Despite this fact, one may take advantage of the linear property of the Helmholtz equation and express \( \Psi^{(e,h)} \) as a superposition of these elemental solutions. This in turn leads to the idea of using the integral transform techniques with the form function or the amplitude function as its kernel.

For the electromagnetic problem in Fig. 2.2-(b) it is more appropriate to consider an integral transform with amplitude functions as its kernel. More precisely, \( \Psi^{(e,h)}(x, y, z) \) in (2.8) can be considered as a superposition of the elemental potential functions

\[
\psi^{(e,h)}(x, y, z) = F^{(e,h)}(x; k_x, k_y)e^{-j(k_x x + k_y y)} \quad (2.9)
\]

Therefore, one may write

\[
\Psi^{(e,h)}(x, y, z) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F^{(e,h)}(x; k_x, k_y)e^{-j(k_x x + k_y y)} dk_x \, dk_y \quad (2.10)
\]
where $F^{(r_A)}(z; k_z, k_y)$ satisfies (A.28) with $\beta^2 = k_z^2 + k_y^2$ and the same boundary conditions for LSE and LSM modes in each source-free region. For the radiation spectrum, however, the presence of the source at $z = z_o$ eliminates the need for the incoming amplitude in the expression of $F^{(r_A)}(z; k_z, k_y)$ in the cover or the substrate region. That is, there is no difference between the mathematical representation of the form functions of substrate and cover modes. In fact, since the source of the wave is located inside, the coefficients in the substrate and cover are of the scattered type. Moreover, as will be illustrated later, the form functions in (2.10) depend on the spectral variables $k_z$ and $k_y$. Whereas, in a source-free MPS, except for the type, the form functions depend on $k_z^2 + k_y^2$.

Equation (2.10) can be rewritten in a more appropriate form. To this end, if we define the two dimensional Fourier transform of $\Psi^{(r_A)}(x, y, z)$ as

$$\tilde{\Psi}^{(r_A)}(k_z, k_y, z) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Psi^{(r_A)}(x, y, z)e^{i(k_zx + k_yy)} dx dy$$

we obtain

$$\Psi^{(r_A)}(x, y, z) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{\Psi}^{(r_A)}(k_z, k_y, z)e^{-i(k_zx + k_yy)} dk_z dk_y$$

Comparing (2.12) with (2.10), we come up with

$$\tilde{\Psi}^{(r_A)}(k_z, k_y, z) = F^{(r_A)}(z; k_z, k_y)$$

That is, the two dimensional Fourier transform of the Hertzian scalar potential functions play the same role as the form functions. Furthermore, in each source-free region $\Psi^{(r_A)}$ are the solutions of the scalar Helmholtz equation. Therefore, in each source-free region, substituting (2.12) into (A.16) leads to

$$\frac{\partial^2 \tilde{\Psi}^{(r_A)}}{\partial z^2} - [\beta^2 - \mu_r(z)\epsilon_r(z)k_0^2] \tilde{\Psi}^{(r_A)} = 0$$
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Now it remains to to find the relation between the Fourier transforms of the potential functions and the excitation. This in turn requires one to obtain the field components in each homogeneous region by substituting (2.8) into (A.12) and (A.13). To this end, we may proceed in two ways. We can either choose the coordinate transformation that is usually used in the immittance approach or proceed directly. However, as will be seen later, using the transfer matrix formulation eliminates the need of coordinate transformation. Therefore, we choose the second approach and proceed directly. If \( \Psi^{(r,h)}(x,y,z) \) is replaced by its spectral representation in (2.12), the electric field components can be obtained as

\[
\begin{bmatrix}
E_x(x,y,z) \\
E_y(x,y,z) \\
E_z(x,y,z)
\end{bmatrix}
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \overline{A}(k_x, k_y, z) \begin{bmatrix}
\overline{\Psi}^e(k_x, k_y, z) \\
\overline{\Psi}^h(k_x, k_y, z)
\end{bmatrix} e^{-j(k_x x + k_y y)} dk_x dk_y
\]

(2.15)

where \( \overline{A}(k_x, k_y, z) \) is the dyadic operator given by

\[
\overline{A}_i(k_x, k_y, z) = \begin{bmatrix}
-\frac{j k_x}{\epsilon_r(z)} \frac{\partial}{\partial z} & -\omega \mu_0 k_y \\
-\frac{j k_y}{\epsilon_r(z)} \frac{\partial}{\partial z} & \omega \mu_0 k_x \\
\frac{k_x^2 + k_y^2}{\epsilon_r(z)} & 0
\end{bmatrix}
\]

(2.16)

Using (2.16) in (2.15), the Fourier transform of the electric field components may be written as

\[
\begin{bmatrix}
\overline{E}_x(k_x, k_y, z) \\
\overline{E}_y(k_x, k_y, z) \\
\overline{E}_z(k_x, k_y, z)
\end{bmatrix}
= \begin{bmatrix}
-\frac{j k_x}{\epsilon_r(z)} \frac{\partial}{\partial z} & -\omega \mu_0 k_y \\
-\frac{j k_y}{\epsilon_r(z)} \frac{\partial}{\partial z} & \omega \mu_0 k_x \\
\frac{k_x^2 + k_y^2}{\epsilon_r(z)} & 0
\end{bmatrix}
\begin{bmatrix}
\overline{\Psi}^e(k_x, k_y, z) \\
\overline{\Psi}^h(k_x, k_y, z)
\end{bmatrix}
\]

(2.17)

For the electric current excitation without any \( z \) component, the electric field components transverse to the \( z \) axis are continuous for all values of \( z \). Therefore, the Fourier transform of these components must also be continuous. The above
statement means that for each value of \( z \) the following matrix equation is valid.

\[
\begin{bmatrix}
-\imath k_z & -\omega \mu_0 k_y \\
-\imath k_y & \omega \mu_0 k_z \\
\end{bmatrix}
\begin{bmatrix}
\frac{1}{\varepsilon_r(z^+)} \frac{\partial \tilde{\Phi}^e(k_z, k_y, z^+)}{\partial z} - \frac{1}{\varepsilon_r(z^-)} \frac{\partial \tilde{\Phi}^e(k_z, k_y, z^-)}{\partial z} \\
\tilde{\Psi}^h(k_z, k_y, z^+) - \tilde{\Psi}^h(k_z, k_y, z^-)
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
0
\end{bmatrix}
\]  
(2.18)

Since the determinant of the coefficient matrix of the above equation is nonzero, the only solutions are zero. That is, for each value of \( z \), we have

\[
\frac{1}{\varepsilon_r(z^+)} \frac{\partial \tilde{\Phi}^e(k_z, k_y, z^+)}{\partial z} = \frac{1}{\varepsilon_r(z^-)} \frac{\partial \tilde{\Phi}^e(k_z, k_y, z^-)}{\partial z} 
\]  
(2.19a)

\[
\tilde{\Psi}^h(k_z, k_y, z^+) = \tilde{\Psi}^h(k_z, k_y, z^-) 
\]  
(2.19b)

In a similar fashion, one may write the Fourier transform of the components of the magnetic field as

\[
\begin{bmatrix}
\tilde{H}_z(k_z, k_y, z) \\
\tilde{H}_y(k_z, k_y, z) \\
\tilde{H}_z(k_z, k_y, z)
\end{bmatrix}
= 
\begin{bmatrix}
\omega \varepsilon_0 k_y & -\frac{j k_y}{\mu_r(z)} \frac{\partial}{\partial z} \\
-\omega \varepsilon_0 k_z & -\frac{j k_z}{\mu_r(z)} \frac{\partial}{\partial z} \\
0 & \frac{k_z^2 + k_y^2}{\mu_r(z)}
\end{bmatrix}
\begin{bmatrix}
\tilde{\Phi}^e(k_z, k_y, z) \\
\tilde{\Psi}^e(k_z, k_y, z) \\
\tilde{\Psi}^h(k_z, k_y, z)
\end{bmatrix}
\]  
(2.20)

Since the electric current excitation has only \( x \) and \( y \) components, the magnetic field components transverse to the \( z \) axis are only discontinuous at \( z = z_o \). That is,

\[
\dot{z} \times [\tilde{H}(x, y, z_o^+ - \tilde{H}(x, y, z_o^-)] = \tilde{J}_x(x, y, z_o) \dot{x} + \tilde{J}_y(x, y, z_o) \dot{y} 
\]  
(2.21)

The above condition in the spectral domain can be written as

\[
\dot{z} \times [\tilde{H}(k_z, k_y, z_o^+ - \tilde{H}(k_z, k_y, z_o^-)] = \tilde{J}_x(k_z, k_y, z_o) \dot{x} + \tilde{J}_y(k_z, k_y, z_o) \dot{y} 
\]  
(2.22)

Substituting (2.20) into (2.22), one may obtain the boundary conditions for the potential functions as follows

\[
\begin{bmatrix}
\omega \varepsilon_0 k_y & -j k_z \\
-\omega \varepsilon_0 k_z & -j k_y
\end{bmatrix}
\begin{bmatrix}
\tilde{\Phi}^e(k_z, k_y, z_o^+) - \tilde{\Phi}^e(k_z, k_y, z_o^-) \\
\frac{1}{\mu_r(z_o^+)} \frac{\partial \tilde{\Psi}^h(k_z, k_y, z_o^+)}{\partial z} - \frac{1}{\mu_r(z_o^-)} \frac{\partial \tilde{\Psi}^h(k_z, k_y, z_o^-)}{\partial z}
\end{bmatrix}
= 
\begin{bmatrix}
\tilde{J}_y(k_z, k_y, z_o) \\
-\tilde{J}_x(k_z, k_y, z_o)
\end{bmatrix}
\]  
(2.23)
Therefore, at $z = z_0$, we have

\[
\begin{bmatrix}
\tilde{\Psi}^e(k_x, k_y, z_0^+) - \tilde{\Psi}^e(k_x, k_y, z_0^-) \\
\frac{1}{\mu_r(z_0^+)} \frac{\partial \tilde{\Psi}^h(k_x, k_y, z_0^+)}{\partial z} - \frac{1}{\mu_r(z_0^-)} \frac{\partial \tilde{\Psi}^h(k_x, k_y, z_0^-)}{\partial z}
\end{bmatrix} = \begin{bmatrix}
\omega \varepsilon_0 k_y & -jk_z \\
\omega \varepsilon_0 k_x & jk_y
\end{bmatrix}^{-1} \begin{bmatrix}
\bar{J}_y(k_x, k_y, z_0) \\
\bar{J}_x(k_x, k_y, z_0)
\end{bmatrix}
\]

(2.24)

Of course for $z \neq z_0$, we have

\[
\tilde{\Psi}^e(k_x, k_y, z^+) = \tilde{\Psi}^e(k_x, k_y, z^-) \tag{2.25a}
\]

\[
\frac{1}{\mu_r(z^+)} \frac{\partial \tilde{\Psi}^h(k_x, k_y, z^+)}{\partial z} = \frac{1}{\mu_r(z^-)} \frac{\partial \tilde{\Psi}^h(k_x, k_y, z^-)}{\partial z} \tag{2.25b}
\]

Equations (2.19), (2.24) and (2.25) can be used in a meaningful comparison of the behavior of the form functions $F^{(r,h)}(z; s)$ in Appendix A and of $\tilde{\Psi}^{(r,h)}(k_x, k_y, z)$. These two groups of functions with the same superscripts satisfy the same differential equation and the same boundary conditions, except at $z = z_0$. The most important feature of $\tilde{\Psi}^{(r,h)}(k_x, k_y, z)$ is that they can also be treated independently at all interfaces especially at the source location. This special feature is a consequence of choosing the direction of the vector potentials normal to the interfaces. The coupling between the LSE and LSM fields only enter into the formulation after applying the boundary conditions at $z = z_0$. More importantly, the boundary conditions at $z = z_0$, as reflected in (2.24), are decoupled. From (2.24), it can be easily seen that each spectral component

\[
\frac{-jk_y \tilde{J}_x(k_x, k_y, z_0) + jk_x \tilde{J}_y(k_x, k_y, z_0)}{k_x^2 + k_y^2}
\]

excites the LSE field and the LSM field is excited by each spectral component

\[
\frac{k_x \tilde{J}_y(k_x, k_y, z_0) + k_y \tilde{J}_x(k_x, k_y, z_0)}{\omega \varepsilon_0 (k_x^2 + k_y^2)}
\]

The same result is obtained from immittance approach with suitable coordinate transformation in the $x$-$y$ plane. This is due to the common feature between our
approach and the immittance approach; that is, decomposition of the total field as LSE and LSM fields. In the space domain approach, it has been shown that the coupling between the LSE and LSM fields is imposed by the edge conditions [49]. Let us rewrite Eqs. (2.19), (2.24), and (2.25) as follows

\[
\begin{align*}
\begin{cases}
\tilde{W}^e(k_x, k_y, z^+ \mid k_x, k_y, z^-) = \begin{cases}
\frac{k_x T_x(k_x, k_y, z_o) + k_y T_y(k_x, k_y, z_o)}{\omega \varepsilon_o (k_x^2 + k_y^2)} & z = z_o \\
0 & z \neq z_o
\end{cases} \\
\frac{1}{\varepsilon_o(z^+)} \frac{\partial \tilde{W}^e(k_x, k_y, z^+)}{\partial z} - \frac{1}{\varepsilon_o(z^-)} \frac{\partial \tilde{W}^e(k_x, k_y, z^-)}{\partial z} = 0
\end{cases}
\end{align*}
\]  

(2.26)

\[
\begin{align*}
\begin{cases}
\tilde{W}^h(k_x, k_y, z^+ \mid k_x, k_y, z^-) = 0 \\
\frac{1}{\mu_o(z^+)} \frac{\partial \tilde{W}^h(k_x, k_y, z^+)}{\partial z} - \frac{1}{\mu_o(z^-)} \frac{\partial \tilde{W}^h(k_x, k_y, z^-)}{\partial z} = \begin{cases}
-\frac{j k_y T_x(k_x, k_y, z_o) - k_x T_y(k_x, k_y, z_o)}{k_x^2 + k_y^2} & z = z_o \\
0 & z \neq z_o
\end{cases}
\end{cases}
\end{align*}
\]  

(2.27)

Then, one may expect that the transfer matrix formulation with some modifications can be used to find the dyadic Green's function. In fact, we consider three cases separately:

Case A: \( z_o \geq d_N \)
Case B: \( d_{k-1} \leq z_o < d_k \) \((k = 1, \ldots, N)\)
Case C: \( z_o < 0 \)

(2.28)

where the various layers of the multilayer structure are indicated in Fig. A.1. The details of the derivation of \( \tilde{W}^{(e_A)}(k_x, k_y, z) \) in each of the above cases are given in Appendices C.1, C.2, and C.3, respectively.

After obtaining \( \tilde{W}^{(e_A)}(k_x, k_y, z) \), the components of the electric and magnetic fields can be obtained from (2.17) and (2.20), respectively. This information can be used directly, as will be explained later, or can be transformed into the space domain by applying inverse transform. As mentioned before, some field-theoretic
concepts can be derived directly using the transfer matrix method which are not clear from other methods. The following statements reflects these concepts.

(I) The poles of the Green’s functions are zeros of the characteristic equations of LSE and LSM modes. That is, the Greens functions of MPS have the so-called surface wave pole.

(II) It can be seen that the Green’s functions of a MPS are functions of \( \gamma_i = \sqrt{k_x^2 + k_y^2 - \mu_r \varepsilon_r k_0^2} = \sqrt{\beta^2 - \mu_r \varepsilon_r k_0^2} \) \((i = 1, \ldots, N)\). From the transfer matrix method it can be seen that the Green’s function of a MPS is independent of the branch cut of \( \gamma_i \) \((i = 1, \ldots, N)\).

It is interesting to note that the magnetic current excitation can be dealt with in a similar fashion, if one uses the concepts of duality. In the next section, we focus on the spectral domain Green’s function in the cylindrical coordinate system. In the process of formulation we use the Hankel transform technique.

2.4 Green’s Function in the Cylindrical Coordinate System: Hankel Transform

In this section, the full-wave analysis of the field excitation of a MPS by electric current in cylindrical coordinate system will be presented. We follow the same idea that has been used in the preceding section and use the integral transform technique on the scalar potential functions. The kernel of this transform is the amplitude function in the cylindrical coordinate system. Therefore, it is natural to see how the Hankel transform come into play. The premises of the approach we adopt are based on the method first used for predicting the characteristics of a circular patch conductor printed on a grounded dielectric slab [50]. This method
was originally applied to a surface current excitation of a single-layer structure. We have extended it to a MPS excited by a volume current [52].

To illustrate the basic ideas, let the cylindrical coordinate system be oriented as \((\rho, \phi, z)\). We place the same constraint on the excitation as before. That is, we assume a volume current source without any \(z\) component. Moreover, we divide the volume current into planar slices and consider the response to the planar excitation at \(z = z_o\). That is,

\[
J(\rho, \phi, z) = \left[ J_\rho(\rho, \phi, z_o) \hat{\rho} + J_\phi(\rho, \phi, z_o) \hat{\phi} \right] \delta(z - z_o) \quad \left[\frac{A}{m^2}\right] \tag{2.29}
\]

The electromagnetic field in each homogeneous source-free region above and below \(z = z_o\) can be derived from two vector potential functions

\[
\Pi^{(s,A)}(\rho, \phi, z) = \hat{\rho} \Psi^{(s,A)}(\rho, \phi, z) \tag{2.30}
\]

where the Hertzian scalar potential functions \(\Psi^{(s,A)}(\rho, \phi, z)\) are the solution of the scalar Helmholtz equation in cylindrical coordinate system; i.e.,

\[
\left[ \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} + \frac{\rho^2}{\rho^2} \frac{\partial^2}{\partial \phi^2} + \frac{\partial^2}{\partial z^2} + \epsilon_r(z) \mu_r(z) k_o^2 \right] \Psi^{(s,A)} = 0 \tag{2.31}
\]

Since \(\Psi^{(s,A)}(\rho, \phi, z)\) must be periodic functions of \(\phi\) with period \(2\pi\), they can be expressed in terms of the Fourier series

\[
\Psi^{(s,A)}(\rho, \phi, z) = \sum_{n=-\infty}^{\infty} \Psi^{(s,A)}_n(\rho, z) e^{j n \phi} \tag{2.32}
\]

Let us use the notation

\[
\mathcal{H}_n[f(\rho); \alpha]
\]

to denote the \(n\)th order Hankel transform of \(f(\rho)\). By definition we have

\[
\mathcal{H}_n[f(\rho); \alpha] \overset{\text{def}}{=} 
\hat{f}(\alpha) = \int_0^\infty f(\rho) J_n(\alpha \rho) \rho d\rho \tag{2.33}
\]
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where \( J_n(\alpha \rho) \) is the \( n \)th order Bessel function of the first kind. The inversion theorem of the Hankel transform states that \( \mathcal{H}_n^{-1} = \mathcal{H}_n \) [51]. This means that

\[
f(\rho) = \int_0^\infty \tilde{f}(\alpha) J_n(\alpha \rho) \alpha \, d\alpha.
\]  

(2.34)

If the same order Hankel transform with respect to \( \rho \) is applied to the Fourier coefficients in (2.32), \( \Psi_n^{(\epsilon,\lambda)}(\rho, z) \) may be related to their Hankel transforms by the following relation

\[
\widehat{\Psi}_n^{(\epsilon,\lambda)}(\alpha, z) = \int_0^\infty \Psi_n^{(\epsilon,\lambda)}(\rho, z) J_n(\alpha \rho) \rho \, d\rho.
\]  

(2.35)

According to the inversion theorem, we may write

\[
\Psi_n^{(\epsilon,\lambda)}(\rho, z) = \int_0^\infty \widehat{\Psi}_n^{(\epsilon,\lambda)}(\alpha, z) J_n(\alpha \rho) \alpha \, d\alpha.
\]  

(2.36)

Spectral representation of \( \Psi^{(\epsilon,\lambda)}(\rho, \phi, z) \) can be obtained by substituting (2.36) into (2.32). Hence,

\[
\Psi^{(\epsilon,\lambda)}(\rho, \phi, z) = \sum_{n=-\infty}^{\infty} e^{i n \phi} \int_0^\infty \widehat{\Psi}_n^{(\epsilon,\lambda)}(\alpha, z) J_n(\alpha \rho) \alpha \, d\alpha.
\]  

(2.37)

Eq. (2.37) can be rewritten as

\[
\Psi^{(\epsilon,\lambda)}(\rho, \phi, z) = \sum_{n=-\infty}^{\infty} \int_0^\infty \widehat{\Psi}_n^{(\epsilon,\lambda)}(\alpha, z) e^{i n \phi} J_n(\alpha \rho) \alpha \, d\alpha
\]  

(2.38)

As can be seen from the above relation, we have constructed the solution for the potential functions by the Fourier-Bessel integrals. The kernel of this transform is simply the amplitude function. In view of (2.38), the potential functions can be considered as the superposition of the elemental solutions of a source free MPS. This is due to the linear property of the differential operator in (2.31). Moreover, \( \widehat{\Psi}_n^{(\epsilon,\lambda)}(\alpha, z) \) can be interpreted as the form functions of these elemental solutions. Since \( \widehat{\Psi}_n^{(\epsilon,\lambda)}(\alpha, z) \) convey all spectral information of the field components, we try to
find them. In Appendix C.4, we show that \( \hat{\Psi}_n^{(e,A)}(\alpha, z) \) satisfies the second-order homogeneous differential equation

\[
\left( \frac{\partial^2}{\partial z^2} - \left[ \alpha^2 - \epsilon_r(z)\mu_r(z)k_0^2 \right] \right) \hat{\Psi}_n^{(e,A)}(\alpha, z) = 0 \tag{2.39}
\]

The above result is completely expected. This is because the method of the separation of variables is the heart of the integral transform techniques.

To obtain the boundary conditions satisfied by \( \hat{\Psi}_n^{(e,A)}(\alpha, z) \), one may invoke the expression for the field components in terms of the potential functions. As expected, like form functions, \( \hat{\Psi}_n^{(e,A)}(\alpha, z) \) satisfy the same boundary conditions at the source-free interfaces. Now let us see how these boundary conditions must be modified at the source location. To this end, we try to find the field components in the spectral domain in terms of \( \hat{\Psi}_n^{(e,A)}(\alpha, z) \). This can be done by substituting spectral representation of the potential function in each homogeneous source-free region into \((A.12)\) and \((A.13)\).

In the cylindrical coordinate system the derivative of the kernel of the integral transform with respect to \( \rho \) is not proportional to itself. Therefore, the spectral domain formulation in the cylindrical coordinate system is not as straightforward as the formulation in the rectangular coordinate system. To remove this difficulty, as suggested in [50], we use the following identities which are valid for any Bessel functions \( B_n(\alpha \rho) \).

\[
\frac{d}{d(\alpha \rho)} B_n(\alpha \rho) = \frac{1}{2} \left[ B_{n-1}(\alpha \rho) - B_{n+1}(\alpha \rho) \right] \tag{2.40a}
\]

\[
\frac{n}{\alpha \rho} B_n(\alpha \rho) = \frac{1}{2} \left[ B_{n-1}(\alpha \rho) + B_{n+1}(\alpha \rho) \right] \tag{2.40b}
\]

Using the above identities and substituting the spectral representation of the potential function into \((A.12)\) the nonaxial electric field components can be obtained
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from \( \tilde{\Psi}_n^{(e,h)}(\alpha, z) \) as follows:

\[
\begin{bmatrix}
E_\rho(\rho, \phi, z) \\
E_\phi(\rho, \phi, z)
\end{bmatrix}
= \sum_{n=\infty}^{\infty} e^{i n \phi} \int_0^{\infty} \tilde{L}(\alpha, \rho) \begin{bmatrix}
\tilde{\Psi}_n^e(\alpha, z) \\
\tilde{\Psi}_n^h(\alpha, z)
\end{bmatrix} \alpha d\alpha \tag{2.41}
\]

The dyadic operator \( \tilde{L}(\alpha, \rho) \) is given by

\[
\tilde{L}(\alpha, \rho) = \frac{\alpha}{2} \begin{bmatrix}
[J_{n-1}(\alpha \rho) - J_{n+1}(\alpha \rho)] \frac{1}{\epsilon(\alpha)} \frac{\partial}{\partial\alpha} & \omega \mu_o [J_{n-1}(\alpha \rho) + J_{n+1}(\alpha \rho)] \\
j [J_{n-1}(\alpha \rho) + J_{n+1}(\alpha \rho)] \frac{1}{\epsilon(\alpha)} \frac{\partial}{\partial\alpha} & j \omega \mu_o [J_{n-1}(\alpha \rho) - J_{n+1}(\alpha \rho)]
\end{bmatrix}
\tag{2.42}
\]

In a dual manner, the components transverse to the \( z \) axis of the magnetic field can be obtained from by the following relation

\[
\begin{bmatrix}
H_\rho(\rho, \phi, z) \\
H_\phi(\rho, \phi, z)
\end{bmatrix}
= \sum_{n=\infty}^{\infty} e^{i n \phi} \int_0^{\infty} \tilde{P}(\alpha, \rho) \begin{bmatrix}
\tilde{\Psi}_n^e(\alpha, z) \\
\tilde{\Psi}_n^h(\alpha, z)
\end{bmatrix} \alpha d\alpha \tag{2.43}
\]

where the dyadic operator \( \tilde{P}(\alpha, \rho) \) is given by

\[
\tilde{P}(\alpha, \rho) = \frac{\alpha}{2} \begin{bmatrix}
-\omega \epsilon_o [J_{n-1}(\alpha \rho) + J_{n+1}(\alpha \rho)] & [J_{n-1}(\alpha \rho) - J_{n+1}(\alpha \rho)] \frac{1}{\mu(\alpha)} \frac{\partial}{\partial\alpha} \\
-j \omega \epsilon_o [J_{n-1}(\alpha \rho) - J_{n+1}(\alpha \rho)] & j [J_{n-1}(\alpha \rho) + J_{n+1}(\alpha \rho)] \frac{1}{\mu(\alpha)} \frac{\partial}{\partial\alpha}
\end{bmatrix}
\tag{2.44}
\]

The expressions (2.41)–(2.44) clearly show that the Bessel functions of different orders appear for the description of the nonaxial components of the electromagnetic field. For the purpose of spectral representation it is highly desirable to have only one type of the Bessel function. Hopefully, the form of equations in (2.41)–(2.44) suggests that a linear combination of the nonaxial field may be represented by only one type of the Bessel function. In fact, this idea is the basis of this outlined method. To illustrate the basic idea, let us define the auxiliary functions, \( E^+(\rho, \phi, z), E^-(\rho, \phi, z), H^+(\rho, \phi, z) \), and \( H^-(\rho, \phi, z) \) by the following relations

\[
E^\pm(\rho, \phi, z) = E_\rho(\rho, \phi, z) \pm j E_\phi(\rho, \phi, z) \tag{2.45a}
\]

\[
H^\pm(\rho, \phi, z) = H_\rho(\rho, \phi, z) \pm j H_\phi(\rho, \phi, z) \tag{2.45b}
\]
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Using (2.41) and (2.42), we have
\[ E^\pm(\rho, \phi, z) = \sum_{n=-\infty}^{\infty} e^{in\phi} \int_{0}^{\infty} \tilde{E}_{n \pm 1}^\pm(\alpha, z) J_{n \pm 1}(\alpha \rho) d\alpha \]  
\tag{2.46}

where
\[ \tilde{E}_{n \pm 1}^\pm(\alpha, z) = \alpha \left[ \mp \frac{1}{\varepsilon_r(z)} \frac{\partial}{\partial z} \tilde{\Psi}_n^e(\alpha, z) + \omega \mu_o \tilde{\Psi}_n^h(\alpha, z) \right] \]  
\tag{2.47}

Note that (2.46) clearly shows that \( E^\pm(\rho, \phi, z) \) do not satisfy the Helmholtz equation. This result is expected, due to the fact that neither \( E_\rho(\rho, \phi, z) \) nor \( E_\phi(\rho, \phi, z) \) satisfy the scalar Helmholtz equation. In a similar fashion, from (2.43) and (2.44), we have
\[ H^\pm(\rho, \phi, z) = \sum_{n=-\infty}^{\infty} e^{in\phi} \int_{0}^{\infty} \tilde{H}_{n \pm 1}^\pm(\alpha, z) J_{n \pm 1}(\alpha \rho) d\alpha \]  
\tag{2.48}

where
\[ \tilde{H}_{n \pm 1}^\pm(\alpha, z) = \alpha \left[ -\omega \varepsilon_o \tilde{\Psi}_n^e(\alpha, z) \mp \frac{1}{\mu_r(z)} \frac{\partial}{\partial z} \tilde{\Psi}_n^h(\alpha, z) \right] \]  
\tag{2.49}

We have defined the auxiliary functions as a linear combination of the nonaxial components of the electric and the magnetic fields. Moreover, it has been assumed that the MPS is excited by a planar slice of electric current with only transverse components to the \( z \) axis. Therefore, it is natural to use the same idea and define the auxiliary functions \( J^\pm(\rho, \phi, z_o) \) as follows
\[ J^\pm(\rho, \phi, z_o) = J_\rho(\rho, \phi, z_o) \pm j J_\phi(\rho, \phi, z_o) \]  
\tag{2.50}

In order to obtain \( \tilde{\Psi}^{(e,h)}(\alpha, z) \) the exact behavior of these functions and their normal derivatives at all interfaces especially at the source location must be determined. On the other hand, from (2.47) and (2.49) it is obvious that \( \tilde{E}_{n \pm 1}^\pm(\alpha, z) \) and \( \tilde{H}_{n \pm 1}^\pm(\alpha, z) \) can be expressed in terms of these potential functions and their derivatives with respect to \( z \). Therefore, the required information can be extracted from the behavior of these auxiliary functions at those specific values of \( z \).
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To obtain the boundary conditions for $E^\pm$ we take advantage of the continuity of $E_\rho$ and $E_\phi$ for all values of $z$. Since $E^\pm$ are obtained as two independent linear combinations of $E_\rho$ and $E_\phi,$ continuity of $E_\rho$ and $E_\phi$ leads to the continuity of $E^\pm$ and vice versa. Using (2.46) continuity of $E^\pm$ leads to the continuity of $\vec{E}^\pm_{n\pm 1}(\alpha, z)$. This last statement requires that for each value of $z$, we have

$$\frac{1}{\varepsilon_r(z^+)} \frac{\partial \hat{\Psi}^e(\alpha, z^+)}{\partial z} - \frac{1}{\varepsilon_r(z^-)} \frac{\partial \hat{\Psi}^e(\alpha, z^-)}{\partial z} = 0 \quad (2.51a)$$

$$\hat{\Psi}^h(\alpha, z_o^+) - \hat{\Psi}^h(\alpha, z_o^-) = 0 \quad (2.51b)$$

This is due to the fact that from (2.47), we have

$$\begin{bmatrix} \frac{1}{\varepsilon_r(z^+)} \frac{\partial \hat{\Psi}^e_n(\alpha, z^+)}{\partial z} & \frac{1}{\varepsilon_r(z^-)} \frac{\partial \hat{\Psi}^e_n(\alpha, z^-)}{\partial z} \\ \hat{\Psi}^h_n(\alpha, z^+) - \hat{\Psi}^h_n(\alpha, z^-) \end{bmatrix} = D \begin{bmatrix} \vec{E}^+_{n+1}(\alpha, z^+) - \vec{E}^+_{n+1}(\alpha, z^-) \\ \vec{E}^-_{n-1}(\alpha, z^+) - \vec{E}^-_{n-1}(\alpha, z^-) \end{bmatrix} \quad (2.52)$$

where

$$D = \frac{1}{\alpha} \begin{bmatrix} -1 & \omega \mu_o \\ 1 & \omega \mu_o \end{bmatrix}^{-1}$$

Similarly, at those interfaces where $H_\rho$ and $H_\phi$ are continuous, $\vec{H}^\pm_{n\pm 1}(\alpha, z)$ are also continuous. At $z = z_o$, the nonaxial magnetic field components are discontinuous by the amount of the electric current. That is,

$$J_\rho(\rho, \phi, z_o) \dot{\rho} + J_\phi(\rho, \phi, z_o) \dot{\phi} = \dot{z} \times [\vec{H}(\rho, \phi, z_o^+) - \vec{H}(\rho, \phi, z_o^-)]$$

The above boundary condition can be easily transformed in terms of the auxiliary functions $J^\pm$ and $H^\pm$ as follows

$$J^\pm(\rho, \phi, z_o) = \pm j \left[ H^\pm(\rho, \phi, z_o^+) - H^\pm(\rho, \phi, z_o^-) \right] \quad (2.53)$$

Substituting (2.48) into (2.53), we obtain

$$J^\pm(\rho, \phi, z_o) = \sum_{n=-\infty}^{\infty} J^\pm_n(\rho, z_o) e^{j n \phi} \quad (2.54)$$
where
\[ J_{n}^{\pm}(\rho, z) = \int_{0}^{\infty} J_{n+1}^{\pm}(\alpha, z_{0}) J_{n+1}(\alpha \rho) d\alpha \] (2.55)
and
\[ \hat{J}_{n+1}^{\pm}(\alpha, z_{0}) = \pm j \left[ \hat{H}_{n+1}^{\pm}(\rho, \phi, z_{0}^{+}) - \hat{H}_{n+1}^{\pm}(\rho, \phi, z_{0}^{-}) \right] \] (2.56)

Eq. (2.55) means that
\[ \hat{J}_{n+1}^{\pm}(\alpha, z_{0}) = \int_{0}^{\infty} J_{n}^{\pm}(\rho, z_{0}) J_{n+1}(\alpha \rho) d\rho \] (2.57)

Using (2.49), the above conditions can be stated in terms of the potential functions in the transformed domain. More precisely,
\[ \begin{bmatrix} \hat{\Psi}_{n}^{e}(\alpha, z_{0}^{+}) - \hat{\Psi}_{n}^{e}(\alpha, z_{0}^{-}) \\ \frac{1}{\mu_{r}(z_{0}^{+})} \frac{\partial \hat{\Psi}_{n}^{h}(\alpha, z_{0}^{+})}{\partial z} - \frac{1}{\mu_{r}(z_{0}^{-})} \frac{\partial \hat{\Psi}_{n}^{h}(\alpha, z_{0}^{-})}{\partial z} \end{bmatrix} = \frac{1}{\alpha} \begin{bmatrix} -\omega \nu_{o} & -1 \\ -\omega \nu_{o} & 1 \end{bmatrix}^{-1} \begin{bmatrix} -j \hat{J}_{n+1}^{+}(\alpha, z_{0}) \\ j \hat{J}_{n-1}^{-}(\alpha, z_{0}) \end{bmatrix} \] (2.58)

Of course for \( z \neq z_{0} \), we have
\[ \begin{bmatrix} \hat{\Psi}_{n}^{e}(\alpha, z^{+}) - \hat{\Psi}_{n}^{e}(\alpha, z^{-}) \\ \frac{1}{\mu_{r}(z^{+})} \frac{\partial \hat{\Psi}_{n}^{h}(\alpha, z^{+})}{\partial z} - \frac{1}{\mu_{r}(z^{-})} \frac{\partial \hat{\Psi}_{n}^{h}(\alpha, z^{-})}{\partial z} \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \] (2.59)

Now the boundary conditions (2.51), (2.58) and (2.59) can be rewritten as follows
\[ \begin{cases} \hat{\Psi}_{n}^{e}(\alpha, z^{+}) - \hat{\Psi}_{n}^{e}(\alpha, z^{-}) = \frac{j}{2 \omega \nu_{o}} [\hat{J}_{n+1}^{+}(\alpha, z_{0}) - \hat{J}_{n-1}^{-}(\alpha, z_{0})] & \text{if } z = z_{0} \\ 0 & \text{if } z \neq z_{0} \end{cases} \] (2.60)
\[ \begin{cases} \hat{\Psi}_{n}^{h}(\alpha, z^{+}) - \hat{\Psi}_{n}^{h}(\alpha, z^{-}) = 0 & \text{if } z = z_{0} \\ \frac{1}{\mu_{r}(z^{+})} \frac{\partial \hat{\Psi}_{n}^{h}(\alpha, z^{+})}{\partial z} - \frac{1}{\mu_{r}(z^{-})} \frac{\partial \hat{\Psi}_{n}^{h}(\alpha, z^{-})}{\partial z} = \frac{j}{2 \omega} [\hat{J}_{n+1}^{+}(\alpha, z_{0}) + \hat{J}_{n-1}^{-}(\alpha, z_{0})] & \text{if } z = z_{0} \end{cases} \] (2.61)

The boundary conditions in (2.60) and (2.61) reveal that \( \hat{\Psi}_{n}^{(e,h)}(\alpha, z) \) can be treated independently at all interfaces especially at the source located at \( z = z_{0} \).
Again this special feature is a direct consequence of choosing the direction of the vector potentials normal to the interfaces. The spectral component

\[
\frac{j}{2\alpha} [\tilde{J}^+_{n+1}(\alpha, z_o) + \tilde{J}^-_{n-1}(\alpha, z_o)]
\]

excites the LSE field and the LSM field is excited by

\[
\frac{j}{2\alpha\omega\epsilon_0} [\tilde{J}^+_{n+1}(\alpha, z_o) - \tilde{J}^-_{n-1}(\alpha, z_o)]
\]

For a circularly symmetric \(\rho\)-directed excitation, we have

\[
J^+(\rho, \phi, z) = J^-(\rho, \phi, z)
\]

Consequently,

\[
\tilde{J}^+_1(\alpha, z) = -\tilde{J}^-_{1}(\alpha, z)
\]

where we have used

\[
J_{-1}(\alpha\rho) = -J_1(\alpha\rho)
\]  \hspace{1cm} (2.62)

Therefore, this type of current can excite only a LSM field. Using the same argument one can easily see that a circularly symmetric \(\phi\)-directed current excitation produces only LSE field. From the above consideration it can be seen that for a circularly symmetric excitation, the \(\rho\) component of the current is responsible for LSM field and LSE part of the field is excited by the \(\phi\) component. The above results are direct consequences of spectral domain approach.

The boundary conditions stated in (2.60) and (2.61) make it possible to take advantage of the transfer matrix formulation. Specifically, the formulation that we have done for three different cases A, B, and C in the rectangular coordinate system can be used directly for the cylindrical coordinate system with minor modifications. First, the unknown coefficients describing \(\tilde{\Psi}_n^{(x,\lambda)}\) in each region must be considered
as a function of \((n, \alpha)\) rather than \((k_x, k_y)\). The spectral source excitation
\[
\begin{bmatrix}
\tilde{J}_x(k_x, k_y, z_o) \\
\tilde{J}_y(k_x, k_y, z_o)
\end{bmatrix}
\]
must be changed to
\[
\begin{bmatrix}
\tilde{J}^+_n(\alpha, z_o) \\
\tilde{J}^-_{n-1}(\alpha, z_o)
\end{bmatrix}
\]
Moreover, as can be obtained from (2.60) and (2.61), in the cylindrical coordinate system the matrices \(A^e(k_x, k_y)\) and \(A^h(k_x, k_y)\) are replaced by
\[
A^e(\alpha) = \begin{bmatrix}
\frac{j}{2 \omega \epsilon_0} & \frac{j}{2 \omega \epsilon_0} \\
0 & 0
\end{bmatrix}
\]
and
\[
A^h(\alpha) = \begin{bmatrix}
0 & 0 \\
\frac{j}{2 \alpha} & \frac{j}{2 \alpha}
\end{bmatrix},
\]
respectively. Note that \(A^{(e,h)}(\alpha)\) are independent of the the order of the Hankel transformation.

For the future references it is desirable to define a \(2 \times 2\) dyadic Green’s function \(\tilde{Z}(\alpha)\) as an impedance matrix. It shows that \(\hat{E}^\pm_{n\pm 1}(\alpha, d_N \text{ or } 0)\) can be related to \(\tilde{J}^\pm_{n\pm 1}(\alpha, z_o)\) by the matrix equation
\[
\begin{bmatrix}
\hat{E}^+_n(\alpha, d_N \text{ or } 0) \\
\hat{E}^-_{n-1}(\alpha, d_N \text{ or } 0)
\end{bmatrix} = \tilde{Z}(\alpha, d_N \text{ or } 0 \mid z_o)
\begin{bmatrix}
\tilde{J}^+_n(\alpha, z_o) \\
\tilde{J}^-_{n-1}(\alpha, z_o)
\end{bmatrix}.
\tag{2.63}
\]
where
\[
\tilde{Z}(\alpha, d_N \text{ or } 0 \mid z_o) = \begin{bmatrix}
Z^{++}(\alpha, d_N \text{ or } 0 \mid z_o) & Z^{+-}(\alpha, d_N \text{ or } 0 \mid z_o) \\
Z^{-+}(\alpha, d_N \text{ or } 0 \mid z_o) & Z^{--}(\alpha, d_N \text{ or } 0 \mid z_o)
\end{bmatrix}
\tag{2.64}
\]
The most important feature of the impedance matrix is that its elements are independent of the angular index \(n\). This is the direct consequence of stating these
equations in the Hankel transform domain [50]. Furthermore, using the transfer matrix formulation, it can be shown that the diagonal elements are equal to each other and the same is true for the off diagonal elements. In fact, from (2.47), one may show that

\[
Z^{(\pm)^s(\pm)^b}(\alpha, d_N \mid z_o) = (\pm)^s \gamma_c \begin{bmatrix} R_c^e(\alpha, z_o) & S_c^e(\alpha, z_o) \end{bmatrix} \begin{bmatrix} (\pm)^b \times 1 \\ 0 \end{bmatrix} + \begin{bmatrix} R_c^h(\alpha, z_o) & S_c^h(\alpha, z_o) \end{bmatrix} \begin{bmatrix} 0 \\ 1 \end{bmatrix} \tag{2.65}
\]

where

\[
\gamma_c = \sqrt{\alpha^2 - \mu_c \varepsilon_c k_o^2}
\]

From (2.65), one may easily deduce that

\[
Z^{++}(\alpha, d_N \mid z_o) = Z^{--}(\alpha, d_N \mid z_o)
\]

\[
Z^{+-}(\alpha, d_N \mid z_o) = Z^{-+}(\alpha, d_N \mid z_o)
\]

Similarly,

\[
Z^{(\pm)^s(\pm)^b}(\alpha, 0 \mid z_o) = (\mp)^s \gamma_s \begin{bmatrix} R_s^e(\alpha, z_o) & S_s^e(\alpha, z_o) \end{bmatrix} \begin{bmatrix} (\pm)^b \times 1 \\ 0 \end{bmatrix} + \begin{bmatrix} R_s^h(\alpha, z_o) & S_s^h(\alpha, z_o) \end{bmatrix} \begin{bmatrix} 0 \\ 1 \end{bmatrix} \tag{2.66}
\]

where

\[
\gamma_s = \sqrt{\alpha^2 - \mu_s \varepsilon_s k_o^2}
\]

Thus,

\[
Z^{++}(\alpha, 0 \mid z_o) = Z^{--}(\alpha, 0 \mid z_o)
\]

\[
Z^{+-}(\alpha, 0 \mid z_o) = Z^{-+}(\alpha, 0 \mid z_o)
\]
In the next section, we apply the formulation developed so far in this chapter to obtain the electric field in the far zone. Especially, in the cylindrical coordinate system, we will show that the far field pattern of the electric field can be obtained directly from the Hankel transform of the auxiliary functions defined earlier. Therefore, it is not necessary to carry out time consuming inverse Hankel transform by numerical methods.

2.5 Application to the Radiation Problem

In this section we investigate the radiation electric field in the cladding and the substrate regions. To this end, we start with a general formula from which the far field pattern due to an aperture can be obtained. Let us consider an aperture parallel to the \( z-y \) plane. It is well-known that the far field pattern is the Fourier transform of the tangential aperture field. More precisely, it is shown that [54], [55]

\[
\mathbf{E}(r, \theta, \phi) = jk \frac{e^{-jkr}}{2\pi r} \left( \hat{\theta} \left[ \vec{E}_x(k_z, k_y, z_a) \cos \phi + \vec{E}_y(k_z, k_y, z_a) \sin \phi \right] + \hat{\phi} \left[ \vec{E}_y(k_z, k_y, z_a) \cos \phi - \vec{E}_x(k_z, k_y, z_a) \sin \phi \right] \cos \theta \right)
\]

(2.67)

where \( r, \theta, \) and \( \phi \) are the spherical coordinate variables and \( \theta \) is the polar angle measured from the \( z \) axis. \( k \) is the wave number of the half space seen from the aperture. Moreover, \( \vec{E}_x(k_z, k_y, z_a) \) and \( \vec{E}_y(k_z, k_y, z_a) \) are the two-dimensional Fourier transform of \( E_x \) and \( E_y \) on the aperture at \( z = z_a \), respectively. That is,

\[
\begin{bmatrix}
\vec{E}_x(k_z, k_y, z_a) \\
\vec{E}_y(k_z, k_y, z_a)
\end{bmatrix}
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}
\begin{bmatrix}
E_x(x, y, z_a) \\
E_y(x, y, z_a)
\end{bmatrix}
\exp(j(k_z x + k_y y))
dx\,dy
\]

where

\[
k_z = k \sin \theta \cos \phi \quad \text{(2.68a)}
\]

\[
k_y = k \sin \theta \sin \phi \quad \text{(2.68b)}
\]
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In the rectangular coordinate system, the Fourier transforms of the tangential aperture field can be easily obtained from (2.17). In the cylindrical coordinate system, the radiation field can be expressed in terms of the Hankel transform of the aperture field. This is due to the relation which exists between the two-dimensional Fourier transform and the Hankel transform. To establish the formula for the radiation field in the cylindrical coordinate system, first we consider the following transformation between the cylindrical and rectangular coordinate systems

\[
\begin{bmatrix}
E_x(x, y, z) \\
E_y(x, y, z)
\end{bmatrix} =
\begin{bmatrix}
\cos \phi & -\sin \phi \\
\sin \phi & \cos \phi
\end{bmatrix}
\begin{bmatrix}
E_\rho(\rho, \phi, z) \\
E_\phi(\rho, \phi, z)
\end{bmatrix}
\]

where

\[
\begin{cases}
x = \rho \cos \phi \\
y = \rho \sin \phi
\end{cases}
\]

Now if one uses (2.45a) to express \(E_\rho(\rho, \phi, z)\) and \(E_\phi(\rho, \phi, z)\) in terms of \(E^\pm(\rho, \phi, z)\), one obtains

\[
E_x(x, y, z) = \frac{E^+(\rho, \phi, z)e^{j\phi} + E^-(\rho, \phi, z)e^{-j\phi}}{2}
\]

(2.69a)

\[
E_y(x, y, z) = \frac{E^+(\rho, \phi, z)e^{j\phi} - E^-(\rho, \phi, z)e^{-j\phi}}{j2}
\]

(2.69b)

Using (2.46), one may write

\[
E_x(x, y, z) = \frac{\sum_{n=-\infty}^{\infty} E^+_{n+1}(\rho, z)e^{j(n+1)\phi} + \sum_{n=-\infty}^{\infty} E^-_{n-1}(\rho, z)e^{j(n-1)\phi}}{2}
\]

(2.70a)

\[
E_y(x, y, z) = \frac{\sum_{n=-\infty}^{\infty} E^+_{n+1}(\rho, z)e^{j(n+1)\phi} - \sum_{n=-\infty}^{\infty} E^-_{n-1}(\rho, z)e^{j(n-1)\phi}}{j2}
\]

(2.70b)

where

\[
E^\pm_{n\pm 1}(\rho, z) = \int_0^\infty \tilde{E}^\pm_{n\pm 1}(\alpha, z)J_{n\pm 1}(\alpha \rho)\alpha d\alpha
\]

(2.71)

Since \(E_x(x, y, z)\) and \(E_y(x, y, z)\) satisfy the Helmholtz equation, (2.70) and (2.71) are completely expected. In Appendix C.5, the relation between the two dimensional Fourier transform and the Hankel transform has been derived. According to
this relation, if

\[ f(x, y, z) = \sum_{n=-\infty}^{\infty} f_n(\rho, z) e^{jn\phi} \quad (2.72) \]

then we have

\[ \tilde{f}(k_x, k_y, z_a) = \sum_{n=-\infty}^{\infty} 2\pi j^n \tilde{f}_n(\alpha) e^{in\nu} \quad (2.73) \]

where \( \tilde{f}_n(\alpha) \) is the \( n \)th order Hankel transform of \( f_n(\rho) \) and the pair \( (\alpha, \nu) \) is dual of \( (\rho, \phi) \) in the spectral domain. That is,

\[ \begin{cases} 
    k_x = \alpha \cos \nu \\
    k_y = \alpha \sin \nu 
\end{cases} \quad (2.74) \]

The expressions for \( E_x(x, y, z) \) and \( E_y(x, y, z) \) in (2.70) are similar to (2.72). Therefore, according to (2.73), by changing the role of \( n \) to \( n \pm 1 \), we may write

\[ \begin{align*}
    \tilde{E}_x(k_x, k_y, z_a) &= \sum_{n=-\infty}^{\infty} \pi j^{n+1} \tilde{E}_{n+1}^+(\alpha, z_a) e^{i(n+1)\nu} + \\
    &\quad \sum_{n=-\infty}^{\infty} \pi j^{n-1} \tilde{E}_{n-1}^-(\alpha, z_a) e^{i(n-1)\nu} \\
    \tilde{E}_y(k_x, k_y, z_a) &= -j \sum_{n=-\infty}^{\infty} \pi j^{n+1} \tilde{E}_{n+1}^+(\alpha, z_a) e^{i(n+1)\nu} + \\
    &\quad j \sum_{n=-\infty}^{\infty} \pi j^{n-1} \tilde{E}_{n-1}^-(\alpha, z_a) e^{i(n-1)\nu} \quad (2.75a, 2.75b)
\end{align*} \]

where from (2.71), we have used

\[ \int_{0}^{\infty} E_{n\pm1}(\rho, z_a) J_{n\pm1}(\alpha \rho) \rho d\rho = \tilde{E}_{n\pm1}^\pm(\alpha, z_a) \quad (2.76) \]

On the other hand, comparing (2.74) with (2.68) leads to the following expressions for \( \alpha \) and \( \nu \)

\[ \begin{align*}
    \alpha &= k \sin \theta \quad (2.77a) \\
    \nu &= \phi \quad (2.77b)
\end{align*} \]
The above relations means that \((k \sin \theta, \phi)\) is the dual of \((\rho, \phi)\) in the spectral domain. Let us rewrite (2.67) as
\[
E(r, \theta, \phi) = jk \frac{e^{-jk r}}{2 \pi r} \left( \hat{\phi} \left[ \tilde{E}^{-}(k_x, k_y, z_a) e^{i \phi} + \tilde{E}^{+}(k_x, k_y, z_a) e^{-i \phi} \right] + \hat{\theta} \left[ j \tilde{E}^{-}(k_x, k_y, z_a) e^{i \phi} - j \tilde{E}^{+}(k_x, k_y, z_a) e^{-i \phi} \right] \cos \theta \right)
\]
(2.78)
where
\[
\tilde{E}^{\pm}(k_x, k_y, z_a) = \frac{\tilde{E}_x(k_x, k_y, z_a) \pm j \tilde{E}_y(k_x, k_y, z_a)}{2}
= \sum_{n=-\infty}^{\infty} \pi j^{n+1} \tilde{E}_{n+1}(\alpha, z_a) e^{j(n+1)\nu}
\]
(2.79)
In deriving (2.79) we have used (2.75) for substitution of \(\tilde{E}_x\) and \(\tilde{E}_y\). Substituting (2.79) into (2.78) and noting that \(\alpha\) and \(\nu\) are expressed by (2.77), the electric field in the far-zone can be obtained according to the following relation
\[
E(r, \theta, \phi) = jk \frac{e^{-jk r}}{r} \sum_{n=-\infty}^{\infty} j^n \left[ \hat{\phi} \tilde{E}_n^e(k \sin \theta, z_a) + \hat{\theta} \cos \theta \tilde{E}_n^e(k \sin \theta, z_a) \right] e^{jn \phi}
\]
(2.80)
where
\[
\tilde{E}_n^e(\alpha, z_a) = \frac{\tilde{E}_{n-1}^e(\alpha, z_a) + \tilde{E}_{n+1}^e(\alpha, z_a)}{2}
\]
(2.81a)
\[
\tilde{E}_n^o(\alpha, z_a) = \frac{\tilde{E}_{n-1}^o(\alpha, z_a) - \tilde{E}_{n+1}^o(\alpha, z_a)}{j2}
\]
(2.81b)
As might be expected the radiation field has the same azimuthal variation as the aperture field. Eq. (2.80) is the fundamental relation which gives the far-field pattern in the cylindrical coordinate system due to an aperture in the \(x-y\) plane. As explained before, the electric field in the far-zone can be expressed in terms of the Hankel transform of the aperture field. More importantly, these expressions are directly related to the Hankel transform of the auxiliary functions defined in the preceding section. By the transfer matrix method, we have developed a systematic
algebraic procedure to obtain $\hat{E}^\pm_{n\pm 1}(\alpha, z_a)$ in terms of $\hat{J}^\pm_{n\pm 1}(\alpha, z_a)$. Thus, the far field pattern algebraically related to $\hat{J}^\pm_{n\pm 1}(\alpha, z_a)$. This is one of the important consequences of the spectral domain (Hankel transform) method. In fact, the electric field in the far-zone can be obtained from suitable integrals of the current sources. In this process there is no need to enter into the space domain. Therefore, carrying out the time consuming inverse Hankel transform is eliminated.

In many applications of integrated optics, normal emission from a planar stack is highly desirable. For example, surface emitting lasers are designed to behave in this manner. In these cases the radiation efficiency and the far field pattern strongly depends on the aperture field distribution. Fortunately, (2.67) and (2.80) provide the necessary background from which the characteristic dependence of the radiation field on the aperture field can be derived. We address this important issue in the next section.

2.5.1 Various Aperture Fields and Normal Emission

As mentioned earlier, many applications in integrated optics demand to have emission normal to the planar interfaces of a stack. Especially, in the highly directional beam applications the behavior of the radiation field on the $z$ axis is very important. In this section, we investigate this matter by considering various types of the aperture fields. To this end, first we define some concepts by the following definitions.

DEFINITION 2.1 The field of a circular or an annular shaped aperture centered at the origin in the $x$-$y$ plane is called circularly symmetric if the field expressions in the cylindrical coordinate system are independent of the azimuthal angle $\phi$. 
DEFINITION 2.2 Consider an aperture in the x-y plane. The aperture vector field is called uniform if it is constant throughout the aperture. That is,

$$E_a(x, y) = \hat{u} E_o$$ (2.82)

where $\hat{u}$ is a constant unit vector.

DEFINITION 2.3 By antisymmetric aperture field, we mean a field of a symmetric aperture in the x-y plane such that

$$E_a(-x, -y) = -E_a(x, y)$$ (2.83)

Note that an antisymmetric aperture field can exist on those apertures which themselves are symmetric about the origin. Circularly symmetric aperture fields can be obtained from the Hertzian scalar potential functions in (2.32) by considering only the term with $n = 0$. For this special case, the electric field on the aperture of a LSE mode has only a $\phi$ component and that of LSM mode has only a $\rho$ component.

Let us consider the behavior of the radiation field on the z axis. All points along the z axis correspond to $\theta = 0$. On the other hand, we have

$$\dot{\theta} = \dot{x} \cos \theta \cos \phi + \dot{y} \cos \theta \sin \phi - \dot{z} \sin \theta$$ (2.84a)

$$\dot{\phi} = -\dot{x} \sin \phi + \dot{y} \cos \phi$$ (2.84b)

Therefore, at all points along z axis, we have

$$\dot{\theta} = \dot{x} \cos \phi + \dot{y} \sin \phi$$ (2.85)

Substituting (2.84b) and (2.85) into (2.67), the radiation field along the z axis can be obtained from the following relation

$$E(r, 0, \phi) = jk \frac{e^{-jkr}}{2\pi r} \left[ \dot{x} \tilde{E}_x(0, 0, z_a) + \dot{y} \tilde{E}_y(0, 0, z_a) \right]$$ (2.86)
where by noting that $\theta = 0$, we have used

$$k_z = k_y = 0.$$  

Despite the fact that, the azimuthal angle on the $z$ axis is ambiguous, (2.86) clearly shows that the radiation field is independent of $\phi$. This result is completely expected due to the fact that along each direction we approach to the $z$ axis, the same result for the electric field must be obtained. Note that (2.86) can be obtained if we put $\phi = 0$ in (2.67). Moreover, as can be seen from (2.86) the radiation field along the $z$ axis due to the aperture in the $x$-$y$ does not have a component along the $z$ direction. This result is also completely expected. In fact, due to the solenoidal character of the radiation field, the field in the far-zone does not have any component in the direction of observation [55].

From (2.86) and the theory of the Fourier transform, it can be seen that the radiation field on the $z$ axis is is directly related to the average values of $E_z$ and $E_y$ on the aperture. That is,

$$E(r, 0, \phi) = jk \frac{e^{-jkr}}{2\pi r} A_a \left[ \hat{x} \hat{E}_z(z_a) + \hat{y} \hat{E}_y(z_a) \right]$$

$$= jk \frac{e^{-jkr}}{2\pi r} A_a \hat{E}_t(z_a)$$  \hspace{1cm} (2.87)

where

$$\hat{E}_t(z_a) = \frac{1}{A_a} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} [\hat{x}E_z(x, y, z_a) + \hat{y}E_y(x, y, z_a)] \, dx \, dy$$  \hspace{1cm} (2.88)

and $A_a$ is the area of the aperture. Therefore, nonzero average values of the electric field on the aperture is a necessary and sufficient condition for nonvanishing of the radiation field on the $z$ axis. This important result can also be translated in the cylindrical coordinate system. To this end, let us assume that in the cylindrical coordinate system the aperture field is of the $n$th order azimuthal mode. That is,

$$E_{\rho}(\rho, \phi, z_a) = A_n(\rho, z_a) e^{ijn\phi}$$  \hspace{1cm} (2.89a)
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\[ E_\phi(\rho, \phi, z_a) = B_n(\rho, z_a)e^{in\phi} \]  \hspace{1cm} (2.89b)

Now from (2.69) and (2.45a), we have

\[ E_z = \frac{[A_n(\rho, z_a) + jB_n(\rho, z_a)]e^{i(n+1)\phi} + [A_n(\rho, z_a) - jB_n(\rho, z_a)]e^{i(n-1)\phi}}{2} \] \hspace{1cm} (2.90a)

\[ E_y = \frac{[A_n(\rho, z_a) + jB_n(\rho, z_a)]e^{i(n+1)\phi} - [A_n(\rho, z_a) - jB_n(\rho, z_a)]e^{i(n-1)\phi}}{j^2} \] \hspace{1cm} (2.90b)

Substituting (2.90) into (2.88) and carrying out the resulting integral in the cylindrical coordinate system, it can be seen that for all values of \( n \neq \pm 1 \), we have \( \vec{E}_t(z_a) = 0 \). This result implies that, for a circular aperture centered at the origin in the \( x-y \) plane all azimuthal order except \( n \neq \pm 1 \) produce a null on the \( z \) axis in the far-zone. For \( n = 1 \), we have

\[ \vec{E}_t(z_a) = \pi(\hat{x} + j\hat{y}) \int_0^\infty [A_1(\rho, z_a) - jB_1(\rho, z_a)] \rho d\rho \] \hspace{1cm} (2.91)

Whereas, for \( n = -1 \)

\[ \vec{E}_t(z_a) = \pi(\hat{x} - j\hat{y}) \int_0^\infty [A_{-1}(\rho, z_a) + jB_{-1}(\rho, z_a)] \rho d\rho \] \hspace{1cm} (2.92)

From (2.91) and (2.92), we see that in order to have a nonzero far field pattern on the \( z \) axis, at least one of the integrals in (2.91) or (2.92) must be nonzero. The above result can also be obtained directly from (2.80). In fact, along the \( z \) axis \( \alpha = 0 \) and we have

\[ \vec{E}(r, \theta = 0, \phi) = jk \frac{e^{-jkr}}{r} \sum_{n=-1,1} j^n \left[ \hat{\theta} \vec{E}_n^\theta(0, z_a) + \hat{\phi} \vec{E}_n^\phi(0, z_a) \right] e^{in\phi} \] \hspace{1cm} (2.93)

For all points along the \( z \) axis, from (2.84b) and (2.85), one may write

\[ \hat{\theta} = \frac{(\hat{x} - j\hat{y})}{2} e^{i\phi} + \frac{(\hat{x} + j\hat{y})}{2} e^{-i\phi} \] \hspace{1cm} (2.94a)

\[ \hat{\phi} = j \frac{(\hat{x} - j\hat{y})}{2} e^{i\phi} - j \frac{(\hat{x} + j\hat{y})}{2} e^{-i\phi} \] \hspace{1cm} (2.94b)
Substituting (2.94) into (2.93), using (2.81) and collecting nonvanishing terms, we obtain

\[
E(r, \theta = 0, \phi) = j k \frac{e^{-jkr}}{2r} \left[ (\hat{\mathbf{x}} - j \hat{\mathbf{y}}) \hat{E}^+_0(0, z_a) + (\hat{\mathbf{x}} + j \hat{\mathbf{y}}) \hat{E}^-_0(0, z_a) \right]
\]  

(2.95)

where

\[
\hat{E}^\pm_0(z_a) = \left. \int_0^\infty E^\pm_0(\rho, z_a) J_n(\alpha \rho) \rho d\rho \right|_{\alpha=0} = \int_0^\infty E^\pm_0(\rho, z_a) \rho d\rho
\]  

(2.96)

In deriving (2.95) we have used

\[
J_{n\pm 1}(0) = 0 \quad n \neq \pm 1,
\]

\[
\hat{E}^\pm_{n\pm 1}(0, z_a) = 0 \quad n \neq \pm 1.
\]

Therefore, nonvanishing field on the z axis in the far-zone requires that at least one of the above integrals be nonzero. This result is exactly the same as that we have obtained before, if one notes that

\[
E^+_0(\rho, z_a) = E^+_0(\rho, z_a) \bigg|_{n=-1} = A_{-1}(\rho, z_a) + j B_{-1}(\rho, z_a)
\]

(2.97a)

\[
E^-_0(\rho, z_a) = E^-_0(\rho, z_a) \bigg|_{n=1} = A_1(\rho, z_a) - j B_1(\rho, z_a)
\]

(2.97b)

It should be emphasized that due to the ambiguity of designating azimuthal angle along the z axis, the far field pattern must be independent of \( \phi \). Actually, (2.95) is in the form as it should be.

From the above considerations, a nonzero radiation field on the z axis requires a nonvanishing average value of the electric field on the aperture in the x-y plane. Therefore, the far field pattern on the z axis due to a uniform aperture field in the x-y plane is bright. For example, the intensity distribution of the Fraunhofer
diffraction pattern of a circular aperture illuminated by a normally incident plane wave follows the Airy pattern [57]. In fact, for a circular uniform aperture field \( \mathbf{E} = E_x \hat{x} + E_y \hat{y} \), we have

\[
E_{\rho}(\rho, \phi) = \frac{E_x + jE_y}{2} e^{j\phi} + \frac{E_x - jE_y}{2} e^{-j\phi} \tag{2.98a}
\]

\[
E_\phi(\rho, \phi) = j\frac{E_x - jE_y}{2} e^{j\phi} - j\frac{E_x + jE_y}{2} e^{-j\phi} \tag{2.98b}
\]

As can be seen, a uniform aperture field is of the type of first-order azimuthal mode which has a nonzero far field on the \( z \) axis.

From the above considerations, an antisymmetric aperture field produces a null on the far field pattern along the \( z \) axis. Circularly symmetric aperture field is a special case of antisymmetric aperture fields. Therefore, one might expect a vanishing far field pattern on the \( z \) axis. In fact,

*circulary symmetric beam can not have a nonzero far field pattern on its axis.*

This behavior is unwanted in practical applications. For example, surface-emitting lasers using circular aperture and producing circularly symmetric beam have a dark spot at the center of the far-field pattern. We will turn to this point later.

In the next section as an example we consider a novel circular grating laser and we obtain its far field pattern by using the volume current method.

### 2.6 Radiation Pattern of a Novel Circular Grating Laser

In this section we obtain some insight on the far field intensity pattern of a novel circular-grating DFB laser at threshold by using volume current method. The laser
Figure 2.3: Schematic view of a novel circular-grating surface-emitting DBR laser structure to be analyzed is depicted in Fig. 2.3. This structure has been reported by Wu et al. [38].

As illustrated in Fig. 2.3, the second-order circular-grating is located right at the center of the laser, optical gain is obtained by injecting current through the annular active region surrounding the second-order grating at the center. The optical feedback is provided by the first-order grating that encloses both the annular region and the central region. By ignoring the radiation field and using coupled-mode theory [30], [32], we have analyzed a bulk DBR laser. Then, the central second-order grating is considered as an equivalent electric current source which excites the unperturbed waveguide. The physical parameters of this structure are shown in Fig. 2.4. The reference wavelength \( \lambda \) is assumed to be 1.55 \( \mu \text{m} \).

First, we assume that the laser beam is circularly symmetric. The grating periods \( \Lambda_1 \) and \( \Lambda_2 \) are chosen such that the corresponding gratings be of first-order and second-order resonant gratings, respectively. For this special geometry we have \( \Lambda_2 = 0.477 \mu \text{m} \). The material loss is assumed to be 10 cm\(^{-1}\) and we consider only zero reflection coefficient at the outer edge of the laser. The radius of the central
Figure 2.4: Cross-sectional view of a novel circular-grating surface-emitting DBR laser

region is the only parameter that we play with. We express this parameter in terms of the number of gratings $N_g$ in the radial direction. For $N_g = 80$, the normalized far field intensity pattern of the laser is shown in Fig. 2.5. As expected, there is a dark spot at the center of the laser beam. Except for this dark spot, most of the laser power is concentrated in the angular region $0.2^\circ - 0.5^\circ$ off the laser axis. Obviously the laser is highly directional. For the purpose of comparison, the far field intensity patterns of the laser beam in the cover and substrate are shown in Fig. 2.6. The intensity pattern in the substrate is normalized to the maximum value of the intensity in the cover. As illustrated, the intensity pattern in the substrate is almost identical to that in the cover. This is due to the fact that the layers are very low-contrast and thin.

To show the dependence of laser beam to the aperture area, the normalized far field intensity patterns for three different values of $N_g$ is depicted in Fig. 2.7. Each
Figure 2.5: Normalized intensity pattern of a circularly symmetric laser beam in the cover region for $N_g = 80$.

Figure 2.6: Normalized intensity patterns of a circularly symmetric laser beam in the cover and substrate regions for $N_g = 80$. 
pattern is normalized to its own maximum value. As can be seen the larger the aperture area the narrower the laser beam. In Fig. 2.8, it is assumed that the laser field at the center of the second-order grating is the same for three different values of $N_g$. The far field intensity patterns for $N_g = 60, 80$ are normalized to the maximum value of the field intensity for $N_g = 100$. As expected, if we increase the aperture radius more power will be emitted from the laser. Finally, in Fig. 2.9, the intensity pattern of non-resonant grating is compared with that of resonant one. It can be seen that the main lobe is shifted toward higher polar angles. Moreover, the emitted power is much less than in the resonant case. This is due to the fact that the spectral components of the equivalent current source responsible for the radiation field are very weak compared to the resonant grating.

In the second part of this section, we investigate the far-field intensity pattern of the laser field with azimuthal variation $e^{\pm j \phi}$. The laser structure is the same as that depicted in Figs. 2.3 and 2.4. In this case as one might expect the far field intensity pattern is a function of the azimuthal angle. The intensity pattern of the laser structure with $N_g = 80$ observed at $\phi = 0^\circ$ is shown in Fig. 2.10. As anticipated before, for this type of azimuthal variation a bright spot is observable at the center of the laser beam. Moreover, the laser beamwidth is very narrow and is less than $0.5^\circ$. Since the contrast between the different layers is very low and the layers are very thin, one might expect approximately the same far field intensity pattern in the substrate. This fact is clearly illustrated in Fig. 2.11. The dependence of the laser beamwidth on the aperture radius is shown in Fig. 2.12. The plots correspond to $\phi = 0^\circ$. The far-field intensity patterns due to different apertures are normalized to their own maximum values. As illustrated, the narrower beams are due to the larger emitting areas.
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Figure 2.7: Normalized intensity patterns of a circularly symmetric laser beam in the cover region for three different values of $N_g$.

Figure 2.8: Normalized intensity patterns of a circularly symmetric laser beam in the cover region for three different values of $N_g$. 

[Diagrams showing normalized intensity patterns with different values of $N_g$, including $N_g = 100$, $N_g = 80$, and $N_g = 60$.]
Figure 2.9: Normalized intensity patterns of a circularly symmetric laser beam for resonant and non-resonant second-order gratings.

Figure 2.10: Normalized intensity patterns of the first azimuthal harmonic laser beam in the cover for $N_g = 80$. 
Figure 2.11: Normalized intensity patterns of the first azimuthal harmonic of the laser beam in the cover and substrate regions for $N_g = 80$.

Figure 2.12: Normalized intensity patterns of the first azimuthal harmonic of the laser beam in the cover region for three different values of $N_g$. 
Similar to the circularly symmetric beam, in Fig. 2.13 it is assumed that the laser field at the center of the laser is the same for three different central radii. The far field intensity pattern for $N_g = 60, 80$ are normalized to the maximum value of the field intensity for $N_g = 100$. All the plots correspond to $\phi = 0^\circ$. The behavior shown in Fig. 2.13 is completely expectable. More power in a narrower beam is emitted from larger apertures. In Fig. 2.14 the functional dependence of the laser beam on the azimuthal angle is shown. The intensity pattern follows the same behavior in every quadrant of $\phi$. Obviously, as shown before, the laser intensity on the laser axis is independent of the azimuthal angle. In Fig. 2.15 three dimensional far field intensity pattern in the cover is plotted for $N_g = 80$.

Figure 2.13: Normalized intensity patterns of the first azimuthal harmonic of the laser beam in the cover region for three different values of $N_g$. 
Figure 2.14: Normalized intensity patterns of the first azimuthal harmonic of the laser beam in the cover for four different azimuthal angles.

Figure 2.15: Three dimensional intensity pattern of the laser beam in the cover for $N_e = 80$. 
2.7 Summary

In this chapter the volume current method (VCM) for multilayer planar structures has been derived based on the induction theorem in the electromagnetic theory. This has been followed by the closed-form Green's function formulation of multilayer planar structures both in the rectangular and cylindrical coordinate systems. The salient feature of the TMM has been demonstrated in the process of the formulation. In the derivation of the Green's function, we have assumed that the current excitation does not have any components transverse to the planar interfaces. Then volume current method and Green's functions have been directly connected to the radiation problem. It has been shown that circular apertures have a dark spot at the center of their far-field patterns in the absence of the first azimuthal harmonic in the aperture field. Finally, the far-field intensity pattern of a novel circular-grating surface-emitting DBR laser for circularly symmetric beam and the beam with the first harmonic of azimuthal variation have been illustrated.
Chapter 3

Two-Dimensional Threshold Analysis of Circular-Grating Surface-Emitting Lasers

3.1 Introduction

As is well-known, the operating principle of DFB lasers is based on the propagation of the guided waves in active multilayer planar structures with periodic modulation of the dielectric properties. The periodic modulation of the dielectric properties can be realized either as straight or circular gratings. In DFB and DBR lasers, the gratings are of the resonant type, i.e., the grating period $\Lambda$ satisfies the Bragg condition,

$$\beta_o = N \frac{\pi}{\Lambda}$$  \hspace{1cm} (3.1)

where $\beta_o$ is the propagation constant of light in the guide and $N$ is called the order of grating. The laser operation strongly depends on the value of $N$. This
dependence can be seen from the condition for the constructive interference at resonance. Referring to Fig. 3.1 and by using the geometrical optic concepts, constructive interference requires that the path difference between the rays be equal to an integer multiple of the guide wavelength. More precisely,

$$\Lambda(1 - \cos \theta) = n \frac{2\pi}{\beta_o}$$  \hspace{1cm} (3.2)

Substitution of (3.1) into (3.2) leads to

$$\cos \theta = 1 - \frac{2n}{N}$$  \hspace{1cm} (3.3)

Real values of $\theta$ can be obtained by choosing $n = 0, 1, \ldots, N$. Regardless of the value of $N$, there are always two extreme values of $n$; that is, $n = 1$ and $n = N$. These values of $n$ correspond to $\theta = 0$ and $\theta = \pi$, respectively. This means that at resonance two coherent contra-directional waves jointly interact with the grating. These two partial waves provide the feedback mechanism for the laser oscillation. More importantly, partial waves related to $\theta = 0$ and $\theta = \pi$ are trapped in the laser cavity. In fact, these two waves are guided modes and of energy type. These two modes are responsible for the stimulated emission in the laser cavity. In DFB laser, which are self-oscillating devices, the fields are generated inside due to the
spontaneous emission coupled to these coherent waves. The fields are built up as a result of the exchange of energy between these two coherent oppositely-going waves.

Other possible values of \( n \) result in the radiation field. This radiation field is due to the joint interaction of the guided modes with the grating. In fact, the grating produces a mechanism that the two coherent waves radiate power. Therefore, with radiation field, the laser characteristic operation changes. One important effect of the radiation loss is the presence of asymmetrical longitudinal mode structure even for symmetrical boundary conditions [12],[58], and [60].

Of particular importance is the second-order grating, where the only possible values of \( n \) are 0, 1, and 2. In this case, the partial scattered wave arising from \( n = 1 \) is the radiation field. This scattered wave is emitted normal or near-normal to the surface of the grating.

From the above considerations, one can conclude that in resonance cases, surface emission requires grating order of two or higher. This is the key idea for the realization of grating coupled surface-emitting lasers.

In second- and higher-order gratings radiation fields provide another mechanism for exchange of the energy between the two coherent oppositely-going waves. Consequently, in an accurate treatment of this type of grating, the coupled-mode equations describing the behavior of the amplitudes of the coherent waves must be modified. For straight grating DFB lasers this modification has been reported in three excellent papers [58],[59], and [60]. Streifer et al. [58] started from the Floquet mode expansion of the electromagnetic field in the laser cavity to include the effects of the radiation and other partial nonradiating fields in the coupled-mode equations. Although this method is accurate, however, it is restricted to the straight gratings. In [59] the improved coupled-mode theory is based on a set of
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coupled-mode equations for the guided and radiation modes. This approach is more general than that of [58]. The only difficulty is the presence of the radiation modes for expressing the radiation field. Kazarinov and Henry [60] derived explicit expressions for the radiation coupling factor by using Green's function method. More importantly, for shallow rectangular gratings they have obtained simple analytical formulas for the radiation coupling coefficient.

Radiation from a circular grating etched on the planar waveguides has been considered in non-resonant cases [40], [41], and [42]. In [40] and [42] the azimuthally polarized radiation field emitted from the surface of a shallow, circular grating has been described by using the field expansion method. This approach uses a boundary perturbation method to obtain an integral expression correct to first-order for the radiation field. In [41] the volume current method has been used to find the circularly symmetric field radiated by a circular grating.

Radiation from a circular grating at resonance has not been considered so far. For the first time, we have investigated azimuthally invariant radiation field from a circular grating at resonance [61]. In this chapter, we consider the general formulation of second-order circular gratings at threshold. As will be shown later, this formulation gives general modal analysis of a circular grating which produces circularly symmetric beam which can be exploited in the above threshold analysis. Before presenting the general formulation, however, in the next section we present a general comment on the type of the fundamental mode that can be supported by cylindrical structures.
3.2 Fundamental Mode in Cylindrical Structures and Photon's Ground State in Circular Apertures

The purpose of this section is to consider general evidences to predict the shape of the fundamental mode supported by a circular aperture. To this end, we use the minimum energy principle. According to this principle, any physical system tries to attain its minimum available energy state in any given set of circumstances. This means that the wave function associated with the minimum state of energy has smallest spatial variation. This property can be seen for a constraint particle. In fact, according to the accepted principle of quantum mechanics, the energy of a particle is the eigenvalue of the Hamiltonian operator. Since the Hamiltonian operator is related to the spatial variation of the wave function, it is obvious that the minimum energy corresponds to a wave function with minimum spatial variation. The wave function of an electron in a potential well of either finite or infinite barrier is a good evidence for this fact.

The same idea may be used when we consider the wave function associated with a photon. In electromagnetic theory the fundamental mode of different structures has very smooth spatial variation. For example, the electric field of the fundamental mode in a rectangular waveguide with perfect conducting boundaries varies smoothly in the transverse plane. The same is true in a dielectric slab waveguide. More importantly, ignoring the variation in one dimension directly leads to the fundamental modes in rectangular structures.

Unfortunately, this is not the case in cylindrical structures. Despite the fact that the mathematical description of azimuthally invariant electromagnetic field in
Figure 3.2: Near field pattern of the electric field. (a) Azimuthally invariant mode. (b) The mode with first-order azimuthal variation.

A cylindrical structure is very simple, however, the electric field vector does not have necessarily very mild variation. This fact can be seen in Fig 3.2 (a). For azimuthally invariant field the electric field has only $\phi$ component. Moreover, as can be seen from Fig. 3.2 (a) the field is highly asymmetric whereas its intensity is circularly symmetric.

On the other hand, consider the near field pattern of the first azimuthal order in Fig. 3.2 (b). By first azimuthal order we mean the field components vary as $\cos \phi$ and $\sin \phi$ with $\phi$. For this case, it can be seen that the field pattern is more uniform than that of azimuthally invariant field. As illustrated, the field pattern is almost linearly polarized in the $y$ direction.

In the preceding chapter we have shown that the far field pattern on the $z$ axis due to an aperture field in the $x$-$y$ plane is a measure of uniformity of the field on the aperture. Since only aperture field of first azimuthal order produces nonzero far field pattern on the aperture axis, one may consider this type of aperture
field as the photon's ground state. There are two electromagnetic examples which confirm the above assertion. The fundamental mode of a circular waveguide with perfect conducting boundary is \( TE_{11} \) which varies as first azimuthal order. The fundamental \( HE_{11} \) mode in an optical fiber is another evidence that verifies the first order azimuthal mode is the ground state for the photon in the circular apertures.

In the case of circular-grating lasers, it seems that by adjusting the grating phase, the threshold gain of the fundamental circular mode does not have necessarily the lowest value. That is, the fundamental circular mode is not necessarily the fundamental mode of the laser. This fact is the result of the numerical simulations of first-order circular-grating lasers in the limit of the validity of large argument approximation of the Hankel functions \([24], [30], \) and \([32]\). Similarly, Gong et al. \([34]\) have shown the same situation in treating second-order circular-grating DBR lasers by ignoring the radiation fields.

From the above considerations, we strongly believe that the circularly symmetric aperture field and the aperture field that varies as \( \cos \phi \) and \( \sin \phi \) with \( \phi \) are the fundamental modes of the laser among all other azimuthal orders. Despite the fact that a circularly symmetric beam may not be the mostly desirable field pattern due to presence of a dark spot on the far-field pattern, however, for the the sake of mathematical simplicity, we assume that the laser field is azimuthally invariant.

### 3.3 Basic Formulation

In this section, we present a general approach in treating circular-grating DFB and DBR lasers producing azimuthally invariant field. Let us consider the DFB and DBR lasers shown in Fig. 3.3. We aim at deriving modified coupled-mode equations such that the radiation coupling factor are properly included. To this end, starting
from Maxwell's equations, we have

$$\nabla \times \nabla \times \mathbf{E} - k_0^2 \varepsilon_r(r) \mathbf{E} = 0$$  \hspace{1cm} (3.4)

where $k_0$ is the wave number of free space. $\mathbf{E}$ is of TE$_z$ or LSE type field. It should be noted that for azimuthally invariant LSE field the electric field has only $\phi$ component.

In DFB lasers using second-order gratings the electric field has three basic part. Two of them are the guided waves which are responsible for feedback mechanism and the stimulated emission. The third part is the radiation field which leaves the laser cavity in the nearly normal direction. Let $\mathbf{E}^a$ and $\mathbf{E}^b$ be the guided fields which travel radially outward and inward, respectively. Moreover, assume that $\mathbf{E}^{rad}$ is the radiation part. The mutual interaction of these fields can be best described by the volume current method (see Sec. 2.2). In fact, as will be shown later, Eq. (3.4) can be considered as three coupled equations

$$\nabla \times \nabla \times \mathbf{E}^a - k_0^2 [\varepsilon_r(z) + j\varepsilon'_r(z) - j\varepsilon''_r(z)] \mathbf{E}^a = -j\omega \mu_0 \mathbf{J}^a$$  \hspace{1cm} (3.5a)

$$\nabla \times \nabla \times \mathbf{E}^b - k_0^2 [\varepsilon_r(z) + j\varepsilon'_r(z) - j\varepsilon''_r(z)] \mathbf{E}^b = -j\omega \mu_0 \mathbf{J}^b$$  \hspace{1cm} (3.5b)

$$\nabla \times \nabla \times \mathbf{E}^{rad} - k_0^2 [\varepsilon_r(z) + j\varepsilon'_r(z) - j\varepsilon''_r(z)] \mathbf{E}^{rad} = -j\omega \mu_0 \mathbf{J}^{rad}$$  \hspace{1cm} (3.5c)
Figure 3.4: The cross-section of a circular-grating index-guided DFB laser

The meaning of each term in the above equations will be clear later. For example $J^a$ is an equivalent current which accounts for the interaction of $E^b$ and $E^{rad}$ with the grating to produce $E^a$.

Let us apply the general method described above in a special case of interest. We construct the cylindrical coordinate system $(\rho, \phi, z)$ such that the $z$ axis passes through the center of the laser cavity. We assume that the origin of the $z$ axis is fixed at the interface between the substrate and the first layer as shown in Fig. 3.4. The field components of an arbitrary azimuthally invariant $TE_2$ mode are $E_\phi$, $H_\rho$, and $H_z$. Assuming that $\frac{\partial}{\partial \phi} \equiv 0$, reeq-4.4) leads to

$$\frac{\partial^2 E_\phi}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial E_\phi}{\partial \rho} - \frac{1}{\rho^2} E_\phi + \frac{\partial^2 E_\phi}{\partial z^2} + \epsilon_r(\rho, z) k_0^2 E_\phi = 0$$

(3.6)

where

$$\epsilon_r(\rho, z) = \epsilon_r(z) + j\epsilon'_r(z) - j\epsilon''_r(z) + \delta \epsilon_r(\rho, z)$$

(3.7)

$k_0$ is the wave number of the free space at a reference frequency and $\epsilon_r(z)$ is the dielectric constant of the unperturbed lossless multilayer structure. $\epsilon'_r(z)$ and $\epsilon''_r(z)$ are the gain and loss profiles, respectively. Based on the assumption of $e^{j\omega t}$ time
variation, both gain and loss profiles must be positive in (3.7). $\delta \varepsilon_r(\rho, z)$ is a periodic function of $\rho$ with zero average accounting for the grating and it is only nonzero within grating layer; that is, $d_{k-1} \leq z \leq d_k$.

Let $\delta \varepsilon_r(\rho, z)$ be expressed by its Fourier series expansion as

$$\delta \varepsilon_r(\rho, z) = \sum_{m \neq 0} \eta_m(z)e^{-jm\frac{2\pi}{\Lambda}(\rho - \rho_0)}$$  (3.8)

where $\Lambda$ is the grating period and $e^{jm\frac{2\pi}{\Lambda}\rho_0}$ is a phase shifting factor making $\eta_m(z)$ real. It should be noted that based on the above assumptions we only consider index-guided lasers. Furthermore, let us assume that the grating be of second-order; that is,

$$\beta_0 = \frac{2\pi}{\Lambda}$$  (3.9)

where $\beta_0$ is the propagation constant of light in the guide. Therefore, the two coherent guided-waves couple to each other in second-order Bragg diffraction and they jointly interact with the nearly normal radiating field $E^{\text{rad}}(\rho, z)$ in first-order Bragg diffraction. More precisely, (3.6) allows us to write $E_\phi(\rho, z)$ as

$$E_\phi(\rho, z) = A(\rho)e^{j\beta_0\rho_0}H_1^{(2)}(\beta_0\rho)\hat{F}(z) - jB(\rho)e^{-j\beta_0\rho_0}H_1^{(1)}(\beta_0\rho)\hat{F}(z) + E^{\text{rad}}(\rho, z)$$  (3.10)

where $H_1^{(1)}(\beta_0\rho)$ and $H_1^{(2)}(\beta_0\rho)$ are the first-order Hankel functions of the first and the second kind, respectively. $A(\rho)$ and $B(\rho)$ are slowly varying amplitudes of outward- and inward-going guided modes, respectively. $\hat{F}(z)$ is the normalized transverse profile of the guided modes satisfying the eigenvalue equation

$$\left[\frac{d^2}{dz^2} + \varepsilon_r(z)k_0^2\right]\hat{F}(z) = \beta^2\hat{F}(z)$$  (3.11)

subject to the continuity of $\hat{F}(z)$ and its normal derivative at the interfaces of the
unperturbed multilayer waveguide. By normalized, we mean that

\[ \int_{-\infty}^{\infty} \hat{F}^2(z) \, dz = 1 \quad (3.12) \]

In fact, \( \hat{F}(z) \) is the normalized form function of the fundamental TE\(_2\) guided mode. The choice of the coefficients in (3.10), especially introducing the \( j \) factor in front of \( B(\rho) \) will be clear later. The characteristic feature of our formulation is the inclusion of the radiation component resulting from first-order Bragg diffraction in the electric field expression.

Substituting (3.10) into (3.6) and using (3.7), (3.8), and (3.11), the almost phase matching condition requires that

\[
\begin{bmatrix}
  f^{(2)}(\rho, z) & 0 \\
  0 & f^{(1)}(\rho, z)
\end{bmatrix}
\begin{bmatrix}
  \frac{dA}{d\rho} \\
  \frac{dB}{d\rho}
\end{bmatrix}
= 
\begin{bmatrix}
  p^{(3)}(\rho, z) & q^{(1)}(\rho, z) \\
  q^{(2)}(\rho, z) & p^{(1)}(\rho, z)
\end{bmatrix}
\begin{bmatrix}
  A(\rho) \\
  B(\rho)
\end{bmatrix}
+ 
\begin{bmatrix}
  r_1(\rho, z) \\
  r_{-1}(\rho, z)
\end{bmatrix}
E^{\text{rad}}(\rho, z)
\quad (3.13)
\]

\[
\left[ \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} \frac{1}{\rho^2} + \frac{\partial^2}{\partial z^2} \right] E^{\text{rad}}(\rho, z)
= -k_0^2 \eta_1(z) \hat{F}(z) e^{j\beta_0 \rho} H^{(3)}_1(b_0 \rho) A(\rho)
+ j k_0^2 \eta_1(z) \hat{F}(z) e^{-j\beta_0 \rho} H^{(1)}_1(b_0 \rho) B(\rho)
\quad (3.14)
\]

Since the Hankel functions behave as a traveling wave for large arguments; i.e.,

\[
\lim_{z \to \infty} H^{(1)}_n(x) = \sqrt{\frac{2}{j\pi x}} j^{-n} e^{jx} \quad (3.15a)
\]

\[
\lim_{z \to \infty} H^{(3)}_n(x) = \sqrt{\frac{j2}{\pi x}} j^n e^{-jx} \quad (3.15b)
\]

the phase matching condition is not exact in deriving (3.13) and (3.14). Hence we use the term almost phase matching condition. We will discuss the validity of the
above approximation later. In fact, the guided modes around the center of the laser cavity are not exactly coherent. However, as far as the laser operation is concerned, (3.13) and (3.14) can be considered as the starting point in the threshold analysis. Different terms appearing in (3.13) are defined as follows

\begin{equation}
  r_{\pm 1}(\rho, z) = -k_0^2 \eta_{\pm 1}(z) e^{\mp j\beta_0 \rho} \tag{3.16a}
\end{equation}

\begin{equation}
  q_{\pm 2}^{(1,2)}(\rho, z) = j^{1,2} k_0^2 \eta_{\pm 2}(z) e^{\mp j2\beta_0 \rho} B_1^{(1,2)}(\beta_0 \rho) \tilde{F}(z) \tag{3.16b}
\end{equation}

\begin{equation}
  f_1^{(1,2)}(\rho, z) = -j^{1,2} \left( 2 \frac{d}{d\rho} + \frac{1}{\rho} \right) H_1^{(1,2)}(\beta_0 \rho) \tilde{F}(z)
  = -j^{1,2} \left[ \frac{3}{2} \beta_0 H_1^{(1,2)}(\beta_0 \rho) - \frac{\beta_0^2}{2} H_2^{(1,2)}(\beta_0 \rho) \right] \tilde{F}(z) \tag{3.16c}
\end{equation}

\begin{equation}
  p_1^{(1,2)}(\rho, z) = j^{1,2} [\beta^2 - \beta_0^2 + jk_0^2 \epsilon_\rho(z) - jk_0^2 \epsilon_\sigma(z)] H_1^{(1,2)}(\beta_0 \rho) \tilde{F}(z) \tag{3.16d}
\end{equation}

In deriving (3.13), (3.14), and (3.16) we have used slowly varying amplitude approximation by neglecting $\frac{d^2 A}{d\rho^2}$ and $\frac{d \beta}{d\rho}$. In addition, we have noted that for any Bessel function $B_n$ of nth order, we have

\begin{equation}
  \frac{dB_n(\beta_0 \rho)}{d\rho} = \frac{\beta_0}{2} [B_{n-1}(\beta_0 \rho) - B_{n+1}(\beta_0 \rho)] \tag{3.17a}
\end{equation}

\begin{equation}
  \frac{n}{\rho} B_n(\beta_0 \rho) = \frac{\beta_0}{2} [B_{n-1}(\beta_0 \rho) + B_{n+1}(\beta_0 \rho)] \tag{3.17b}
\end{equation}

\begin{equation}
  \left( \frac{d^2}{d\rho^2} + \frac{1}{\rho} \frac{d}{d\rho} - \frac{n}{\rho^2} \right) B_n(\beta_0 \rho) = -\beta_0^2 B_n(\beta_0 \rho) \tag{3.17c}
\end{equation}

Moreover, in deriving (3.14) $\epsilon'_\sigma$ and $\epsilon''_\sigma$ have been ignored in comparison with $\epsilon_\sigma(z)$.

In order to derive the coupled-mode equations governing the amplitudes of the guided modes, $E^{rad}(\rho, z)$ in (3.14) must be expressed in terms of $A(\rho)$ and $B(\rho)$. Before doing that, it should be emphasized that (3.14) is not valid around the center of the laser cavity, especially at $\rho = 0$. Since the total field must be finite at the center of the laser cavity, the singularity of the Hankel functions must be removed. This can be done by choosing

\begin{equation}
  A(0)e^{j\beta_0 \rho} = -j B(0)e^{-j\beta_0 \rho} \tag{3.18}
\end{equation}
Thus, for any \( \rho_o \neq 0 \), the right hand side of (3.14) is singular at the origin. Consequently, (3.14) must be considered for sufficiently large values of \( \rho \). However, if \( \rho_o = 0 \), one may consider the validity of (3.14) for all values of \( \rho \). To solve (3.14) we use two different approaches described as follows.

**First approach**

In this approach we take advantage of the fact that \( E^{\text{rad}}(\rho, z) \) is a nearly normal radiation field. By nearly normal, we mean that the form functions \( F_{e,s}(z) \) of the spectrum of the radiation field satisfy the following equation

\[
\frac{d^2 F_{e,s}}{dz^2} + \varepsilon_r(z) k_o^2 F_{e,s} \approx 0
\]  

(3.19)

Using (3.19) in (3.14), it is reasonable to assume that

\[
\left( \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} - \frac{1}{\rho^2} \right) E^{\text{rad}}(\rho, z) \approx 0
\]

Consequently, (3.14) reduces to

\[
\frac{\partial^2 E^{\text{rad}}(\rho, z)}{\partial z^2} + \varepsilon_r(z) k_o^2 E^{\text{rad}}(\rho, z) = -k_o^2 \eta_{-1}(z) \tilde{F}(z)e^{i\beta_o \rho} H_1^{(2)}(\beta_o \rho) A(\rho) + jk_o^2 \eta_{1}(z) \tilde{F}'(z)e^{-j\beta_o \rho} H_1^{(1)}(\beta_o \rho) B(\rho)
\]  

(3.20)

To solve (3.20), we use the Green’s function approach. Therefore, it is necessary to find the Green’s function \( G(z; z') \) satisfying

\[
\frac{\partial^2 G(z; z')}{\partial z^2} + \varepsilon_r(z) k_o^2 G(z; z') = \delta(z - z')
\]  

(3.21)

in the unperturbed multilayer stack described by \( \varepsilon_r(z) \). The above equation also has been used by Kazarinov and Henry in treating second-order DFB lasers with straight gratings [60]. However, they solved it in a uniform space. We obtain the
exact Green’s function using the transfer matrix method. The detailed derivation is given in Appendix D.1. Thus, solving (3.20) leads to

$$E^{rad}(\rho, z) = h_{-1}(z)e^{i\beta_0 \rho}H_{1}^{(2)}(\beta_0 \rho) - jh_1(z)e^{-i\beta_0 \rho}H_{1}^{(1)}(\beta_0 \rho) \quad (3.22)$$

where

$$h_{\pm z_1}(z) = -k_0^2 \int_{-\infty}^{\infty} G(z; z') \eta_{\pm z_1}(z') \tilde{F}(z') \, dz' \quad (3.23)$$

If one substitutes for $E^{rad}(\rho, z)$ in (3.13), one obtains

$$\begin{bmatrix} f_1^{(2)}(\rho, z) & 0 \\ f_1^{(1)}(\rho, z) \end{bmatrix} \begin{bmatrix} \frac{dA}{d\rho} \\ \frac{dB}{d\rho} \end{bmatrix} = \begin{bmatrix} t_1^{(2)}(\rho, z) & g_1^{(1)}(\rho, z) \\ g_{-1}^{(2)}(\rho, z) & t_{-1}^{(1)}(\rho, z) \end{bmatrix} \begin{bmatrix} A(\rho) \\ B(\rho) \end{bmatrix} \quad (3.24)$$

where

$$t_{\pm z_1}^{(2,1)}(\rho, z) = P_{1}^{(2,1)}(\rho, z) - j^{2,1} r_{\pm z_1}(\rho, z)h_{\pm z_1}(z)e^{\pm j\beta_0 \rho}H_{1}^{(2,1)}(\beta_0 \rho) \quad (3.25a)$$

$$g_{\pm z_1}^{(1,2)}(\rho, z) = q_{\pm z_2}^{(1,2)}(\rho, z) - j^{1,2} r_{\pm z_1}(\rho, z)h_{\pm z_1}(z)e^{\mp j\beta_0 \rho}H_{1}^{(1,2)}(\beta_0 \rho) \quad (3.25b)$$

The coupled-mode equations in (3.24) are obtained based on the almost phase matching condition between slowly varying terms. They are exact in the limit of the validity of large argument approximation for the Hankel functions. The $z$-dependent part can be eliminated by multiplying both sides of the above system of equations by $\tilde{F}(z)$ and integrating from $-\infty$ to $\infty$. This procedure reduces the equations in (3.24) to a system of differential equations with variable coefficients. Thus, they can not be solved analytically. However, they can be more tractable if we substitute for the Hankel functions in (3.24) by their asymptotic functions given in (3.15).

To see the range of $\rho$ such that the asymptotic behavior is valid, it is necessary to consider the Hankel functions in more detail. We have

$$H_{1}^{(1)}(\beta_0 \rho)(z) = J_1(z) + jN_1(z) \quad (3.26a)$$

$$E_{1}^{(2)}(\beta_0 \rho)(z) = J_1(z) - jN_1(z) \quad (3.26b)$$
where \( J_1(z) \) and \( N_1(z) \) are the first-order Bessel function of the first and second kind, respectively. \( N_1(z) \) is the so called Neumann function. For large values of \( z \), if one uses the asymptotic series expansion of \( J_1(z) \) and \( N_1(z) \), from the leading terms one obtains [108] (p. 462)

\[
\begin{align}
\lim_{z \to \infty} J_1(z) &= \sqrt{\frac{2}{\pi z}} \sin(z - \frac{\pi}{2}) \\
\lim_{z \to \infty} N_1(z) &= -\sqrt{\frac{2}{\pi z}} \cos(z - \frac{\pi}{2})
\end{align}
\]

(3.27a) (3.27b)

In Figs. 3.5 and 3.6, the exact values of the first-order Bessel functions is compared with their asymptotic values. As illustrated, for those arguments larger than 6, the first-order Hankel functions can be replaced by their asymptotic values without loosing the accuracy. This means that in practical cases this replacement is valid for \( \rho > 0.5 \mu \text{m} \), i.e., only one grating period. Especially, this approximation is valid for DBR lasers.

For circularly symmetric beam, the near field radiation field around the center of the laser is negligible. This is so, because for circularly symmetric beam the field
at the center of the laser vanishes due to the asymmetry of the field. In addition, the guided modes can not interact properly with the grating to produce radiation field. Therefore, as far as the laser operation and the radiation field are concerned, one may substitute the Hankel functions in (3.24) by their asymptotic functions.

This substitution reduces the coupled-mode equations in (3.24) to a system of differential equations with constant coefficients. The details of the derivation is very straightforward. The $\rho$-dependent terms from both sides of each equation are canceled, then the equations are multiplied by $\tilde{F}(z)$ and integrated from $-\infty$ to $\infty$. In addition, if one defines the detuning factor $\delta$ by

$$\delta = \beta - \beta_o$$

(3.28)

and substitutes $2\beta_o \delta$ for $\beta^2 - \beta_o^2$, one obtains the final form of the coupled-mode equations as follows

$$\begin{bmatrix}
\frac{dA}{d\rho} \\
\frac{dB}{d\rho}
\end{bmatrix} =
\begin{bmatrix}
g - \alpha - j\delta + \kappa^r_{(1,-1)} & \kappa^r_{(1,1)} + \kappa_2 \\
-\kappa^r_{(-1,-1)} - \kappa_2 & -g + \alpha + j\delta - \kappa^r_{(-1,1)}
\end{bmatrix}
\begin{bmatrix}
A(\rho) \\
B(\rho)
\end{bmatrix}$$

(3.29)
where

\[ \alpha = \frac{k_0^2}{2\beta_o} \int_{-\infty}^{\infty} \epsilon_r^2(z) \tilde{F}^2(z) dz \]  
(3.30a)

\[ g = \frac{k_0^2}{2\beta_o} \int_{-\infty}^{\infty} \epsilon_r'(z) \tilde{F}^2(z) dz \]  
(3.30b)

\[ \kappa_{\pm 2} = -j \frac{k_0^2}{2\beta_o} \int_{-\infty}^{\infty} \eta_{\pm 2}(z) \tilde{F}^2(z) dz \]  
(3.30c)

\[ \kappa_{(\pm 1, \pm 1)}^r = -j \frac{k_0^2}{2\beta_o} \int_{-\infty}^{\infty} \eta_{\pm 1}(z) h_{\pm 1}(z) \tilde{F}(z) dz \]  
(3.30d)

The coupled-mode equations in (3.29) with the coefficients defined in (3.30) are exactly those equations which appear in treating the conventional second-order DFB lasers. This is the direct consequence of the asymptotic behavior of the Hankel functions and special form of the coefficients chosen in (3.10). An interesting feature of the coupled-mode equations in (3.29) is the modification of the coupling factors by introducing first-order Bragg diffraction effects \( \kappa_{(\pm 1, \pm 1)} \). These factors account for coupling to the radiation field.

Symmetrical and asymmetrical grating structures are defined such that \( \eta_{-m}(z) = \eta_m(z) \) and \( \eta_{-m}(z) = -\eta_m(z) \), respectively. For either symmetrical and asymmetrical gratings the diagonal elements of the first-order coupling factors are equal. This can be easily seen from (3.23) and (3.30d). In fact, irrespective of the shape of the symmetrical or asymmetrical grating, we always have

\[ \kappa_{(1,-1)}^r = \kappa_{(-1,1)}^r \]  
(3.31a)

\[ \kappa_{(1,1)}^r = \kappa_{(-1,-1)}^r \]  
(3.31b)

Eq. (3.31a) guarantees that for symmetrical and asymmetrical gratings the eigenvalues of the coefficient matrix in (3.29) are negative of each other; that is,

\[ \gamma_{1,2} = \pm \gamma = \pm \sqrt{(g - \alpha - j\delta + \kappa_{(1,-1)})^2 - (\kappa_{(1,1)} + \kappa_2)(\kappa_{(1,1)} + \kappa_{-2})} \]  
(3.32)
Therefore, according to the theory of the system of linear differential equations [62], the solution of (3.29) can be written as

\[
\begin{bmatrix}
A(\rho) \\
B(\rho)
\end{bmatrix} =
\begin{bmatrix}
K_+(\rho - \rho_a) & L_+(\rho - \rho_a) \\
L_-(\rho - \rho_a) & K_-(\rho - \rho_a)
\end{bmatrix}
\begin{bmatrix}
A(\rho_a) \\
B(\rho_a)
\end{bmatrix}
\] (3.33)

where \( \rho_a \) is an arbitrary reference radius and

\[
L_{\pm}(\rho - \rho_a) = \pm(\kappa_{(1,1)} + \kappa_{\pm}) \frac{sh \gamma (\rho - \rho_a)}{\gamma} \] (3.34a)

\[
K_{\pm}(\rho - \rho_a) = ch \gamma (\rho - \rho_a) \pm (g - \alpha - j \delta + \kappa_{(1,-1)}) \frac{sh \gamma (\rho - \rho_a)}{\gamma} \] (3.34b)

Solution in the form of (3.33) and (3.34) have two advantages: first, they are not sensitive to the sign of \( \gamma \). The sign ambiguity in the exponential form of the solutions must be solved. Second, the characteristic equation for laser cavity can be easily found by applying suitable boundary conditions on the mode amplitudes. In particular, it is very well suited in dealing with DBR lasers.

**Second approach**

In this approach, in order to solve (3.14) for \( E^{rad}(\rho, z) \), we write \( E^{rad}(\rho, z) \) as a superposition of radiation modes. That is,

\[
E^{rad}(\rho, z) = \sum_{i=s,c} \int_0^\infty R_i(\rho; s') \tilde{F}_i(z; s') ds'
\] (3.35)

where \( i = s, c \) stand for the substrate and cover modes, respectively. \( \tilde{F}_i(z; s) \) is the normalized form function of the radiation mode in the unperturbed waveguide and satisfies the following differential equation (see Appendix A.6 )

\[
\frac{d^2 \tilde{F}_i(z; s)}{dz^2} + [\epsilon_r(z)k_o^2 - \beta_i^2(s)] \tilde{F}_i(z; s) = 0 \quad i = s, c
\] (3.36)

where

\[
\beta_i = \sqrt{\epsilon_r(z)k_o^2 - s^2} \quad i = s, c
\] (3.37)
Moreover,
\[
\int_{-\infty}^{\infty} \tilde{F}_s(z; s) \tilde{F}_c^*(z; s') \, dz = 0 \quad (3.38a)
\]
\[
\int_{-\infty}^{\infty} \tilde{F}_i(z; s) \tilde{F}_i^*(z; s') \, dz = \delta(s - s') \quad (3.38b)
\]
Substituting (3.35) into (3.14), multiplying both sides of the resulting equation by \( \tilde{F}_i^*(z; s) \) and integrating from \( z = -\infty \) to \( \infty \) result in the following equation for \( R_i(\rho; s) \)
\[
\left[ \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} - \frac{1}{\rho^2} + \beta^2(s) \right] R_i(\rho; s) = h_i^{(i)}(s) h_i^{(1)}(\beta_0 \rho) A(\rho) - j h_i^{(i)}(s) h_i^{(1)}(\beta_0 \rho) B(\rho) \quad i = s, c
\]
(3.39)
where
\[
h_{\pm 1}^{(i)}(s) = -k_c^2 \int_{d_k-1}^{d_k} \eta_{\pm 1}(z) \tilde{F}(z) \tilde{F}_i^*(z; s) \, dz \quad (3.40)
\]
\[
h_i^{(2)}(\beta_0 \rho) = e^{j \beta_0 \rho} H_i^{(2)}(\beta_0 \rho) \quad (3.41a)
\]
\[
h_i^{(1)}(\beta_0 \rho) = e^{-j \beta_0 \rho} H_i^{(1)}(\beta_0 \rho) \quad (3.41b)
\]
Equation (3.39) can be solved by the Green's function approach. The Green's function \( G(\tau, \rho'; s) \) satisfies the following differential equation
\[
\left[ \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} - \frac{1}{\rho^2} + \beta^2(s) \right] G(\rho, \rho'; s) = \frac{1}{\rho} \delta(\rho - \rho') \quad (3.42)
\]
In Chapter 5, we will explain about more general Green's function in the radial direction. From this general expression, it can be seen that the Green's function satisfying (3.42) can be represented by the following expressions
(a) For \( \beta^2(s) \neq 0 \)
\[
G(\rho, \rho'; s) = \frac{\pi}{2} J_1(-j \sqrt{-\beta^2(s)} \rho^\vee) H_i^{(2)}(-j \sqrt{-\beta^2(s)} \rho^\wedge) \quad (3.43)
\]
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where \( \rho^< \) and \( \rho^> \) denote the smaller and the larger values of \( \rho \) and \( \rho' \), respectively.

(b) For \( \beta^2(s) = 0 \)

\[
G(\rho, \rho'; s) = \frac{-1}{2\rho^>} \rho^<
\]

Therefore,

\[
R_i(\rho; s) = \int_a^L G(\rho, \rho'; s) h_i^{(3)}(\beta_0 \rho') A(\rho') \rho' d\rho' - j \int_a^L h_i^{(1)}(\beta_0 \rho') B(\rho') \rho' d\rho'
\]

where \( a \) is chosen such that for \( \rho > a \) the almost phase matching condition is valid. \( L \) is the length of the laser cavity.

Eq. (3.45) states that \( R_i(\rho; s) \) can be obtained in terms of \( A(\rho) \) and \( B(\rho) \). Consequently, using (3.35), \( E^{rad}(\rho, z) \) can be expressed in terms of \( A(\rho) \) and \( B(\rho) \). Now, one may use the perturbation approach used by Yamamoto et al. [59] to obtain the coupled-mode equations between the amplitudes of the guided modes. That is, by ignoring the coupling between the guided and the radiation modes the amplitudes of the guided modes can be obtained first. Then these amplitude functions can be used to calculate the radiation field. From the calculated radiation field, the coupled-mode equation for the amplitudes of the guided modes can be modified. In order to improve the accuracy, the improved coupled-mode equations can be solved to obtain a better estimation of the radiation field. Continuing this procedure a self-consistent solution can be obtained.

Before concluding this section, we mention that there is still an other possibility in dealing with the circular-grating lasers. To this end, it is more convenient to write (3.6) in the following form

\[
\frac{\partial^2 E_\phi}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial E_\phi}{\partial \rho} - \frac{1}{\rho^2} E_\phi + \frac{\partial^2 E_\phi}{\partial z^2} + \epsilon_r(\rho) k_0^2 E_\phi = -\Delta \epsilon_r(\rho, z) k_0^2 E_\phi
\]
The solution for $E_\phi(\rho, z)$ can be written as

$$E_\phi(\rho, z) = U(\rho) \tilde{F}(z) + \sum_{i=s,c} \int_0^\infty R_i(\rho; s) \tilde{F}_i(z; s) \, ds \tag{3.47}$$

where $\tilde{F}(z)$ is the normalized form function of the fundamental guided modes satisfying the eigenvalue problem (3.11). Moreover, $\tilde{F}_i(z; s)$ is the normalized form function of the cover and substrate radiation modes which is the solution of (3.36). The differential operator on the left hand side of (3.46) is of the type of Laplacian operator. Since this operator is separable, the solutions for $U(\rho)$ and $R_i(\rho; s)$ can be obtained by Green's function method. This in turn leads to the infinite set of the coupled-mode equations between the amplitudes of the guided and radiation modes. Since (3.46) is a special type of the more general equations treated in Chapter 5, more detailed discussion about this method is given in that chapter.

### 3.4 Threshold Analysis of Circular-Grating DBR Lasers

In this section, we apply the formulation developed in the preceding section in the investigation of the threshold gain and threshold current of circular-grating surface-emitting DBR lasers. The cross sectional view of this structure is illustrated in Fig. 3.7. The central uniform active region of radius $\rho_1$ is surrounded by the grating region, $\rho_1 < \rho < \rho_2$. In the central region we assume that

$$E_\phi(\rho, z) = A_1(\rho) \tilde{H}_1^{(3)}(\beta_1 \rho) \tilde{F}_1(z) - jB_1(\rho) \tilde{H}_1^{(1)}(\beta_1 \rho) \tilde{F}_1(z) \tag{3.48}$$

where $\tilde{F}_1(z)$ is the form function of the guided modes in the central unperturbed waveguide with eigenvalue $\beta_1$. Moreover, in this region we have $\kappa_{(\pm1, \pm1)} = \kappa_{\pm2} =$
\[ \delta = 0. \] Therefore, from (3.33) and (3.34), it can be easily seen that

\[
\begin{bmatrix}
A_1(\rho) \\
B_1(\rho)
\end{bmatrix} =
\begin{bmatrix}
e^{(\sigma_1 - \alpha_1)(\rho - \rho_a)} & 0 \\
0 & e^{-(\sigma_1 - \alpha_1)(\rho - \rho_a)}
\end{bmatrix}
\begin{bmatrix}
A_1(\rho_a) \\
B_1(\rho_a)
\end{bmatrix},
\quad 0 < \rho, \rho_a < \rho_1
\]

with \( A_1(0) = -jB_1(0) \). In the region \( \rho_1 < \rho < \rho_2 \), \( E_{\phi}(\rho, z) \) can be written as

\[
E_{\phi}(\rho, z) = [e^{j\beta_o \rho_1 \hat{F}(z)} + e^{j\beta_o \rho_1} h_{-1}(z)]A(\rho)H_1^{(2)}(\beta_o \rho) -
\]

\[
j[e^{-j\beta_o \rho_1} \hat{F}(z) + e^{-j\beta_o \rho_1} h_{1}(z)]B(\rho)H_1^{(1)}(\beta_o \rho)
\]

where all the parameters have been defined in Section 3.3. Moreover, \( A(\rho) \) and \( B(\rho) \) can be obtained from (3.33) and (3.34) with \( g = 0 \).

To obtain the characteristic equation of the laser, it is necessary to describe the interface between the active and the passive region at \( \rho = \rho_1 \). This can be done by matching the boundary conditions at \( \rho = \rho_1 \). More precisely, continuity of the tangential components of the electric and the magnetic field requires that both \( E_{\phi} \) and \( \frac{\partial E_z}{\partial \rho} \) be continuous at \( \rho = \rho_1 \). In the course of matching the boundary conditions,
however, we ignore the radiation the radiation field in the grating section. Therefore, the boundary conditions are matched based on the assumption of existence of the guided modes in each region only. This assumption allows us to introduce the coupling factor between the guided modes in each region [32]. The presence of the radiation field causes a negligible reduction of the coupling factor. Moreover, the radiation field in the grating section is produced by the guided modes in that region and it is not independent of those modes. This fact makes our assumption quite reasonable. Therefore, by introducing the power coupling factor efficiency \( C \) between the central active region and the grating section as [32]

\[
C = \frac{4\beta_0\beta_1}{(\beta_o + \beta_1)^2} \left( \int_{-\infty}^{\infty} \hat{F}_1(z) \hat{F}(z) \, dz \right)^2
\]  

(3.51)

we have

\[
\begin{bmatrix}
A(\rho_1) \\
B(\rho_1)
\end{bmatrix} = \begin{bmatrix}
\sqrt{C} e^{-j(\beta_1 - \beta_o + \frac{\beta_o\rho_1}{\rho_1})} & 0 \\
0 & \frac{1}{\sqrt{C}} e^{j(\beta_1 - \beta_o + \frac{\beta_o\rho_1}{\rho_1})}
\end{bmatrix} \begin{bmatrix}
A_1(\rho_1) \\
B_1(\rho_1)
\end{bmatrix}
\]  

(3.52)

Note that for real values of \( \beta_o \) and \( \beta_1 \), we have

\[
(\beta_o + \beta_1)^2 > 4\beta_o\beta_1
\]

(3.53)

Moreover, according to the Schwarz' inequality for real functions [63], we have

\[
\left( \int_{-\infty}^{\infty} \hat{F}_1(z) \hat{F}(z) \, dz \right)^2 \leq \int_{-\infty}^{\infty} \hat{F}_1^2(z) \, dz \int_{-\infty}^{\infty} \hat{F}_2^2(z) \, dz = 1
\]

(3.54)

Consequently, (3.53) and (3.54) guarantee that \( C < 1 \).

Finally, let the facet at \( \rho = \rho_2 \) be described by the reflection coefficient factor \( \Gamma \) such that

\[
-j e^{-j\beta_o\rho_2} B(\rho_2) H^{(1)}_1(\beta_o\rho_2) = \Gamma e^{j\beta_o\rho_2} A(\rho_2) H^{(2)}_1(\beta_o\rho)
\]

(3.55)
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On substituting of large argument formulas for Hankel functions, (3.55) can be rewritten as

\[
\begin{bmatrix}
\Gamma e^{-j2\delta_0(\rho_a - \rho_a)} & -1 \\
A(\rho_2) & B(\rho_a)
\end{bmatrix} = 0
\]

(3.56)

Now by successive application of the defined transfer matrices and the boundary condition at the center of the active region, we obtain

\[
\begin{bmatrix}
\Gamma e^{-j2\delta_0(\rho_a - \rho_a)} & -1 \\
T \mathbf{K} T_1
\end{bmatrix}
\begin{bmatrix}
1 \\
j
\end{bmatrix}A_1(0) = 0
\]

(3.57)

where \( T \) is the \( 2 \times 2 \) matrix defined in (3.34) and (3.35) with \( \rho = \rho_2 \) and \( \rho_a = \rho_1 \). \( \mathbf{K} \) and \( T_1 \) are also \( 2 \times 2 \) matrices defined in (3.52) and (3.49), respectively. It should be noted that \( T_1 \) can be obtained from (3.49) by substituting \( \rho - \rho_a = \rho_1 \). The nontrivial solution of (3.57) requires that the coefficient of \( A_1(0) \) be zero. In fact, the coefficient of \( A_1(0) \) is the characteristic equation of the circular-grating DBR laser. The unknowns \( g_i \) and \( \delta \) are the solutions of the characteristic equation. Each \((g_i, \delta)\) corresponds to a laser mode.

To obtain the threshold current density, it is necessary to consider the dynamics of the carrier density. In the absence of carrier diffusion and transport effects, the carrier rate equation is as follows [78] (pp. 35-36)

\[
\frac{\partial N(r, t)}{\partial t} = \frac{J(t)}{ed} - [AN(r, t) + B_{eff}N^2(r, t) + C_{eff}N^3(r, t)] - R_s S(r, t)
\]

(3.58)

where \( J(t) \) is the injection current density, \( d \) is the active layer thickness, and \( e \) is the magnitude of the electron charge. \( A, B_{eff}, \) and \( C_{eff} \) are the non-radiative, effective bimolecular and effective Auger recombination coefficients, respectively. The last term in (3.58) is due to stimulated recombination of carriers with intracavity photon density \( S(r, t) \) and stimulated emission rate \( R_s \). Under steady state conditions, the left hand side of (3.58) is zero. Moreover, at near-threshold, light is
mainly due to the spontaneous emission and the term \( B_{\text{eff}} N^2(r, t) \) has a dominant effect in carrier recombination. Therefore, at threshold we have

\[
J_{\text{th}} = e d B_{\text{eff}} N_{\text{th}}^2
\]  

(3.59)

where \( N_{\text{th}} \) is the carrier density at threshold.

In view of (3.59), we need \( N_{\text{th}} \) to obtain \( J_{\text{th}} \). To this end, we assume that the peak gain varies linearly with carrier density \( N \). That is,

\[
g(N) = \Gamma_g a (N - N_{tr})
\]  

(3.60)

where \( g(N) \) is the field gain, \( a \) is the differential gain coefficient and \( N_{tr} \) is the injected carrier density required to make the gain medium transparent. \( \Gamma_g \) is the confinement factor accounting for spreading of optical field beyond the active region. Now from (3.59) and (3.60), we have

\[
J_{\text{th}} = e d B_{\text{eff}} \left( \frac{g_{\text{th}}}{\Gamma_g a} + N_{tr} \right)^2
\]  

(3.61)

where \( g_{\text{th}} = g(N_{\text{th}}) \). Finally, using \( I_{\text{th}} = \pi \rho_i^2 J_{\text{th}} \) yields

\[
I_{\text{th}} = \pi \rho_i^2 e d B_{\text{eff}} \left( \frac{g_{\text{th}}}{\Gamma_g a} + N_{tr} \right)^2
\]  

(3.62)

After obtaining the relation for the threshold current for the laser, in the next section, we investigate an illustrative example.

### 3.4.1 Numerical results

As an example, we study a particular circular-grating DBR bulk laser shown in Fig. 3.8. As illustrated the grating shape is rectangular. It should be noted that a rectangular-shaped grating is a symmetrical grating. Therefore, we have \( \kappa^r = \)
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Figure 3.8: A circular-grating DBR bulk laser

\[ \kappa^{r}_{(\pm 1, \pm 1)} \] For this particular geometry, the dependence of the real and imaginary parts of \( \kappa^{r} \) on grating the grating duty cycle \( \frac{a}{\Lambda} \) are shown in Fig. 3.9. The reference wavelength is assumed to be \( \lambda = 1.55 \mu \text{m} \). As illustrated, the real part of \( \kappa^{r} \) is negative for all values of \( \frac{a}{\Lambda} \). This result is completely expected due to the radiation loss. For the purpose of the comparison, the dependence of the radiation coupling factor \( \kappa^{r} \) and the imaginary part of the second-order Bragg diffraction coefficient \( \kappa_{42} \) on the grating duty cycle are depicted in Fig. 3.10. To increase the radiation power, the first-order Bragg coupling coefficient must be increased. This coefficient reaches its maximum value around \( \frac{a}{\Lambda} = 0.5 \). For this value of \( \frac{a}{\Lambda} \), however, the second-order Bragg diffraction coefficient \( \kappa_{42} \) is very small. This in turn leads to higher values for the threshold gain. Therefore, optimization is a matter of compromise between the radiation field and the threshold gain.

The threshold gain and threshold current of the laser geometry shown in Fig. 3.8 are studied as a function of the reflection coefficient \( \Gamma \) of the facet at \( \rho_{2} \). The results are obtained for two values of the grating duty cycle. The parameters used for the numerical calculations are listed in Table 3.1.
Figure 3.9: Radiation coupling factor

Figure 3.10: Radiation coupling factor and second-order Bragg diffraction coefficient
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<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>VALUES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective bimolecular Carrier recombination coefficient (B_{eff})</td>
<td>(1.0 \times 10^{-10} \text{ cm}^3 \text{ s}^{-1})</td>
</tr>
<tr>
<td>Gain coefficient ((\alpha))</td>
<td>(2.5 \times 10^{-16} \text{ cm}^2)</td>
</tr>
<tr>
<td>Transparency carrier density ((N_{tr}))</td>
<td>(1.5 \times 10^{18} \text{ cm}^{-3})</td>
</tr>
<tr>
<td>Absorption and scattering loss of the central region ((\alpha_1))</td>
<td>(10 \text{ cm}^{-1})</td>
</tr>
<tr>
<td>Absorption and scattering loss of the Bragg reflector ((\alpha))</td>
<td>(5 \text{ cm}^{-1})</td>
</tr>
</tbody>
</table>

Table 3.1: Parameters used in the analysis of the circular-grating DBR laser

The threshold gain and threshold current as a function of the reflection coefficient for \(\frac{a}{\lambda} = 0.7\) are plotted in Figs. 3.11 and 3.12, respectively. The dotted lines correspond to the threshold gain and threshold current of the laser if one ignores the first-order Bragg coupling coefficients. As is expected, coupling to the radiation field causes additional loss and increases the threshold gain and threshold current. Furthermore, the above threshold parameters decrease as the reflection coefficient \(\Gamma\) of the facet increases. Although in some cases it is not a general trend, however, in this case since the DBR section is passive, the larger values of \(\Gamma\) result in less power coupling to the outside of the laser cavity through the facet, hence less threshold gain and threshold current. Note that, in general, this trend is not true. The same curves are plotted for \(\frac{a}{\lambda} = 0.4\) in Figs. 3.13 and 3.14, respectively. As illustrated, for this case, the corresponding threshold parameters are higher than those for \(\frac{a}{\lambda} = 0.7\). Referring to Fig. 3.10, in this case the radiation coupling factor is larger than that for \(\frac{a}{\lambda} = 0.7\). However, increasing of the threshold parameters is mostly due the change of the sign of the second-order Bragg diffraction coefficient.
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Figure 3.11: Threshold gain of the laser as a function of $\Gamma$

Figure 3.12: Threshold current of the laser as a function of $\Gamma$
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Figure 3.13: Threshold gain of the laser as a function of $\Gamma$

Figure 3.14: Threshold current of the laser as a function of $\Gamma$
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3.5 Summary

In this chapter, for the first time, we have developed a general formalism to consider the effect of the radiation field in the performance of circular-grating surface-emitting lasers. For the sake of mathematical simplicity, we have assumed that the laser field is azimuthally invariant. Therefore, this formalism is two dimensional in nature.

Based on the large argument approximation for the Hankel functions, we have derived the coupled-mode equations governing the behavior of the amplitudes of the guided modes. Especially, the first-order Bragg diffraction coefficient which is the result of the joint interaction of the guided modes with the grating has been derived using the Green’s function formulation. The Green’s function has been derived by the transfer matrix method. In general, the radiation coupling coefficient depends on the depth and the duty cycle of the grating. It has been shown that there is a trade off between the radiation power and the laser feedback. Moreover, in almost all cases, the real and imaginary parts of the radiation coupling are not larger than \(10 \text{ cm}^{-1}\). We have used this new formalism to obtain the threshold gain and threshold current of a circular-grating DBR laser.
Chapter 4

Rate Equations of Second-Order Distributed Feedback Lasers

4.1 Introduction

In the previous chapter the modal analysis of circular-grating lasers has been treated. This type of analysis is based on a linear model. In fact, we have obtained the eigenvalues and eigenvectors of a linear operator. This linear analysis is valid only in the threshold region. Essentially, lasers like any other oscillators are nonlinear in nature. Especially, this behavior manifest itself in the above-threshold region. Moreover, in the modeling of the DFB lasers several unique distinctive features must be taken into account. Among them are: (1) the spatial dependence of the photon density causes nonuniform carrier density and gain; (2) the coupling of the spontaneous emission into the lasing modes is affected significantly by the distributed feedback. Furthermore, as in other types of semiconductor lasers the carriers undergo complex diffusion and transport processes, which also lead to spa-
tially nonuniform carrier density and thus inhomogeneous complex index profile. All these factors need to be taken into account in the modeling and analysis of the semiconductor lasers.

To model the static behavior, almost all existing DFB laser models use either the coupled-wave theory (CWT) [65], [66] or the transfer matrix method (TMM) [67], [68], which are practically equivalent. For the dynamic analyses, there are essentially two approaches: the traveling wave approach and the standing-wave approach. The former treats interaction between the contra-directional propagating waves along the laser cavity in time and frequency domain. Vankwikelberge et al. [69] develop a coupled-wave formulation in time domain. The governing equations for the optical fields are partial differential equations for the forward and the backward propagating wave as function of $z$ and $t$. Static, small signal dynamic, and noise characteristics of diode lasers with distributed feedback are analyzed.

A similar method is presented by Zhang and Carrol [70] and Zhang et al. [71] who solve the coupled-wave equations by the power matrix method (PMM) which is a mixed time/frequency domain model and the finite-difference (FD) method, respectively. A good comparison between these two methods is made by Tsang et al. [72]. Static and small/large signal dynamic behavior is simulated by these methods. Another method of this category is the transmission-line model (TLM) developed by Lowery et al. [73]. The TLM divides a DFB laser into a series of sections and then describes the interactions between the contra-directional propagating optical fields and the carriers within each section by using an equivalent circuit. Comparison among the different approaches appear to be in fairly good agreement [72], [74], and [75].

Standing-wave approach, on the other hand, utilizes the fact that the optical fields in a DFB laser manifest themselves as cavity modes with distinct resonance
frequencies. In this model, the conventional rate equations are a set of coupled ordinary differential equations that describe the optical field, carriers (both electrons and holes) and their interactions [76]-[80]. These rate equations are, however, derived based on the assumption that the optical field may be represented by a linear combination of the normal modes in a closed and passive cavity.

In the case of semiconductor DFB lasers, this assumption is not valid. This is because the laser cavity is open, especially for the DFB lasers with low loss $\kappa L$. Moreover, the field within the cavity changes dramatically as a function of injection current due to spatial and spectral hole burning. Therefore, improved rate equations based on more realistic models are needed to reflect the characteristics of the DFB semiconductor lasers. Furthermore, an underlying assumption in the conventional rate equations is that both the carrier and the photon densities are uniform over the entire laser cavity and therefore they are functions of time only. This approximation is acceptable for many practical semiconductor lasers, but becomes questionable for DFB semiconductor lasers.

To treat nonuniformities in the carrier and photon distributions that occur in a wide range of semiconductor lasers, a variety of modifications of the conventional rate equations have been made [81], [82]. Many of these modifications are phenomenological and lack solid theoretical basis. Tromborg and co-workers developed a rigorous rate equation formulation by using the Green's function method in frequency domain [83], [84], an approach originally introduced by Henry [85].

Recently, an alternative approach to the optical rate equations by using a standing-wave in time domain, similar to that employed in the laser theory [77]-[80], has been presented [86]-[89]. Different from the conventional theory for the semiconductor lasers in which the optical fields are expressed in terms of the normal modes of a closed and passive cavity, the fields are represented by the normal modes
of an open and active cavity, which are adiabatic functions of the injection current. In comparison with the Green’s function approach which starts in the frequency domain, the modal approach appears to be more straightforward and physically more intuitive.

In all the modified standing-wave time domain approaches reported so far [86]-[89], only DFB lasers with first-order gratings have been considered. In this chapter we apply this method on DFB lasers with second-order gratings. Two dimensional DFB lasers with straight and circular-gratings are treated on the same framework.

### 4.2 Time Domain Standing-Wave Approach

We start from the fundamental governing equation for the envelope of the laser field in its most general form (see Appendix E.1)

\[ \nabla \times \nabla \times \mathbf{E} - k_0^2 (\varepsilon_r + \chi) \mathbf{E} + \frac{j 2 \omega_r}{\nu_0} \varepsilon_g \frac{\partial \mathbf{E}}{\partial t} = \mu_0 \omega_r^2 \mathbf{P}^* \quad (4.1) \]

where \( \mathbf{E} \) and \( \mathbf{P}^* \) are the slowly-varying envelopes of the electric field and the polarization associated with the spontaneous emission source, respectively. That is,

\[ \mathcal{E}(r, t) = \text{Re} \left\{ \mathbf{E}(r, t) e^{j \omega_r t} \right\} \quad (4.2) \]

\[ \mathcal{P}^* = \text{Re} \left\{ \mathbf{P}^*(r, t) e^{j \omega_r t} \right\} \quad (4.3) \]

\( \omega_r \) is a reference frequency, \( \nu_0 = \frac{1}{\sqrt{\mu_0 \varepsilon_0}} \), \( \varepsilon_r \) is the Fourier transform of the dielectric constant at \( \omega = \omega_r \), \( \chi \) is the susceptibility of the lasing medium, and \( \varepsilon_g \) is the group dielectric constant given by

\[ \varepsilon_g = \varepsilon_r + \frac{1}{2} \left[ \frac{\partial \varepsilon_r}{\partial \omega} \right]_{\omega_r} \omega_r \]
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As can be seen the spontaneous emission is the main source for initiating the laser oscillation. Therefore, as one might expect, the envelope of the electric field is a random process. The statistics of \( E(r,t) \) heavily rely on that of \( P^*(r,t) \). The solution of the above equation in its most general form is a challenging issue. However, for the two dimensional problems in which either \( \frac{\partial}{\partial \theta} \equiv 0 \) or \( \frac{\partial}{\partial \phi} \equiv 0 \), it can be solved by using either the traveling wave or the standing wave approach.

The essence of the standing wave approach in solving (4.1) is based on the assumption that essentially two processes happen during the lasing oscillation. First, the cavity modes form as the adiabatic functions of the injection current. Then the amplitudes of the cavity modes fluctuate as a result of variation of the injection current. Based on this assumption it is natural to assume that

\[
E(r,t) = \sum_{i=1}^{N} C_i A_i(t) E_i^m(r) \tag{4.4}
\]

Eq. (4.4) implies that the random function \( E(r,t) \) is expressed by a complete set of deterministic basis functions of the the spatial variables only. The amplitudes of these basis functions are complex-valued function of time which are not deterministic. The constants \( C_i \)'s are chosen such that the total number of the photons inside the laser cavity, \( S(t) \), can be expressed by

\[
S(t) = \sum_{i=1}^{N} |A(t)|^2 \tag{4.5}
\]

The spatial-dependent basis functions are the solutions of the following set of equations

\[
\nabla \times E_i^m = -j\omega \mu_0 H_i^m \tag{4.6}
\]

\[
\nabla \times H_i^m = j\omega \epsilon_0 (\epsilon_r + \chi - \xi_i) E_i^m \tag{4.7}
\]
where $\tilde{\chi}$ is the susceptibility of the lasing medium under the constant bias and is defined by the following relation

$$\chi(r, t) = \tilde{\chi}(r) + \Delta \chi(r, t)$$  \hspace{1cm} (4.8)

$\xi_i$ is a constant resulting from the separation of the temporal and spatial variables. Physically, this parameter is related to the steady-state net gain and frequency shift of the lasing mode. From (4.7) and (4.8), it can be seen that $E_i^m$ is the solution of the following eigenvalue problem

$$\nabla \times \nabla \times E_i^m - k_o^2(\varepsilon_r + \tilde{\chi})E_i^m = -k_o^2 \xi_i E_i^m$$  \hspace{1cm} (4.9)

Substituting (4.4) into (4.1) and using (4.9), we obtain

$$k_o^2 \sum_{i=1}^{N} C_i A_i(t)(\varepsilon_r + \tilde{\chi} + \Delta \chi - \xi_i)E_i^m(r) + \frac{j2\omega_r}{v_o^2} \varepsilon_g(r) \sum_{i=1}^{N} C_i \frac{\partial A}{\partial t} E_i^m(r) = \mu_o \omega_i^2 P^*$$  \hspace{1cm} (4.10)

In order to obtain the equations for the amplitudes $A_i(t)$, one may define suitable inner product and obtain adjoint eigenmodes of $E_i^m(r)$ and $H_i^m(r)$. Then, taking inner product of the adjoint eigenmodes with (4.10), we may obtain a set of coupled first-order ordinary differential equations for the amplitude functions. This approach is very similar to the moment method in the electromagnetic theory [90]. These are the basic premises of the time domain standing-wave approach in dealing with the multimode lasers. However, we do not go further in treating multimode lasers. Instead, we follow the above approach to develop suitable rate equations in the investigation of second-order DFB lasers under single-mode operation.
4.3 Derivation of the Rate Equations

4.3.1 Field rate equations

In general, a normal mode of a DFB laser is a combination of the modes of the unperturbed cold cavity of the laser. By unperturbed we mean that no corrugation in the boundary, gain, or loss present in the cavity. Any mode of semiconductor lasers either of Fabry-Perot or DFB type consists of the fundamental guided modes traveling in the opposite longitudinal directions. These guided modes are of energy type. They are responsible for the total number of photons inside the laser cavity due to the stimulated emission and the spontaneous emission coupled to the laser mode. Different mechanisms of the loss, gain, and perturbation from the ideal geometry manifest their effects on the mutual interaction between the amplitudes of the guided modes. In fact, the exact behavior of these amplitudes strongly depends on the nature of the laser mode.

In a second- and higher-order DFB laser, the mutual interaction of the guided modes with the grating excites the radiation modes of the unperturbed waveguides. The inclusion of these modes in the description of the laser mode is necessary. However, these modes are of the power type fields and are party responsible for the escape of the photons from the laser cavity. Therefore, this loss mechanism changes the interaction between the fundamental guided modes.

Let us assume that a second-order DFB laser is single-mode and lases in the fundamental LSE or TE mode. For a two dimensional problem, the electric field has only one component. In the rectangular coordinate system, Eq. (4.1) reduces to

\[ \nabla^2_{xx} E_v + k_0^2 (\epsilon_r + \chi) E_v - \frac{j2\omega_r}{v_0^2} \epsilon_s \frac{\partial E_v}{\partial t} = -\mu_0 \omega_r^2 P_v^s \]  

(4.11)
where
\[
\nabla_{xx} = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial z^2}
\]

In the rectangular coordinate system, we assume that the transverse direction is along the \( z \) axis. In the cylindrical coordinate system with the \( z \) axis normal to the laser junction, we have
\[
BE_\phi + k_0^2(\varepsilon_r + \chi)E_\phi - \frac{j2\omega_e}{v_o^2} \varepsilon_0 \frac{\partial E_\phi}{\partial t} = -\mu_0 \omega_e^2 F_\phi^s
\tag{4.12}
\]

where
\[
B = \frac{\partial}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} - \frac{1}{\rho^2} + \frac{\partial^2}{\partial z^2}
\]

To illustrate the basic ideas, we assume a second-order DFB laser with straight grating. The circular grating can be treated in a similar manner. To obtain the laser field satisfying (4.11), we assume that the slowly-varying amplitude of the electric field can be written as
\[
E_y(x, z, t) = C_n A(t) \Psi(x, z, N)
\tag{4.13}
\]

where we have considered \( E_y(x, z, t, I) \) as a function of the injected current. \( \Psi(x, z, N) \) is the carrier dependent mode function of the pumped laser cavity. \( C_n \) is a normalization constant to be determined such that \( A(t) \) can be related to the total number of photons inside the cavity. It should be emphasized that the photon number is used only as a convenient measure of the optical energy and power inside the cavity. Later we will show that how the radiating power from the facets and the grating can be related to the photon number.

In this section, we obtain the rate equation for \( A(t) \). To this end, we substitute (4.13) into (4.11). Thus
\[
A(t) \left( \frac{\partial^2 \Psi}{\partial x^2} + \frac{\partial^2 \Psi}{\partial z^2} \right) + k_0^2(\varepsilon_r + \chi)A(t)\Psi - \frac{j2\omega_e}{v_o^2} \varepsilon_0 \frac{\partial \Psi}{\partial t} = \frac{-\mu_0 \omega_e^2}{C_n} F_\phi^s
\tag{4.14}
\]
Let us assume that $\Psi(x, z, N)$ be the eigenvector of the following eigenvalue problem
\[
\frac{\partial^2 \Psi}{\partial x^2} + \frac{\partial^2 \Psi}{\partial z^2} + k_0^2(\varepsilon_{rr} + \chi_o)\Psi = k_0^2\xi(N)\Psi
\] (4.15)
where $\xi(N)$ is a carrier dependent constant resulting from the separation of the temporal and spatial variables. Recall that this parameter is related to the steady state net gain and frequency shift of the lasing mode. $\chi_o(x, z)$ is the static part of the susceptibility of the lasing medium. That is, we assume that
\[
\chi(x, z; t) = \chi_o(x, z) + \Delta \chi(x, z; t)
\] (4.16)
Substituting (4.15) and (4.16) into (4.14), we have
\[
\frac{j^2 \omega_c}{v_o^2} \varepsilon_g(x, z)\Psi(x, z) \frac{dA}{dt} = k_0^2(\xi + \Delta \chi)\Psi(x, z) A(t) + \frac{\mu_c \omega_c^2}{C_r} P^s
\] (4.17)
Eq. (4.17) is the fundamental equation for the slowly-varying complex amplitude function of the laser based on the two-dimensional model. So far, no assumption has been made regarding the type of the laser. It can be used for Fabry-Perot, DFB, and DBR laser. The laser type comes into the picture through the eigenvalue problem in (4.15) and the slowly-varying of the spatial amplitudes in the longitudinal direction. Eq. (4.15) is very similar to the eigenvalue problem that we have used in the threshold analysis of the semiconductor laser. However, the main difference between (4.15) and that one used in the threshold analysis is that the eigenvector of the former is carrier dependent. That is, stimulated emission has the central role in the formation of the cavity mode. This in turn necessitates consideration of a nonlinear gain model. Moreover, due to the stimulated recombination, the nonuniform intensity distribution gives rise to the nonuniform carrier distribution. Therefore, nonuniform gain profile resulting from spatial hole burning must be taken into account.
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Let us use (4.17) to obtain the equation for the amplitude of the mode of a second-order DFB laser. The starting point is to assume a general form for the eigenvector of the associated eigenvalue problem in (4.15). To this end, first we assume that the grating period is \( \Lambda \) and

\[
\epsilon_r = \epsilon'_r(x) - j\epsilon''_r(x) + \delta\epsilon(x, z) \tag{4.18}
\]

\( \epsilon'_r(x) \) is the dielectric constant of the unperturbed geometry, i.e., the multilayer structure in the absence of the grating. \( \epsilon''(x) \) accounts for the dielectric losses. \( \delta\epsilon(x, z) \) is deviation of the dielectric profile from the unperturbed structure due to the presence of the grating. It can be expressed by the following Fourier series

\[
\delta\epsilon(x, z) = \sum_{m \neq 0} \eta_m(x)e^{-jm\beta_o(z-z_o)} \tag{4.19}
\]

where \( z_o \) is a fixed point accounting for the phase shift of the grating and

\[
\beta_o = \frac{2\pi}{\Lambda} \tag{4.20}
\]

Having defined the above parameters, we write the eigenvector \( \Psi(x, z, N) \) as

\[
\Psi(x, z, N) = \Psi^s(x, z) + \Psi^{rad}(x, z) \tag{4.21}
\]

\( \Psi^s \) is the combination of fundamental coherent guided modes traveling in the opposite directions. These two coherent modes are produced by the stimulated recombination. In addition, each guided mode interacts with the grating in first-order diffraction. This joint interaction provides a mechanism that causes photons to escape from the laser cavity. This loss mechanism can be considered by including the radiation field, \( \Psi^{rad}(x, z) \), in the laser eigenvector. Following the conventional method in treating second-order DFB lasers [60], we write

\[
\Psi^s(x, z) = A_f(z)e^{-j\beta_o(z-z_o)}\tilde{F}(x) + A_b(z)e^{j\beta_o(z-z_o)}\bar{F}(x) \tag{4.22}
\]
where \( \tilde{F}(x) \) is the normalized form function (transverse profile) of the guided modes satisfying the eigenvalue equation

\[
\left[ \frac{d^2}{dx^2} + \epsilon^{e}_{\text{ru}}(x) k_o^2 \right] \tilde{F}(x) = \beta^2 \tilde{F}(x) \tag{4.23}
\]

subject to the continuity of \( \tilde{F} \) and its normal derivative at the interfaces of the unperturbed multilayer waveguide. By normalized we mean that

\[
\int_{-\infty}^{\infty} \tilde{F}^2(x) dx = 1 \tag{4.24}
\]

The interaction between the laser field and the laser medium can be considered by mutual interaction between the slowly-varying amplitudes of the guided waves. This interaction is partly due to the presence of the radiation field. The ultimate goal is to obtain this interaction in the presence of the radiation field. To this end, we substitute (4.21) and (4.22) into (4.15) and make use of the slowly-varying amplitude approximation. By collecting slowly-varying terms with respect to \( z \) it can be shown that

\[
\frac{\partial^2 \Psi^{\text{rad}}}{\partial x^2} + \epsilon^{e}_{\text{ru}} k_o^2 \Psi^{\text{rad}} = -k_o^2 [A_f(z) \eta_{-1}(x) \tilde{F}(x) + A_b(z) \eta_1(x) \tilde{F}(x)] \tag{4.25}
\]

where we have considered that \( \epsilon''_{\text{r}}, \chi_o, \) and \( \xi \) are negligible in comparison with \( \epsilon^{e}_{\text{ru}} \). Eq. (4.25) clearly shows that the the guided modes are the source for the radiation field. That is, radiation field is not independent of the guided modes. That is why we have used the same time varying amplitude for the radiation field. Eq. (4.25) can be solved by obtaining the Green's function satisfying

\[
\frac{\partial^2 G(x; x')}{\partial x^2} + \epsilon^{e}_{\text{ru}}(x) k_o^2 G(x; x') = \delta(x - x') \tag{4.26}
\]

The Green’s function satisfying the above equation can be obtained easily by using the transfer matrix method as described in Appendix D.1. Thus solving Eq. (4.25) for \( E^{\text{rad}} \) leads to

\[
E^{\text{rad}}(x, z) = A_f(z) h_{-1}(x) + A_b(z) h_1(x) \tag{4.27}
\]
where

\[ h_{\pm 1}(z) = -k_0^2 \int_{-\infty}^{\infty} G(z; z') \eta_{\pm 1}(x') \tilde{F}(x') dx' \]  \hfill (4.28)

Radiation field expressed by (4.27) in turn interacts with guided modes via the first-order diffraction. Considering these mutual interactions leads to the following modified coupled-mode equations for the slowly-varying amplitudes of the guided modes.

\[
\begin{bmatrix}
\frac{dA_f}{dz} \\
\frac{dA_b}{dz}
\end{bmatrix} =
\begin{bmatrix}
-\alpha - j\delta + (1 + j\alpha_H)g + \xi' + \kappa_{ff} & \kappa_{fb} + \kappa_2 \\
\kappa_{bf} + \kappa_{-2} & \alpha + j\delta - (1 + j\alpha_H)g - \xi' - \kappa_{bb}
\end{bmatrix}
\times
\begin{bmatrix}
A_f \\
A_b
\end{bmatrix}
\] \hfill (4.29)

where we have assumed that

\[ \chi_o = (-\alpha_H + j)\chi_i \] \hfill (4.30)

\( \alpha_H \) is the so-called linewidth enhancement factor which is also known as the Henry factor. The carrier-induced refractive index changes of the active medium is considered by the \( \alpha_H \) factor. Furthermore,

\[
\begin{align*}
\delta &= \beta - \beta_o \hfill (4.31a) \\
\xi' &= \frac{jk_0^2}{2\beta_o}\xi \hfill (4.31b) \\
\alpha &= \frac{k_0^2}{2\beta_o} \int_{-\infty}^{\infty} \chi'(x)\tilde{F}^2(x)dx \hfill (4.31c) \\
g &= \frac{k_0^2}{2\beta_o} \int_{-\infty}^{\infty} \chi_i\tilde{F}^2(x)dx \hfill (4.31d) \\
\kappa_{\pm 2} &= \frac{-jk_0^2}{2\beta_o} \int_{-\infty}^{\infty} \eta_{\pm 2}(x)\tilde{F}^2(x)dx \hfill (4.31e) \\
\kappa_{ff} &= \frac{-jk_0^2}{2\beta_o} \int_{-\infty}^{\infty} \eta_1(x)h_{-1}(x)\tilde{F}(x)dx \hfill (4.31f)
\end{align*}
\]
\[ \kappa_{fb}^r = \frac{-jk_o^2}{2\beta_o} \int_{-\infty}^{\infty} \eta_1(x)h_1(x)\hat{F}(x)\,dx \quad (4.31g) \]
\[ \kappa_{bf}^r = \frac{-jk_o^2}{2\beta_o} \int_{-\infty}^{\infty} \eta_{-1}(x)h_{-1}(x)\hat{F}(x)\,dx \quad (4.31h) \]
\[ \kappa_{bb}^r = \frac{-jk_o^2}{2\beta_o} \int_{-\infty}^{\infty} \eta_{-1}(x)h_1(x)\hat{F}(x)\,dx \quad (4.31i) \]

After describing the general characteristics of the laser modes in a second-order DFB laser, we return to (4.17). We will shortly show that it can be reduced to a more tractable form. If we substitute for \( \Psi(x, z) \) into (4.17), we obtain
\[
\frac{j2\omega_c}{v_o^2} \epsilon_g(x, z)[\Psi^\sigma(x, z) + \Psi^\tau(x, z)] \frac{dA}{dt} = k_o^2(\xi + \Delta \chi)[\Psi^\sigma(x, z) + \Psi^\tau] A(t) + \frac{\mu\omega_c^2}{C_n} P^* \quad (4.32)
\]

The above equation should be valid for all spatial variables. However, due to the different behavior in the transverse direction, the guided mode must be separated from the radiation field. More precisely, one may write
\[
\frac{j2\omega_c}{v_o^2} \epsilon_g(x, z)\Psi^\sigma(x, z) \frac{dA}{dt} = k_o^2(\xi + \Delta \chi)\Psi^\sigma(x, z) A(t) + \frac{\mu\omega_c^2}{C_n} P^* \quad (4.33)
\]

It is interesting to note that (4.33) can be considered as the fundamental governing equation for the amplitude of the laser mode. At first glance, it might be thought that the radiation field has been ignored in deriving (4.33). However, it should be emphasized that the effect of the radiation field has been considered in a self-consistent fashion in the eigenvalue of the laser. Moreover, the radiation field is not independent of the guided modes. It is the direct consequence of the lasing action. Therefore, it does not provide additional information for predicting the amplitude function.

As mentioned earlier, the laser operation heavily relies on the behavior of the guided modes which are of energy type fields. Photon density inside the laser cavity can be obtained from these fields. The coupled-mode equations in (4.29) completely
reflect such a behavior. In fact, the effect of the radiation field is included in a self consistent manner in the laser operation by considering it as a loss mechanism. This means that as far as the laser operation is concerned, one may ignore the radiation field in the analysis of second-order DFB laser provided that one includes the coupling factor to the radiation field in the coupled-mode equations. Furthermore, the spontaneous emission directly coupled to the radiation field couples to the guided mode through first-order diffraction. This part of the indirect mechanism of noise coupling is reflected through the modified longitudinal eigenmodes as will be described later. More importantly, the use of standing wave approach is based on the evolution of the laser mode which means that the cavity mode is considered in the presence of the radiation field. Following the same reasoning, it can be shown that (4.33) is not valid only for first- and second-order gratings. It is also valid for DFB laser with higher-order grating.

It is more convenient to write (4.33) in terms of the refractive indices. Therefore, let

$$\epsilon_r(x, z) = n^2(x, z)$$

Then, (4.33) can be rewritten as

$$\frac{j 2 \omega_r}{\nu_0} n(x, z) n_p(x, z) \Psi^g(x, z) \frac{dA}{dt} = k_0^2 (\xi + \Delta \chi) \Psi^g(x, z) A(t) + \frac{\mu_0 \omega^2}{C_n} P^*$$

(4.35)

where

$$n_p(x, z) = n(x, z) + \left[ \frac{\partial n}{\partial \omega} \right]_{\omega_r} \omega_r$$

(4.36)

In order to obtain the equation for the amplitude function, the spatial-dependent part must be eliminated. To this end, we use a procedure which is very similar to that used in the electromagnetic theory, the so-called moment method. However, before that we define some terms. From now on by a laser eigenmode we mean the longitudinal dependence part of the laser mode which is described by the guided
mode. These eigenmodes are the eigenvectors of an open resonator operator which is non-Hermitian or non-self-adjoint operator. Therefore, they are not energy orthogonal (with complex conjugation) [91]. However, the laser eigenmodes are biorthogonal (without complex conjugation) to a set of adjoint eigenmodes. The adjoint eigenmodes correspond physically to the modes traveling in the reverse direction in the same resonators [91], [92]. We will return to this point later. However, for the time being, we use the concept of the adjoint modes to reduce (4.35) to a function of time only.

First, it is natural to multiply both sides of (4.35) by the normalized transverse profile \( \tilde{F}(z) \) and integrate from \(-\infty \) to \( \infty \). After that we integrate the resulting equation in the lateral direction. Thus,

\[
\frac{j 2\omega_r}{v_0^2} w\bar{n}(z) \bar{n}_g(z) \Psi_1^*(z) \frac{dA}{dt} = k_o^2 w(\xi + \Gamma_g(z) \Delta \chi(z)) \Psi_1(z) A(t) + \frac{\mu_o \omega^2}{C_n} f^*(z, t) \tag{4.37}
\]

where \( w \) is the width of the laser in the lateral direction. We have also assumed that \( \Delta \chi(x, z) \) is constant along the transverse direction and replace the overlap integral of \( \Delta \chi(x, z) \) with the optical field by \( \Gamma_g(z) \Delta \chi(z) \). Note that, for gain-guided lasers, \( \Gamma_g \) changes along the longitudinal direction. However, for second-order gratings we consider it fixed along this direction. \( \Psi_1(z) \) is the longitudinal eigenmode. \( \bar{n}(z) \) and \( \bar{n}_g(z) \) are defined such that

\[
\int_{-\infty}^{\infty} n(x, z) n_g(x, z) \tilde{F}^2(x) dx = \bar{n}(z) \bar{n}_g(z) \tag{4.38}
\]

It is natural to choose \( \bar{n}(z) \) and \( \bar{n}_g(z) \) as the average values of \( n(x, z) \) and \( n_g(x, z) \), respectively. Moreover,

\[
f^*(z, t) = \int_0^W \int_{-\infty}^{\infty} P^* \tilde{F}(x) dx dy \tag{4.39}
\]

Multiplying both sides of (4.37) by \( \Psi_1^*(z) \), the adjoint eigenmode of \( \Psi_1(z) \), and
integrating along the laser cavity leads to
\[
\frac{dA}{dt} = -j \frac{\omega_r}{2} \left[ \int_{0}^{L} [\chi(z) + \Gamma_g(z) \Delta \chi(z)] \Psi_i(z) \Psi_i^*(z) dz \right] \widehat{A}(t)
- \frac{j \omega_r}{2\epsilon_o C_n} \int_{0}^{L} \Psi_i^*(z) f^e(z, t) dz
\]
\[\text{where we have used} \]
\[\nu_o^2 = \frac{1}{\mu_o \epsilon_o}\]

Eq. (4.40) is the final governing rate equation for the amplitude function. This equation and the coupled-mode equations in (4.29) along with the boundary conditions at the laser facets are the fundamental equations predicting the dynamics of the second-order DFB lasers. It should be, however, noted that the eigenvalue \(\xi\) and the normalization constant \(C_n\) are yet to be determined. At first glance, it seems that the only unknown in (4.29) is the complex number \(\xi'\) which is related to the eigenvalue \(\xi\) through (4.31b). In fact, this is not the case. As mentioned earlier, due to the spatial hole burning effect, the carrier density is affected by the optical field and the photon density inside the cavity which are not uniform along the cavity. Therefore, the spatial dependence of the laser gain must be considered in the coupled-mode equations. To this end, we write (4.40) in a more convenient form. We address this issue in the next section.

4.3.2 Rate Equations for the Photon Numbers and Phases

In the preceding section we have pointed out that the gain of the laser medium depends on the photon density. Therefore, in treating the laser above the threshold, it is usually more convenient to express the laser field in terms of the intensity and the phase of the optical field. The stored energy in the laser cavity is proportional to
the number of photons inside the cavity and is also proportional to the square of the modulus of the field amplitude. Therefore, it is possible to choose the normalization constant such that the complex amplitude $A(t)$ can be related to the total number of photons inside the cavity through the following relation

$$A(t) = \sqrt{S(t)} e^{i\phi(t)}$$  \hspace{1cm} (4.41)

where $S(t)$ is the total number of photons of the laser mode inside the cavity.

From (4.41), one may write

$$\frac{dA}{dt} = \frac{1}{2A^*(t)} \frac{dS}{dt} + j \frac{d\phi}{dt} A(t)$$  \hspace{1cm} (4.42)

Now

$$\frac{dA}{dt} A^*(t) = \frac{1}{2} \frac{dS}{dt} + j \frac{d\phi}{dt} S(t)$$  \hspace{1cm} (4.43)

where we have used

$$S(t) = A(t) A^*(t)$$

From (4.43) one may easily find that

$$\frac{dS}{dt} = 2 \text{Re} \left\{ \frac{dA}{dt} A^*(t) \right\}$$  \hspace{1cm} (4.44)

$$\frac{d\phi}{dt} = \frac{1}{S(t)} \text{Im} \left\{ \frac{dA}{dt} A^*(t) \right\}$$  \hspace{1cm} (4.45)

If we multiply both sides of Eq. (4.40) by $A^*(t)$ and use (4.44) and (4.45), we obtain

$$\frac{dS}{dt} = \omega_r \text{Im} \left\{ \int_0^L [\xi + \Gamma_g(z) \Delta \chi(z)] \Psi_i(z) \Psi_i^*(z) dz \right\} S(t) + \text{Re} \left\{ p(t) A^*(t) \right\}$$  \hspace{1cm} (4.46)

$$\frac{d\phi}{dt} = -\frac{\omega_r}{2} \text{Re} \left\{ \int_0^L [\xi + \Gamma_g(z) \Delta \chi(z)] \Psi_i(z) \Psi_i^*(z) dz \right\} + \frac{1}{S(t)} \text{Im} \left\{ p(t) A^*(t) \right\}$$  \hspace{1cm} (4.47)

where

$$p(t) = -j \frac{\omega_r}{2 \epsilon_0 C_n w} \int_0^L \frac{\Psi_i^*(z) f^*(z,t) dz}{\Psi_i(z) \Psi_i(z)}$$  \hspace{1cm} (4.48)
On the other hand, it can be shown \[77\] (pp. 306-307) that

\[
< p(t)A^*(t) > = \frac{1}{2} R_{sp}
\]  

(4.49)

where \(< \ldots >\) denotes the ensemble average. \(R_{sp}\) is the ensemble average of the rate of the spontaneously emitted photons into the lasing mode and will be determined later. Since \(p(t)A^*(t)\) is a complex random process, from (4.49), one may write

\[
p(t)A^*(t) = \frac{R_{sp}}{2} + \frac{F_s(t)}{2} + jF_\phi(t)S(t)
\]  

(4.50)

with

\[
< F_s(t) >= < F_\phi(t) >= 0
\]  

(4.51)

Carrying (4.50) into (4.46) and (4.47), we get

\[
\frac{dS}{dt} = \omega_r \text{Im} \left\{ \frac{\int_0^L [\xi + \Gamma_g(z)\Delta \chi(z)]\Psi(z)\Psi^\dagger(z)dz}{\int_0^L \bar{n}(z)\bar{n}_g(z)\Psi(z)\Psi^\dagger(z)dz} \right\} S(t) + R_{sp} + F_s(t)
\]  

(4.52)

\[
\frac{d\phi}{dt} = -\frac{\omega_r}{2} \text{Re} \left\{ \frac{\int_0^L [\xi + \Gamma_g(z)\Delta \chi(z)]\Psi(z)\Psi^\dagger(z)dz}{\int_0^L \bar{n}(z)\bar{n}_g(z)\Psi(z)\Psi^\dagger(z)dz} \right\} + F_\phi(t)
\]  

(4.53)

Eqs. (4.52) and (4.53) are of the form of Langevin rate equations in the fluctuation theory \[93\]. \(F_s(t)\) and \(F_\phi(t)\) are the Langevin intensity and the phase noise sources due to the spontaneous emission which cause fluctuation in the optical intensities (or photon numbers) and phases of the lasing modes. It should be noted that, in the presence of Langevin noises, \(S(t)\) and \(\phi(t)\) become stochastic processes. Fluctuation in the phase of the laser field is the main source of the broadening of the laser line. On the other hand, the change in the intensity also leads to the change of the phase of the laser field \[94\]. Therefore, to calculate the line broadening due to the spontaneous emission, the combined effect of the fluctuations in the intensity and the phase of the optical field must be considered. This in turn calls for the statistics of \(S(t)\) and \(\phi(t)\). Since the Langevin forces are the random sources of the
field intensity and phase, the statistics of $S(t)$ and $\phi(t)$ can be obtained in terms of the statistics of the Langevin forces. In choosing $F_s(t)$ and $F_\phi(t)$, it is commonly assumed that the system is Markovian with zero mean. This assumption can be completely justified in the semiconductor laser for which the spontaneous emission is the major source of the fluctuations. In fact, the spontaneous emission is only a correlated process for a carrier scattering time of order $10^{-13}$ s, which is negligibly short time [95].

In addition to (4.51), the Langevin forces satisfy the following general relation [94]

$$< F_a(t) F_b(t') >= 2D_{ab} \delta(t - t') \quad a, b = S \text{ or } \phi$$

(4.54)

where the so-called diffusion coefficients $D_{ab}$ satisfy

$$2D_{SS} = 2R_{sp} S$$

(4.55)

$$2D_{S\phi} = 0$$

(4.56)

$$2D_{\phi\phi} = \frac{1}{2} \frac{R_{sp}}{S}$$

(4.57)

From the diffusion coefficients only the mean square fluctuation can be calculated. To calculate the spectral linewidth it is assumed that the Langevin forces have Gaussian amplitude distributions [95]. Since in this thesis we do not plan to do noise analysis of the laser, we do not go into the details in treating the Langevin forces. However, the ensemble average of the spontaneous emission, $R_{sp}$, coupled to the laser mode is very important in the laser operation.

To obtain $R_{sp}$, we invoke the cross-correlation product of the noise polarization $P^*(r, t)$ [96]

$$< P^*(r, t) P^{**}(r', t') > = \frac{8 \hbar n_{sp}(r) n_{a}(r) G(r) v_o \epsilon_c}{\omega_r} \delta(r - r') \delta(t - t')$$

(4.58)
where $n_a$ is the refractive index of the active medium. $n_{sp}$ is the inversion factor describing the degree of inversion [97]. This parameter is a measure of the incomplete population inversion associated with the unoccupied levels of the lasing transition. It is always larger than 1 and decreases with an increase of the pumping level. For complete inversion $n_{sp}$ approaches unity. Under typical lasing conditions, it is in the range of 1.5, ... , 2.5. $G(x, z)$ is the intensity gain coefficient and $\hbar$ is the reduced Planck constant. $v_o$ is the velocity of light in vacuum. Using (4.39) and (4.58), one may write

$$< f(z,t) f(z', t') > = \frac{8 \hbar \omega \Gamma_g(z) n_{sp}(z) n_a(z) G(z) v_o \varepsilon_o}{\omega_r} \delta(z - z') \delta(t - t') \tag{4.59}$$

where $n_{sp}(x, z)$, $n(x, z)$, and $G(x, z)$ are considered constant along the transverse direction. Thus the overlap of the product of these three terms with the optical field is replaced by $\Gamma_g(z)n_{sp}(x) n(z) G(z)$. Now from (4.48) and (4.59), we obtain

$$< p(t) p^*(t) > = \frac{2 \hbar \omega_r v_o}{\varepsilon_o C_n^2 w} \int_0^L \int_0^L \Gamma_g(z) n_{sp}(z) n_a(z) G(z) |\Psi_i^*(z)|^2 dz \delta(t - t') \tag{4.60}$$

On the other hand, $R_{sp}$ is equal to the diffusion coefficient of the Langevin force responsible for the fluctuation of $A(t)$ [97]. That is,

$$< p(t) p^*(t) > = R_{sp} \delta(t - t') \tag{4.61}$$

On comparison of (4.60) and (4.61), it can be easily seen that

$$R_{sp} = \frac{2 \hbar \omega_r v_o}{\varepsilon_o C_n^2 w} \frac{\int_0^L \Gamma_g(z) n_{sp}(z) n_a(z) G(z) |\Psi_i(z)|^2 dz}{\int_0^L \int_0^L \tilde{n}(z) \tilde{n}_p(z) \Psi_i(z) \Psi_i^*(z) dz^2} \tag{4.62}$$

To complete the expression for $R_{sp}$, we need to calculate normalization constant $C_n$. As mentioned earlier, we choose $C_n$ such that the total number of photons inside the laser cavity is equal to $A(t)A^*(t)$. To this end, we need to obtain the stored
energy inside the cavity. Using the energy density function in dispersive media [98],
the average stored energy inside the cavity can be obtained as

\[ W(t) = \frac{1}{2} \varepsilon_o \int_0^\infty dy \int_0^L dz \int_{-\infty}^\infty n(x, z)n_g(x, z)C_n^2 \Delta A(t) A^*(t) > \frac{\vec{F}^2(z)}{|\Psi_i(z)|^2} dx \]

\[ = \frac{1}{2} \varepsilon_o C_n^2 w < A(t) A^*(t) > \int_0^L \bar{n}(z)\bar{n}_g(z)|\Psi_i(z)|^2 dz \]  \hspace{1cm} (4.63)

where we have used (4.38). On the other hand, the stored energy must be proportional to the number of photons inside the cavity. That is,

\[ W(t) = < A(t) A^*(t) > \hbar \omega_r \]  \hspace{1cm} (4.64)

Comparing (4.63) and (4.64) leads to the following expression for \( C_n \)

\[ C_n^2 = \frac{2\hbar \omega_r}{\varepsilon_o w} \left( \int_0^L \bar{n}(z)\bar{n}_g(z)|\Psi_i(z)|^2 dz \right)^{-1} \]  \hspace{1cm} (4.65)

Substituting for \( C_n^2 \) in (4.62), we obtain

\[ R_{sp} = \nu_o \frac{\int_0^L \bar{n}(z)\bar{n}_g(z)|\Psi_i(z)|^2 dz \int_0^L \Gamma_o(z)n_{sp}(z)n_a(z)G(z)|\Psi_i^*(z)|^2 dz}{\int_0^L \bar{n}(z)\bar{n}_g(z)|\Psi_i(z)|^2 dz} \]  \hspace{1cm} (4.66)

Let \( R_{sp} \) be the spontaneous emission rate coupled to the lasing mode obtained according to the usual Einstein relation [99]. According to this relation, the rate of spontaneous emission per laser mode is equal to the stimulated emission rate per laser photon number. Using \( r_{sp} (r) \) as the local rate of spontaneous emission according to Einstein relation, we have

\[ R_{sp} = \frac{\int_V r_{sp} (r)n_a(r)n_g(r)|\Psi(r)|^2 dv}{\int_V n(r)n_g(r)|\Psi(r)|^2 dv} \]  \hspace{1cm} (4.67)

where \( V \) is the volume of the laser cavity. \( r_{sp} (r) \) for a semiconductor laser is given by [99]

\[ r_{sp} (r) = v_g (r)n_{sp} (r)G(r) \]  \hspace{1cm} (4.68)
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For a two dimensional case, based on the conditions we have set forth on $n_{sp}$, $n_a$, and $G$, we obtain

$$ R_{sp} = \frac{\int_0^L \Gamma_g(z) v_g(z) n_{sp}(z) n_a(z) n_g(z) G(z) \mid \Psi_i(z) \mid^2 dz}{\int_0^L \bar{n}(z) \bar{n}_g(z) \mid \Psi_i(z) \mid^2 dz} \quad (4.69) $$

Comparing (4.66) with (4.69) and noting that $v_g(z) = \frac{v_a}{n_g(z)}$ and $\mid \Psi_i \mid^2 = \mid \bar{\Psi}_i \mid^2$, we have

$$ R_{sp} = K_P R_{sp} \quad (4.70) $$

where

$$ K_P = \left[ \frac{\int_0^L \bar{n}(z) \bar{n}_g(z) \mid \bar{\Psi}_i(z) \mid^2 dz}{\mid \int_0^L \bar{n}(z) \bar{n}_g(z) \bar{\Psi}_i(z) \bar{\Psi}_i(z) dz \mid} \right]^2 \quad (4.71) $$

If one examines (4.71) and notes that

$$ \Psi_i(z) \bar{\Psi}_i(z) = \Psi_i^2(z) \quad (4.72) $$

one finds that

$$ K_P > 1 \quad (4.73) $$

According to the accepted principle of the quantum-noise theory, the rate of the spontaneous emission into any resonant mode of a cavity must be exactly equal to the stimulated emission rate that would be produced by one extra photon in the same electromagnetic mode [100]. In other words, the spontaneous emission per laser mode is equal to the stimulated emission rate per laser photon. However, (4.70), (4.71) and (4.73) state that a second-order DFB laser is subject to an excess-spontaneous-emission. This behavior is a direct consequence of the non-self-adjoint nature of the longitudinal eigenmodes. In fact, due to non energy orthogonal property of longitudinal eigenmodes the spontaneous emission coupled to the different modes are correlated and one might expect larger amount of the spontaneous emission coupled to a laser mode. Therefore, DFB lasers like all open-sided optical resonator are subject to the excess-spontaneous-emission.
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Since the spontaneous emission is completely uncorrelated with the coherent stimulated emission, it plays an important role in determining the static, dynamic, and the spectral characteristic of the semiconductor laser. As an example, we consider the adverse behavior of the spontaneous emission on the laser linewidth. Following Henry [94], the linewidth of a single-mode semiconductor laser is given by

$$\Delta \nu = \frac{R_{np}(1 + \alpha^2_H)}{4\pi S} = K_p \frac{R_{spon}(1 + \alpha^2_H)}{4\pi S} \quad (4.74)$$

where $S$ is the number of photons in the laser cavity. Therefore, the linewidth of the laser is enhanced by the factor $K_p$.

For the first time, Petermann calculated the excess-spontaneous-emission in stripe gain-guided lasers [101]. Thus, the $K_p$ factor is usually referred as Petermann's factor or Petermann's excess noise factor in the literature. Eqs. (4.70) with (4.69) and (4.71) are completely general. If the longitudinal variations of $n(z)$ and $n_g(z)$ are slow, the $K_p$ factor reduces to the expressions by Petermann [77] (pp. 41-44).

So far, we have obtained the rate equations for the total number of photons and the phase of the optical amplitude inside the laser cavity. These rate equations and the eigenvalue problem in (4.29) must be solved simultaneously. However, to complete the formulation, we need the dynamics of the carriers upon which the interaction between the carriers and the optical field is described. This matter will be investigated in the next section.

4.3.3 Carrier Rate Equation

In this section, we complete the rate equations of second-order DFB lasers by including the carrier dynamics. However, before that, let us see what we have done
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so far. We have started from the guided mode of a second-order DFB laser which is of the form

$$\Psi^g(x, z) = \Psi_i(z) \hat{F}(z)$$  \hspace{1cm} (4.75)

where $\hat{F}(x)$ is defined via (4.23) and (4.24). $\Psi_i(z)$ is the longitudinal eigenmode given by

$$\Psi_i(z) = A_f(z)e^{-j\beta_o(z-z_o)} + A_b(z)e^{j\beta_o(z-z_o)}$$  \hspace{1cm} (4.76)

It satisfies the following eigenvalue problem

$$\begin{bmatrix}
\frac{dA_f}{dz} \\
\frac{dA_b}{dz}
\end{bmatrix} =
\begin{bmatrix}
-\alpha - j\delta + (1 + j\alpha_H)g + \xi' + \kappa_{ff}^r & \kappa_{fb}^r + \kappa_2 \\
\kappa_{bf}^r + \kappa_{-2} & \alpha + j\delta - (1 + j\alpha_H)g - \xi' - \kappa_{bb}^r
\end{bmatrix}
\times
\begin{bmatrix}
A_f \\
A_b
\end{bmatrix}$$  \hspace{1cm} (4.77)

subject to the boundary conditions at the laser facets. The total number of photons inside the cavity and the phase of the optical amplitude are the solutions of the following rate equations

$$\frac{dS}{dt} = \omega_r \text{Im} \left\{ \frac{\int_0^L [\zeta + \Gamma_g(z)\Delta \chi(z)]\Psi_i(z)\Psi_i^*(z)dz}{\int_0^L \tilde{n}(z)\tilde{n}_c(z)\Psi_i(z)\Psi_i^*(z)dz} \right\} S(t) + R_s + F_s(t)$$  \hspace{1cm} (4.78)

$$\frac{d\phi}{dt} = -\frac{\omega_r}{2} \text{Re} \left\{ \frac{\int_0^L [\zeta + \Gamma_g(z)\Delta \chi(z)]\Psi_i(z)\Psi_i^*(z)dz}{\int_0^L \tilde{n}(z)\tilde{n}_c(z)\Psi_i(z)\Psi_i^*(z)dz} \right\} + F_{s\phi}(t)$$  \hspace{1cm} (4.79)

where all parameters have been defined in the previous sections. $\xi'$ is related to the eigenvalue $\xi$ via (4.31b). For those cases where $n(z)$ and $n_c(z)$ can be considered constant along the longitudinal direction, from (4.78) and (4.79), it can be seen that the imaginary part of $\xi$ is related to the steady-state net gain shift and its real part is a measure of the frequency shift. Eqs. (4.78) and (4.79) indicate that the longitudinal eigenmode of the laser and the corresponding eigenvalue are necessary in the investigation of the dynamics of the laser.
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To solve the eigenvalue problem in (4.77), additional information must be provided. That is, one must consider the relation between the input current and the gain and also the interaction between the carriers and the optical field. This can be done by including the carrier rate equation in the set of equations listed in this section. We use the conventional rate equations for the carrier density [70]

$$\frac{dN}{dt} = \frac{J}{ed} - \frac{N}{\tau_e} - \frac{a(N - N_{tr})}{(1 + \epsilon p)} v_g p$$

(4.80)

The first term on the right represents the injection of the electrons. \(J\) is the current density of the driving current, \(e\) is the electron charge, and \(d\) is the thickness of the active layer. \(\tau_e\) is the carrier lifetime and is a function of \(N\) such that

$$\frac{1}{\tau_e} = A + BN + CN^2$$

(4.81)

where \(A\), \(B\), and \(C\) are the non-radiative, radiative and Auger recombination coefficients, respectively. \(a\) is the differential gain coefficient, \(N_{tr}\) is the carrier density at transparency, \(\epsilon\) is the nonlinear gain suppression factor, \(v_g\) is the group velocity and \(p\) is the photon density. We assume that the carrier density is uniform over the transverse cross section of the active region. For simplicity, the carrier diffusion and transport effects have been neglected. From the field amplitude, we have

$$p = \frac{\epsilon_0}{2\hbar \omega_d \sigma_{eff}} C_n^2 |A(t)|^2 \int_{-\infty}^{\infty} n(x,z) n_g(x,z) |\Psi_i(z)|^2 \tilde{F}(z) dx$$

$$= S(t) \frac{\tilde{n}(z) \tilde{n}_g(z) |\Psi_i(z)|^2}{\omega d_{eff} \int_0^L \tilde{n}(z) \tilde{n}_g(z) |\Psi_i(z)|^2 dz}$$

(4.82)

where \(d_{eff} = \frac{d}{f_s}\) is the effective length of the transversal photon distribution and \(d\) is the thickness of the active layer. Finally, the material gain which includes the saturation effect at large photon density, is given by

$$G = \frac{a(N - N_{tr})}{(1 + \epsilon p)}$$

(4.83)
Eq. (4.80) along with (4.77) and (4.78) are the complete system of equations describing the dynamics of second-order DFB lasers. These equations can be used in the investigation of the above-threshold static, dynamic small signal, and dynamic large signal analysis. For the purpose of this thesis, we only consider the above-threshold static analysis. However, before dealing with this issue, we obtain expressions for the output radiating power from the facets and the grating section. The details of the derivations are given in the next section.

4.3.4 Output Power

To calculate the output power from the facets and the grating, we use the concept of the photon flux density traveling in the longitudinal direction. This idea makes use of considering the standing wave pattern of the longitudinal eigenmode as the superposition of two contra-directional traveling waves. The power density of each wave passing through a plane transverse to the longitudinal direction is simply equal to the energy flux density times the group velocity of the photons at that plane. Thus, the power passing through the plane \( z = z_i \) can be obtained according to the following relation

\[
P_{f,b} = v_g(z_i) \frac{\varepsilon_0}{2} C_n^2 |A(t)|^2 \int_0^W dy \int_{-\infty}^{\infty} n(x,z_i)n_g(x,z_i)|A_{f,b}(z_i)|^2 \vec{E}^2(x) dx
\]

\[
= v_o \hbar \omega_x S(t) \frac{\vec{n}(z_i)|\hat{A}_{f,b}(z_i)|^2}{\int_0^L \vec{n}(z)\vec{n}_g(z)|\Psi(z)|^2 dz}
\]

(4.84)

where \( f \) and \( b \) refers to forward and backward traveling waves. Moreover, we have used \( n_g(z_i)v_g(z_i) = v_o^2 \). Eq. (4.84) is the fundamental equation from which the output radiating power from the facets and the grating can be obtained. The power radiating from the facet at \( z = L \) is equal to the difference between the
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Figure 4.1: Cross sectional view of a second-order DFB laser

power carried by each traveling wave at \( z = L \). More precisely, we have

\[
P_L = \frac{\nu_0 \hbar \omega_r S(t) \tilde{n}(z = L)}{\int_0^L \tilde{n}(z) \tilde{n}_g(z) |\Psi_n(z)|^2 dz} (|A_f(L)|^2 - |A_b(L)|^2)
= \frac{\nu_0 \hbar \omega_r S(t) \tilde{n}(z = L)}{\int_0^L \tilde{n}(z) \tilde{n}_g(z) |\Psi_n(z)|^2 dz} |A_f(L)|^2 (1 - R_L^2)
\]

(4.85)

where \( R_L \) is the amplitude reflectivity of the facet at \( z = L \). Note how the output power is related to the total number of photons inside the laser cavity. Using the same reasoning, one may find the radiating power from the facet at \( z = 0 \).

The situation for calculating radiating power from the grating is more complicated than the previous case. In this case, it is more convenient to calculate the power density going into the cover and the substrate per unit length in the longitudinal direction. Referring to Fig. 4.1 the amount of the power due to the forward traveling wave which enters the region of the length \( \Delta z \) in the longitudinal direction is

\[
p_{in}^f = \nu_g(z) \frac{\xi_0}{2} C_n^2 w |A(t)|^2 \tilde{n}(z) \tilde{n}_g(z) |A_f(z)|^2
\]
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\[ v_0(z_i + \Delta z) \frac{\epsilon_0 C_n^2 w |A(t)|^2 \tilde{n}(z_i + \Delta z)\tilde{n}_g(z_i + \Delta z)|A_f(z_i + \Delta z)|^2}{2} \]

(4.86)

The power due to the backward traveling wave which enters this region is

\[ p_{in}^b = v_0(z_i + \Delta z) \frac{\epsilon_0 C_n^2 w |A(t)|^2 v_0(z_i + \Delta z)\tilde{n}(z_i + \Delta z)\tilde{n}_g(z_i + \Delta z)|A_b(z_i + \Delta z)|^2}{2} \]

\[ -v_0(z_i) \frac{\epsilon_0 C_n^2 w |A(t)|^2 v_0(z_i)\tilde{n}(z_i)\tilde{n}_g(z_i)|A_b(z_i)|^2}{2} \]

(4.87)

In addition to the power budget in (4.86) and (4.87), in this region we must also consider the stimulated power, the radiating power from the gratings and the power absorption due to the material loss. Let us assume that \( p_s, p_g \) and \( p_{ab} \) are the powers per unit length in the longitudinal direction of the stimulated emission, radiation from the grating and absorption, respectively. Then optical power conservation requires that

\[ p_s \Delta z + p_{in}^f + p_{in}^b = p_g \Delta z + p_{ab} \Delta z \]

(4.88)

where we have assumed that \( \Delta z \) is vanishingly small. Before proceeding further, we assume that the variations of the refractive index and the group index is much smaller than that of \( |A_f|^2 \) and \( |A_b|^2 \). Considering this assumption and substituting (4.86) and (4.87) into (4.88), and after dividing by \( \Delta z \), we get

\[ p_s - p_g - p_{ab} = v_0(z_i) \frac{\epsilon_0 C_n^2 w |A(t)|^2 \tilde{n}(z)\tilde{n}_g(z) \frac{d}{dz} (|A_f|^2 - |A_b|^2)}{2} \]

(4.89)

where the derivative is calculated at \( z = z_i \).

In order to obtain the derivatives in (4.89), we invoke the coupled-mode equations in (4.77). Without lose of generality, we consider two types of gratings; i.e., symmetric and asymmetric gratings. By symmetric grating we mean those types of gratings such that

\[ \eta_m(x) = \eta_m(x) \]

(4.90)
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where \( \eta_m(x) \) are the coefficients of the Fourier expansion of the grating perturbation. Asymmetric gratings are such that the coefficients of the Fourier expansion have odd symmetry. That is,

\[
\eta_{-m}(x) = -\eta_m(x)
\] (4.91)

For a symmetric grating we have

\[
\kappa_2 = \kappa_{-2}
\] (4.92a)

\[
\kappa_{ff}^r = \kappa_{fb}^r = \kappa_{bf}^r = \kappa_{bb}^r
\] (4.92b)

Applying the coupled-mode equations in (4.77) for symmetric gratings, we have

\[
\frac{d}{dz} \left( |A_f|^2 - |A_b|^2 \right) = [-2\alpha + 2g + 2\Re\{\epsilon'\} - 2\Re\{\kappa_s\}] \left(|A_f(z)|^2 + |A_b(z)|^2\right) + 2\Re\{\kappa_s^r\}|A_f(z) + A_b(z)|^2 + 2\Re\{\kappa_s\}|A_f(z) + A_b(z)|^2
\] (4.93)

where

\[
\kappa_s = \kappa_2 = \kappa_{-2}
\] (4.94a)

\[
\kappa_s^r = \kappa_{ff}^r = \kappa_{fb}^r = \kappa_{bf}^r = \kappa_{bb}^r
\] (4.94b)

Using (4.93) in (4.89) and substitution for \( C_2^2 \) and \( |A(t)|^2 \), we obtain

\[
p_s = v_0 \hbar_\omega, S(t) \frac{(2g + 2\Re\{\epsilon'\}) \bar{n}(z) (|A_f(z)|^2 + |A_b(z)|^2)}{\int_0^L \bar{n}(z) \bar{n}_g(z) |\Psi_i(z)|^2 dz} \] (4.95)

\[
p_g = -v_0 \hbar_\omega, S(t) \frac{2\Re\{\kappa_s^r\} \bar{n}(z) |A_f(z) + A_b(z)|^2}{\int_0^L \bar{n}(z) \bar{n}_g(z) |\Psi_i(z)|^2 dz} \] (4.96)

\[
p_{ab} = v_0 \hbar_\omega, S(t) \frac{2\alpha (|A_f(z)|^2 + |A_b(z)|^2)}{\int_0^L \bar{n}(z) \bar{n}_g(z) |\Psi_i(z)|^2 dz} \] (4.97)

It should be noted that for index-guided lasers \( \kappa_s \) is purely imaginary. Using (4.96), one may obtain the total power radiating via grating as

\[
P_g = -v_0 \hbar_\omega, S(t) 2\Re\{\kappa_s^r\} \frac{\int_0^L \bar{n}(z) |A_f(z) + A_b(z)|^2 dz}{\int_0^L \bar{n}(z) \bar{n}_g(z) |\Psi_i(z)|^2 dz} \] (4.98)
The above result is completely expected. More precisely, for symmetric gratings (4.28) leads to

\[ h_1(x) = h_{-1}(x) \quad (4.99) \]

Thus, using (4.27), we have

\[ E^{rad}(x, z) = [A_f(z) + A_b(z)] h_{-1}(z) \quad (4.100) \]

For asymmetric gratings, we have

\[ \frac{d}{dz} \left( |A_f|^2 - |A_b|^2 \right) = \left[ -2\alpha + 2g + 2\text{Re}\{\xi'\} - 2\text{Im}\{\kappa_a\} \right] \left( |A_f(z)|^2 + |A_b(z)|^2 \right) + 2\text{Re}\{\kappa_a^r\}|A_f(z) - A_b(z)|^2 + 2\text{Im}\{\kappa_a\}|A_f(z) + jA_b(z)|^2 \quad (4.101) \]

where

\[ \kappa_a = \kappa_2 = -\kappa_{-2} \quad (4.102a) \]

\[ \kappa_a^r = \kappa_{ff} = -\kappa_{bf} = -\kappa_{fb} = \kappa_{bb} \quad (4.102b) \]

For the index-guided DFB lasers, \( \kappa_a \) is purely real. More importantly, following the same line as we have used in the case of symmetric gratings, for asymmetric gratings the total radiation power from the grating can be obtained from the following relation

\[ P_g = -v_0\hbar \omega_r S(t) 2\text{Re}\{\kappa_a^r\} \int_0^L \frac{\tilde{n}(z)|A_f(z) - A_b(z)|^2 dz}{\int_0^L \tilde{n}(z)\tilde{\bar{n}}_b(z)\Psi(z)|^2 dz} \quad (4.103) \]

Again, the validity of the above result can be verified by noting that for asymmetric gratings (4.28) yields

\[ h_1(x) = -h_{-1}(x) \quad (4.104) \]

Consequently, from (4.27), we have

\[ E^{rad}(x, z) = [A_f(z) - A_b(z)] h_{-1}(z) \quad (4.105) \]
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It should be emphasized that (4.98) and (4.103) refer to the total power radiating from the grating into the cover and the substrate. Needless to say, the minus sign in (4.98) and (4.103) is necessary due to the fact that $\kappa_a$ and $\kappa^*_a$ have negative real parts. As mentioned earlier, we can see how the total power radiating from the grating is proportional to the total number of photons inside the laser cavity. This is the direct consequence of the fact that the total number of photons inside the laser cavity is directly proportional to the optical energy.

Having completed the analysis of second-order DFB lasers with straight grating, in the next section we turn to the circular gratings. As will be shown, only minor modifications are needed and based on the large argument approximation of the Hankel functions the formulation is essentially the same.

4.4 Circular-Grating DFB Lasers

In this section we show that essentially the same equations that we have obtained for ordinary second-order DFB lasers can be used in the case of circular-grating DFB lasers. To this end, first we set up the cylindrical coordinate system as we adopted in Chapter 3. We choose the $z$ axis to coincide with the axis of the laser. Let us assume that

$$\Delta \varepsilon_r(\rho, z) = \sum_{m \neq 0} \eta_m(z) e^{-jm\beta_0(\rho - \rho_0)}$$  \hspace{1cm} (4.106)

where $\beta_0$ is given by (4.20). According to (4.106), we use the following expression for the fundamental guided mode of the laser

$$\Psi^0(\rho, z) = \Psi_1(\rho) \tilde{F}(z)$$  \hspace{1cm} (4.107)
where \( \tilde{F}(z) \) is defined through (4.23) and (4.24) by changing the role of \( z \) to \( z \). \( \Psi_i(\rho) \) is the radial eigenmode which is of the form

\[
\Psi_i(\rho) = A_f(\rho)e^{j\beta_o\rho}H_1^{(2)}(\beta_o\rho) - jA_b(\rho)e^{-j\beta_o\rho}H_1^{(1)}(\beta_o\rho) \tag{4.108}
\]

Based on the large argument approximation of the Hankel functions, the radial eigenmode \( \Psi_i(\rho) \) satisfies the same eigenvalue problem in (4.78). For the sake of simplicity, we use the same coupling factor defined in (4.32) in the coupled-mode equations. The boundary condition at the center; that is,

\[
A_f(0)e^{j\beta_o\rho} = -jA_b(0)e^{-j\beta_o\rho} \tag{4.109}
\]

and appropriate facet reflection must be considered in solving the eigenvalue problem. Eq. (4.35) remains the same with changing \( (z, z) \) to \( (\rho, z) \). If we multiply the new version of (4.35) by \( \tilde{F}(z) \) and integrate from \( -\infty \) to \( \infty \) and then we integrate the resulting equation in the azimuthal direction, we obtain (4.37) where \( z \) and \( w \) are replaced by \( \rho \) and \( 2\pi \), respectively. In order to obtain the final equation, we replace the spatial delta function in the cross-correlation product of the noise polarization by

\[
\delta(r - r') = \frac{1}{\rho} \delta(\rho - \rho') \delta(\phi - \phi') \delta(z - z')
\]

Multiplying by the radial eigenmode and integrating in the radial direction must be weighted by \( \rho \). Therefore, (4.52) and (4.53) reduce to

\[
\frac{dS}{dt} = \omega_r \text{Im} \left\{ \int_0^L [\xi + \Gamma_\rho(\rho)\Delta\chi(\rho)]\Psi_i(\rho)\Psi_i^*(\rho)\rho d\rho \right\} S(t) + R_{sp} + F_s(t) \tag{4.110}
\]

\[
\frac{d\phi}{dt} = -\frac{\omega_r}{2} \text{Re} \left\{ \frac{\int_0^L [\xi + \Gamma_\rho(\rho)\Delta\chi(\rho)]\Psi_i(\rho)\Psi_i^*(\rho)\rho d\rho}{\int_0^L \bar{n}(\rho)\bar{n}_g(\rho)\Psi_i(\rho)\Psi_i^*(\rho)\rho d\rho} \right\} + F_\phi(t) \tag{4.111}
\]

where

\[
R_{sp} = \frac{2\hbar\omega_r v_o}{2\pi \varepsilon_0 C_n^2} \int_0^L \Gamma_\rho(\rho)n_{sp}(\rho)n_a(\rho)G(\rho)|\Psi_i(\rho)|^2 \rho d\rho \tag{4.112}
\]
and

$$C_n^2 = \frac{2\hbar\omega_r}{2\pi\varepsilon_0 \int_0^L \bar{n}(\rho)\bar{n}_g(\rho)|\Psi_i(\rho)|^2 \rho d\rho} \quad (4.113)$$

The photon density in (4.82) is replaced by

$$p = S(t) \frac{\bar{n}(\rho)\bar{n}_g(\rho)|\Psi_i(\rho)|^2}{2\pi d_{eff} \int_0^L \bar{n}(\rho)\bar{n}_g(\rho)|\Psi_i(\rho)|^2 \rho d\rho} \quad (4.114)$$

Finally, by using the asymptotic values for the Hankel functions, the radiation power from the symmetric grating can be obtained by the following relation

$$P_g = -2v_o\hbar\omega_r S(t) \text{Re}\{\kappa_s^*\} \frac{\int_0^L \bar{n}(\rho)\bar{n}_g(\rho)|A_f(\rho) + A_b(\rho)|^2 d\rho}{\int_0^L \bar{n}(\rho)\bar{n}_g(\rho)(|A_f(\rho)|^2 + |A_b(\rho)|^2) d\rho} \quad (4.115)$$

In the next section we consider the static behavior of the two dimensional second-order DFB lasers above the threshold.

### 4.5 Static Analysis and Steady State Characteristics

In this section, we only consider the static behavior of second-order DFB lasers. If the injection current is constant, the photons and the carriers reach steady state and are invariant with time. In this case, $\Delta \chi = 0$ and the rate equations in (4.78), (4.79) and (4.80) reduce to

$$S(t) = S_0 = -\left[\omega_r\text{Im}\left\{\frac{\xi \int_0^L \Psi_i(z)\Psi_i^*(z)dz}{\int_0^L \bar{n}(z)\bar{n}_g(z)\Psi_i(z)\Psi_i^*(z)dz}\right\}\right]^{-1} R_{sp} \quad (4.116)$$

$$\frac{d\phi}{dt} = -\frac{\omega_r}{2} \text{Re}\left\{\frac{\xi \int_0^L \Psi_i(z)\Psi_i^*(z)dz}{\int_0^L \bar{n}(z)\bar{n}_g(z)\Psi_i(z)\Psi_i^*(z)dz}\right\} = 2\pi \Delta f \quad (4.117)$$
\[
\frac{J_o}{ed} \frac{N_o}{\tau_e} - \frac{a(N_o - N_{o\tau})}{(1 + \epsilon p)} v_{ep} = 0, \quad (4.118)
\]
respectively. \( G \) in (4.116) is the steady-state net longitudinal modal gain and \( \Delta f \) is the steady-state net frequency shift. Therefore, to calculate \( S_o, \Delta f, \) and \( N_o, \) one needs to consider the eigenvalue problem in (4.77) with appropriate boundary conditions simultaneously with (4.116)-(4.118) at a given bias current density.

The eigenvalue problem in (4.77) may be solved by taking into account the longitudinal variations of the photon and carrier densities and effective index distributions. To this end, the laser cavity is divided into a number of segments such that for the \( k \)-th segment of length \( l_k \), we have \( \Lambda \ll l_k \ll L \). Within each segment, the above parameters are assumed to be constant. However, they are allowed to vary from segment to segment. Each segment can be described by the so called transfer matrix in the longitudinal direction as described in Chapter 3. That is,

\[
\begin{bmatrix}
A_f(z_{k+1}) \\
A_b(z_{k+1})
\end{bmatrix} = T_k
\begin{bmatrix}
A_f(z_k) \\
A_b(z_k)
\end{bmatrix}
\]

(4.119)

where for gratings of either symmetric or asymmetric

\[
T_k = \begin{bmatrix}
\ch(\gamma_k l_k) + \zeta_k \frac{\sh(\gamma_k l_k)}{\gamma_k} & (\kappa_{fb} + \kappa_z) \frac{\sh(\gamma_k l_k)}{\gamma_k} \\
-(\kappa_{bf} + \kappa_{-z}) \frac{\sh(\gamma_k l_k)}{\gamma_k} & \ch(\gamma_k l_k) - \zeta_k \frac{\sh(\gamma_k l_k)}{\gamma_k}
\end{bmatrix}
\]

(4.120)

where

\[
\zeta_k = -\alpha - j\delta + (1 - j\alpha_{st}) g_k + \xi' + \kappa_{ff}^r
\]

Note that for gratings of either symmetric or asymmetric type, we have

\[
\kappa_{ff}^r = \kappa_{bb}^r \quad (4.121a)
\]

\[
\kappa_{fb}^r = \kappa_{bf}^r
\]

(4.121b)
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The overall transfer matrix relating $A_f(z)$ and $A_b(z)$ at two ends can be obtained by cascading the transfer matrices corresponding to each segment. Therefore,

$$
\begin{bmatrix}
A_f(L)
\end{bmatrix} = T
\begin{bmatrix}
A_f(0)
\end{bmatrix}
\begin{bmatrix}
A_b(0)
\end{bmatrix}
$$

(4.122)

where

$$
T = \prod_{k=M}^{1} T_k
$$

(4.123)

Applying the boundary conditions at $z = 0$ and $z = L$ leads to the lasing oscillation condition. More precisely, at $z = 0$, we have

$$
\begin{bmatrix}
A_f(0)
\end{bmatrix} = 
\begin{bmatrix}
R(0)
\end{bmatrix}
\begin{bmatrix}
A_b(0)
\end{bmatrix}
$$

(4.124)

At $z = L$, one may write

$$
\begin{bmatrix}
R(L)
\end{bmatrix} - 1
\begin{bmatrix}
A_f(L)
\end{bmatrix} = 0
$$

(4.125)

Using (4.124) and (4.125) in (4.122) yields the characteristic equation for the lasing condition

$$
\begin{bmatrix}
R(L)
\end{bmatrix} - 1 \prod_{k=M}^{1} T_k
\begin{bmatrix}
R(0)
\end{bmatrix} = 0
$$

(4.126)

The laser eigenvalue $\xi$ is the solution of the above equation.

In a similar fashion, the carrier rate equation may also be discretized by assuming that the carrier density $N_o$ is constant within each segment. That is,

$$
\frac{I_g}{ed} - \frac{N_k}{\tau_c} - \frac{a(N_k - N_e)}{(1 + c p_k)} v_e p_k = 0
$$

(4.127)

where $N_k = N_o(z_k), k = 1, 2, \ldots M$ and

$$
p_k = S(t) \frac{\bar{n}(z_k) \bar{n}_g(z_k) |\Psi_i(z_k)|^2}{wd_{eff} \int_0^{L} \bar{n}(z) \bar{n}_g(z) |\Psi_i(z)|^2 dz}
$$

(4.128)
In order to obtain a self-consistent solution we use an iterative approach. First, we assume uniform gain throughout the laser cavity. The eigenvalue $\xi$ and eigenvector $\Psi(z)$ obtained from this assumption is used to obtain $R_{sp}$ and $S_0$ in (4.116). Substituting these values into (4.127) leads to $M$ simultaneous equations for the unknowns $N_k$. Using the solutions for $N_k$ in the gain model of each segment leads to the modification of (4.126). We use the new value of $\xi$ and $\Psi(z)$ to improve the carrier density. After reaching convergence, the steady state photon number $S_0$, the frequency shift $\Delta f$, as well as the carrier and photon densities along the laser cavity can be obtained as a function of the injection current density $J_0$. This completes the static analysis of second-order DFB lasers. It should be emphasized that the same ideas can be used in the case of circular gratings. In the next section we present the expressions for the far-field patterns.

### 4.5.1 Far-Field Pattern

To calculate the far-field pattern, we need to calculate the Fourier transform of the near-field pattern of the radiation field on the aperture. For symmetric and asymmetric gratings, we have

$$E_{\text{rad}}^r(z \in \text{aperture}) \sim A_f(z) \pm A_b(z)$$  \hspace{1cm} (4.129)

Thus using the relation for the far-field pattern in (2.67) with suitable coordinate transformation one may easily obtain the far-field pattern. More precisely, if we consider the $z$ axis as the polar axis, and the azimuthal angle is measured from the $y$ axis, we have

$$E(\theta, \phi) \sim \hat{\theta} \left[ \tilde{A}_f(k \sin \theta \cos \phi) \pm \tilde{A}_b(k \sin \theta \cos \phi) \right] \cos \phi -$$

$$\hat{\phi} \left[ \tilde{A}_f(k \sin \theta \cos \phi) \pm \tilde{A}_b(k \sin \theta \cos \phi) \right] \sin \phi \cos \theta$$  \hspace{1cm} (4.130)
where \( \tilde{A}_f(\alpha) \) and \( \tilde{A}_g(\alpha) \) are the Fourier transforms of \( A_f(z) \) and \( A_g(z) \), respectively.

Finally, in order to obtain the far-field pattern of circular-grating laser, we use the aperture field due to the radiation component. As illustrated in Chapter 3, within the limits of the validity of large argument approximation for the Hankel functions, using (3.22) one may write

\[
E_{\phi}^{\text{rad}}(\rho \in \text{ aperture}) \sim A_f(\rho)e^{j\beta_\rho \rho}H_1^{(2)}(\beta_\rho \rho) \mp jA_g(\rho)e^{-j\beta_\rho \rho}H_1^{(1)}(\beta_\rho \rho) \quad (\rho > 0.5 \ \mu \text{m})
\]

(4.131)

Moreover, since the laser field is azimuthally invariant, it vanishes at the center of the laser. Consequently, it is reasonable to ignore the the radiation part of the aperture field around the center of the laser. Having determined the aperture field, one may construct the auxiliary functions \( E^{\pm}(\rho) \), as described in Chapter 2, on the aperture. For circularly symmetric beam, we have \( E^+(\rho) = -E^-(\rho) \). Now using

\[
\tilde{E}^{\pm}(\alpha) = \int_0^{\infty} E^{\pm}(\rho)J_{\pm 1}(\alpha \rho)\rho d\rho
\]

(4.132)

we have

\[
\tilde{E}^+(\alpha) = \tilde{E}^-(\alpha)
\]

(4.133)

Now using (2.80), we have

\[
E(\theta, \phi) \sim \hat{\phi} \cos \theta \tilde{E}^+(k \sin \theta)
\]

(4.134)

In the next section, we consider a typical circular-grating DFB laser and present some numerical results.

### 4.6 Numerical Results

This section is devoted to an illustrative example. We consider a typical circular-grating bulk DFB laser with second-order grating as depicted in Fig. 4.2. The
Figure 4.2: The cross sectional view of a typical circular-grating bulk DFB laser

fixed parameters used in the numerical calculations are listed in Table 4.1. In all calculations, we have ignored the spatial hole burning. In the first example, we assume that the radius of the laser is 100 \( \mu m \) and the facet reflectivity at the laser edge \( \Gamma \) is equal to 0.3. In addition, let the the duty cycle of the grating \( \frac{a}{A} \) be 0.6. With these parameters, the calculated surface-emission power of the first mode versus injected current is shown in Fig. 4.3. The side mode suppression ratio of the surface emission as a function of the injected current is shown in Fig. 4.4. As illustrated, the second mode is effectively suppressed above the threshold.

This fact is verified by referring to Fig. 4.5 where the total number of photons of the first and the second mode are plotted. It can be easily seen that above the threshold, the number of photons of the first mode is three orders of magnitude larger than that of the second mode. Hence, the large side mode suppression ratio. It should be noted that since the number of photons are proportional to the energy and power, we have

Number of photons in dB = 10 \( \log_{10} \) (Number of photons)
Table 4.1: Parameters used in the analysis of the circular-grating bulk DFB laser

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-radiative recombination coefficient ($A$)</td>
<td>$2.5 \times 10^9$ s$^{-1}$</td>
</tr>
<tr>
<td>Bimolecular Carrier recombination coefficient ($B$)</td>
<td>$1.0 \times 10^{-10}$ cm$^3$ s$^{-1}$</td>
</tr>
<tr>
<td>Auger carrier recombination coefficient ($C$)</td>
<td>$3.0 \times 10^{-29}$ cm$^6$ s$^{-1}$</td>
</tr>
<tr>
<td>Nonlinear gain coefficient ($\varepsilon$)</td>
<td>$2.0 \times 10^{-17}$ cm$^3$</td>
</tr>
<tr>
<td>Differential gain ($a$)</td>
<td>$3.0 \times 10^{-16}$ cm$^2$</td>
</tr>
<tr>
<td>Transparency carrier density ($N_{tr}$)</td>
<td>$1.0 \times 10^{18}$ cm$^{-3}$</td>
</tr>
<tr>
<td>Absorption and scattering loss of the central region ($\alpha$)</td>
<td>25 cm$^{-1}$</td>
</tr>
<tr>
<td>Linewidth enhancement factor ($\alpha_n$)</td>
<td>3.5</td>
</tr>
<tr>
<td>Reference wavelength ($\lambda$)</td>
<td>1.55 $\mu$m</td>
</tr>
</tbody>
</table>

The lasing wavelengths of the first and the second mode are plotted in Fig. 4.6. As illustrated, the lasing wavelength is very stable in the above-threshold region. Moreover, the first or dominant lasing mode is on the shorter wavelength of the stop band. In Fig. 4.7, the normalized intensity of the first modes inside the laser cavity is illustrated. The sampling current is 25 mA. We have considered the value of $|A_r(\rho)|^2 + |A_s(\rho)|^2$ as the normalized intensity. For sufficiently large distances from the laser center, this value is proportional to the number of photons inside an annular region. Therefore, most of the photons are accumulated near the edge of the laser.

The near-field intensity pattern which is proportional to $|A_r(\rho) + A_s(\rho)|^2$ is illustrated in Fig. 4.8. The near-field profile shows the destructive interference around $\rho = 40 \ \mu$m. This is the characteristic feature of the first mode in a second-order DFB laser [60], [104]. In fact, since the first mode has smaller radiation loss, it is favored.

The normalized far-field pattern of the first mode is illustrated in Fig. 4.9.
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It can be seen that the laser beamwidth is less than 0.5° and the laser is highly directional. However, as anticipated before, there is a dark spot at the center of the far-field pattern. Moreover, the far-field patterns at different bias currents; e.g., I = 30, 35 mA are the same as that shown in Fig. 4.9. Moreover, the far-field patterns at different bias currents, e.g., I = 30, 35 mA, are the same as that shown in Fig. 4.9.

For the purpose of comparison, the surface-emitted power and the total output power from the laser facet of the first mode as a function of injected current are plotted in Fig. 4.10. Because of the split near-field distribution, the power from the surface is about one-third of that from the facet. The surface-emitted power versus injected current of the first mode for four different reflection coefficients are plotted in Fig. 4.11. For this range of reflection coefficient the threshold current decreases with increasing reflection coefficient. However, for the same bias current the output power increases with increasing reflection coefficient.

The normalized far-field intensity pattern as a function of the facet reflectivity is shown in Fig. 4.12. The surface-emitted power from two lasers with different radii are plotted in Fig. 4.13. As one might expect, the laser beam emitted from the larger aperture is narrower. This fact is clearly shown in Fig. 4.14. In Fig. 4.15, the relative intensity spectra of the power from the facet are plotted for two different radii.
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Figure 4.3: Power-current characteristic of the surface emission

Figure 4.4: Side mode suppression ratio of surface emission power
Figure 4.5: Photon numbers of the first and second mode.

Figure 4.6: Lasing wavelengths of the first and second mode.
CHAPTER 4. RATE EQUATIONS

Figure 4.7: Normalized intensity of the first mode inside the laser cavity

Figure 4.8: Near-field intensity pattern of the first mode inside the laser cavity
Figure 4.9: Normalized far-field intensity pattern of the first mode

Figure 4.10: Surface- and edge-emitted power versus injected current
Figure 4.11: Surface-emitted power versus the current and the facet reflectivity

Figure 4.12: Normalized far-field intensity pattern of the first mode for two different facet reflectivities
Figure 4.13: Surface-emitted power from two lasers with different radii

Figure 4.14: Normalized far-field intensity pattern of two lasers with different radii
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Figure 4.15: Relative intensity spectrum of the power from the facet for two lasers with different radii

4.7 Summary

In this chapter, we have developed a method for treating second-order DFB lasers in the above-threshold region. The rate equations for the total number of photons and the phase of the optical amplitude inside the laser cavity are derived from Maxwell’s equations. Our approach is an alternative one to the existing models which are based on the traveling wave formulation. This approach is based on the generalization of the time domain standing-wave method used for treating first-order DFB lasers. This formulation is basically two-dimensional in nature, that is, the lateral or azimuthal variations are ignored. As an illustrative example, the rate equations for a typical circular grating surface have been solved in the above-threshold region under static condition.
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Generalized Coupled-Mode Equations for Planar Dielectric Waveguides with Circular Grating

5.1 Introduction

So far, in the study of circular-grating surface-emitting lasers, we have assumed that the laser beam is circularly symmetric. This assumption extremely simplifies the exact mathematical formulation. However, a circularly-symmetric beam causes the laser to suffer from a dark spot at the center of its far-field pattern. On the other hand, only first harmonic azimuthal variation can produce a nonzero far-field pattern on the laser axis. Consequently, depending on the applications, this laser mode may be the mostly desirable one and must be favored. Although the general methods of treating first-order circular gratings reported in the literature [30], [32] combined with the Green’s function approach described in Chapter 2 can be used in
a perturbational fashion to obtain the radiation field, this method is a noncoherent approach in nature. That is, the direct influence of the radiation field on the laser performance is neglected. It should be noted that including azimuthal variation increases the complexity of the problem and the $\rho$ component of the electric field comes into the picture. Therefore, more general formulation is needed to model circular-grating lasers.

The coupling between the guided modes of corrugated optical disk waveguides was first investigated by Kerner et al. [16]. Zheng and Lacroix [17] considered the coupling between the guided modes in the analysis of finger print (circular-grating) resonators. As one step toward more general formulation, Wu et al. considered TE-TM coupling. In all other coupled-mode equations formulated for circular gratings [23], [24], [30], and [19] coupling to the radiation modes has been ignored. In this chapter, for the first time, we present a generalized coupled-mode equations for planar dielectric waveguides using circular gratings. The characteristic feature that distinguishes it from other formulations is the inclusion of the radiation modes. In this formulation, the background materials treated in Appendix A are fundamental. Moreover, the method is essentially based on the Erdogan's approach [30] in dealing with first-order circular-grating DFB lasers. However, to generalize this approach, we need some modifications at the very beginning of the formulation. Moreover, we use the ideal mode expansion. The details of this method will be described in the next section.

### 5.2 Basic Formulation

This section focuses on the derivation of the fundamental equation on which the generalized coupled-mode equations are based. To this end, we start from Maxwell's
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Equations

\[
\begin{align*}
\nabla \times \mathbf{E} &= -j\omega \mu_0 \mathbf{H} \\
\nabla \times \mathbf{H} &= j\omega \varepsilon_0 \varepsilon_r(\rho,z) \mathbf{E}
\end{align*}
\]

(5.1)

where we have assumed that \(\varepsilon_r(\mathbf{r})\) is independent of \(\phi\). Instead of eliminating \(\mathbf{H}\), we eliminate \(\mathbf{E}\) from the above equations. This leads to the following equation for the \(\mathbf{H}\) field

\[
\nabla \times \nabla \times \mathbf{H} - \varepsilon_r(\rho,z)k_0^2 \mathbf{H} = j\omega \varepsilon_0 \nabla \varepsilon_r(\rho,z) \times \mathbf{E}
\]

(5.2)

where \(k_0^2 = \omega^2 \mu_0 \varepsilon_0\). In non-magnetic materials which is of our interest, we have \(\nabla \cdot \mathbf{H} = 0\). Consequently,

\[
\nabla \nabla \cdot \mathbf{H} = 0
\]

(5.3)

Subtracting (5.3) from (5.2) leads to the following equation for the \(\mathbf{H}\) field

\[
\nabla \times \nabla \times \mathbf{H} - \nabla \nabla \cdot \mathbf{H} - \varepsilon_r(\rho,z)k_0^2 \mathbf{H} = j\omega \varepsilon_0 \nabla \varepsilon_r(\rho,z) \times \mathbf{E}
\]

(5.4)

Expanding the above equation for \(\mathbf{TE}_z\) mode in cylindrical coordinate system leads to the following equations

\[
\begin{align*}
\nabla^2 H_\rho - \frac{1}{\rho^2} H_\rho - \frac{2}{\rho^2} \frac{\partial H_\phi}{\partial \phi} + \varepsilon_r(\rho,z)k_0^2 H_\rho &= j\omega \varepsilon_0 \frac{\partial \varepsilon_r}{\partial z} E_\phi \\
\nabla^2 H_\phi - \frac{1}{\rho^2} H_\phi + \frac{2}{\rho^2} \frac{\partial H_\rho}{\partial \phi} + \varepsilon_r(\rho,z)k_0^2 H_\phi &= -j\omega \varepsilon_0 \frac{\partial \varepsilon_r}{\partial z} E_\rho \\
\nabla^2 H_z + \varepsilon_r(\rho,z)k_0^2 H_z &= -j\omega \varepsilon_0 \frac{\partial \varepsilon_r}{\partial \rho} E_\phi
\end{align*}
\]

(5.5a)

(5.5b)

(5.5c)

where

\[
\nabla^2 \equiv \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} + \frac{1}{\rho^2} \frac{\partial^2}{\partial \phi^2} + \frac{\partial^2}{\partial z^2}
\]

and we have assumed that \(\frac{\partial \varepsilon_r}{\partial \phi} = 0\) and \(E_z = 0\).

It is important to note that for \(\mathbf{TE}_z\) mode, since all field components can be obtained from the axial component of the magnetic field, it is only necessary to
consider (5.5c) as the fundamental equation governing $TE_z$ mode in an azimuthally invariant circular grating. Eq. (5.5c) can be written in a more convenient form, if one substitute $\varepsilon_r(\rho, z)$ by

$$\varepsilon_r(\rho, z) = \varepsilon_r(z) + \Delta \varepsilon_r(\rho, z) \quad (5.6)$$

As a result, (5.5c) reduces to the following form

$$\nabla^2 H_z + \varepsilon_r(z) k_0^2 H_z = -k_0^2 \Delta \varepsilon_r(\rho, z) H_z - j \omega \varepsilon_r \frac{\partial \Delta \varepsilon_r}{\partial \rho} E_\phi \quad (5.7)$$

Equation (5.7) is the fundamental governing equation for $TE_z$ mode which is exact for the azimuthally invariant circular gratings. At this stage, one may choose two different approaches.

In the first approach, one may ignore $\frac{\partial \varepsilon_r}{\partial \rho}$ on the right hand side of (5.7). This assumption leads to

$$\nabla \cdot E = 0 \quad (5.8)$$

Eq. (5.8) directly follows from

$$\nabla \cdot E = - \frac{1}{\varepsilon_r} \frac{\partial \Delta \varepsilon_r}{\partial \rho} E_\rho \quad (5.9)$$

which is valid for $TE_z$ mode and azimuthally invariant perturbation of the dielectric. Since scalar approaches are based on the assumption of solenoidal electric field, the first approach is referred as the scalar approach.

In the second approach, it is assumed that $\frac{\partial \varepsilon_r}{\partial \rho}$ is nonzero. Therefore, the exact nature of the vector field is unchanged. We refer to this approach as the vector approach. Due to the presence of the additional term on the right hand side of (5.7), the vector approach is more complicated than the scalar one. Therefore, in order to illustrate the basic ideas, in the next section we start from the scalar approach.
5.3 Scalar Approach

In this approach, to derive the coupled-mode equations describing the interaction between the guided and the radiation modes, we use the following equation

\[ \nabla_{\rho \phi}^2 + \frac{\partial^2 H_z}{\partial z^2} + \epsilon_r(z)k_o^2 H_z = -k_o^2 \Delta \varepsilon_r(\rho, z) H_z \]  

(5.10)

where we have used

\[ \nabla^2 \equiv \nabla_{\rho \phi}^2 + \frac{\partial^2}{\partial z^2} \]

The above equation is similar to Eq. (7) in [24] where the role of \( \Psi \) has been changed to \( H_z \). However, \( \Psi \) in [24] is the scalar potential from which a TE\(_z\) mode can be constructed. Referring to Appendix A, it is obvious that \( \Psi \) is proportional to \( H_z \). Let us write

\[ H_z = U(\rho, \phi)\tilde{F}(z) + \int_{-\infty}^{\infty} \tilde{R}(\rho, \phi; \alpha_i)\Re(z; \alpha_i) d\alpha_i \]  

(5.11)

where \( \tilde{F}(z) \) is the normalized form function of the fundamental guided modes satisfying the eigenvalue equation

\[ \frac{d^2 \tilde{F}}{dz^2} + \epsilon_r(z)k_o^2 \tilde{F} = \beta_i^2 \tilde{F} \]  

(5.12)

In our formulation, we only consider the fundamental guided modes. This is the case for circular-grating lasers. The second term on the right hand side of (5.11) represents the radiation component of the magnetic field. This term distinguishes our formulation from that used by Erdogan [24]. Note that as described in Section A.8.4, we have used the generalized Fourier kernel \( \Re(z; \alpha) \) which is the combination of the substrate and the cover modes. \( \Re(z; \alpha) \) satisfies the following differential equation

\[ \frac{\partial^2 \Re}{\partial z^2} + [\epsilon_r(z)k_o^2 - \beta^2(\alpha)] \Re = 0 \]  

(5.13)
where

$$\beta^2(\alpha) = \begin{cases} 
\varepsilon_r k_0^2 - \alpha^2 & \alpha > 0 \\
\varepsilon_r k_0^2 - \alpha^2 & \alpha < 0 
\end{cases} \quad (5.14)$$

and $\varepsilon_r$ and $\varepsilon_r$ are the dielectric constants of the substrate and the cover, respectively. It should be emphasized that (5.14) implies that $R(z; \alpha)$ for negative values of $\alpha$ corresponds to the substrate radiation modes. In addition, we assume that $R(z; \alpha)$ is normalized. That is,

$$\int_{-\infty}^{\infty} R(z; \alpha) R^*(z; \alpha_1) dz = \delta(\alpha - \alpha_1) \quad (5.15)$$

Substituting (5.11) into (5.10) and using (5.12) and (5.13), we get

$$\left(\nabla_{\rho \phi}^2 + \beta_1^2\right) U(\rho, \phi) \tilde{F}(z) + \int_{-\infty}^{\infty} \left[\nabla_{\rho \phi}^2 + \beta^2(\alpha_1)\right] \tilde{R}(\rho, \phi; \alpha_1) R(z; \alpha_1) d\alpha_1 =$$

$$-k_0^2 \Delta \varepsilon_r(\rho, z) U(\rho, \phi) \tilde{F}(z) - k_0^2 \int_{-\infty}^{\infty} \Delta \varepsilon_r(\rho, z) \tilde{R}(\rho, \phi; \alpha_1) R(z; \alpha_1) d\alpha_1 \quad (5.16)$$

In order to obtain the equations for $U(\rho, \phi)$ and $\tilde{R}(\rho, \phi, \alpha)$, one may take advantage of the orthogonality of the form functions appearing in (5.16). More precisely, multiplying both sides of (5.16) by $\tilde{F}(z)$ and integrating from $-\infty$ to $\infty$, we obtain

$$\left(\nabla_{\rho \phi}^2 + \beta_1^2\right) U(\rho, \phi) = K(\rho) U(\rho, \phi) + \int_{-\infty}^{\infty} K_u(\rho; \alpha_1) \tilde{R}(\rho, \phi; \alpha_1) d\alpha_1 \quad (5.17)$$

where

$$K(\rho) = -k_0^2 \int_{-\infty}^{\infty} \Delta \varepsilon_r(\rho, z) \tilde{F}^2(z) dz \quad (5.18a)$$

$$K_u(\rho; \alpha_1) = -k_0^2 \int_{-\infty}^{\infty} \Delta \varepsilon_r(\rho, z) R(z; \alpha_1) \tilde{F}(z) dz \quad (5.18b)$$

In a similar fashion, by multiplying both sides of (5.16) by $R^*(z; \alpha)$ and integrating from $-\infty$ to $\infty$, one may write

$$\left[\nabla_{\rho \phi}^2 + \beta^2(\alpha)\right] R(z; \alpha) = K_{UR}(\rho; \alpha) U(\rho, \phi) + \int_{-\infty}^{\infty} K_{UR}(\rho; \alpha, \alpha_1) \tilde{R}(\rho, \phi; \alpha_1) d\alpha_1 \quad (5.19)$$
where
\begin{align}
K_{UR}(\rho; \alpha) &= -k_0^2 \int_{-\infty}^{\infty} \Delta \varepsilon_r(\rho, z) \tilde{F}(z) \tilde{R}^*(z; \alpha) \, dz \\
K_{RR}(\rho; \alpha, \alpha_1) &= -k_0^2 \int_{-\infty}^{\infty} \Delta \varepsilon_r(\rho, z) \tilde{R}(z; \alpha, \alpha_1) \tilde{R}^*(z; \alpha) \, dz
\end{align} (5.20a, b)

On the other hand, we know that \(U(\rho, \phi)\) and \(\tilde{R}(\rho, \phi; \alpha)\) are periodic functions of \(\phi\). Consequently, one may express them by the following Fourier series
\begin{align}
U(\rho, \phi) &= \sum_{n=-\infty}^{\infty} U_n(\rho) e^{in\phi} \\
\tilde{R}(\rho, \phi; \alpha) &= \sum_{n=-\infty}^{\infty} \tilde{R}_n(\rho; \alpha) e^{in\phi}
\end{align} (5.21a, b)

Substituting (5.21a) into (5.16) and (5.21b) into (5.19) and using orthogonality of \(e^{in\phi}\), we have
\begin{align}
(B_n + \beta^2)U_n(\rho) &= Q_n(\rho) \\
\left[B_n + \beta^2(\alpha)\right] \tilde{R}_n(\rho; \alpha) &= P_n(\rho; \alpha)
\end{align} (5.22a, b)

where
\begin{align}
B_n &\equiv \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} - \frac{n^2}{\rho^2} \\
Q_n(\rho) &= K(\rho) U_n(\rho) + \int_{-\infty}^{\infty} K_U(\rho; \alpha, \alpha_1) \tilde{R}_n(\rho; \alpha, \alpha_1) \, d\alpha_1 \\
P_n(\rho; \alpha) &= K_{UR}(\rho; \alpha) U_n(\rho) + \int_{-\infty}^{\infty} K_{RR}(\rho; \alpha, \alpha_1) \tilde{R}_n(\rho; \alpha, \alpha_1) \, d\alpha_1
\end{align} (5.23, 5.24, 5.25)

Equations (5.22)-(5.25) show the mutual interactions of the guided and radiation modes with \(n\)th harmonic of azimuthal variation. In order to obtain the explicit form of these interactions (5.22a) and (5.22b) must be solved. To this end, we use the Green’s function approach. Therefore, first, we obtain the Green’s function \(G_n(\rho, \rho'; \alpha)\) satisfying the following differential equation
\begin{align}
\left[B_n + \beta^2(\alpha)\right] G_n(\rho, \rho'; \alpha) = \frac{1}{\rho} \delta(\rho - \rho')
\end{align} (5.26)
The differential operator acting on $G(\rho, \rho'; \alpha)$ is the Bessel differential operator. Therefore, one may expect the Green's function can be expressed in terms of the Bessel functions. Depending on the values of $\beta^2(\alpha)$ three different cases may happen. That is, $\beta^2(\alpha) > 0$, $\beta^2(\alpha) = 0$ and $\beta^2(\alpha) < 0$. However, the case $\beta^2(\alpha) < 0$ need not be treated separately. It can be directly obtained from the Green's function obtained for $\beta^2(\alpha) > 0$ simply by changing $\beta(\alpha)$ to $-j\sqrt{-\beta^2(\alpha)}$. In Appendix F.1 the outlines of the derivation of the Green's function are described. Accordingly, we have

\begin{align}
G_o(\rho, \rho') &= \ln(\rho^>) ; \quad \beta(\alpha) = 0 \\
G_n(\rho, \rho') &= \frac{1}{2n} \left( \frac{\rho^<}{\rho^>} \right)^n ; \quad \beta(\alpha) = 0 \\
G_n(\rho, \rho'; \alpha) &= J_n[\beta(\alpha)\rho^<] H_n^{(2)}[\beta(\alpha)\rho^>] ; \quad \beta(\alpha) > 0
\end{align}

(5.27a) \hspace{1cm} (5.27b) \hspace{1cm} (5.27c)

where $\rho^<$ and $\rho^>$ denote smaller and the larger values of $\rho$ and $\rho'$, respectively. Having obtained the Green's function, one may solve (5.22a) and (5.22b) for $U_n(\rho)$ and $\bar{R}_n(\rho)$, respectively. Solution for $U_n(\rho)$ is as follows

\begin{align}
U_n(\rho) &= \left[ \frac{j\pi}{2} \int_a^\rho J_n(\beta_1 \rho')Q_n(\rho') \rho' d\rho' \right] H_n^{(2)}(\beta_1 \rho) + \\
&\quad \left[ \frac{j\pi}{2} \int_\rho^L H_n^{(2)}(\beta_1 \rho')Q_n(\rho') \rho' d\rho' \right] J_n(\beta_1 \rho)
\end{align}

(5.28)

where we have assumed that the grating extends from $\rho = a$ to $\rho = L$. Eq. (5.28) can be written in a more convenient form, if one uses the following identity

\begin{align}
J_n(\beta_1 \rho) &= \frac{1}{2} \left[ H_n^{(1)}(\beta_1 \rho) + H_n^{(2)}(\beta_1 \rho) \right]
\end{align}

(5.29)

More precisely, substituting (5.29) into (5.28), we obtain

\begin{align}
U_n(\rho) &= A_n(\rho)H_n^{(2)}(\beta_1 \rho) + B_n(\rho)H_n^{(1)}(\beta_1 \rho)
\end{align}

(5.30)
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where

\[
A_n(\rho) = \frac{j\pi}{4} \left[ \int_{a}^{\rho} 2J_n(\beta_1 \rho')Q_n(\rho') \rho' d\rho' + \int_{\rho}^{L} H_n^{(2)}(\beta_1 \rho')Q_n(\rho') \rho' d\rho' \right]
\]

(5.31a)

\[
B_n(\rho) = \frac{j\pi}{4} \int_{\rho}^{L} H_n^{(2)}(\beta_1 \rho')Q_n(\rho') \rho' d\rho'
\]

(5.31b)

From (5.31a) and (5.31b), we obtain

\[
\frac{dA_n}{d\rho} = \frac{j\pi\rho}{4} Q_n(\rho)H_n^{(1)}(\beta_1 \rho')
\]

(5.32a)

\[
\frac{dB_n}{d\rho} = -\frac{j\pi\rho}{4} Q_n(\rho)H_n^{(2)}(\beta_1 \rho')
\]

(5.32b)

where we have used (5.29).

In order to obtain the solution for \( \tilde{R}_n(\rho; \alpha) \), we consider those spectra of the radiation modes such that \( \beta^2(\alpha) > 0 \). The other cases can be treated in the same way. Following the same procedure as we have used for \( U_n(\rho) \), we have

\[
\tilde{R}_n(\rho; \alpha) = M_n(\rho; \alpha)H_n^{(2)}[\beta(\alpha)\rho] + N_n(\rho; \alpha)H_n^{(1)}[\beta(\alpha)\rho]
\]

(5.33)

where

\[
M_n(\rho; \alpha) = \frac{j\pi}{4} \left[ \int_{a}^{\rho} 2J_n[\beta(\alpha) \rho']P_n(\rho') \rho' d\rho' + \int_{\rho}^{L} H_n^{(2)}[\beta(\alpha) \rho']P_n(\rho') \rho' d\rho' \right]
\]

(5.34a)

\[
N_n(\rho; \alpha) = \frac{j\pi}{4} \int_{\rho}^{L} H_n^{(2)}[\beta(\alpha) \rho']P_n(\rho') \rho' d\rho'
\]

(5.34b)

Therefore,

\[
\frac{\partial M_n}{\partial \rho} = \frac{j\pi\rho}{4} P_n(\rho)H_n^{(1)}[\beta(\alpha)\rho]
\]

(5.35a)

\[
\frac{\partial N_n}{\partial \rho} = -\frac{j\pi\rho}{4} P_n(\rho)H_n^{(2)}[\beta(\alpha)\rho]
\]

(5.35b)

Eqs. (5.32) and (5.35) are the desired coupled-mode equations. This fact can be seen by substituting (5.30) and (5.33) into (5.24) and (5.25). That is,

\[
Q_n(\rho) = K(\rho) \left[ A_n(\rho)H_n^{(2)}(\beta_1 \rho) + B_n(\rho)H_n^{(1)}(\beta_1 \rho) \right] +
\]
\[ \int_{-\infty}^{\infty} K_{U}(\rho; \alpha_{1}) \left( M_{n}(\rho; \alpha_{1}) H_{n}^{(2)}[\beta(\alpha_{1})\rho] + N_{n}(\rho; \alpha_{1}) H_{n}^{(1)}[\beta(\alpha_{1})\rho] \right) d\alpha_{1} \]  

(5.36)

\[ P_{n}(\rho; \alpha) = K_{UR}(\rho; \alpha) \left[ A_{n}(\rho) H_{n}^{(2)}(\beta, \rho) + B_{n}(\rho) H_{n}^{(1)}(\beta, \rho) \right] + \int_{-\infty}^{\infty} K_{RR}(\rho; \alpha, \alpha_{1}) \left( M_{n}(\rho; \alpha_{1}) H_{n}^{(2)}[\beta(\alpha_{1})\rho] + N_{n}(\rho; \alpha_{1}) H_{n}^{(1)}[\beta(\alpha_{1})\rho] \right) d\alpha_{1} \]  

(5.37)

In the next section we use the similar procedure to obtain the coupled-mode equations from (5.7) in the presence of the second term on its right hand side.

### 5.4 Vector Approach

To derive the coupled-mode equations from (5.7), it is necessary to substitute for \( E_{\phi} \) on the right hand side. To this end, we use the ideal mode expansion approach. According to (A.20), for TE\(_{z}\) mode, we have

\[ H_{z} = \frac{1}{\mu_{r}(z)} \beta^{2} \psi^{h} \]  

(5.38)

where \( \psi^{h} \) is the Hertzian scalar potential function. On the other hand, (A.19) states that

\[ E_{\phi} = j \omega \mu_{o} \frac{\partial \psi^{h}}{\partial \rho} \]  

(5.39)

Comparing (5.38) with (5.39) leads to

\[ E_{\phi} = \frac{j \omega \mu_{o}}{\beta^{2}} \frac{\partial H_{z}}{\partial \rho} \]  

(5.40)

where we have assumed that \( \mu_{r}(z) = 1 \). By ideal mode expansion, we mean that if one assumes the expression in (5.11) for \( H_{z} \), the corresponding electric field is

\[ E_{\phi} = \frac{j \omega \mu_{o}}{\beta_{1}^{2}} \frac{\partial U}{\partial \rho} F(z) + \int_{-\infty}^{\infty} \frac{j \omega \mu_{o}}{\beta(\alpha_{1})} \frac{\partial R}{\partial \rho} \Phi(z; \alpha_{1}) d\alpha_{1} \]  

(5.41)
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This assumption is the main difference between our approach and that was used by Erdogan [30]. However, the approximation used by Erdogan reduces his formulation to ours when it is used only for the guided modes.

Let us substitute (5.11) and (5.41) into (5.7) and follow the same procedure described in the preceding section. That is, using the Fourier series in (5.21) and taking advantage of the orthogonality of the form functions. With this procedure, we end up with (5.22a) and (5.22b). However, the main difference in the vector approach is the modification of \( Q_n(\rho) \) and \( P_n(\rho; \alpha) \). In fact, \( Q_n(\rho) \) and \( P_n(\rho; \alpha) \) reduce to

\[
Q_n(\rho) = K(\rho)U_n(\rho) - \frac{1}{\beta_1^2} \frac{dK}{d\rho} \frac{dU_n}{d\rho} + \\
\int_{-\infty}^{\infty} K_V(\rho; \alpha_1) \tilde{R}_n(\rho; \alpha_1) d\alpha_1 - \int_{-\infty}^{\infty} \frac{1}{\beta_1^2(\alpha_1)} \frac{\partial K_V}{\partial \rho} \frac{\partial \tilde{R}_n}{\partial \rho} d\alpha_1 \tag{5.42}
\]

\[
P_n(\rho; \alpha) = K_{UR}(\rho; \alpha)U_n(\rho) - \frac{1}{\beta_1^2} \frac{\partial K_{UR}}{\partial \rho} \frac{dU_n}{d\rho} + \\
\int_{-\infty}^{\infty} K_{RR}(\rho; \alpha, \alpha_1) \tilde{R}_n(\rho; \alpha_1) d\alpha_1 - \int_{-\infty}^{\infty} \frac{1}{\beta_1^2(\alpha_1)} \frac{\partial K_{RR}}{\partial \rho} \frac{\partial \tilde{R}_n}{\partial \rho} d\alpha_1 \tag{5.43}
\]

After solving (5.22a) and (5.22b) by Green's function method, it can be seen that the expressions for \( U_n(\rho) \) and \( R_n(\rho; \alpha) \) in (5.30) and (5.33) are still valid. Specifically, the coupled-mode equations in (5.32) and (5.35) are applicable in the vector approach. However, it should be noted that \( O_n(\rho) \) and \( P_n(\rho) \) are modified according to (5.42) and (5.43), respectively. This means that the derivatives of the amplitude functions; i.e., \( \frac{dA_n}{d\rho} \), \( \frac{dB_n}{d\rho} \), \( \frac{\partial M_n}{\partial \rho} \), and \( \frac{\partial N_n}{\partial \rho} \) appear on the right hand sides of the corresponding equations. For example, by considering (5.33), we have

\[
\frac{dU_n}{d\rho} = \frac{dA_n}{d\rho} H_n^{(2)}(\beta_1 \rho) + \frac{dB_n}{d\rho} H_n^{(1)}(\beta_1 \rho) + A_n(\rho) \frac{dH_n^{(2)}}{d\rho} + B_n(\rho) \frac{dH_n^{(1)}}{d\rho} \tag{5.44}
\]
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When only the guided modes are concerned, Erdogan [30] simply by solving a system of two linear equations showed that the derivatives of the amplitude functions on the right hand side can be ignored. In this case we have a system of an infinite number of linear equations. However, as far as numerical considerations are concerned, one may ignore the derivatives of the amplitude functions on the right hand sides of the associated equations. In practice, by discretizing the integrals, one ends up with a system of finite number of equations. By transferring the derivative of the amplitude functions to the left hand side of the equations, the coefficient matrix is not the identity matrix anymore. However, it can be seen that the coefficient matrix is of the form

$$C = I + B$$  \hspace{1cm} (5.45)

where $I$ is an $2n \times 2n$ identity matrix. The general form of $B$ is given by

$$B = \begin{bmatrix}
-a_2 a_1 b_{12}^{12} & -a_2^2 b_{12}^{12} & -a_2 a_3 b_{34}^{12} & \ldots & -a_2 a_{2n} b_{2n-1,2n}^{12} \\
-a_4 a_1 b_{12}^{34} & -a_4 a_2 b_{12}^{34} & -a_4 a_3 b_{34}^{34} & \ldots & -a_4 a_{2n} b_{2n-1,2n}^{34} \\
-a_2 a_1 b_{12}^{12} & a_2 a_2 b_{12}^{12} & a_2 a_3 b_{34}^{12} & \ldots & a_2 a_{2n} b_{2n-1,2n}^{12} \\
-a_4 a_1 b_{12}^{34} & a_4 a_2 b_{12}^{34} & a_4 a_3 b_{34}^{34} & \ldots & a_4 a_{2n} b_{2n-1,2n}^{34} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-a_{2n} a_1 b_{12}^{2n-1,2n} & -a_{2n} a_2 b_{12}^{2n-1,2n} & -a_{2n} a_3 b_{34}^{2n-1,2n} & \ldots & -a_{2n} a_{2n} b_{2n-1,2n}^{2n-1,2n} \\
a_{2n-1} a_1 b_{12}^{2n-1,2n} & a_{2n-1} a_2 b_{12}^{2n-1,2n} & a_{2n-1} a_3 b_{34}^{2n-1,2n} & \ldots & a_{2n-1} a_{2n} b_{2n-1,2n}^{2n-1,2n}
\end{bmatrix}$$  \hspace{1cm} (5.46)

A careful look at $B$ reveals that if one starts from the first row or the first column, one realizes that its two consecutive rows and columns are dependent. This special feature can be used to obtain the determinant of the coefficient matrix $C$. To see this fact, suppose that we do an elementary row operation such that the
first row of $B$ vanishes. This operation reduces the matrix $C$ to

$$
C_1 = A_1 + B_1
$$

(5.47)

The elements of $B_1$ are exactly the same as the elements of $B$ except for the first row which is identically zero. Note that the determinant of $C_1$ is equal to the determinant of $C$. In the next step, we do an elementary column operation such that the second column of $B_1$ vanishes. As a result, $C_1$ reduces to

$$
C_2 = I + B_2
$$

(5.48)

The elements of $B_2$ are exactly the same as those of $B$, except for its first row and second column which are identically zero. Now the whole idea is clear. One needs to continue the elementary row and column operation to eliminate the successive odd rows and even columns of $B_2$. It should be emphasized that after each step, the determinant of $C_i$ remains unchanged. After $2n$ step, one ends up with

$$
C_{2n} = I + B_{2n}
$$

(5.49)

where $I$ is the identity matrix and $B_{2n}$ is a matrix such that its odd rows and even columns are identically zero. All its nonzero elements are the corresponding elements of $B$. From the above considerations, $C_{2n}$ can be written as

$$
C_{2n} = \begin{bmatrix}
1 & 0 & 0 & 0 & \cdots & 0 \\
\alpha_{12}^2b_{12}^{2n} & 1 & \alpha_1a_2b_{13}^{2n} & 0 & \cdots & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
a_{2n-1}a_1b_{12}^{2n-1,2n} & 0 & a_{2n-1}a_3b_{12}^{2n-1,2n} & 0 & \cdots & 1
\end{bmatrix}
$$

(5.50)

It is a trivial matter to show that the determinant of $C_{2n}$ is equal to 1. Consequently, the determinant of $C$ is also equal to 1.
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On the other hand, the right hand side of the system of equations is of the form

\[ D = \begin{bmatrix}
  a_2 L_{12} \\
  -a_1 L_{12} \\
  a_4 L_{24} \\
  -a_2 L_{34} \\
  . \\
  . \\
  . \\
  a_{2n} L_{2n-1,2n} \\
  -a_{2n-1} L_{2n-1,2n}
\end{bmatrix} \] 

(5.51)

Now if we use Cramer's rule to obtain the \( i \)th unknown; that is, the derivative of the \( i \)th amplitude, the numerator is the determinant of the matrix

\[ C' = I'_i + B' \] 

(5.52)

where the elements of \( I'_i \) are the elements of the identity matrix, except for the \( i \)th element which is identically zero. Moreover, \( B' \) can be obtained from \( B \) by replacing its \( i \)th column by the column vector \( D \) in (5.51). Matrix \( B' \) has almost the same property as \( B \); that is, starting from the first row every two consecutive rows are dependent. Similarly, starting from the first column every two consecutive columns are dependent except for the \( i \)th column and one of its neighbors. In this case by the elementary row and column operation it is possible to show that the determinant of \( C' \) is equal to the \( i \)th element of the column vector \( D \).

We have already shown that the determinant in the denominator is equal to 1. This means that the derivative of the \( i \)th amplitude in the system of coupled-mode equations is simply equal to the right hand side of the \( i \)th equation without the derivative of the corresponding amplitude. In other words, in vector approach, one may use the coupled-mode equations in (5.32) and (5.35) with \( Q_n(\rho) \) and \( P_n(\rho, \alpha) \).
given by (5.42) and (5.43), respectively. However, one may ignore the derivatives of the amplitudes appear on the right hand sides. This completes the derivation of coupled-mode equation using vector approach.

In the next section, we briefly describe how to use the coupled-mode equations that we have derived in the threshold analysis of circular-grating lasers.

5.5 Application to Circular-Grating Lasers

The coupled-mode equations derived in Sections 5.3 and 5.4 can be used for a DFB laser near the threshold. However, due to the complexity of the equations, especially the presence of the radiation modes these equations must be solved by a perturbational approach. First, we expand the dielectric perturbation in a Fourier series and discard improper terms due to the phase mismatch. For example, first-order interaction of the guided modes with the grating results in the whole spectrum of the radiation modes. For the sake of simplicity, we ignore the mutual interactions of the radiation modes with each other. Moreover, as far as the laser operation is concerned, one needs to consider radiation modes in the visible range only. That is, those radiation modes with positive value of $\beta^2(\alpha)$.

With the above considerations, by ignoring the radiation modes, one may obtain an initial guess for the guided modes. We can obtain the amplitudes of the radiation modes using the amplitudes of the guided modes in the coupled-mode equations. Substituting the amplitudes of the radiation modes in the coupled-mode equations describing the guided modes, results in the modified coupled-mode equations such that the radiation coupling factor comes into the picture.

As suggested by [59] in treating DFB lasers with straight gratings, more accurate
calculation of the radiation modes is possible, if one solves the modified coupled-mode equations to obtain a better approximation of the amplitude of the guided modes. These amplitudes in turn can be used to obtain a better approximation for the radiation modes. This procedure can be continued until it converges to a self-consistent solution. From the final coupled-mode equation, one may obtain the radiation coupling factor.

5.6 Summary

In this chapter we have developed a generalized coupled-mode equation for planar dielectric waveguides with circularly-symmetric gratings. The special feature in our formulation is the inclusion of the radiation modes. This feature distinguishes it from the previous works reported in the literature. We have considered two different approaches. The scalar approach is based on the ignorance of $\frac{\partial A}{\partial \rho}$ in the fundamental governing equation. However, in the vector approach, the coupled-mode equations are derived by considering $\frac{\partial A}{\partial \rho}$.
Chapter 6

Conclusions and Direction for Future Research

This concluding chapter provides a survey of the materials covered in the entire thesis and the scientific contributions resulting from this Ph.D. research work. Moreover, some guidelines for conducting the future research are presented.

In this thesis, the emphasis has been to consider the radiation field in the modeling of CGSELs. This special feature distinguishes it from previous works. Moreover, including the radiation field in the model enables one to obtain better criteria for the design of these lasers. With this aim in mind, the following original contributions have been achieved.

- Developing the mathematical theory of radiation modes in a multilayer planar structure

For the first time, a systematic and mathematically rigorous approach has been used in the study of lossless multilayer planar structures. The central focus in this study are the radiation modes. This formulation makes it easy
to treat the radiation modes in a multilayer planar structure. By introducing the form functions and considering their inner products as distribution, the orthogonality of the radiation modes has been placed in a proper structural form. This is the most important contribution of this study. We have also proved the orthogonality of the degenerate radiation modes. As a consequence of this theorem, we have introduced another theorem called the Brewster theorem in honor of Brewster and the famous angle he introduced. For the first time, we have presented the mathematical proof of the simple analytical formulas for the normalization of the radiation modes. In addition, we have shown that the form functions of the radiation modes can be considered as a kernel of a generalized Fourier transform. Finally, we have presented a systematic approach for constructing real-valued form functions. All of these materials are covered in Appendix A.

- Deriving closed-form spectral dyadic Green's function of multilayer planar structures

Using the transfer matrix technique, we have derived a closed-form spectral domain dyadic Green's function of a multilayer planar structure. Therefore, it is very well suited for numerical implementation. The importance of this work stems from the fact that both rectangular and cylindrical coordinate systems are treated in the same mathematical framework. Introducing auxiliary functions in the cylindrical coordinate system brings about such a possibility. The formulation explicitly shows that the Green's function is independent of the branch cut of the dispersion parameter of each layer having finite thickness. This formulation has been used in the investigation of the far-field pattern of a novel circular-grating laser at threshold. Chapter 2 is devoted to considering these materials.
• **Including the radiation effects in the threshold analysis of second-order CGSELs**

Inclusion of the radiation field in the threshold analysis of circular-grating lasers is another original contribution of this dissertation. The formulation is based on the azimuthally invariant electric field. Based on this assumption, for the first time, we have obtained the coupling factor to the radiation field in describing the mutual interaction of two guided modes in a cylindrical laser. The derivation of the radiation coupling factor has been done by using the Green's function method. Moreover, by using the TMM we have obtained the exact Green's function.

• **Developing the rate equations of second-order CGSELs**

The above-threshold analysis of circular-grating lasers is the heart of this thesis. For the first time, we have developed a model based on the time domain standing wave approach for treating second-order DFB lasers. This formulation is an alternative approach to the existing ones using the traveling wave method. In this model, starting from Maxwell's equations, we have derived the rate equations for the total number of photons inside the laser cavity and the phase of the optical amplitude. The effect of the radiation field has been properly and accurately included in the model. Although small signal and large signal analysis can be done from the rate equations, we have only considered the above-threshold static analysis of CGSELs. As a result, we have succeeded in obtaining the relationship between the injected current and the radiated output power. It is interesting to note that from this relationship it is possible to obtain some guidelines for the design of these kinds of lasers. Again, an azimuthally invariant electric field is the basic assumption in our formulation.
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- Developing generalized coupled-mode equations of planar waveguides with circular grating

As far as the effect of the radiation field in circular-grating lasers is concerned, our modeling is mostly based on the circularly symmetric beam assumption. On the other hand, the electric fields that have the first harmonic of azimuthal variation are the only aperture fields that can produce a nonzero far-field pattern on the laser axis. Therefore, the next step in the modeling of circular-grating lasers is to consider this type of variation. To this end, we have developed generalized coupled-mode equations in planar waveguides with circular gratings. The original contribution to this development is the inclusion of the radiation modes in the derivation of the coupled-mode equations. Our theoretical study of radiation modes is the core of this generalized formulation. We have derived the coupled-mode equations based on the scalar and vector approaches.

The above is the scope of the main contributions of this research work in the study of circular-grating lasers. However, to make such lasers commercially available, there is still a long way to go. There are important theoretical and technological difficulties that must be faced in order to use these lasers in optical communication systems. We address some of these challenges in the next section.

6.1 Suggestions for Future Research

- Discriminating of different azimuthal modes

One of the most important issues in the study and fabrication of circular-grating lasers is the mode control mechanism. The theoretical formulation of
first-order circular-gratings reveals that the modes with different azimuthal orders are in competition. At least, within the limits of the validity of the large argument approximation of the Hankel functions, all even order azimuthal modes lase simultaneously and the same is true for azimuthal modes of odd order. The discrimination between even and odd orders can be done through phase control of the grating. Even if different orders of the Hankel functions do not behave in the same fashion, however, the mode competition in first-order circular-grating lasers is very high. In second-order circular-grating lasers, due to the presence of the complex coupling factor, it is not clear whether the mode competition is as high as in the case of first-order grating. To investigate this problem, it is necessary to obtain an accurate model to predict the behavior of the laser modes with different azimuthal orders. Although we have developed generalized coupled-mode equations for different azimuthal modes in the presence of the radiation modes, however, we do not recommend using this approach as a first attempt towards this end.

An immediate next step in the study of circular-grating lasers is to consider the laser mode with the first-order azimuthal variation. Since this type of field is almost linearly polarized, the easiest way to analyze this mode may be by the modification of the LP mode technique in the study of optical fibers. Armed with the analysis of this type of mode, one may assess different ways of discriminating between the circularly symmetric beam and the beam with the first-order azimuthal variation. In fact, the suppression of unwanted azimuthal modes is the most challenging issue in the study of circular-grating lasers.

- **Suppressing the radiation field in the substrate**

In general, the radiation field propagates both in the substrate and the cover
regions. This feature may be undesirable in many applications. Therefore, another challenging issue for future research is the suppression of the radiation field in the substrate.

- **Considering small signal and large signal analysis**

  Needless to say, using these architectures in optical communication systems necessitate considering their modulation responses. Therefore, small signal and large signal analysis is another approach for future work.

- **Considering different architectures**

  There are still other possibilities for designing circular-grating lasers. For example, one may design a laser with a passive second-order grating at the center enclosed by a first-order DFB laser, or, the other way around. That is, a first-order DFB laser at the center enclosed by a passive second-order grating. It is also possible to apply some other existing techniques used for improving the performance of surface-emitting lasers with straight gratings. For example, using a two-section DFB/DBR with a continuous second-order grating and central pumped region [105], [106]. Finally, first-order circular-grating DFB lasers can be used in folded cavity lasers. That is, by using an integrated mirror suited internally or externally to the laser cavity, the edge-emitting power is redirected in the normal direction.

In summary, surface-emitting lasers using circular gratings are in the early stages of development. There are many opportunities for research. Much more theoretical and experimental work is required to make them commercially available. Many problems are still open and can be the subject of other Ph.D. theses. However, those who are interested in entering into this area should be aware of many difficulties
in their way and the number of challenges ahead. Working in this area requires persistence. Insight and inspiration will follow.
Appendix A

Mathematical Theory of Multilayer Planar Structures

A.1 Introduction

The study of integrated optics starts with the stack theory of planar structures. Moreover, many important properties of most of the state-of-the-art semiconductor lasers are based on the engineering of multilayer planar structures (MPSs). For this reason, we have devoted an appendix on the theoretical study of these geometries. In fact, this appendix provides the necessary background material upon which the entire thesis is based.

Although the core of the subject matter treated in this appendix is normally covered in the literature, however, we treat MPSs in a systematic and self-contained fashion. We use the potential approach in the study of MPSs which is a departure from customary practice of dealing with the components of the vector fields. We tackle a full vectorial problem by defining two suitable scalar potential functions.
These scalar generating functions enjoy interesting properties among which the characteristic behavior of the electromagnetic fields in MPSs can be obtained.

One of the main purposes of this appendix is to introduce suitable basis functions for treating radiation modes. We believe that the analytical method employed in the literature to prove the orthogonality relation of the radiation modes only satisfies credulous readers and can not be accepted by more scrupulous readers. In this appendix an attempt has been made to achieve mathematical rigor of this issue using the distribution theory. In this study some simplifying assumptions in treating of MPSs, e.g. symmetric geometries or limited number of layers have been relaxed. Especially, by using the transfer matrix method we treat arbitrary number of layers and prove the orthogonality of degenerate radiation modes. More importantly, simple analytical formulas have been derived for the normalization of radiation modes. This is the central focus of this appendix.

A.2 Basic Formulation

Let us consider the geometry shown in Fig. A.1. By a multilayer planar structure, we mean a stack of $N$ homogeneous dielectric films which make a stratified medium sandwiched between two semi-infinite homogeneous dielectric mediums. The upper and lower semi-infinite mediums are called the cover and substrate, respectively. To make the formulation completely general, we also assume different homogeneous linear magnetic properties for each film or medium. For the sake of simplicity and for the purposes of this thesis, we assume no gain or loss in our model, i.e., we consider only lossless MPSs.

The above description of the structure permits us to write Maxwell's equation
Figure A.1: The cross section of a multilayer medium consisting of N dielectric planar films

in the ith source-free region as

\[ \nabla \times E_i = -j\omega \mu_0 \mu_r \mathbf{H}_i \]  \hspace{1cm} (A.1)

\[ \nabla \times H_i = j\omega \varepsilon_0 \varepsilon_r E_i \]  \hspace{1cm} (A.2)

where \( e^{j\omega t} \) time variation has been assumed. \( \varepsilon_0 \) and \( \mu_0 \) are permittivity and permeability of vacuum, respectively. The subscript \( i \) denotes the associated layer number which can also be \( c \) or \( s \) standing for the cover and substrate, respectively. By an arbitrary electromagnetic field we mean any electromagnetic field satisfies Maxwell's equation in each region subject to the boundary conditions at the interface and the radiation conditions at infinity.
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In view of the solenoidal character of \( E_i \) in the \( i \)th region, we can express the electric field in terms of the curl of the so-called magnetic type of Hertzian vector potential \( \Pi_i^h \) \cite{107} (pp. 30-34) as

\[
E_i = -j\omega \mu_o \nabla \times \Pi_i^h \tag{A.3}
\]

Substituting (A.3) into (A.1) leads to

\[
H_i = \frac{1}{\mu_r} \nabla \times \nabla \times \Pi_i^h. \tag{A.4}
\]

where \( \nabla \cdot \Pi_i^h \) is as yet arbitrary. By imposing the Lorentz condition on \( \Pi_i^h \) \cite{107} (pp. 30-34), the equation for \( \Pi_i^h \) becomes the vector Helmholtz equation

\[
\nabla^2 \Pi_i^h + \epsilon_r \mu_r k_o^2 \Pi_i^h = 0 \tag{A.5}
\]

where \( k_o = \omega \sqrt{\mu_o \epsilon_o} \) is the free space wave number. Note that the Hertzian vector potential defined in (A.3) is slightly different than that defined in [107] (pp. 30-34). In fact, the Hertzian vector potential in (A.3) is the multiple of the corresponding potential function defined in [107] (pp. 30-34). The reason of this fact will be explained later.

In a dual manner, we let

\[
H_i = j\omega \epsilon_o \nabla \times \Pi_i^e \tag{A.6}
\]

where \( \Pi_i^e \) is the electric Hertzian vector potential. Following the same line as before, we find that \( \Pi_i^e \) satisfies the following equation

\[
\nabla^2 \Pi_i^e + \epsilon_r \mu_r k_o^2 \Pi_i^e = 0, \tag{A.7}
\]

and the electric field is given by

\[
E_i = \frac{1}{\epsilon_r} \nabla \times \nabla \times \Pi_i^e \tag{A.8}
\]
In principle, an arbitrary electromagnetic field in each homogeneous source-free region can be expressed in terms of either $\Pi_i^h$ or $\Pi_i^c$, i.e., a single vector potential function. For example, one may start from the general form of the solution of the vector wave equation (A.5) in each region and match the boundary conditions by using (A.3) and (A.4). However, this is a difficult task in practice. This problem can be solved by taking advantage of the special form of the field description in terms of vector potential functions in (A.3) and (A.6). More precisely, let us assume that $\hat{u}$ is an arbitrary fixed unit vector. By choosing the particular form of $\Pi_i^h$ as

$$\Pi_i^h = \hat{u}\Psi_i^h$$  \hspace{1cm} (A.9)

and using (A.3), one obtains

$$E_i = j\omega\mu_0\hat{u} \times \nabla \Psi_i^h$$  \hspace{1cm} (A.10)

As can be seen the corresponding electric field is perpendicular to the unit vector $\hat{u}$. Thus, the associated electric field due to the particular choice of $\Pi_i^h$ in (A.9) is transverse to $\hat{u}$; the so-called TE$_u$ field. In a similar fashion, the particular choice of $\Pi_i^c$ as

$$\Pi_i^c = \hat{u}\Psi_i^c$$  \hspace{1cm} (A.11)

results in a transverse magnetic field with respect to the direction of $\hat{u}$.

In general the associated fields due to the above choices of $\Pi_i^h$ or $\Pi_i^c$ only satisfy Maxwell's equations in the $i$th region and do not satisfy the boundary conditions at the interfaces. Moreover, an arbitrary electromagnetic field is neither TE$_u$ nor TM$_u$. Thus, these particular choices of $\Pi_i^h$ and $\Pi_i^c$ are only useful if one employ the principle of superposition and express part of the field in terms of $\Pi_i^h$ defined in (A.9). Therefore, the remaining part of the field which is of TM$_u$ type can be expressed by $\Pi_i^c$ in (A.11). In fact, an arbitrary electromagnetic field in each layer
can be decomposed into TE\textsubscript{u} and TM\textsubscript{u} parts. Now we express the electromagnetic field in each layer as

\[ E_i = -j\omega\mu_o \nabla \times \Pi_i^h + \frac{1}{\mu_{r_i}} \nabla \times \nabla \times \Pi_i^e, \]

(A.12)

\[ H_i = j\omega\varepsilon_o \nabla \times \Pi_i^e + \frac{1}{\varepsilon_{r_i}} \nabla \times \nabla \times \Pi_i^h \]

(A.13)

where \( \Pi_i^h \) and \( \Pi_i^e \) are directed in the \( \hat{u} \) direction as expressed by (A.9) and (A.11), respectively. Thus the TE\textsubscript{u} part of the field can be derived from \( \Psi_i^h \) and \( \Psi_i^e \) generates the TM\textsubscript{u} part. Using the identity

\[ \nabla \times \nabla \times \Pi_i^{(e,h)} = \nabla \nabla \cdot \Pi_i^{(e,h)} - \nabla^2 \Pi_i^{(e,h)} \]

and noting that \( \Pi_i^e \) and \( \Pi_i^h \) are the solutions of (A.5) and (A.7), we obtain

\[ E_i = j\omega\mu_o \hat{u} \times \nabla \Psi_i^h + \frac{1}{\mu_{r_i}} \nabla \left( \frac{\partial \Psi_i^e}{\partial u} \right) + \varepsilon_{r_i} k_o^2 \Psi_i^e \hat{u} \]

(A.14)

\[ H_i = -j\omega\varepsilon_o \hat{u} \times \nabla \Psi_i^e + \frac{1}{\varepsilon_{r_i}} \nabla \left( \frac{\partial \Psi_i^h}{\partial u} \right) + \mu_{r_i} k_o^2 \Psi_i^h \hat{u} \]

(A.15)

where \( u \) is the variable along the \( \hat{u} \) direction and \( \Psi_i^h \) and \( \Psi_i^e \) are the solutions of scalar Helmholtz equation

\[ \nabla^2 \Psi_i^{(e,h)} + \varepsilon_{r_i}\mu_{r_i} k_o^2 \Psi_i^{(e,h)} = 0 \]

(A.16)

We shall find it possible to choose \( \Psi_i^e \) and \( \Psi_i^h \) sufficiently general to express an arbitrary electromagnetic field by (A.14) and (A.15). Thus, an arbitrary electromagnetic field in each source-free homogeneous layer can be expressed by the two types of scalar potential functions \( \Psi_i^e \) and \( \Psi_i^h \).

### A.3 LSM and LSE Fields

In the preceding section a general method for constructing an arbitrary electromagnetic field in a source-free MPS has been described. This method is completely
general and can be applied to an arbitrary piecewise homogeneous and source-free region. It has been shown that in general two types of scalar potential functions completely determine an arbitrary electromagnetic field in a source-free MPS. In Chapter 2, we have used Green's function approach to study MPSs in the presence of the source. In that case, by using the principle of superposition, we have shown that the source-free constraint can be relaxed and even in the presence of the source the electromagnetic fields can be obtained from the two types of scalar potential functions. In this appendix we stick on the source-free constraint.

As far as engineering is concerned, we are interested in constructing of electromagnetic field in their simplest form. More importantly, these simplest forms of solutions can be considered as the building blocks of more general solutions. Therefore, the question may be raised at this point is that

How to construct the simple forms of the solutions of the Maxwell's equations in a MPS?

To answer the above question we have to specify what we mean by the simple form of the solutions. Let us consider the simple forms of the solutions as those kinds of solutions that can be obtained from one type of scalar potential function. In this context, the above question can be answered by a careful study of (A.14) and (A.15). It should be mentioned that the direction of $\mathbf{u}$ in (A.14) and (A.15) is completely arbitrary. For planar structures it is natural to choose $\mathbf{u}$ either parallel or perpendicular to the planar interfaces. We now consider each case separately.

Case A: $\mathbf{u}$ is parallel to the planar interfaces

In this case any attempt to construct an electromagnetic field from one type of the potential functions without any restriction on the potential function leads to a complete failure. For example, suppose that we want to construct an electromagnetic field from $\Psi_i^h$'s. With this goal in mind, from (A.14) and (A.15) we
get

\[ E_i = j\omega\mu_o\hat{u} \times \nabla\Psi_i^h \] (A.17)

\[ H_i = \frac{1}{\mu_r} \nabla\left( \frac{\partial\Psi_i^h}{\partial u} \right) + \varepsilon_r k_o^2\Psi_i^h \hat{u} \] (A.18)

Now (A.17) requires that \( \varepsilon_{ih} \)s be continuous at each interface whereas (A.18) results in the continuity of \( \frac{1}{\mu_r} \Psi_i^h \)'s. A dual reasoning can also be applied to show that in general a potential function of the electric type only is not sufficient to support an electromagnetic field. However, a suitable condition on the potential functions makes it possible to construct an electromagnetic field from one type of the potential function only.

Let us assume that \( \Psi_i^h \)'s are independent of the coordinate normal to \( \hat{u} \) in the planar interfaces. In this case, the electromagnetic fields constructed from (A.17) and (A.18) have only three components and completely fulfill the boundary conditions at all interfaces. The only requirements are the continuity of \( \frac{\partial\Psi_i^h}{\partial n} \) and \( \frac{1}{\mu_r} \frac{\partial}{\partial n} \left( \frac{\partial\Psi_i^h}{\partial n} \right) \) at all interfaces. By \( \frac{\partial}{\partial n} \), we mean the directional derivative with respect to the normal to the interfaces. Moreover, it can be shown that \( \frac{\partial\Psi_i^h}{\partial n} \) is the solution of the following partial differential equation

\[ \frac{\partial^2}{\partial n^2} \left( \frac{\partial\Psi_i^h}{\partial n} \right) + \frac{\partial^2}{\partial u^2} \left( \frac{\partial\Psi_i^h}{\partial n} \right) + \varepsilon_r k_o^2 \frac{\partial\Psi_i^h}{\partial n} = 0. \]

As will be shown later, the above conditions are completely self-consistent. Imposing similar conditions on \( \Psi_i^e \)'s bring the possibility of constructing an electromagnetic field from \( \Psi_i^e \)'s only.

It is always possible to rotate the coordinate axes parallel to the planar interfaces in such away that the dependence of the potential function on one variable vanishes. Therefore, in principle, choosing a suitable direction parallel to the interfaces of a MPS makes it possible to generate an electromagnetic field from only one type of
the potential function. However, each *simple form* is associated with a different direction. This is the main drawback of choosing \( \hat{u} \) parallel to the interfaces.

**Case B: \( \hat{u} \) is perpendicular to the planar interfaces**

With this choice of \( \hat{u} \), (A.14) and (A.15) reveal the possibility of single-potential construction without any restrictive condition on the potential functions. In this case, the boundary conditions require that

\[
\nabla_t \Psi^h_{i+1}|_{z=d_i} = \nabla_t \Psi^h_i|_{z=d_i} \quad i = 0, 1, 2, \ldots N
\]

\[
\frac{1}{\mu_{r_{i+1}}} \nabla_t \left( \frac{\partial \Psi^h_{i+1}}{\partial u} \right)|_{z=d_i} = \frac{1}{\mu_{r_i}} \nabla_t \left( \frac{\partial \Psi^h_i}{\partial u} \right)|_{z=d_i} \quad i = 0, 1, 2, \ldots N
\]

where the indices 0 and \( N+1 \) correspond to the substrate and cover layers, respectively. Therefore, continuity of \( \Psi^h_i \)'s and the normal derivatives of \( \frac{1}{\mu_{r_i}} \Psi^h_i \)'s at each interface are sufficient to meet the above requirements in constructing \( TE_u \) field. Whereas construction of \( TM_u \) requires that \( \Psi^e_i \)'s and the normal derivatives of \( \frac{1}{\epsilon_{r_i}} \Psi^e_i \)'s be continuous. Furthermore, this choice of \( \hat{u} \) direction is useful not only in the rectangular coordinate system. It is also advantageous to choose \( \hat{u} \) in the axial direction of the cylindrical coordinate system which is usually set up in the direction perpendicular to the planar interfaces.

In this case, since the electric field of the so-called \( TE_u \) field does not have any component transverse to the interfaces and completely lies in the planar interfaces, the field is also called the longitudinal-section electric (LSE) field. These types of fields first were introduced in the investigation of closed-boundary waveguides [107] (Chap. 6.). Therefore, the word 'longitudinal' is more appropriate for closed-boundary waveguides rather than MPSs. However, we use the same terminology in the investigation of MPSs. By the same token, the \( TM_u \) field generated by the electric Hertzian potential function is referred to as the longitudinal-section magnetic (LSM) field.
As illustrated in Fig. A.1, the coordinate axes are set up in such a way that the z axis is normal to the interfaces. As will be shown later, this choice of the z axis makes it possible to use the same footing in the investigation of MPSs in the rectangular and cylindrical coordinate systems. Now the LSE and LSM modes in a coordinate-free system can be described as

LSE mode:

\[ E^h_i = j\omega \mu c \hat{z} \times \nabla \Psi^h_i \tag{A.19} \]

\[ H^h_i = \frac{1}{\mu \epsilon_i} \nabla \left( \frac{\partial \Psi^h_i}{\partial z} \right) + \epsilon_i \kappa_i^2 \Psi^h_i \hat{z} \tag{A.20} \]

subject to the continuity of \( \Psi^h_i \) and \( \frac{1}{\mu \epsilon_i} \frac{\partial \Psi^h_i}{\partial z} \) at all interfaces.

LSM mode:

\[ H^e_i = -j\omega \epsilon c \hat{z} \times \nabla \Psi^e_i \tag{A.21} \]

\[ E^e_i = \frac{1}{\epsilon \epsilon_i} \nabla \left( \frac{\partial \Psi^e_i}{\partial z} \right) + \epsilon_i \kappa_i^2 \Psi^e_i \hat{z} \tag{A.22} \]

subject to the continuity of \( \Psi^e_i \) and \( \frac{1}{\epsilon \epsilon_i} \frac{\partial \Psi^e_i}{\partial z} \) at all interfaces. \( \Psi^{(e,h)}_i \) are the solutions of the \( (A.16) \).

The special forms of the Hertzian potential functions defined in \( (A.3) \) and \( (A.6) \) result in the continuity of the potential functions and the discontinuity of their normal derivatives at all interfaces. However, those defined in \[107\] (pp. 30-34) require that the normal derivatives be continuous and the potentials themselves be discontinuous at each interface. This behavior is the result of the continuity of appropriate field components at the interfaces. Since all the normal derivatives must be considered as one-sided derivatives, it is not a problem at all. However, we are interested in the continuity of the potential functions rather than their derivatives. For this reason, we use \( (A.3) \) and \( (A.6) \) as the definition of the Hertzian potential functions.
APPENDIX A. MULTILAYER PLANAR STRUCTURES

Equations (A.19)-(A.22) are the starting point in the study of MPSs in a coordinate-free system. In the absence of the current source, the LSE and LSM fields are decoupled and can exist independently. Since the fields are obtained from the scalar potential functions, one might expect these generating scalar fields completely reflect the properties of the electromagnetic fields in MPS. Therefore, it is natural to focus on the potential functions rather than the vector fields. This is the topic of the following section.

A.4 Characterization of the Potential Functions

So far, we have shown that how a vector field problem in a MPS can be reduced to a scalar one. This problem can be further simplified if one tries to find the simplest form of the potential functions. We turn now to a systematic treatment of this matter. To this end, we return to (A.16), the basis for constructing the potential functions. According to (A.16), \( \Psi_i^{(\epsilon,\mu)} \) are the solutions of the scalar Helmholtz equation

\[
(\nabla_i^2 + \frac{\partial^2}{\partial z^2} + \epsilon_i \mu_i k_i^2) \Psi_i^{(\epsilon,\mu)} = 0 \tag{A.23}
\]

where \( \nabla_i^2 \) is the Laplacian operator in the transverse plane to the \( z \) axis. Since the Helmholtz equation is separable, it is possible to find the solutions of the form

\[
\Psi_i^{(\epsilon,\mu)} = A_i^{(\epsilon,\mu)}(u_1, u_2) F_i^{(\epsilon,\mu)}(z) \tag{A.24}
\]

where \((u_1, u_2)\) are suitable transverse coordinates to the \( z \) axis, i.e., \((x, y)\) and \((\rho, \phi)\) in the rectangular and cylindrical coordinate systems, respectively.

The special factorization form in (A.24) follows from Marcuvitz [109] in the treatment of the closed-boundary waveguides. To explain the basic idea, let us
consider a general closed-boundary waveguide with an arbitrary cross section transverse to the propagation direction as illustrated in Fig. A.2. According to Marcuvitz [109], the electric and magnetic field components of each mode of the closed-boundary waveguide are factorable into the form functions, depending only on the cross-sectional coordinates transverse to the propagation direction, and into the amplitude functions, depending only on the coordinate in the propagation direction. That is,

\begin{align*}
E^{(e,h)}(u, v, z) &= a^{(e,h)}(z) e^{(e,h)}(u_1, u_2) \\
H^{(e,h)}(u, v, z) &= a^{(e,h)}(z) h^{(e,h)}(u_1, u_2)
\end{align*}

(A.25)  \hspace{1cm} (A.26)

where \((u_1, u_2)\) are suitable coordinates transverse to the propagation direction. The characteristic equation of the waveguide can be obtained by applying the boundary conditions on the waveguide cross section.

Using the Marcuvitz terminology in the factorization of the potential functions in (A.24), the form functions of a MPS depend only on the \(z\) variable (cross-sectional coordinate) and the amplitude functions are dependent on \(u\) and \(v\) coordinates (direction of propagation) transverse to the \(z\) axis. The mathematical representations
of the amplitude functions defined by Marcuvitz for closed-boundary waveguides are the same for waveguides with different cross sections and the form functions depend on the geometry of the cross section of the waveguide. However, in the case of MPSs, the form functions have the same mathematical representation and the amplitude functions are geometry-dependent. In both cases by applying suitable boundary conditions on the form function, the characteristic equations of the waveguide can be obtained. In order to satisfy the boundary conditions at all interfaces, the dependence of the potential functions on \( u \) and \( v \) in each layer must be the same. For this reason, the amplitude functions in (A.24) do not depend on the layer index.

Using the method of separation of variables, the amplitude functions in the rectangular coordinate system can be written as

\[
A^{(r,h)}(x, y) = e^{-j[k_x^{(r,h)} x + k_y^{(r,h)} y]},
\]

(A.27)

With a suitable coordinate transformation, that is, by rotating the planar coordinates in the \( z-y \) plane, the amplitude functions can be rewritten as

\[
A^{(r,h)}(\eta, \xi) = e^{-j\beta^{(r,h)} \xi},
\]

where

\[
[\beta^{(r,h)}]^2 = [k_x^{(r,h)}]^2 + [k_y^{(r,h)}]^2.
\]

Consequently, if one substitutes (A.24) and (A.27) into (A.16), one finds that

\[
\frac{d^2 F_i^{(r,h)}}{dz^2} + \left( \varepsilon_r \mu_r k_o^2 - [\beta^{(r,h)}]^2 \right) F_i^{(r,h)} = 0
\]

(A.28)

Now the boundary conditions for the the LSE field require that

\[
F_{i+1}^h(d_i) = F_i^h(d_i) \quad i = 0, 1, 2, \ldots N
\]

(A.29)
\[ \frac{1}{\mu_{r_{i+1}}} \frac{dF^h_{i+1}}{dz} \bigg|_{d_i} = \frac{1}{\mu_{r_i}} \frac{dF^h_i}{dz} \bigg|_{d_i} \quad i = 0, 1, 2, \ldots N \quad (A.30) \]

The form functions \( F^e_i(z) \) of the LSM field satisfy the following boundary conditions

\[ F^e_{i+1}(d_i) = F^e_i(d_i) \quad i = 0, 1, 2, \ldots N \quad (A.31) \]

\[ \frac{1}{\varepsilon_{r_{i+1}}} \frac{dF^e_{i+1}}{dz} \bigg|_{d_i} = \frac{1}{\varepsilon_{r_i}} \frac{dF^e_i}{dz} \bigg|_{d_i} \quad i = 0, 1, 2, \ldots N \quad (A.32) \]

Note that the continuity of the form functions is the direct consequence of choosing the Hertzian potential function as defined in (A.3) and (A.6).

Using the same technique in the cylindrical coordinate system, the amplitude functions can be written as

\[ A^{(e,\lambda)}(\rho, \phi) = e^{in\phi} B_n[\beta^{(e,\lambda)}] \quad (A.33) \]

where \( B_n[\beta^{(e,\lambda)}] \) are suitable Bessel functions satisfying

\[ \frac{d^2 B_n}{d\rho^2} + \frac{1}{\rho} \frac{dB_n}{d\rho} + \left( \beta^{(e,\lambda)} \right)^2 - \frac{n^2}{\rho^2} \right) B_n = 0 \quad (A.34) \]

On substitution of (A.24) and (A.33) into (A.16) and using (A.34), it can be easily seen that \( F_i^{(e,\lambda)}(z) \) satisfy the same differential equation in (A.28) with the same boundary conditions.

The important implication of the above considerations is that the investigation of MPSs in the rectangular and cylindrical coordinate systems leads to the same characteristic behavior of the form functions. This makes it possible to treat these structures on the same footing. Since the form functions completely determine the nature of the electromagnetic field supported by the MPS, we entirely focus on these functions.

As will be shown later, the solutions of (A.28) fall into two basic categories. The first type of the solutions for the form functions leads to those kinds of electromagnetic fields that are tightly bound to the stack and can not reach very far inside
the cover or the substrate. These types of fields are called *surface waves* or *guided modes*. The surface waves are peculiar to MPSs and in order to be supported at least two barriers are needed to trap the wave. Solutions of these types lead to an eigenvalue problem with a discrete set of eigenvalues.

There are still other types of the *form functions* that lead to the so-called radiation fields. These types of *form functions* have an oscillatory behavior in the substrate and cover or in the substrate only. Since the resulting electromagnetic field is no longer tightly bound to the stack, it is sometimes referred to as an unbound state in analogy with the hydrogen atom. These states are necessary to describe the scattering phenomena in MPSs. More detailed study of the radiation modes will be done later in this appendix.

From the above considerations, the *form functions* are central to the investigation of MPSs. Since these functions satisfy the differential equation (A.28) subject to the boundary conditions (A.29) and (A.30) or (A.31) and (A.32), it is worth seeking a systematic approach to tackle (A.28) in MPSs. To this end, we have shown that (A.28) and the corresponding boundary conditions can be replaced with suitable *matrix equations*. Since this thesis heavily relies on this method, in Appendix B.1 this technique is described in more details.

### A.5 Surface Waves

Multilayer planar structures have the potential of guiding electromagnetic waves. This characteristic feature enables MPSs to support an electromagnetic field that is tightly bound to the stack with an exponential amplitude decay both in the substrate and cover regions. Therefore, MPSs are sometimes referred to as open-boundary or surface waveguides. The mechanism of guidance in a MPS is based
on the trapping of the wave between at least two barriers. This phenomena is only possible if there exist at least one layer with index \( l \) such that its refractive index \( \sqrt{\mu_r \varepsilon_r} k_o \) is larger than \( \max(\sqrt{\mu_r \varepsilon_r} k_o, \sqrt{\mu_r \varepsilon_r} k_o) \).

The study of surface waves or the so-called guided waves in MPSs is very similar to the study of an electron trapped in multiple quantum wells. Each eigenvalue of Schrödinger equation correspond to an allowed energy state of the electron. In a similar fashion, surface waves are the eigenvalue solutions of the characteristic equation of a MPS.

Since form functions reflect the characteristic behavior of the electromagnetic wave in a MPS, it can be easily seen that a MPS can support a surface wave with a form function defined in the entire space as

\[
F^{(e,h)}(z) = \begin{cases} 
  d^{(e,h)}_c e^{-\gamma^{(e,h)}_c(z-d_N)} & z > d_N \\
  A^{(e,h)}_i c_h[\gamma^{(e,h)}_i(z-d_{i-1})] + B^{(e,h)}_i s_h[\gamma^{(e,h)}_i(z-d_{i-1})] & d_{i-1} < z < d_i \\
  b^{(e,h)}_s e^{\gamma^{(e,h)}_s z} & z < 0 
\end{cases}
\]  

(A.35)

where \( c_h(\cdot) \) and \( s_h(\cdot) \) stand for \( \cosh(\cdot) \) and \( \sinh(\cdot) \), respectively. Moreover,

\[
\gamma^{(e,h)}_c = \sqrt{[\beta^{(e,h)}]^2 - \varepsilon_r \mu_r k_o^2}, \quad (A.36a)
\]

\[
\gamma^{(e,h)}_i = \sqrt{[\beta^{(e,h)}]^2 - \varepsilon_r \mu_r k_o^2}, \quad (A.36b)
\]

\[
\gamma^{(e,h)}_s = \sqrt{[\beta^{(e,h)}]^2 - \varepsilon_r \mu_r k_o^2}. \quad (A.36c)
\]

\( \beta^{(e,h)} \) is as yet unknown and to be determined in such a way that \( F^{(e,h)}(z) \) meet all required boundary conditions.

In Appendix B.1 we have discussed how the boundary conditions can be reduced to a matrix equation. More precisely, the boundary conditions at each interface
\[ z = d_i, \ i = 1 \ldots N - 1, \text{ leads to a matrix equation} \]
\[
\begin{bmatrix}
A_{i+1}^{(e,h)} \\
\gamma_i^{(e,h)} B_{i+1}^{(e,h)}
\end{bmatrix} = T_{i+1,i}^{(e,h)} \begin{bmatrix}
A_i^{(e,h)} \\
\gamma_i^{(e,h)} B_i^{(e,h)}
\end{bmatrix}
\]  \hspace{1cm} (A.37)

where \( T_{i+1,i}^{(e,h)} \) is a transfer matrix between two adjacent layers \( i \) and \( i+1 \). Its elements are derived in Appendix B.1. In a similar fashion, the boundary conditions at \( z = 0 \) requires that
\[
\begin{bmatrix}
A_1^{(e,h)} \\
\gamma_1^{(e,h)} B_1^{(e,h)}
\end{bmatrix} = T_{1,0}^{(e,h)} \begin{bmatrix}
1 \\
\gamma_s^{(e,h)}
\end{bmatrix} \begin{bmatrix}
1 \\
\gamma_s^{(e,h)}
\end{bmatrix} \begin{bmatrix}
b_s^{(e,h)}
\end{bmatrix}
\]  \hspace{1cm} (A.38)

where
\[
T_{1,0}^{(e,h)} = \begin{bmatrix}
1 & 0 \\
0 & p^{(e,h)}
\end{bmatrix}
\]  \hspace{1cm} (A.39)

with \( p^e = \frac{\mu_e}{\varepsilon_e}, \ p^h = \frac{\mu_h}{\varepsilon_h} \). Finally, applying the boundary conditions at \( z = d_N \) leads to
\[
\begin{bmatrix}
1 \\
-\gamma_c^{(e,h)}
\end{bmatrix} \begin{bmatrix}
a_c^{(e,h)} \\
\gamma_c^{(e,h)}
\end{bmatrix} = T_{N+1,N}^{(e,h)} \begin{bmatrix}
A_N^{(e,h)} \\
\gamma_N^{(e,h)} B_N^{(e,h)}
\end{bmatrix}
\]  \hspace{1cm} (A.40)

Different approaches use the so-called matrix formalism for obtaining the characteristic equations of a multilayer stack [110]-[112]. The essence of this method is based on the three matrix equations in (A.37)-(A.40). By successive elimination of the amplitude coefficients of the form functions in each region, we end up with a system of two homogeneous linear equations in two unknowns
\[
\begin{bmatrix}
1 \\
-\gamma_c^{(e,h)}
\end{bmatrix} \begin{bmatrix}
a_c^{(e,h)} \\
\gamma_c^{(e,h)}
\end{bmatrix} - T^{(e,h)} \begin{bmatrix}
1 \\
\gamma_s^{(e,h)}
\end{bmatrix} \begin{bmatrix}
b_s^{(e,h)}
\end{bmatrix} = 0
\]  \hspace{1cm} (A.41)

where
\[
T^{(e,h)} = \prod_{i=N}^{0} T_{i+1,i}^{(e,h)}.
\]  \hspace{1cm} (A.42)
Note that from (B.14), we have

\[ \det \left( T^{(e,h)} \right) = \prod_{i=N}^{0} \det \left( T^{(e,h)}_{i+1,i} \right) = \prod_{i=N}^{0} \frac{c_{i+1}^{(e,h)}}{c_{i}^{(e,h)}} = \frac{c_{c}^{(e,h)}}{c_{s}^{(e,h)}} \] (A.43)

where \( c_{i}^{h} = \mu_{r_{i}} \) and \( c_{i}^{e} = \varepsilon_{r_{i}} \). Multiplying both sides of the matrix equation (A.41) by the row matrix \([\gamma_{c}^{(e,h)}, 1]\) leads to the cancelation of \( a_{c}^{(e,h)} \). Nontrivial solution requires that the resulting coefficient of \( b_{s}^{(e,h)} \) be equal to 0. That is,

\[-[\gamma_{c}^{(e,h)}, 1]T^{(e,h)} \begin{bmatrix} 1 \\ \gamma_{s}^{(e,h)} \end{bmatrix} = 0. \] (A.44)

The two different equations in (A.44) are the characteristic equations of the normal LSE and LSM fields of the MPS shown in Fig.A.1. The roots of these equations are the eigenvalues of the surface waves, the so-called normal mode propagation constants. A careful look at (A.44) reveals that the characteristic equations are the determinants of coefficient matrices in (A.41). As shown in Appendix B.1, for a lossless MPS the elements of the transfer matrices are real. Therefore, from (A.36a), (A.36c), and (A.44) the characteristic equation of a lossless MPS is a real function of \( \beta^{(e,h)} \), if

\[ \beta^{(e,h)} > \max(\sqrt{\mu_{r_{i}}\varepsilon_{r_{i}}k_{0}}, \sqrt{\mu_{r_{i}}\varepsilon_{r_{i}}k_{0}}) \]

In fact, the real roots of the characteristic equations (A.44) in the range of

\[ \max(\sqrt{\mu_{r_{i}}\varepsilon_{r_{i}}k_{0}}, \sqrt{\mu_{r_{i}}\varepsilon_{r_{i}}k_{0}}) < \beta^{(e,h)} < \max(\sqrt{\mu_{r_{i}}\varepsilon_{r_{i}}k_{0}}) \quad i = 1, 2, \ldots N \] (A.45)

correspond to the eigenvalues of the surface waves that can be supported by the MPS. The largest root gives the fundamental mode.
Multiplying both sides of (A.41) by \((T^{(\varepsilon,h)})^{-1}\) leads to
\[
(T^{(\varepsilon,h)})^{-1} \begin{bmatrix} 1 & \gamma^{(\varepsilon,h)}_c \\ -\gamma^{(\varepsilon,h)}_s \\ \end{bmatrix} a^{(\varepsilon,h)}_c - \begin{bmatrix} 1 & \gamma^{(\varepsilon,h)}_c \\ -\gamma^{(\varepsilon,h)}_s \\ \end{bmatrix} \theta^{(\varepsilon,h)}_s = 0
\]  
(A.46)

If one multiplies both sides of the above equation by the row matrix \([-\gamma^{(\varepsilon,h)}_s \ 1]\) and uses the same arguments, one obtains the characteristic equations of LSM and LSE modes in the form
\[
[-\gamma^{(\varepsilon,h)}_s \ 1] (T^{(\varepsilon,h)})^{-1} \begin{bmatrix} 1 \\ -\gamma^{(\varepsilon,h)}_c \\ \end{bmatrix} = 0
\]  
(A.47)

At first glance, the two types of the characteristic equations in (A.44) and (A.47) seems to be different. However, except within a multiplicative factor, these two equations have the same mathematical representations. More precisely, we have
\[
[-\gamma^{(\varepsilon,h)}_s \ 1] (T^{(\varepsilon,h)})^{-1} \begin{bmatrix} 1 \\ -\gamma^{(\varepsilon,h)}_c \\ \end{bmatrix} = \frac{c^{(\varepsilon,h)}_s}{c^{(\varepsilon,h)}_c} \times \left( -[\gamma^{(\varepsilon,h)}_c \ 1] T^{(\varepsilon,h)} \begin{bmatrix} 1 \\ \gamma^{(\varepsilon,h)}_s \\ \end{bmatrix} \right)
\]  
(A.48)

Therefore, (A.44) and (A.47) have the same roots.

The characteristic equations of the MPS can still be written in a different form. For example, by changing the variable \(z\) to \(u = d_n - z\), the characteristic equations reduce to either
\[
- [\gamma^{(\varepsilon,h)}_s \ 1] \tilde{T}^{(\varepsilon,h)} \begin{bmatrix} 1 \\ \gamma^{(\varepsilon,h)}_c \\ \end{bmatrix} = 0.
\]  
(A.49)

or
\[
[-\gamma^{(\varepsilon,h)}_c \ 1] (\tilde{T}^{(\varepsilon,h)})^{-1} \begin{bmatrix} 1 \\ -\gamma^{(\varepsilon,h)}_s \\ \end{bmatrix} = 0
\]  
(A.50)

where
\[
\tilde{T}^{(\varepsilon,h)} = \prod_{i=0}^{N} \tilde{T}^{(\varepsilon,h)}_{i,i+1},
\]  
(A.51)
\[
\hat{T}_{0,1} = \begin{bmatrix}
1 & 0 \\
0 & q^{(e,h)}
\end{bmatrix}
\] (A.52)

\[
\hat{T}^{(e,h)}_{i,i+1} = \begin{bmatrix}
ch(\gamma_{i+1}^{(e,h)} t_{i+1}) & \frac{sh(\gamma_{i+1}^{(e,h)} t_{i+1})}{\gamma_{i+1}^{(e,h)}} \\
\frac{c_s^{(e,h)}}{c_i^{(e,h)}} \gamma_{i+1}^{(e,h)} sh(\gamma_{i+1}^{(e,h)} t_{i+1}) & \frac{c_s^{(e,h)}}{c_i^{(e,h)}} ch(\gamma_{i+1}^{(e,h)} t_{i+1})
\end{bmatrix}
\] (A.53)

\[q^e = \frac{c_N}{c_e}, \text{ and } q^h = \frac{\mu_N}{\mu_e}.\] In this case even if the mathematical forms of (A.44) and (A.49) are totally different, however, physical considerations require that these two different characteristic equations have the same set of solutions. The same is true for (A.47) and (A.50).

Since the form functions are the solutions of a homogeneous differential equation with homogeneous boundary conditions, they can be obtained within a multiplicative constant. Therefore, one of the coefficients can be chosen arbitrarily. If, for example, \(b^{(e,h)}\) is chosen as a real number, from matrix equations in (A.37)-(A.40) and noting that the eigenvalues of the surface waves are within the range specified in (A.45), it can be shown that the form functions are real valued.

Further interesting properties of the form functions associated with the surface waves may be obtained by using the following definition.

**DEFINITION A.1** Let \(F^{(e,h)}_a(z)\) and \(F^{(e,h)}_b(z)\) be two entire form functions corresponding to two surface waves supported by a lossless MPS. The notation

\[
< F^{(e,h)}_a, F^{(e,h)}_b >
\]

denotes the symmetric inner product of \(F^{(e,h)}_a(z)\) and \(F^{(e,h)}_b(z)\) and is defined by

\[
< F^{(e,h)}_a, F^{(e,h)}_b >= \int_{-\infty}^{\infty} w^*(z) F^{(e,h)}_a(z) F^{(e,h)}_b(z) dz
\] (A.54)

where \(w^*(z) = \frac{1}{\epsilon_e(z)}\) and \(w^h(z) = \frac{1}{\mu_e(z)}\). The notation

\[
\ll F^{(e,h)}_a, F^{(e,h)}_b \gg
\]
denotes the Hermitian inner product of \( F_a^{(e,h)}(z) \) and \( F_b^{(e,h)}(z) \) which is defined as

\[
\langle F_a^{(e,h)}, F_b^{(e,h)} \rangle = \int_{-\infty}^{\infty} w^{(e,h)}(z) F_a^{(e,h)}(z)[F_b^{(e,h)}(z)]^* dz
\]  

(A.55)

where * means complex conjugate.

An important property of the form functions is the orthogonality relation which is stated in the following theorem.

**Theorem A.1** Let \( F_a^{(e,h)}(z) \) and \( F_b^{(e,h)}(z) \) be two different form functions of a lossless MPS corresponding to two different eigenvalues \( \beta_a^{(e,h)} \) and \( \beta_b^{(e,h)} \), respectively. Then

\[
\langle F_a^{(e,h)}, F_b^{(e,h)} \rangle = 0
\]  

(A.56)

and

\[
\langle F_a^{(e,h)}, F_b^{(e,h)} \rangle = 0
\]  

(A.57)

The proof of the above theorem is given in Appendix B.2. Note that (A.57) is not valid for a lossy MPS. Moreover, there is no cross orthogonality between \( F^e \) and \( F^h \).

By a symmetric MPS, we mean a MPS such that

\[
\varepsilon_{ri} = \varepsilon_{r_{N+1-i}}
\]

\[
\mu_{ri} = \mu_{r_{N+1-i}}
\]

The form functions of surface waves in a symmetric MPS enjoy an interesting property. They are either symmetric or asymmetric. More precisely, a MPS cannot support a surface wave with a form function which is neither symmetric nor asymmetric. This important property is stated as follows.
THEOREM A.2 The form functions of surface waves supported by a symmetric MPS are either symmetric or asymmetric about the plane of the symmetry of the MPS.

We have proved Theorem A.2 in Appendix B.3. When we introduce radiation modes of MPS, it will be seen that the above theorem is not necessarily valid for the radiation modes.

In the next section the other possible solutions for the form functions, the so-called radiation modes, will be discussed. Since our approach is based on the plane wave concepts, it is also insightful to relate the wave guiding mechanism of MPSs to plane waves. As noted earlier, the solutions of the characteristic equations of a MPS are within the range specified by (A.45). Therefore, at least in the $l$-th layer with the highest value of the refractive index $\sqrt{\mu_r\varepsilon_r}$, we have

$$\sqrt{\mu_r\varepsilon_r} k_0 > \beta^{(\pm,k)}$$

Using (A.35) and (A.36b), the above condition means that the electromagnetic field within the $l$-th layer can be considered as a superposition of an upward and downward propagating plane wave. With the plane wave concepts, as illustrated in
Fig. A.3, the LSE and LSM modes correspond to perpendicular and parallel polarization [113], respectively. Moreover, no matter whether or not the electromagnetic field within other layers can be expressed as a superposition of plane waves, there is no possibility of the waves escaping from the boundaries at $z = 0$ and $z = d_N$. Therefore, in the $z$ direction, the MPS can be considered as a one-dimensional transmission line resonator.

The resonance condition, referred to as transverse resonance condition [114], leads to the characteristic equations in (A.44) or (A.47). Such a behavior is the physical basis of wave guiding property of MPSs. Moreover, with this physical picture in mind, we see that why there is no possibility to have surface waves with eigenvalues larger than $\max(\sqrt{\mu_r \varepsilon_r} k_0)$.

A.6 Radiation Modes

As mentioned earlier, there is still other possibility to construct an electromagnetic field in a MPS such that the field reaches undiminished to infinite distances in the substrate or cover regions. Due to this property, these types of modes are called radiation modes. In the literature, it is common practice to study the radiation modes of MPSs after investigating the guided modes. However, in principle, these types of modes are introduced much sooner than that. In fact, radiation modes are considered as the simplest examples of the solutions of Maxwell's equations in the elementary courses of electromagnetics.

The concepts such as plane waves, normal and oblique incidence of plane waves on a dielectric or several dielectrics are nothing but the radiation modes. Therefore, one may expect that these modes are not peculiar to MPSs. More precisely, there is no need to have any barriers for supporting the radiation modes. For example,
free space can support its own radiation modes. In fact, all modes of free space are radiation modes. Two semi-infinite dielectric materials separated at a barrier, or even a dielectric film sandwiched between two other dielectric regions of higher refractive indices can support radiation modes. Whereas, it is not possible to have guided modes in these structures. This fact is a distinctive feature of radiation modes in comparison with the guided modes.

The form functions of the radiation modes of a MPS and the study of a free electron incident on the several potential barriers are dual problems. It is well-known that there is no restriction on the electron’s energy. Therefore, radiation modes can be considered as an eigenvalue problem with a continuous spectrum. Mathematically, radiation modes are not square integrable functions. Therefore, no physical process can excite a single radiation mode. This is another difference between the radiation modes and the guided modes. Superposition of radiation modes, however, within a range of their spectra leads to a physical system. This idea is very similar to the so-called wave packet concept in quantum mechanics. In fact, the wave function of a localized particle can be considered as a superposition of the wave functions of a free particle which is a non-physical system. In the theory of Fourier transforms we have a similar situation. That is, even if the Fourier kernels are not square integrable, however, every square integrable functions can be considered as a superposition of them.

Like guided modes, radiations modes are orthogonal among themselves. However, the orthogonality is not in the ordinary sense. In fact, as will be explained later, radiation modes are orthogonal in the distribution sense. Radiation modes are also orthogonal to each guided modes in the ordinary sense. In view of the orthogonality of the radiation modes, constructing an orthonormal set of these modes is highly desirable. However, since these modes are not bound, this task
does not seem to be quite straightforward as in the case of guided modes. Detailed investigation of these important issues are addressed in this section.

After this introduction we turn now to the way of constructing of the basis functions of the radiation field in a MPS. In the preceding section, the mechanism of waveguidance of MPSs has been described in terms of the excitation of plane waves inside the stack which suffer total internal reflection at some boundaries. The question may be raised at this point is that whether it is possible that a traveling wave exists inside the cover or substrate regions with such mechanism. It should be noted that such a behavior necessitate that either $\beta^{(e,h)} < \max(\sqrt{\mu_r\varepsilon_r k_0}, \sqrt{\mu_r\varepsilon_r} k_0)$ or $\beta^{(e,h)}$ be purely imaginary number. A non trivial field of this type results in the determinantal equations of the form (A.44). However, within the range shown above, there is no value of $\beta^{(e,h)}$ such that the resulting field exhibits such a characteristic behavior. Physically, it is impossible to obtain steady power from a finite amount of energy. This is why the determinantal equations do not have any solutions in this range. This fact provides us other possibilities for constructing the solution.

With a proper discontinuity of the appropriate field components in a finite range, it is possible to have a purely traveling wave in the cover or in the substrate. Such fields, however, are not the solutions of homogeneous Maxwell's equations. In fact, they are responses to some kinds of excitations. This is the topic Chapter 2 in dealing with the Green's functions in the spectral domain. If this discontinuity recedes to $z = \pm \infty$, the problem reduces to the excitation of the MPS with a plane wave which is still a homogeneous problem. It should be noted that, however, solutions of these types have standing waves nature at least in the cover or in the substrate.

Let us excite the MPS shown in Fig. A.4 with a plane wave incident from the
top in the cover. Moreover, assume that

$$\sqrt{\mu_r \varepsilon_r} > \sqrt{\mu_r \varepsilon_r^c}$$  \hspace{1cm} (A.58)

It is not difficult to show that the entire form functions $F_c^{(\varepsilon, \phi)}(z; s)$ are of the form

$$F_c^{(\varepsilon, \phi)}(z; s) = \begin{cases} 
  b_c e^{i\varepsilon r_s (z - d_N)} + d_c^{(\varepsilon, \phi)}(s) e^{-i\varepsilon r_s (z - d_N)} & z > d_N \\
  A_i^{(\varepsilon, \phi)}(s) ch[\gamma_i(z - d_{i-1})] + B_i^{(\varepsilon, \phi)}(s) sh[\gamma_i(z - d_{i-1})] & d_{i-1} < z < d_i \\
  b_s^{(\varepsilon, \phi)}(s) e^{i\tau_r z} & z < 0
\end{cases}$$  \hspace{1cm} (A.59)

where

$$s = \sqrt{\mu_r \varepsilon_r \kappa_o^2 - \beta^2} > 0$$  \hspace{1cm} (A.60a)

$$\gamma_i = \sqrt{\beta^2 - \mu_r \varepsilon_r \kappa_o^2}$$  \hspace{1cm} (A.60b)

$$\tau_s = \sqrt{\mu_r \varepsilon_r \kappa_o^2 - \beta^2}$$  \hspace{1cm} (A.60c)
In our terminology, the radiation modes with the above form functions are called cover radiation modes or cover modes for short. As will be explained later, this terminology is slightly different than the conventional one usually used in the literature. For the cover radiation modes it is usually more convenient to consider the real variable $s$, called radiation parameter, as an independent variable and express the dispersion parameters defined in (A.60) in terms of it. Therefore,

\begin{align}
\beta &= \sqrt{\mu_r \varepsilon_r k_0^2 - s^2} \quad (A.61a) \\
\gamma_i &= \sqrt{(\mu_r \varepsilon_r - \mu_r \varepsilon_r) k_0^2 + s^2} \quad (A.61b) \\
\tau_s &= \sqrt{(\mu_r \varepsilon_r - \mu_r \varepsilon_r) k_0^2 + s^2} \quad (A.61c)
\end{align}

Note that the value of $s$ is not restricted to some discrete values. It covers the complete range of positive real numbers. Now some important results can be derived from (A.61). As can be seen from (A.61a) within the range $0 < s < \sqrt{\mu_r \varepsilon_r k_0}, \beta$ is real and $0 < \beta < \sqrt{\mu_r \varepsilon_r k_0}$. All cover modes with radiation parameter in this range are called visible or propagating cover modes. The term propagating means propagation in the direction transverse to the z axis. These modes are associated with real values of $\beta$. On the other hand, for $s > \sqrt{\mu_r \varepsilon_r k_0}, \beta$ is purely imaginary. We call these types of radiation modes, with imaginary values of $\beta$, invisible or decaying cover modes. For the sake of mathematical completeness, invisible modes are necessary to describe an arbitrary discontinuity in the amplitude functions at the junction of two different waveguides.

From (A.58) and (A.61c), one may find that $\tau_s > s > 0$. Thus, if the refractive index of the substrate is larger than that of the cover, the field of the cover mode in the substrate region is of traveling type irrespective of the radiation parameter. Of course, this field in the cover region is a standing wave. Since the amplitude $b_e$ is related to the incident plane wave, we call it incident amplitude. Incident
Figure A.5: Substrate radiation modes: (a) Type I. (b) Type II.

amplitude can be chosen arbitrarily. All other amplitudes are called scattered amplitudes. Scattered amplitudes can be uniquely determined in terms of the incident amplitude.

There is still other possibility to construct radiation modes. Let the MPS be excited by a plane wave incident from the bottom in the substrate as depicted in Fig. A.5. In this case the entire form functions \( F_s^{(r,h)}(z; s) \) can be described by the following expression

\[
F_s^{(r,h)}(z; s) = \begin{cases} 
    a_e^{(r,h)}(s) e^{-\gamma_e (z - d_N)} & \text{for } z > d_N \\
    A_i^{(r,h)}(s) ch[\gamma_i(z - d_{i-1})] + B_i^{(r,h)}(s) sh[\gamma_i(z - d_{i-1})] & \text{for } d_{i-1} < z < d_i \\
    a_s e^{-jssz} + b_s^{(r,h)}(s) e^{jssz} & \text{for } z < 0
\end{cases}
\]  

(A.62)
where \( s > 0 \) is the radiation parameter and

\[
\beta = \sqrt{\mu_r \varepsilon_r, k_o^2 - s^2} , \tag{A.63a}
\]
\[
\gamma_i = \sqrt{(\mu_r \varepsilon_r, - \mu_r \varepsilon_r, k_o^2 - s^2} , \tag{A.63b}
\]
\[
\gamma_c = \sqrt{(\mu_r \varepsilon_r, - \mu_r \varepsilon_r, k_o^2 - s^2} . \tag{A.63c}
\]

The radiation fields with the form functions in (A.62) are called substrate radiation modes or substrate modes for short. Again our terminology, using substrate modes as a class of radiation modes, is different than that in the literature. Note also how the role of radiation parameter has been changed. For these modes \( a_s \) is called incident amplitude and all other amplitudes are called scattered amplitudes. Radiation parameters in the interval \( 0 < s < \sqrt{\mu_r \varepsilon_r, k_o} \) correspond to the visible or propagating substrate modes and those larger than \( \sqrt{\mu_r \varepsilon_r, k_o} \) are associated with the invisible or decaying modes.

From (A.58) and those values of \( s \) such that \( 0 < s < \sqrt{\mu_r \varepsilon_r, - \mu_r \varepsilon_r, k_o} \), \( \gamma_c \) is real. This means that the wave can only tunnel the barrier at \( z = d_N \) and has a decaying character in the cover. These types of radiation modes are called substrate modes of type I. For these modes \( \beta \) is within the range \( \sqrt{\mu_r \varepsilon_r, k_o} < \beta < \sqrt{\mu_r \varepsilon_r, k_o} \). Substrate radiation modes of type II are those substrate modes that are obtained for \( s > \sqrt{\mu_r \varepsilon_r, - \mu_r \varepsilon_r, k_o} \). These modes have traveling wave character in the cover. Therefore, substrate modes are either decaying or traveling wave in the cover. These modes are standing wave in the substrate. It should be noted that \( \beta \) in the above consideration is doubled-valued. We have only considered positive or positive-imaginary values of \( \beta \).
A.7 LSEM Fields

So far, we have categorized the electromagnetic fields supported by a MPS as LSE and LSM fields. In either type of fields we have one component transverse to the planar interfaces. However, when radiation modes come into the picture there is possible to have an electromagnetic field that completely lies in the transverse plane to the \( z \) axis. Therefore, in order to be consistent with our terminology, we call these types of fields *longitudinal section electric and magnetic* (LSEM) fields.

In order to see how these fields can exist in a MPS, let us start from a LSE radiation mode. The field components can be derived from (A.19) and (A.20). Especially, we have

\[
H^h_{z_i} = \frac{1}{\mu_{r_i}} \frac{\partial^2 \Psi^h_i}{\partial z^2} + \epsilon_{r_i} k_o^2 \Psi^h_i \tag{A.64}
\]

In order that \( H^h_{z_i} \) be zero, it is necessary to have

\[
\frac{\partial^2 \Psi^h_i}{\partial z^2} + \mu_{r_i} \epsilon_{r_i} k_o^2 \Psi^h_i = 0 \tag{A.65}
\]

On the other hand \( \Psi^h_i \) is the solution of (A.16). Substituting (A.65) into (A.16), we have

\[
\nabla^2 \Psi^{(s,h)}_i = 0 \tag{A.66}
\]

Now, if we write \( \Psi^h_i \) as a product of the *form function* and amplitude function as shown in (A.24), the conditions in (A.65) and (A.66) necessitate that

\[
\frac{d^2 F^h_i}{dz^2} + \mu_{r_i} \epsilon_{r_i} k_o^2 F^h_i = 0 \tag{A.67}
\]

\[
\nabla^2 A^h(u_1, u_2) = 0 \tag{A.68}
\]

The amplitude function of the LSEM field is the solution of Laplace equation. This means that we do not have wave propagation in the plane transverse to the
z axis. This can also be seen from (A.67). Comparing (A.67) with (A.28), we see that $\beta = 0$. This value of $\beta$ is permissible for the radiation modes. As a matter of fact, visible and invisible radiation modes meet each other at $\beta = 0$. It should be stressed that $F_i^h$ satisfies the same boundary conditions as before. If, instead of LSE field, we start with LSM field, by using the same argument, we have

$$\frac{d^2 F_i^z}{dz^2} + \mu_n \epsilon_r \kappa_0^2 F_i^r = 0 \quad (A.69)$$

$$\nabla_i^2 A^r(u_1, u_2) = 0 \quad (A.70)$$

The LSEM field corresponds to normal incidence of plane wave on single or several dielectrics. This type of field plays an important role in the theory of second-order DFB lasers. This matter will be described in Chapter 3.

A.8 Characteristic Features of the Form Functions of the Radiation Modes

As mentioned earlier, like surface waves, the form functions of the radiation modes are orthogonal to each other. However, this orthogonality must be considered in the distribution sense. This fact will be explained later. The orthogonality of the form functions in turn leads to the question of how to set up an orthonormal set of form functions. This is one of the most challenging problems when one deals with the radiation modes. Consulting with some good references [115]-[118], even in the simplest cases, shows that it may be an overwhelming task. Fortunately, this is not the case. Due to some interesting relationship between the amplitudes of the form functions normalization of radiation modes is much easier than has been thought before. It is even easier than the normalization of the guided modes.
These relationships are based on the some physical considerations. Based on these considerations and without any explanations, simple expressions for the normalized radiation modes of a lossless MPS are given in [59]. These relations are described in the following theorems.

**THEOREM A.3** Let \( F_c^{(r,a)}(z) \) in (A.59) be the form function of the cover mode of a lossless MPS such that (A.58) holds. Then for all values of \( s > 0 \), we have

\[
|b_c|^2 = |a_c(s)|^2 + \frac{c_c^{(r,a)}}{c_s^{(r,a)}} \frac{\tau_s}{s} |b_s(s)|^2
\]  
(A.71)

where \( c_{(c,s)}^r = \varepsilon_{(c,s)} \) and \( c_{(c,s)}^a = \mu_{(c,s)} \).

In general, the proof of the above theorem is not easy. For example, with the expressions given for the normalized radiation modes in [59], it is difficult to prove the above theorem. However, with the transfer matrix formulation that we have developed, this theorem can be proved very easily. The details of the proof of this theorem are given in Appendix B.4.

**THEOREM A.4** Let \( F_s^{(r,a)}(z) \) in (A.62) be the form function of the substrate mode of a lossless MPS such that (A.58) holds. Then for the substrate mode of type I, we have

\[
|a_s|^2 = |b_s^{(r,a)}(s)|^2
\]  
(A.72)

and for the substrate mode of type II, the following relationship between the amplitudes holds.

\[
|a_s|^2 = |b_s^{(r,a)}(s)|^2 + \frac{c_s^{(r,a)}}{c_c^{(r,a)}} \frac{\tau_c}{s} |a_c^{(r,a)}(s)|^2
\]  
(A.73)

We have proved the above theorem in Appendix B.5.
The relationships between the amplitudes of the form functions of the radiation modes stated in the Theorems A.3 and A.4 rely on some physical basis. In fact, they are another statement of the power conservation. In Appendix B.6, using the plane wave concepts, the physical interpretation of Theorems A.3 and A.4 is given.

A.8.1 Orthogonality of the Radiation Modes

In Section A.3, we have shown that the form functions of the surface modes are orthogonal. This is due to the fact that the entire form functions and their weighted derivatives are continuous at each interface. Moreover, they have decaying character in the substrate and in the cover regions, such that both the form functions and their derivatives vanish at $z = \pm \infty$. Radiation modes like surface modes are orthogonal among themselves. However, due to the oscillatory nature of the fields in the substrate and cover, the conventional reasoning in the proof of the orthogonality of bound modes is not valid in this case.

So far, orthogonality of the radiation modes has not been treated carefully in the literature and has been overcome by ad hoc construction. This problem can, however, be dealt with in a rigorous manner by using the concept of generalized functions and the distribution theory [119]. More precisely, let us consider the inner products of the form functions defined in Section A.5 in the distribution sense. That is, we consider them as linear forms or functionals that are defined on the class of the so-called test functions which are continuous and satisfy, at least for our purposes, very mild conditions. Under these conditions all the limits must be considered as the generalized limits.

As will be presently shown, the term $e^{\pm j (\pm \omega') z}$ appears in the inner products of the form functions of the radiation modes. Considering the inner product as a
distribution, orthogonality of the form functions requires that

\[ \lim_{z \to \pm \infty} e^{j(z \pm z')z} = 0 \]

where the limit must be considered as a generalized limit. In fact, this is the case as stated in the following theorem.

**THEOREM A.5** Let us consider \( e^{\pm jz} \) as a distribution which is a process that acts on a test function \( \phi(s) \) with bounded derivative through the following integral

\[ e^{\pm jz} \otimes \phi(s) = \int_{-\infty}^{\infty} e^{\pm jsz} \phi(s) ds \]  

(A.74)

Then, for \( s \neq 0 \) and in a generalized sense, we have

\[ \lim_{z \to \pm \infty} e^{\pm jz} = 0 \]  

(A.75)

that is,

\[ \lim_{z \to \pm \infty} \int_{-\infty}^{\infty} e^{\pm jsz} \phi(s) ds = 0 \]  

(A.76)

The proof of the above theorem which is based on the Riemann-Lebesgue Lemma is given in [120]. Note that the distribution defined in (A.74) assigns to a test function \( \phi(s) \) its Fourier transform \( \hat{\phi}_z(z) \). One of the important implication of Theorem A.5 is that the Fourier transform of not necessarily square integrable functions approach zero for large values of the Fourier argument. Note that from the above theorem, for \( s \neq 0 \), we also have

\[ \lim_{z \to \pm \infty} \cos sz = \lim_{z \to \pm \infty} \sin sz = 0 \]  

(A.77)

One of the applications of Theorem A.5 is in the calculation of the distribution which is defined by the following integral

\[ \tilde{U}_\pm(s) = \int_{0}^{\infty} e^{\pm jsz} dz \]  

(A.78)
Integrals of the above type are very useful for normalization of the radiation modes. In Appendix B.7, using the residue calculus, it is shown that

\[
\int_0^\infty e^{\pm isz}dz = \begin{cases} 
\pm \frac{i}{s} & s \neq 0 \\
\pi \delta(s) & 0^- < s < 0^+ 
\end{cases}
\]  \(\text{(A.79)}\)

where \(\delta(\cdot)\) is the Dirac delta function.

Once we have established Theorem A.5, we may prove the orthogonality relation between the form functions of the radiation modes which is stated in the following theorems.

**Theorem A.6** Consider a lossless MPS. Let \(F_c^{(r,h)}(z; s_1)\) and \(F_c^{(r,h)}(z; s_2)\) be the form functions of the cover modes associated with two different radiation parameters \(s_1\) and \(s_2\), respectively. Then, in the distribution sense, we have

\[
\langle \! \langle F_c^{(r,h)}(z; s_1), F_c^{(r,h)}(z; s_2) \rangle \! \rangle = 0 \quad \text{(A.80)}
\]

\[
\langle \! \langle F_c^{(r,h)}(z; s_1), F_c^{(r,h)}(z; s_2) \rangle \! \rangle = 0 \quad \text{(A.81)}
\]

where \(\langle \cdot , \cdot \rangle\) and \(\langle \cdot \rangle \rangle\) are defined in (A.54) and (A.55), respectively.

**Theorem A.7** Consider a lossless MPS. Let \(F_s^{(r,h)}(z; s_1)\) and \(F_s^{(r,h)}(z; s_2)\) be the form functions of the substrate modes associated with two different radiation parameters \(s_1\) and \(s_2\), respectively. Then, in the distribution sense, we have

\[
\langle \! \langle F_s^{(r,h)}(z; s_1), F_s^{(r,h)}(z; s_2) \rangle \! \rangle = 0 \quad \text{(A.82)}
\]

\[
\langle \! \langle F_s^{(r,h)}(z; s_1), F_s^{(r,h)}(z; s_2) \rangle \! \rangle = 0 \quad \text{(A.83)}
\]

Note that according to the Theorem A.7 substrate modes of the same or different types are orthogonal to each other.
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Theorem A.8 Let $F_s^{(s,h)}(z; s_1)$ and $F_c^{(s,h)}(z; s_2)$ be the form functions of the substrate and cover modes of a lossless MPS, respectively. Moreover, assume that the two modes are nondegenerate, that is, each mode corresponds to different values of $\beta$. This condition is equivalent to

$$s_1 \neq \sqrt{(\varepsilon_r - \varepsilon_e)k_0^2 + s_2^2} \quad (A.84)$$

Then, in the distribution sense, we have

$$< F_s^{(s,h)}(z; s_1), F_c^{(s,h)}(z; s_2) >= 0 \quad (A.85)$$

$$\ll F_s^{(s,h)}(z; s_1), F_c^{(s,h)}(z; s_2) \gg = 0 \quad (A.86)$$

The above theorems are based on the nondegenerate mode assumption. Their proof are similar to each other. Therefore, only the proof of Theorem A.8 is given in Appendix B.8.

A.8.2 Degenerate Radiation Modes

By definition, two modes with the same value of $\beta$ are called degenerate modes. Degeneracy for surface waves may happen only within a multiplicative constant. This property has been exploited in the proof of Theorem A.1. However, this is not the case for the radiation modes. For example, two plane waves travel in opposite directions with the same propagation constants are degenerate modes of free space whereas they are mathematically independent. In the case of a MPS, two cover and substrate modes with the following form functions are degenerate modes.

$$F_c^{(s,h)}(z; s) = \begin{cases} 
    b_c e^{jz(z-d_N)} + a_c^{(s,h)}(s) e^{-jz(z-d_N)} & z > d_N \\
    A_i^{(s,h)}(s) c h[\gamma_i(z - d_{i-1})] + B_i^{(s,h)}(s) s h[\gamma_i(z - d_{i-1})] & d_{i-1} < z < d_i \\
    b_i^{(s,h)}(s) e^{j\tau r z} & z < 0 
\end{cases} \quad (A.87)$$
\[ F_s^{(\varepsilon,\mu)}(z; \tau_s) = \begin{cases} 
 a_c^{(\varepsilon,\mu)}(\tau_s) e^{-j\tau_s(z-d_N)} & z > d_N \\
 A_i^{(\varepsilon,\mu)}(\tau_s) \sinh[\gamma_i(z - d_{i-1})] + B_i^{(\varepsilon,\mu)}(\tau_s) \sin[\gamma_i(z - d_{i-1})] & d_{i-1} < z < d_i \\
 a_se^{-j\tau_sz} + b_s^{(\varepsilon,\mu)}(\tau_s) e^{j\tau_sz} & z < 0 
\end{cases} \]

with

\[ \tau_s = \sqrt{(\varepsilon_r - \varepsilon_c)k_0^2 + s^2} \]

In the functional space of the form functions of either surface or radiating wave type, we have defined symmetric and Hermitian inner products as appeared in (A.54) and (A.55), respectively. In a real space there is no differences between these two types of inner products. As stated before, for a lossless MPS, it is always possible to construct a real-valued form function for surface waves. Therefore, there is no superiority between the inner products for the surface waves. However, this is not the case for the radiation modes.

The cover and substrate modes defined according to our terminology are complex-valued functions. Mathematically, it is more convenient to define Hermitian inner product (HIP) in a complex linear space. HIP brings the possibility to define norm of a complex vector. That is why linear spaces with HIP are called normed linear spaces. In an electromagnetic system the concept of norm can be related to the power which is the fundamental physical quantity. Furthermore, in comparison with the HIP, symmetric inner product (SIP) has two disadvantages. In some complex linear spaces such that the SIP defined as a generalized function, a vector may happen to be orthogonal to itself! For example, consider a plane wave in free space with the form function

\[ F^{(\varepsilon,\mu)}(z; s) = e^{-jsz} \]
We now may write

\[ < F^{(e,h)}(z; s), F^{(e,h)}(z; s) > = \int_{-\infty}^{\infty} \frac{1}{c^{(e,h)}} e^{-j2sz} dz = \frac{1}{c^{(e,h)}} \left[ \frac{e^{-j2sz}}{-j2s} \right]_{z=-\infty}^{z=\infty} = 0 \]

where we have used Theorem A.5.

As will be explained later, for the purposes of normalization and continuous spectrum representation of radiation modes, it is desirable that the degenerate radiation modes defined in (A.87) and (A.88) be orthogonal. This property avoids the Gram-Schmidt process in constructing an orthogonal set which is not an easy task if the inner products are defined in a generalized sense. In the SIP sense, the form functions of two degenerate radiation modes are not orthogonal. This can be seen in the plane wave example stated above. In this case, the two plane waves with the form functions

\[ F^{(e,h)}_s(z; s) = e^{-jsz} \]

and

\[ F^{(e,h)}_c(z; s) = e^{jsz} \]

are degenerate modes. Whereas,

\[ < F^{(e,h)}_s(z; s), F^{(e,h)}_c(z; s) > = \frac{2\pi}{c^{(e,h)}} \delta(s) \neq 0 \]

However, the HIP of the form functions of this two degenerate radiation modes is zero. Therefore, if we only consider the HIP, the non-degenerate condition in the Theorem A.8 can be relaxed and we have the following theorem. theorem is stated as
THEOREM A.9 Let $F_{c}^{(e,h)}(z; s_{1})$ and $F_{s}^{(e,h)}(z; s)$ be the form functions of the cover and substrate modes of a lossless MPS, respectively. Then, in the generalized sense, we have

$$
\ll F_{c}^{(e,h)}(z; s_{1}), F_{s}^{(e,h)}(z; s) \gg = 0
$$  \hspace{1cm} (A.89)

The above theorem in the case of two degenerate modes is called Reciprocity Theorem. The general method used in the proof of Theorem A.6—A.8 is not applicable for this theorem. To prove it, we need to calculate the HIP directly. The proof of the above theorem which in turn necessitates the use of the following lemma is given in Appendix B.10.

**LEMMA A.1** Let $f(x)$ be a monotonic function of $x$. Then

$$
\delta[f(x) - f(a)] = \frac{1}{|f'(a)|}\delta(x - a)
$$  \hspace{1cm} (A.90)

We prove this lemma in Appendix B.9.

An immediate consequence of the reciprocity theorem is the Brewster theorem which is stated as follows.

**THEOREM A.10 BREWSTER THEOREM.** Let a MPS be transparent to a substrate mode, then it is also transparent to the corresponding degenerate cover mode and vice versa.

The proof of this theorem which is based on the Theorem A.9 is given in Appendix B.11.

Finally, as will be discussed in the next section, the HIP of the form function of radiation modes allows us to obtain simple analytical formulas for the normalization of the form functions. This is another advantage of HIP in comparison with SIP.
A.8.3 Normalization of the Radiation Modes

So far, we have shown that the introduced set of radiation modes are orthogonal. An interesting problem is how to construct an orthonormal set of radiation modes. That is, how to normalize the radiation modes. This task looks a challenging issue in the literature for many reasons. The most important one is that the norm of the form function of a radiation mode is not finite. In fact, due to the oscillatory nature of the radiation field in the substrate or the cover region, a delta function appears in the norm of the form function. Therefore, the first important challenge in this issue is the recognition of the delta function. This is the main source of the difficulty in the process of the normalization of the radiation modes. Due to this reason, normalization of the radiation modes seems an overwhelming task in the literature.

As we have mentioned before, the type of the radiation modes we have introduced enjoy interesting properties. This makes their normalization problem much simpler than has been thought before. Moreover, as will be explained later, the type of radiation modes introduced in the literature are linear combination of these fundamental basis functions. According to the Theorem A.9, since there is no cross-coupling between these modes, the principle of superposition of the square of the norms can be used in the normalization of those radiation modes in the literature. However, before that, in the following two theorems we investigate the interesting problem of the normalization of the cover and substrate modes.

THEOREM A.11 Let \( F_c^{(z)}(z; s_1) \) and \( F_c^{(z)}(z; s) \) be the form functions of two cover modes with radiation parameters \( s_1 \) and \( s \), respectively. Then

\[
\langle L F_c^{(z)}(z; s_1), F_c^{(z)}(z; s) \rangle = \frac{2\pi}{\gamma_{c}^{(z)}} |b_c|^2 \delta(s - s_1)
\]  
(A.91)
where \( b_c \) is the incident amplitude of each cover mode.

**Theorem A.12** Let \( F_{s}^{(s,a)}(z; s_1) \) and \( F_{s}^{(s,a)}(z; s) \) be the form functions of two substrate modes with radiation parameters \( s_1 \) and \( s \), respectively. Then

\[
\ll F_{s}^{(s,a)}(z; s_1), F_{s}^{(s,a)}(z; s) \gg = \frac{2\pi}{c_s^{(s,a)}} |a_s|^2 \delta(s - s_1) \tag{A.92}
\]

where \( a_s \) is the incident amplitude of each substrate mode.

According to the Theorems A.11 and A.12, we have

\[
\ll F_{c}^{(s,a)}(z; s_1), F_{c}^{(s,a)}(z; s) \gg = \int_{-\infty}^{\infty} \frac{1}{c_c^{(s,a)}} |b_c|^2 e^{-j(s_1 - s)z} \, dz \tag{A.93}
\]

\[
\ll F_{s}^{(s,a)}(z; s_1), F_{s}^{(s,a)}(z; s) \gg = \int_{-\infty}^{\infty} \frac{1}{c_s^{(s,a)}} |a_s|^2 e^{-j(s_1 - s)z} \, dz \tag{A.94}
\]

Eq. (A.93) implies that the HIP of the form functions of the cover modes of a MPS is exactly the same as the HIP of the form functions of uniform plane waves propagate in a homogeneous medium with exactly the same properties as the cover region. Eq. (A.94) shows that the same argument may be applied for the substrate modes.

With the necessary background we have provided in the preceding section, the proofs of the above theorems are very straightforward. In Appendix B.12, we prove Theorem A.12 which is more general than Theorem A.11.

At this point the study of radiation modes is completed. Radiation modes have been systematically treated in our approach. For lossless MPSs, this study is completely general and no further development is required. In the rest of this appendix we will only discuss about some applications of our formulation for the radiation modes.
A.8.4 Form Functions of Radiation Modes as a Kernel of an Integral Transform

The purpose of this section is to link the radiation modes with the idea of integral transform. More precisely, let us assume that the space of the functions $\Psi^{(e,h)}(u,v,z)$, excluding bound functions in the $z$ direction, satisfy the scalar Helmholtz equation in a MPS. Moreover, assume that all the functions in this space satisfy LSE or LSM type boundary conditions. That is,

$$\nabla_t \Psi^{(e,h)}|_{z=d_i^-} = \nabla_t \Psi^{(e,h)}|_{z=d_i^+} \quad i = 0, 1, 2, \ldots N$$

$$\frac{1}{c_i^{(e,h)}} \nabla_t (\frac{\partial \Psi^{(e,h)}}{\partial z})|_{z=d_i^-} = \frac{1}{c_i^{(e,h)+1}} \nabla_t (\frac{\partial \Psi^{(e,h)}}{\partial z})|_{z=d_i^+} \quad i = 0, 1, 2, \ldots N$$

We will show that in this functional space it is possible to define an integral transform by the kernel which is the form functions of either substrate or cover modes.

To illustrate the basic idea, we will first show that how the ordinary Fourier transform can be connected to the modal analysis in a homogeneous space. Let $\Psi^{(e,h)}(u,v,z)$ be the Hertzian scalar potential functions in a homogeneous space. These functions can be related to their Fourier transforms as follows

$$\Psi^{(e,h)}(u,v,z) = \sqrt{\frac{c^{(e,h)}}{2\pi}} \int_{-\infty}^{\infty} \tilde{\Psi}^{(e,h)}(u,v,\alpha) e^{-j\alpha z} d\alpha$$

$$= \int_{-\infty}^{\infty} \tilde{\Psi}^{(e,h)}(u,v,\alpha) \left( \sqrt{\frac{c^{(e,h)}}{2\pi}} e^{-j\alpha z} \right) d\alpha \quad (A.95)$$

where $c^e = \varepsilon_r$ and $c^h = \mu_r$ are introduced for the purpose of normalization as will be described shortly. If we define the HIP in the space of the kernel of the above transform, we have

$$\ll \sqrt{\frac{c^{(e,h)}}{2\pi}} e^{-j\alpha z}, \sqrt{\frac{c^{(e,h)}}{2\pi}} e^{-j\alpha_1 z} \gg = \int_{-\infty}^{\infty} \frac{1}{c^{(e,h)}} \left( \sqrt{\frac{c^{(e,h)}}{2\pi}} e^{-j\alpha z} \right) \left( \sqrt{\frac{c^{(e,h)}}{2\pi}} e^{-j\alpha_1 z} \right)^* dz$$

$$= \delta(\alpha - \alpha_1) \quad (A.96)$$
Thus, taking the HIP of both sides of (A.95) with $\frac{c^{(e,A)}}{2\pi} e^{-j\alpha_1 z}$ leads to

$$
\ll \Psi^{(e,A)}(u, v, z) \sqrt{\frac{c^{(e,A)}}{2\pi}} e^{-j\alpha_1 z} \gg = \int_{-\infty}^{\infty} \tilde{\Psi}^{(e,A)}(u, v, \alpha) \left( \ll \sqrt{\frac{c^{(e,A)}}{2\pi}} e^{-j\alpha z} \right) d\alpha \quad (A.97)
$$

Using (A.96) in (A.97), we obtain

$$
\tilde{\Psi}^{(e,A)}(u, v, \alpha_1) = \int_{-\infty}^{\infty} \frac{1}{c^{(e,A)}} \Psi^{(e,A)}(u, v, z) \left( \sqrt{\frac{c^{(e,A)}}{2\pi}} e^{j\alpha_1 z} \right) dz \quad (A.98)
$$

The above relation is the inverse Fourier transform of (A.95).

Let us look at (A.95) from another point of view. By a simple change of variable, (A.95) can be rewritten as

$$
\Psi^{(e,A)}(u, v, z) = \int_{0}^{\infty} \tilde{\Psi}^{(e,A)}(u, v, -s) \left( \sqrt{\frac{c^{(e,A)}}{2\pi}} e^{is z} \right) ds + \int_{0}^{\infty} \tilde{\Psi}^{(e,A)}(u, v, s) \left( \sqrt{\frac{c^{(e,A)}}{2\pi}} e^{-is z} \right) ds \quad (A.99)
$$

Now in this homogeneous space, we define the cover modes with the normalized \textit{form functions} as

$$
\bar{F}^{(e,A)}_c(z; s) = \sqrt{\frac{c^{(e,A)}}{2\pi}} e^{is z} \quad (A.100)
$$

By a cover mode, we mean a plane wave incident from $z = \infty$. We note that since the medium is homogeneous there is no reflected wave in the cover mode. Similarly, it is possible to define the substrate modes with the normalized \textit{form functions} as

$$
\bar{F}^{(e,A)}_s(z; s) = \sqrt{\frac{c^{(e,A)}}{2\pi}} e^{-is z} \quad (A.101)
$$

By a substrate mode, we mean a plane wave incident from $z = -\infty$. Eq. (A.99) can be interpreted as expressing $\Psi^{(e,A)}(u, v, z)$ in terms of a continuous spectrum of
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the cover and substrate modes. Therefore,
\[ \Psi^{(e,h)}(u, v, z) = \int_0^\infty A_c^{(e,h)}(u, v, s) \tilde{F}_c^{(e,h)}(z; s) ds + \int_0^\infty A_s^{(e,h)}(u, v, s) \tilde{F}_s^{(e,h)}(z; s) ds \]  
\[ (A.102) \]
where
\[ A_c^{(e,h)}(u, v, s) = \Psi^{(e,h)}(u, v, -s) \quad (s > 0) \]  
\[ A_s^{(e,h)}(u, v, s) = \Psi^{(e,h)}(u, v, s) \quad (s > 0) \]  
\[ (A.103) \]
\[ (A.104) \]

According to our theory, substrate and cover modes are orthogonal. That is,
\[ \langle \tilde{F}_c^{(e,h)}(z; s), \tilde{F}_s^{(e,h)}(z; s_1) \rangle = \int_{-\infty}^{\infty} \frac{1}{c^{(e,h)}} \left( \sqrt{\frac{c^{(e,h)}}{2\pi}} e^{jxz} \right) \left( \sqrt{\frac{c^{(e,h)}}{2\pi}} e^{-jx_1z} \right)^* dz 
\[ = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{j(x + x_1)z} dz 
\[ = 0 \]  
\[ (A.105) \]

Moreover, we have
\[ \langle \tilde{F}_c^{(e,h)}(z; s), \tilde{F}_c^{(e,h)}(z; s_1) \rangle = \langle \tilde{F}_s^{(e,h)}(z; s), \tilde{F}_s^{(e,h)}(z; s_1) \rangle = \delta(s - s_1) \]  
\[ (A.106) \]

Therefore, using (A.105) and (A.106), from (A.102), one may obtain
\[ A_c^{(e,h)}(u, v, s_1) = \langle \Psi^{(e,h)}(u, v, z), \tilde{F}_c^{(e,h)}(z; s_1) \rangle \]  
\[ (A.107) \]
\[ A_s^{(e,h)}(u, v, s_1) = \langle \Psi^{(e,h)}(u, v, z), \tilde{F}_s^{(e,h)}(z; s_1) \rangle \]  
\[ (A.108) \]

Now let us consider a MPS. An arbitrary scalar Hertzian potential in this structure can be represented by a continuous spectrum of the cover and substrate modes as in (A.102). In this case \( \tilde{F}_c^{(e,h)}(z; s) \) and \( \tilde{F}_s^{(e,h)}(z; s) \) must be interpreted as the form functions of the cover and substrate modes, respectively. Eq. (A.102) can be rewritten as
\[ \Psi^{(e,h)}(u, v, z) = \int_{-\infty}^{0} A_c^{(e,h)}(u, v, -\alpha) \tilde{F}_c^{(e,h)}(z; -\alpha) d\alpha + \int_{0}^{\infty} A_s^{(e,h)}(u, v, \alpha) \tilde{F}_s^{(e,h)}(z; \alpha) d\alpha \]  
\[ (A.109) \]
Let us define an integral transform defined by the equation

\[
\tilde{\Psi}^{(r,h)}(u, v, z) = \int_{-\infty}^{\infty} \tilde{\Psi}^{(r,h)}(u, v, \alpha) \mathcal{R}^{(r,h)}(z; \alpha) \, d\alpha
\]  

(A.110)

where

\[
\mathcal{R}^{(r,h)}(z; \alpha) = \begin{cases} 
\mathcal{F}_s^{(r,h)}(z; \alpha) & \alpha > 0 \\
\mathcal{F}_c^{(r,h)}(z; -\alpha) & \alpha < 0
\end{cases}
\]  

(A.111)

With the above choice of the kernel, the inverse transform is

\[
\tilde{\Psi}^{(r,h)}(u, v, \alpha_1) = \begin{cases} 
A_s^{(r,h)}(u, v, \alpha_1) & \alpha_1 > 0 \\
A_c^{(r,h)}(u, v, -\alpha_1) & \alpha_1 < 0
\end{cases}
\]  

(A.112)

It is also possible to choose the kernel as

\[
\mathcal{R}^{(r,h)}(z; \alpha) = \begin{cases} 
\mathcal{F}_c^{(r,h)}(z; \alpha) & \alpha > 0 \\
\mathcal{F}_s^{(r,h)}(z; -\alpha) & \alpha < 0
\end{cases}
\]  

(A.113)

For this choice, we have

\[
\tilde{\Psi}^{(r,h)}(u, v, \alpha_1) = \begin{cases} 
A_c^{(r,h)}(u, v, \alpha_1) & \alpha_1 > 0 \\
A_s^{(r,h)}(u, v, -\alpha_1) & \alpha_1 < 0
\end{cases}
\]  

(A.114)

In either case, the inverse transform is

\[
\tilde{\Psi}^{(r,h)}(u, v, \alpha_1) = \ll \tilde{\Psi}^{(r,h)}(u, v, z), \mathcal{R}^{(r,h)}(u, v, \alpha_1) \rr
\]  

(A.115)

A.8.5 Radiation Modes With Real-Valued Form Functions

The form functions of the radiation modes defined in the preceding sections are the simplest and the most appropriate basis functions that span the \(z\)-dependent part of the radiation field. As illustrated before, these basis functions are orthogonal and enjoy interesting properties which make their normalization a trivial matter.
Therefore, constructing an orthonormal set of basis functions for a typical lossless MPS is not a big deal. In the preceding section, we have shown that how to construct more general solutions from these building blocks.

We have introduced these basis functions from the complex-valued solutions of the differential equation in (A.28). It is also possible to start from the real-valued solutions. This approach is used in the literature. If we consider it as the starting point, we encounter some difficulty in constructing orthonormal complete basis functions. This makes their study a challenging issue. However, an attempt to construct these real-valued solutions by superposing the complex-valued degenerate solutions leads to very interesting results and more insight in their development.

For substrate modes of type I, degeneracy happens only within a multiplicative constant. On the other hand, there must be real-valued solutions for this type of modes. Therefore, one might expect the possibility of obtaining real-valued solutions from complex exponential solutions. In fact, this is the case. To show this matter, let us consider a substrate mode of type I with the form function of unit incident amplitude as follows

\[
\tilde{F}_{s_I}^{(e,h)}(z; s) = \begin{cases} 
T_{s_I}^{(e,h)}(s) \ e^{-\gamma c(z-d_N)} & z > d_N \\
A_i^{(e,h)}(s) \ ch[\gamma_i(z-d_i)] + B_i^{(e,h)}(s) \ sh[\gamma_i(z-d_i-1)] & d_{i-1} < z < d_i \\
e^{-jsz} + R_{s_I}^{(e,h)}(s) \ e^{jsz} & z < 0
\end{cases} 
\]  

(A.116)

where \( R_{s_I}^{(e,h)}(s) \) and \( T_{s_I}^{(e,h)}(s) \) are called the reflection and transmission functions of the substrate mode of type I. \( R_{s_I}^{(e,h)}(s) \) can be obtained from (B.47) in Appendix B.5. It can be seen that for the substrate mode of type I, we have

\[
R_{s_I}^{(e,h)}(s) = -\frac{[D^{(e,h)}(s)]^*}{D^{(e,h)}(s)} \]

(A.117)
Let
\[ F_{s}^{(e,h)}(z; s) = -ja_{s}F_{s}^{(e,h)}(z; s) \]  \hspace{1cm} (A.118)

If one chooses
\[ a_{s} = D^{(e,h)}(s) \]  \hspace{1cm} (A.119)
one obtains
\[ b_{s}^{(e,h)}(s) = R_{s}^{(e,h)}(s) a_{s} = -a_{s}^{*} \]  \hspace{1cm} (A.120)
where \( b_{s}^{(e,h)}(s) \) is the coefficient of \( e^{i\pi z} \) in the substrate. With this choice, it can be easily seen that
\[ a_{s}e^{-j\pi z} + b_{s}^{(e,h)}(s) e^{i\pi z} = [a_{s} + b_{s}^{(e,h)}(s)]\cos(sz) + j[-a_{s} + b_{s}^{(e,h)}(s)]\sin(sz) \]
\[ = j2\text{Im}\{a_{s}\}\cos(sz) - j2\text{Re}\{a_{s}\}\sin(sz) \]  \hspace{1cm} (A.121)
where \( \text{Re}\{\cdot\} \) and \( \text{Im}\{\cdot\} \) stand for the real and imaginary parts of a complex number, respectively. Therefore, according to (A.118) the form function in the substrate is real. Since this is the case, by using the transfer matrix method it can be shown that the form function in the cover and in the other layers is also real. Now if one starts from the real solution, one obtains
\[ F_{s}^{(e,h)}(z; s) = \begin{cases} 
a_{c}^{(e,h)}(s) e^{-\gamma(z-d_{N})} & z > d_{N} \\
a_{i}^{(e,h)}(s) \text{ch}[\gamma_{i}(z-d_{i-1})] + B_{i}^{(e,h)}(s) \text{sh}[\gamma_{i}(z-d_{i-1})] & d_{i-1} < z < d_{i} \\
A_{s}^{(e,h)}(s)\cos(sz) + B_{s}^{(e,h)}(s)\sin(sz) & z < 0
d_{i-1} < z < d_{i} \end{cases} \]  \hspace{1cm} (A.122)

In the literature, radiation modes with the form functions in (A.122) are called substrate radiation modes. The reason for this terminology is the oscillatory behavior of the electromagnetic fields in the substrate as illustrated in Fig. A.6. Comparing (A.122) with (A.121) leads to
\[ A_{s}^{(e,h)} = a_{s}[1 + R_{s}^{(e,h)}(s)] \]  \hspace{1cm} (A.123a)
\[ B_{s}^{(e,h)}(s) = ja_{s}[-1 + R_{s}^{(e,h)}(s)] \]  \hspace{1cm} (A.123b)
Figure A.6: Radiation modes: (a) Substrate modes. (b) Substrate-cover modes.

Therefore, substrate modes correspond to the substrate modes of the first type according to (A.123). In substrate modes of the first type there is only one degree of freedom, that is, \( a_s \) can be chosen arbitrarily. Thus, for substrate modes there is also one degree of freedom.

If we choose \( A_s^{(r,s)} \) arbitrarily, \( B_s^{(r,s)}(s) \) can be obtained from \( A_s^{(r,s)} \) via the following relation

\[
B_s^{(r,s)}(s) = j \frac{R_s^{(r,s)}(s) - 1}{R_s^{(r,s)}(s) + 1} A_s^{(r,s)}
\]  

(A.124)

Note also that \( B_s^{(r,s)}(s) \) can be obtained from \( A_s^{(r,s)} \) by using the following matrix
equation
\[
T^{(e,H)}(s) \begin{bmatrix} 0 \\ s \end{bmatrix} B_s^{(e,H)}(s) - \begin{bmatrix} 1 \\ -\gamma_c \end{bmatrix} a_c^{(e,H)}(s) = -T^{(e,H)}(s) \begin{bmatrix} 1 \\ 0 \end{bmatrix} A_s^{(e,H)}
\] (A.125)

Since the coefficient matrix in (A.125) is real, \(B_s^{(e,H)}(s)\) should be real if \(A_s^{(e,H)}\) is chosen real. This consideration leads to the fact that the coefficient of \(A_s^{(e,H)}\) in (A.124) must be real for substrate modes of the first type. From (A.123), substrate modes in the literature are substrate modes of the first type, according to our terminology, with
\[
a_s = \frac{A_s^{(e,H)} + jB_s^{(e,H)}(s)}{2}
\] (A.126)

Therefore, these modes are orthogonal.

Orthogonality of the substrate modes can be proved directly, if one uses (A.77). Since substrate modes are real-valued functions, we have
\[
< F_s^{(e,H)}(s), F_s^{(e,H)}(s) > = < F_s^{(e,H)}(s), F_s^{(e,H)}(s) >
\] (A.127)

Moreover,
\[
< F_s^{(e,H)}(s), F_s^{(e,H)}(s) > = \frac{2\pi}{c^{(e,H)}} |a_s|^2 \delta(s - s)
\]
\[
= \frac{\pi}{2} \left(|A_s^{(e,H)}(s)|^2 + |B_s^{(e,H)}(s)|^2\right) \delta(s - s)
\] (A.128)

Note that (A.128) can be obtained from the integral formulas given in Appendix B.15.

It is also possible to combine two degenerate cover and substrate modes such that the form function of the resulting mode be real. This leads to the concept of conjugate modes which is defined as follows.

**Definition A.2** Two degenerate cover and substrate modes are called *conjugate modes*, if the form function of their superposition is real.
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As we have seen before, in a symmetric MPS the cover and substrate modes that have been introduced according to our terminology are not symmetric. This is due to the fact that the degeneracy of the radiation modes does not happen within a multiplicative factor. However, by proper linear combinations of the cover and substrate modes, it is possible to make symmetric or asymmetric modes in a symmetric MPS. Now let us see how to construct conjugate modes. To this end, consider two degenerate cover and substrate modes with the form functions of unit incident amplitudes as follows

\[ \tilde{F}_c^{(\epsilon,\lambda)}(z; s) = \begin{cases} e^{i\lambda(z-d_N)} + R_c^{(\epsilon,\lambda)}(s) e^{-j\lambda(z-d_N)} & z > d_N \\ A_i^{(\epsilon,\lambda)}(s) ch[\gamma_i(z-d_{i-1})] + B_i^{(\epsilon,\lambda)}(s) sh[\gamma_i(z-d_{i-1})] & d_{i-1} < z < d_i \\ T_c^{(\epsilon,\lambda)}(s) e^{j\lambda z} & z < 0 \end{cases} \]  

(A.129)

\[ \tilde{F}_s^{(\epsilon,\lambda)}(z; s_2) = \begin{cases} T_s^{(\epsilon,\lambda)}(s_2) e^{-j\lambda(z-d_N)} & z > d_N \\ A_i^{(\epsilon,\lambda)}(s_2) ch[\gamma_i(z-d_{i-1})] + B_i^{(\epsilon,\lambda)}(s_2) sh[\gamma_i(z-d_{i-1})] & d_{i-1} < z < d_i \\ e^{-j\lambda z} + R_s^{(\epsilon,\lambda)}(s_2) e^{j\lambda z} & z < 0 \end{cases} \]  

(A.130)

\[ R_c^{(\epsilon,\lambda)}(s) \] and \[ R_s^{(\epsilon,\lambda)}(s_2) \] are called the reflection functions of the cover and substrate modes, respectively. \[ T_c^{(\epsilon,\lambda)}(s) \] and \[ T_s^{(\epsilon,\lambda)}(s_2) \] are called the transmission functions of the cover and substrate modes, respectively. Let \[ F_{s-c}^{(\epsilon,\lambda)}(z; s) \] be the form function a linear combination of these two modes. That is,

\[ F_{s-c}^{(\epsilon,\lambda)}(z; s) = a_c \tilde{F}_c^{(\epsilon,\lambda)}(z; s) + b_c \tilde{F}_c^{(\epsilon,\lambda)}(z; s) \]  

(A.131)

Therefore,

\[ F_{s-c}^{(\epsilon,\lambda)}(z; s) = \begin{cases} A_c^{(\epsilon,\lambda)}(s) cos[s(z-d_N)] + B_c^{(\epsilon,\lambda)}(s) sin[s(z-d_N)] & z > d_N \\ U_i^{(\epsilon,\lambda)}(s) ch[\gamma_i(z-d_{i-1})] + V_i^{(\epsilon,\lambda)}(s) sh[\gamma_i(z-d_{i-1})] & d_{i-1} < z < d_i \\ A_s^{(\epsilon,\lambda)}(s_2) cos(s_2 z) + B_s^{(\epsilon,\lambda)}(s) sin(s_2 z) & z < 0 \end{cases} \]  

(A.132)
where

\[
A_c^{(s,k)}(s) = T_s^{(s,k)}(s) a_s + \left[ 1 + R_c^{(s,k)}(s) \right] b_c \quad (A.133a)
\]

\[
B_c^{(s,k)}(s) = -j T_s^{(s,k)}(s) a_s + j \left[ 1 - R_c^{(s,k)}(s) \right] b_c \quad (A.133b)
\]

\[
A_s^{(s,k)}(s) = \left[ R_s^{(s,k)}(s) + 1 \right] a_s + T_c^{(s,k)}(s) b_c \quad (A.133c)
\]

\[
B_s^{(s,k)}(s) = j \left[ R_s^{(s,k)}(s) - 1 \right] a_s + j T_c^{(s,k)}(s) b_c \quad (A.133d)
\]

Moreover,

\[
U_i^{(s,k)}(s) = a_s A_i^{(s,k)}(s) + b_c A_i^{(s,k)}(s) \quad (A.134a)
\]

\[
V_i^{(s,k)}(s) = a_s B_i^{(s,k)}(s) + b_c B_i^{(s,k)}(s) \quad (A.134b)
\]

Note that \( s \) and \( s_2 \) are not independent. They are related to each other through

\[
s_2 = \sqrt{(\varepsilon_r \mu_r - \varepsilon_r \mu_r) k_0^2 + s^2} \quad (A.135)
\]

Radiation modes with the form functions as expressed in \( (A.132) \) are called substrate-cover modes. As shown in Fig. A.6(b), the oscillatory nature of the field in the substrate and the cover calls for this terminology which is adopted in the literature. The fields both in the substrate and in the cover are of the standing wave type. Note that we consider \( s \), the corresponding radiation parameter of the cover mode, as the radiation parameter of substrate-cover mode. In constructing of substrate-cover modes there are two degrees of freedom, that is, \( a_s \) and \( b_c \) can be chosen arbitrarily. Each pair of \( a_s \) and \( b_c \) uniquely determines a substrate-cover mode. Therefore, in order to catch this pair, one might expect that in constructing these modes by using \( (A.132) \), any two coefficient can be chosen arbitrarily. In fact, this is the case as can be seen from \( (A.133) \). \( a_s \) and \( b_s \) are uniquely defined in terms of any pairs of coefficients on the left hand sides of \( (A.133) \). It is also possible to choose any pair of coefficients defined in \( (A.134) \) as an independent variables. However, it is useful to choose a pair of coefficients in \( (A.133) \) arbitrarily.
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Let $A^{(e,h)}_s$ and $B^{(e,h)}_s$ be chosen arbitrarily. Thus from (A.133c) and (A.133d), we have

$$a_s = \frac{1}{2} A^{(e,h)}_s + \frac{j}{2} B^{(e,h)}_s$$ (A.136a)

$$b_c = \frac{1 - R^{(e,h)}_c(s_2)}{2T^{(e,h)}_c(s)} A^{(e,h)}_s - j \frac{1 + R^{(e,h)}_c(s_2)}{2T^{(e,h)}_c(s)} B^{(e,h)}_s$$ (A.136b)

If one uses (A.136a) and (A.136b) to substitute for $a_s$ and $b_c$ in (A.133a) and (A.133b), one may write

$$A^{(e,h)}_c(s) = \frac{T^{(e,h)}_c(s)T^{(e,h)}_s(s_2) + \left[1 + R^{(e,h)}_c(s)\right]\left[1 - R^{(e,h)}_s(s_2)\right]}{2T^{(e,h)}_c(s)} A^{(e,h)}_s$$

$$+ j \frac{T^{(e,h)}_c(s)T^{(e,h)}_s(s_2) - \left[1 + R^{(e,h)}_c(s)\right]\left[1 + R^{(e,h)}_s(s_2)\right]}{2T^{(e,h)}_c(s)} B^{(e,h)}_s$$ (A.137a)

$$B^{(e,h)}_c(s) = j \frac{\left[1 - R^{(e,h)}_c(s)\right]\left[1 - R^{(e,h)}_s(s_2)\right] - T^{(e,h)}_c(s)T^{(e,h)}_s(s_2)}{2T^{(e,h)}_c(s)} A^{(e,h)}_s$$

$$+ \frac{\left[1 - R^{(e,h)}_c(s)\right]\left[1 + R^{(e,h)}_s(s_2)\right] + T^{(e,h)}_c(s)T^{(e,h)}_s(s_2)}{2T^{(e,h)}_c(s)} B^{(e,h)}_s$$ (A.137b)

Note also that $A^{(e,h)}_c(s)$ and $B^{(e,h)}_c(s)$ can be obtained from $A^{(e,h)}_s$ and $B^{(e,h)}_s$ by using the following matrix equation

$$\begin{bmatrix} 1 \\ 0 \end{bmatrix} A^{(e,h)}_c(s) + \begin{bmatrix} 0 \\ s \end{bmatrix} B^{(e,h)}_c(s) = T^{(e,h)}(s) \left( \begin{bmatrix} 1 \\ 0 \end{bmatrix} A^{(e,h)}_s + \begin{bmatrix} 0 \\ s_2 \end{bmatrix} B^{(e,h)}_s \right)$$ (A.138)

If real values are chosen for $A^{(e,h)}_s$ and $B^{(e,h)}_s$, $A^{(e,h)}_c(s)$ and $B^{(e,h)}_c(s)$ should be real. This is due to the fact that the coefficient matrices in (A.138) are real-valued matrices. Therefore, the coefficient of $A^{(e,h)}_s$ and $B^{(e,h)}_s$ in (A.137a) and (A.137b) must be real.

For conjugate modes the amplitudes on the left hand sides of equations in (A.133) are real. This means that the amplitudes of the total response in cover or substrate region are complex conjugates of the amplitudes of excitation in the
respective regions. That is why we use the conjugate mode terminology. For example, from (A.133a) and (A.133b) one may argue that $T_s^{(e,h)}(s_2)a_s + R_c^{(e,h)}(s)b_c$ is the complex conjugate of $b_c$.

Orthogonality of substrate-cover modes can be proved directly by using (A.77). This result can also be obtained from the fact that they are superposition of two degenerate cover and substrate modes. Moreover, since the form functions of substrate-cover modes are real-valued functions, we have

$$< F^{(e,h)}_{s-c}(z; s_a), F^{(e,h)}_{s-c}(z; s_b) >= < F^{(e,h)}_{s-c}(z; s_a), F^{(e,h)}_{s-c}(z; s_b) >$$

(A.139)

Let

$$F^{(e,h)}_{(s-c)1}(z; s) = b_{c1} F^{(e,h)}_c(z; s) + a_{s1} F^{(e,h)}_s(z; s_2)$$

(A.140a)

$$F^{(e,h)}_{(s-c)2}(z; s) = b_{c2} F^{(e,h)}_c(z; s) + a_{s2} F^{(e,h)}_s(z; s_2)$$

(A.140b)

then, we have

$$< F^{(e,h)}_{(s-c)1}(z; s), F^{(e,h)}_{(s-c)2}(z; s_a) >= < b_{c1} F^{(e,h)}_c(z; s), b_{c2} F^{(e,h)}_c(z; s_a) > +$$

$$< a_{s1} F^{(e,h)}_s(z; s_2), a_{s2} F^{(e,h)}_s(z; s_2a) >$$

$$= 2\pi b_{c1} b_{c2}^* \delta(s - s_a) + 2\pi a_{s1} a_{s2}^* \delta(s_a - s_2a)$$

$$= 2\pi (b_{c1} b_{c2}^* + a_{s1} a_{s2}^*) \delta(s - s_a)$$

(A.141)

where we have used Lemma A.1. From (A.133a) and (A.133b), we obtain

$$b_c = \frac{1}{2} A_c^{(e,h)} - j \frac{1}{2} B_c^{(e,h)}$$

(A.142)

Therefore, using (A.136a) and (A.142) in (A.141), we have

$$< F^{(e,h)}_{(s-c)1}(z; s), F^{(e,h)}_{(s-c)2}(z; s_a) >= P_{12}^{(e,h)} \delta(s - s_a)$$

(A.143)
where

\[ P_{12}^{(e,h)} = \frac{\pi}{2c^{(e,h)}} \left[ \frac{S_{1a}}{s_a} \left( A_{c1}^{(e,h)} A_{c2}^{(e,h)} + B_{c1}^{(e,h)} B_{c2}^{(e,h)} \right) + A_{s1}^{(e,h)} A_{s2}^{(e,h)} + B_{s1}^{(e,h)} B_{s2}^{(e,h)} \right] \]  \hspace{1cm} (A.144)

Note that since the LHS of (A.143) is real, the coefficient of the delta function in (A.143) must also be real. Therefore, when this coefficient is expressed in terms of \( A \)'s and \( B \)'s the imaginary parts must vanish. It should be emphasized that (A.143) and (A.144) can also be derived from the integral formulas in Appendix B.15.

Let us see how to construct an arbitrary Hertzian scalar potential function of the radiation field in terms of the substrate and substrate-cover modes. To this end, (A.102) can be rewritten as

\[ \Psi^{(e,h)}(u, v, z) = \int_{0}^{\infty} A_{c}^{(e,h)}(u, v, s) \tilde{F}_{c}^{(e,h)}(z; s) ds + \int_{0}^{\infty} A_{s}^{(e,h)}(u, v, s_{2}) \tilde{F}_{s}^{(e,h)}(z; s_{2}) ds_{2} \]  \hspace{1cm} (A.145)

where \( \tilde{F}_{c}^{(e,h)}(z; s) \) and \( \tilde{F}_{s}^{(e,h)}(z; s_{2}) \) are the normalized form functions of the cover and substrate modes, respectively. Let

\[ s_{2} = \sqrt{a^{2} + s^{2}} \]  \hspace{1cm} (A.146)

where

\[ a^{2} = (\mu_{r_{e}} \epsilon_{r_{e}} - \mu_{r_{c}} \epsilon_{r_{c}}) k_{0}^{2} \]

Using (A.146) in (A.145), we obtain

\[ \Psi^{(e,h)}(u, v, z) = \int_{0}^{\infty} \left[ A_{c}^{(e,h)}(u, v, s) \tilde{F}_{c}^{(e,h)}(z; s) + \frac{g}{s_{2}} A_{s}^{(e,h)}(u, v, s_{2}) \tilde{F}_{s}^{(e,h)}(z; s_{2}) \right] ds + \int_{0}^{a} A_{s}^{(e,h)}(u, v, s) \tilde{F}_{s}^{(e,h)}(z; s_{2}) ds_{2} \]  \hspace{1cm} (A.147)

Now

\[ \tilde{F}_{s}^{(e,h)}(z; s_{2}) = \sqrt{\frac{c_{s}^{(e,h)}}{2\pi}} F_{s}^{(e,h)}(z; s_{2}) = j \frac{1}{D^{(e,h)}(s_{2})} \sqrt{\frac{c_{s}^{(e,h)}}{2\pi}} J_{s}^{(e,h)}(z; s_{2}) \]  \hspace{1cm} (A.148)
Thus, $\tilde{F}_{tr}^{(s, A)}(z; s_2)$ can be expressed in terms of the substrate modes.

For each value of $s$, it is also possible to express $\tilde{F}_c^{(s, A)}(z; s)$ and $\tilde{F}_s^{(s, A)}(z; s_2)$ in terms of the substrate-cover modes. More precisely, it is possible to extract $\tilde{F}_c^{(s, A)}(z; s)$ and $\tilde{F}_s^{(s, A)}(z; s_2)$ from two independent substrate-cover modes. By independent, we mean that two modes do not differ within a multiplicative constant. Let

$$
\begin{bmatrix}
    a_{s_1} & b_{c_1} \\
    a_{s_2} & b_{c_2}
\end{bmatrix}
\begin{bmatrix}
    \tilde{F}_s^{(s, A)}(z; s_2) \\
    \tilde{F}_c^{(s, A)}(z; s)
\end{bmatrix}
= 
\begin{bmatrix}
    F_{(s-c)1}^{(s, A)}(z; s) \\
    F_{(s-c)2}^{(s, A)}(z; s)
\end{bmatrix}
$$

(A.149)

In order to obtain $\tilde{F}_c^{(s, A)}(z; s)$ and $\tilde{F}_s^{(s, A)}(z; s_2)$ in terms of $F_{(s-c)1}^{(s, A)}(z; s)$ and $F_{(s-c)2}^{(s, A)}(z; s)$ the determinant of the coefficient matrix in (A.149) must be nonzero. This in turn means that

$$
F_{(s-c)1}^{(s, A)}(z; s) \neq K F_{(s-c)2}^{(s, A)}(z; s)
$$

(A.150)

Eq. (A.150) implies that

$$
\frac{A_{s_1}^{(s, A)}}{A_{s_2}^{(s, A)}} \neq \frac{B_{s_2}^{(s, A)}}{B_{s_1}^{(s, A)}}
$$

(A.151)

Therefore, if (A.151) holds, from (A.149), we have

$$
\begin{bmatrix}
    \tilde{F}_s^{(s, A)}(z; s_2) \\
    \tilde{F}_c^{(s, A)}(z; s)
\end{bmatrix}
= 
\frac{1}{a_{s_1} b_{c_2} - a_{s_2} b_{c_1}}
\begin{bmatrix}
    b_{c_2} & -b_{c_1} \\
    -a_{s_2} & a_{s_1}
\end{bmatrix}
\begin{bmatrix}
    F_{(s-c)1}^{(s, A)}(z; s) \\
    F_{(s-c)2}^{(s, A)}(z; s)
\end{bmatrix}
$$

(A.152)

where

$$
a_{s_i} = \frac{1}{2} A_{s_i}^{(s, A)} + j \frac{1}{2} B_{s_i}^{(s, A)} \quad (i = 1, 2)
$$

(A.153a)

$$
b_{c_i} = \frac{1}{2} A_{c_i}^{(s, A)} - j \frac{1}{2} B_{c_i}^{(s, A)} \quad (i = 1, 2)
$$

(A.153b)

Thus, for each value of $s$, we may obtain $\tilde{F}_s^{(s, A)}(z; s_2)$ and $\tilde{F}_c^{(s, A)}(z; s)$ from two independent substrate-cover modes through (A.152) and (A.153).

In constructing substrate-cover modes there are two degrees of freedom, e.g., $A_{s}^{(s, A)}$ and $B_{s}^{(s, A)}$. If condition (A.151) holds, the two substrate-cover modes are
independent. However, we can put additional constraint on $A_s$'s and $B_s$'s. These constraints are just only a matter of convenience. It is highly desirable that the two substrate-cover modes be orthogonal. To this end, referring to (A.141) or (A.143) and (A.144), the condition for orthogonality is

$$b_{c_1} b_{c_2}^* + \frac{s_2}{s} a_{s_1} a_{s_2}^* = 0 \quad (A.154)$$

or equivalently,

$$A_{c_1}^{(e,h)} A_{c_2}^{(e,h)} + B_{c_1}^{(e,h)} B_{c_2}^{(e,h)} + \frac{s_2}{s} (A_{s_1}^{(e,h)} A_{s_2}^{(e,h)} + B_{s_1}^{(e,h)} B_{s_2}^{(e,h)}) = 0 \quad (A.155)$$

Consequently, orthogonal substrate-cover modes can be constructed by imposing (A.155).

After choosing $A_{s_1}^{(e,h)}$, $B_{s_1}^{(e,h)}$, $A_{s_2}^{(e,h)}$, and $B_{s_2}^{(e,h)}$, these modes can be normalized according to (A.143) and (A.144). Assume that $\tilde{\mathcal{F}}_{(s-c)1}^{(e,h)}(z; s)$ and $\tilde{\mathcal{F}}_{(s-c)2}^{(e,h)}(z; s)$ be two normalized orthogonal substrate-cover modes. Substituting back into (A.152), let

$$\begin{bmatrix} \tilde{\mathcal{F}}_{e}^{(e,h)}(z; s_2) \\ \tilde{\mathcal{F}}_{c}^{(e,h)}(z; s) \end{bmatrix} = \begin{bmatrix} K_{s_1}^{(e,h)}(s) & K_{s_2}^{(e,h)}(s) \\ K_{c_1}^{(e,h)}(s) & K_{c_2}^{(e,h)}(s) \end{bmatrix} \begin{bmatrix} \tilde{\mathcal{F}}_{(s-c)1}^{(e,h)}(z; s) \\ \tilde{\mathcal{F}}_{(s-c)2}^{(e,h)}(z; s) \end{bmatrix} \quad (A.156)$$

Now if we use

$$\tilde{\mathcal{F}}_{e}^{(e,h)}(z; s_2) = \sqrt{\frac{C_s^{(e,h)}}{2\pi}} \tilde{\mathcal{F}}_{e}^{(e,h)}(z; s_2) \quad (A.157a)$$

$$\tilde{\mathcal{F}}_{c}^{(e,h)}(z; s) = \sqrt{\frac{C_c^{(e,h)}}{2\pi}} \tilde{\mathcal{F}}_{c}^{(e,h)}(z; s) \quad (A.157b)$$

then substituting (A.148) into (A.147) leads to the construction of an arbitrary Hertzian scalar potential function of the radiation field with substrate and substrate-cover modes. Note how this idea is closely related to the Fourier transform of sine and cosine type.
In a symmetric MPS, as one might expect that there is no substrate mode. However, we may think of the possibility of symmetric and asymmetric substrate-cover modes as two orthogonal modes. As we will show shortly, there is such a possibility. However, before that we define a class of MPSs more general than symmetric ones, the so-called quasi-symmetric MPSs.

**Definition A.3** A MPS is called quasi-symmetric if the cover and substrate are identical. That is,

\[ c_c^{(s,A)} = c_s^{(s,A)} \]  \hspace{1cm} (A.158)

**Theorem A.13** In a lossless quasi-symmetric MPS we have

\[ T_s^{(s,A)}(s) = T_c^{(s,A)}(s) \]  \hspace{1cm} (A.159a)

\[ |R_s^{(s,A)}(s)| = |R_c^{(s,A)}(s)| \]  \hspace{1cm} (A.159b)

\[ (A.159c) \]

Note that the above theorem does not require the layers in the stack be symmetric. The details of the proof are given in Appendix B.13.

**Theorem A.14** Let the \( T^{(s,A)}(s) \) be the transfer matrix of a lossless symmetric MPS such that

\[
T^{(s,A)}(s) = \begin{bmatrix}
\ell_{11}^{(s,A)}(s) & \ell_{12}^{(s,A)}(s) \\
\ell_{21}^{(s,A)}(s) & \ell_{22}^{(s,A)}(s)
\end{bmatrix}
\]  \hspace{1cm} (A.160)

Then we have

\[ t_{11}^{(s,A)}(s) = t_{22}^{(s,A)}(s) \]  \hspace{1cm} (A.161)

To prove the above theorem, we take advantage of an interesting property of symmetric MPSs. For complete proof of this theorem see Appendix B.14.
After stating the above theorems we explain how to construct symmetric and asymmetric substrate-cover modes in a symmetric MPS. First, we note that for a symmetric MPS, we have

\[ T_s^{(e,h)}(s) = T_c^{(e,h)}(s) = T_e^{(e,h)}(s) \]  \hspace{1cm} (A.162a)

\[ R_s^{(e,h)}(s) = R_c^{(e,h)}(s) = R_e^{(e,h)}(s) \]  \hspace{1cm} (A.162b)

Now a symmetric form function results if the MPS is excited symmetrically, that is, if

\[ a_s = b_c \]  \hspace{1cm} (A.163)

Now under symmetric excitation, the equations (A.133) reduce to

\[ A_c^{(e,h)}(s) = [1 + \tilde{T}^{(e,h)}(s) + \tilde{R}^{(e,h)}(s)] a_s \]  \hspace{1cm} (A.164a)

\[ B_c^{(e,h)}(s) = j [1 - \tilde{T}^{(e,h)}(s) + \tilde{R}^{(e,h)}(s)] a_s \]  \hspace{1cm} (A.164b)

\[ A_s^{(e,h)}(s) = [1 + \tilde{T}^{(e,h)}(s) + \tilde{R}^{(e,h)}(s)] a_s \]  \hspace{1cm} (A.164c)

\[ B_s^{(e,h)}(s) = -j [1 - \tilde{T}^{(e,h)}(s) - \tilde{R}^{(e,h)}(s)] a_s \]  \hspace{1cm} (A.164d)

As can be seen from the above set of equations in constructing of symmetric modes there is only one degree of freedom, that is, the choice of \( a_s \). Equivalently, \( A_s^{(e,h)}(s) \) can be chosen arbitrarily. Moreover, for a symmetric mode we have

\[ A_c^{(e,h)}(s) = A_s^{(e,h)}(s) \]  \hspace{1cm} (A.165a)

\[ B_c^{(e,h)}(s) = -B_s^{(e,h)}(s) \]  \hspace{1cm} (A.165b)

In order to obtain all other amplitudes it is also necessary to obtain \( B_s^{(e,h)}(s) \). However, in this case \( B_s^{(e,h)}(s) \) linearly depends on \( A_s^{(e,h)}(s) \). To obtain the constant of proportionality, we use (A.165) in the matrix equation given by (A.138). Therefore, after rearrangement, for a symmetric mode, we have

\[
\begin{bmatrix}
1 - \tilde{t}_{11}^{(e,h)}(s) & s\tilde{t}_{12}^{(e,h)}(s) \\
-s\tilde{t}_{21}^{(e,h)}(s) & 1 + \tilde{t}_{22}^{(e,h)}(s)
\end{bmatrix}
\begin{bmatrix}
A_s^{(e,h)}(s) \\
B_s^{(e,h)}(s)
\end{bmatrix} = 0
\]  \hspace{1cm} (A.166)
Since the above matrix equation has a non-trivial solution, the determinants of the coefficient matrix must be zero. In fact, this is the case. If one expands the determinant of the coefficient matrix in (A.166), uses Theorem A.14 and the fact that \( c_c^{(e,h)} = c_s^{(e,h)} \) and \( t_{11}^{(e,h)}(s) = t_{22}^{(e,h)}(s) \), one can easily show that the determinant of the coefficient matrix in (A.166) is zero. Therefore,
\[
\frac{B_s^{(e,h)}(s)}{A_s^{(e,h)}(s)} = \frac{t_{11}^{(e,h)}(s) - 1}{s t_{12}^{(e,h)}(s)} = \frac{t_{21}^{(e,h)}(s)}{s [1 + t_{22}^{(e,h)}(s)]}
\]
(A.167)

Note also that from (A.164c) and (A.164d), one may write
\[
\frac{B_s^{(e,h)}(s)}{A_s^{(e,h)}(s)} = -j \frac{1 - \hat{T}^{(e,h)}(s) - \hat{R}^{(e,h)}(s)}{1 + \hat{T}^{(e,h)}(s) + \hat{R}^{(e,h)}(s)}
\]
(A.168)

Therefore, in a symmetric MPS the RHS of (A.168) must be real.

To construct an asymmetric mode, we need
\[
b_c = -a_s
\]
(A.169)

In this case, from (A.133), we have
\[
A_c^{(e,h)}(s) = -[1 + \hat{R}^{(e,h)}(s) - \hat{T}^{(e,h)}(s)] a_s
\]
(A.170a)
\[
B_c^{(e,h)}(s) = -j [1 - \hat{R}^{(e,h)}(s) + \hat{T}^{(e,h)}(s)] a_s
\]
(A.170b)
\[
A_s^{(e,h)}(s) = [1 + \hat{R}^{(e,h)}(s) - \hat{T}^{(e,h)}(s)] a_s
\]
(A.170c)
\[
B_s^{(e,h)}(s) = -j [1 - \hat{R}^{(e,h)}(s) + \hat{T}^{(e,h)}(s)] a_s
\]
(A.170d)

Consequently,
\[
A_c^{(e,h)}(s) = -A_s^{(e,h)}(s)
\]
(A.171a)
\[
B_c^{(e,h)}(s) = B_s^{(e,h)}(s)
\]
(A.171b)

For an asymmetric mode, \( A_s^{(e,h)}(s) \) and \( B_s^{(e,h)}(s) \) satisfy the following matrix equation
\[
\begin{bmatrix}
1 + t_{11}^{(e,h)}(s) & -s t_{12}^{(e,h)}(s) \\
t_{21}^{(e,h)}(s) & s [1 - t_{22}^{(e,h)}(s)]
\end{bmatrix}
\begin{bmatrix}
A_s^{(e,h)}(s) \\
B_s^{(e,h)}(s)
\end{bmatrix} = 0
\]
(A.172)
Thus
\[\frac{B^{(e,h)}_s(s)}{A^{(e,h)}_s(s)} = 1 + \frac{\ell^{(e,h)}_{11}(s)}{s \ell^{(e,h)}_{12}(s)} = \frac{\ell^{(e,h)}_{21}(s)}{s \left[\ell^{(e,h)}_{22}(s) - 1\right]} \tag{A.173}\]

Note also that from (A.164c) and (A.164d), one may write
\[\frac{B^{(e,h)}_s(s)}{A^{(e,h)}_s(s)} = -j \frac{1 - \hat{R}^{(e,h)}(s) + \hat{T}^{(e,h)}(s)}{1 + \hat{R}^{(e,h)}(s) - \hat{T}^{(e,h)}(s)} \tag{A.174}\]

Therefore, in a symmetric MPS the RHS of (A.174) must be real. It should be noted that the symmetric and asymmetric radiation modes in a symmetric MPS are orthogonal. In fact, (A.155) is valid, if (A.165) and (A.171) hold.

### A.9 General Hertzian Potential Functions and Vector Fields

So far, we have entirely focused on the form functions. We have obtained interesting properties of these functions as a part of the potential functions in a MPS. The modal electromagnetic fields and the potential functions themselves satisfy some useful orthogonality properties, the so-called modal orthogonality. We have used the form function orthogonality and the modal orthogonality interchangeably.

Although in many cases the modal orthogonality can be obtained from the orthogonality of the form functions. However, the concept of modal orthogonality is more general than the orthogonality of the form functions.

As a matter of fact, in constructing the potential functions, in addition to the form functions, we have one more choice. That is, the amplitude functions. Amplitude functions are not unique to the form functions. Many different amplitude functions can be associated with a fixed form function such that the resulting
potential function is still a valid one. In the rectangular coordinate system any double-exponent function

$$A(z, y) = e^{-j(k_z z + k_y y)} \quad (A.175)$$

such that $k_z^2 + k_y^2 = \beta^2$ can be considered as an amplitude function associated with the form function with eigenvalue $\beta$. Moreover, on a line $y = y_1$ in the $x$-$y$ plane, we have

$$\int_{-\infty}^{\infty} e^{-j(k_z x + k_y y_1)} e^{j(k'_z x + k'_y y_1)} dx = 2\pi e^{-j(k_z - k'_z)y_1} \delta(k_z - k'_z) \quad (A.176)$$

In the cylindrical coordinate system any function of the form

$$A(\rho, \phi) = e^{jn\phi} B_n(\beta \rho) \quad (n = \ldots, -1, 0, 1, \ldots) \quad (A.177)$$

where $B_n(\beta \rho)$ is an arbitrary Bessel function and is a valid amplitude function for a form function with eigenvalue $\beta$. Furthermore, on a circle of radius $\rho_1$ centered at the origin in the $x$-$y$ plane, we have

$$\int_0^{2\pi} e^{jn\phi} B_m(\beta \rho_1) \left[ e^{jn\phi} B_n(\beta \rho_1) \right]^* \rho_1 d\phi = 2\pi \delta_{mn} B_m(\beta \rho_1) B_n^*(\beta \rho_1) \quad (A.178)$$

where $\delta_{mn}$ is the Kronecker delta symbol, which is nonzero only if $m = n$. The orthogonality relations of the form functions in the $z$ direction and the amplitude functions on a line parallel to, say, the $y$-axis or on a circle in the $x$-$y$ plane suggest to define some general inner products. These general inner products are defined in the literature, e.g., [121],[19]. We review some of them and show that how they can be easily derived from the formulation developed without resorting to any complicated mathematical procedure.

Consider a lossless MPS and let $S$ be the $x$-$z$ plane in the rectangular coordinate system or a cylindrical surface of a fixed but arbitrary radius $\rho_1$ extending from $z = -\infty$ to $z = \infty$. Of course, the axis of this cylindrical surface coincides with the
z axis. Moreover, assume that $\Psi_a^{(r,h)}$ and $\Psi_b^{(r,h)}$ be different Hertzian scalar potential functions in this structure. By different, we mean that the potential functions differ at least by the form functions or the amplitude functions. It is also possible the potential functions differ by both the form functions and the amplitude functions. With the above assumptions, we have

$$\iint_S \frac{1}{c^{(r,h)}} \Psi_a^{(r,h)} \left[ \Psi_b^{(r,h)} \right]^* \, dS = 0 \quad (A.179)$$

The above orthogonality relation is proved in [122] by using the coupled-power theorem. The relation in (A.179) can be easily verified, if we substitute for the potential functions in terms of the form functions and the amplitude functions. In fact,

$$\iint_S \frac{1}{c^{(r,h)}} \Psi_a^{(r,h)} \left[ \Psi_b^{(r,h)} \right]^* \, dS = \int_{-\infty}^{\infty} F_a^{(r,h)} \left[ F_b^{(r,h)} \right]^* \, dz \int_0^{2\pi} A_a^{(r,h)} \left[ A_b^{(r,h)} \right]^* \rho_1 \, d\phi \quad (A.180)$$

For two different modes, at least one of the integrals on the RHS of (A.180) vanishes. Therefore, (A.179) is valid. Note also that by using the normalization relations for the form functions and the amplitude functions, the integrals on the LHS of (A.180) can be easily evaluated.

We can also derive some useful orthogonality relations between the vector fields. Let us consider the vector space of paired 3-D complex vectors $(A, B)$ in the rectangular coordinate system. In this space, we may define two different inner products as follows.

**Inner product of the first type**

$$(A_1, B_1) \hat{\wedge} (A_2, B_2) = \iint_S [A_1 \times B_2^* + A_2^* \times B_1] \cdot \hat{y} \, dS \quad (A.181)$$

**Inner product of the second type**

$$(A_1, B_1) \hat{\vee} (A_2, B_2) = \iint_S [A_1 \times B_2^* - A_2^* \times B_1] \cdot \hat{y} \, dS \quad (A.182)$$
Let \((E_a, H_a)\) and \((E_b, H_b)\) be two independent modal solutions of Maxwell’s equation in a lossless MPS. Then, from Maxwell’s equations, it can be shown that \[\text{(A.183)}\]
\[
(E_a, H_a) \wedge (E_b, H_b) = (E_a, H_a) \vee (E_b, H_b) = 0
\]

Therefore,
\[
\iint_S E_a \times H_b^* \cdot \hat{y} dS = 0 \tag{A.184}
\]

Now consider the vector space of paired 3-D complex vectors \((A, B)\) in the cylindrical coordinate system. Let us define an inner product in this linear space as follows
\[
(A_1, B_1) \circ (A_2, B_2) = \iint_S [A_1 \times B_2^* + A_2^* \times B_1] \cdot \hat{\rho} dS \tag{A.185}
\]

In this case, it can be argued that \[\text{(122)}, \text{[19]}\]
\[
(E_a, H_a) \circ (E_b, H_b) = C \tag{A.186}
\]

where \(C\) is a constant number independent of the radius of the cylindrical surface. The relation in (A.186) is called the coupled-power theorem. Using the fact that \(C\) is constant, it can be shown that
\[
\iint_S E_a \times H_b^* \cdot \hat{\rho} dS = 0 \tag{A.187}
\]

We may combine the orthogonality relations in (A.184) and (A.187) together and write
\[
\iint_S E_a \times H_b^* \cdot \hat{n} dS = 0 \tag{A.188}
\]

Note that the only requirement for satisfaction of (A.188) is that the corresponding fields be the modal solutions of MPS. Therefore, as one might expect,
there is no restriction on the type of the fields. More precisely, we have the following orthogonality relations

\[ \int_S E_a^h \times [H_b^h]^* \cdot \hat{n} dS = 0 \]  
(A.189a)

\[ \int_S E_a^e \times [H_b^e]^* \cdot \hat{n} dS = 0 \]  
(A.189b)

\[ \int_S E_a^e \times [H_b^h]^* \cdot \hat{n} dS = 0 \]  
(A.189c)

\[ \int_S E_a^e \times [H_b^e]^* \cdot \hat{n} dS = 0 \]  
(A.189d)

To show (A.189a), according to (A.19) and (A.20), we substitute for \( E_a^h \) and \( H_b^h \) in terms of the \( \Psi_a^h \) and \( \Psi_b^h \), respectively. Therefore,

\[ \int_S E_a^h \times [H_b^h]^* \cdot \hat{n} dS = \int_S \left[ j \omega \mu_a \hat{z} \times \nabla \Psi_a^h \right] \times \frac{1}{\mu_a(z)} \left[ \nabla \left( \frac{\partial \Psi_a^h}{\partial z} \right) + \beta_b^2 \Psi_b^h \right]^* \cdot \hat{n} dS \]  
(A.190)

where the subscript \( t \) means transverse to the \( z \) axis. Moreover, we have used

\[ \frac{\partial^2 \Psi_b^h}{\partial z^2} + \mu_r(z) \varepsilon_r(z) k_0^2 \Psi_b^h = \beta_b^2 \Psi_b^h \]  
(A.191)

Using the vector identity

\[ A \times (B \times C) = (A \cdot C)B - (A \cdot B)C \]  
(A.192)

it can be easily seen that

\[ \int_S E_a^h \times [H_b^h]^* \cdot \hat{n} dS = j \omega \mu_0 \beta_b^2 \int_S \frac{1}{\mu_r(z)} \nabla \Psi_a^h \nabla \left[ \Psi_b^h \right]^* \cdot \hat{n} dS \]

\[ = j \omega \mu_0 \beta_b^2 \int_{-\infty}^{\infty} \frac{1}{\mu_r(z)} F_a^h(z) [F_b^h]^* dz \times \int_t A_a^h(u_1, u_2) \nabla \left[ A_b^h(u_1, u_2) \right]^* \cdot \hat{n} dl \]  
(A.193)

For two different modes at least one of the integrals on the RHS of (A.193) vanishes. This shows the validity of (A.189a). Note how the integral in (A.189a) can be
evaluated with the formulas developed so far. The same argument can be used for the proof of (A.189d). To prove (A.189b), we write

$$\int \int \oint_S \mathbf{E}_a^h \times \mathbf{H}_b^c \cdot \hat{n} dS = \int \int \oint_S \left[ j \omega \mu_0 \hat{z} \times \nabla \psi_a^h \right] \times j \omega \varepsilon_0 \hat{z} \times \nabla \cdot \left[ \mathbf{H}_b^h \right] \cdot \hat{n} dS$$  \hspace{1cm} (A.194)

successive application of (A.192) and noting that $\mathbf{z} \cdot \hat{n} = 0$ leads to the conclusion that (A.189b) is identically zero. The proof of (A.189c) using the potential approach is not straightforward.

A.10 Summary

Throughout this appendix, the theory of surface waves and radiation modes of a lossless MPS has been treated rigorously. For the first time, the radiation modes have been investigated in a complete and self-contained rigorous fashion. Many interesting properties of the radiation modes have been stated in terms of theorems. The transfer matrix method is fundamental in the proof of all these theorems. Without using this technique it is almost impossible to show the validity of the theorems. This fact shows the beauty and importance of this method.

As we have seen before, the complete set of solutions for the physical field consists of one or more surface waves and a continuous spectrum of the radiation fields. The surface waves correspond to $\max(\sqrt{\mu_r \varepsilon_r} k_o, \sqrt{\mu_r \varepsilon_r} k_o) < \beta < \max(\sqrt{\mu_r \varepsilon_r} k_o)$ and the spectrum of the radiation fields is divided into two parts. The spectrum of visible or propagating radiation field is in the range of $0 < \beta < \max(\sqrt{\mu_r \varepsilon_r} k_o, \sqrt{\mu_r \varepsilon_r} k_o)$. The invisible or evanescent radiation fields with $\beta = j \alpha$ and $0 < \alpha < \infty$ is the second part of the radiation spectrum. In general, the field radiated by an arbitrary source can be expressed in terms of the above types of fields.
The characteristic equations of MPS in (A.44) leading to the eigenvalues of the surface waves have an infinite number of solutions with complex roots. One may also correspond modes to these complex roots. However, these modes do not satisfy the radiation conditions at infinity and have a growing character deep into the substrate or the cover. Since these types of solutions correspond to the power leakage from the MPS surface, they are referred as leaky modes. Due to the non physical character of these types of the solutions, they do not belong to the proper eigenvalue spectrum. Despite this fact, in many cases it is possible to deform the contour integral representing the radiation field of a source into the steepest descent path such that some of these non physical poles be captured. Therefore, it is possible to utilize these modes to partially represent the radiated fields. As one might expect, the leaky modes like surface waves contribute to the near field pattern. They are not significant in the far-zone field. The mathematical theory of MPS will be complete if one adds the concept of leaky modes. However, since these modes are only a mathematical tool, the meaningful discussion of them is difficult without considering the excitation of MPS. Therefore, we do not follow this concept here.
Appendix B

B.1 Transfer Matrix Method

In this appendix, a systematic method for replacing (A.28) and the corresponding boundary conditions in (A.29)–(A.32) with suitable matrix equations will be discussed. In each layer one may write

$$F_i^{(e,h)}(z) = A_i^{(e,h)} U_i^{(e,h)}(z) + B_i^{(e,h)} V_i^{(e,h)}(z) \quad (B.1)$$

where $U_i^{(e,h)}(z)$ and $V_i^{(e,h)}(z)$ are any two independent solutions of

$$\frac{d^2 F_i^{(e,h)}}{dz^2} - \gamma_i^{(e,h)} F_i^{(e,h)} = 0 \quad (B.2)$$

with $\gamma_i^{(e,h)} = [\beta^{(e,h)}]^2 - \varepsilon_{ri} \mu_r \kappa_o^2$. Now applying the boundary conditions in (A.29)–(A.32) leads to

$$C_{i+1}^{(e,h)} \begin{bmatrix} U_{i+1}^{(e,h)}(d_i) & V_{i+1}^{(e,h)}(d_i) \\ \frac{dU_{i+1}^{(e,h)}}{dz}(d_i) & \frac{dV_{i+1}^{(e,h)}}{dz}(d_i) \end{bmatrix} \begin{bmatrix} A_{i+1}^{(e,h)} \\ B_{i+1}^{(e,h)} \end{bmatrix} = C_i^{(e,h)} \begin{bmatrix} U_i^{(e,h)}(d_i) & V_i^{(e,h)}(d_i) \\ \frac{dU_i^{(e,h)}}{dz}(d_i) & \frac{dV_i^{(e,h)}}{dz}(d_i) \end{bmatrix} \begin{bmatrix} A_i^{(e,h)} \\ B_i^{(e,h)} \end{bmatrix} \quad (B.3)$$

where

$$C_i' = \begin{bmatrix} 1 & 0 \\ 0 & \frac{1}{\varepsilon_{ri}} \end{bmatrix} \quad (B.4)$$
and
\[
C_i^h = \begin{bmatrix} 1 & 0 \\ 0 & \frac{1}{\mu_{r_i}} \end{bmatrix} \tag{B.5}
\]

From (B.3), one may write
\[
\begin{bmatrix} A_{i+1}^{(e,h)} \\ B_{i+1}^{(e,h)} \end{bmatrix} = Q_{i+1,i}^{(e,h)} \begin{bmatrix} A_i^{(e,h)} \\ B_i^{(e,h)} \end{bmatrix} \tag{B.6}
\]

where
\[
Q_{i+1,i}^{(e,h)} = \begin{bmatrix} U_{i+1}^{(e,h)} & V_{i+1}^{(e,h)} \\ \frac{dU_{i+1}^{(e,h)}}{dz} & \frac{dV_{i+1}^{(e,h)}}{dz} \end{bmatrix}^{-1} \left( C_{i+1}^{(e,h)} \right)^{-1} \left( C_i^{(e,h)} \right) \begin{bmatrix} U_i^{(e,h)} & V_i^{(e,h)} \\ \frac{dU_i^{(e,h)}}{dz} & \frac{dV_i^{(e,h)}}{dz} \end{bmatrix} \tag{B.7}
\]

The matrix equation in (B.6) shows that the amplitudes in each layer can be expressed in terms of the amplitudes of the layer immediately above or below it.

Eq. (B.2) is the simplest form of the Sturm-Liouville equation of the form
\[
\frac{d}{d\xi} \left[ p(\xi) \frac{d\psi}{d\xi} \right] + \left[ q(\xi) + \lambda \sigma(\xi) \right] \psi(\xi) = 0 \tag{B.8}
\]

with
\[
p(\xi) = \sigma(\xi) \equiv 1
\]
\[
q(\xi) \equiv 0
\]
\[
\lambda = -[\gamma_i^{(e,h)}]^2
\]

A useful property of the Sturm-Liouville equation is that the product of \( p(\xi) \) and the Wronskian determinant \( W(\xi) \) is constant. Using this property, let us assume that
\[
U_i^{(e,h)}(z) \frac{dV_i^{(e,h)}(z)}{dz} - V_i^{(e,h)}(z) \frac{dU_i^{(e,h)}(z)}{dz} = \eta_i^{(e,h)} \tag{B.9}
\]

Moreover, let
\[
C_i^{(e,h)}(z) = U_i^{(e,h)}(z) \tag{B.10}
\]
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\[ S_i^{(e,\alpha)}(z) = \frac{1}{\eta_i^{(e,\alpha)}} V_i^{(e,\alpha)}(z) \]  \hspace{1cm} (B.11)

Substituting (B.10) and (B.11) into (B.1) and following the same procedure, one may write

\[ \begin{bmatrix} A_{i+1}^{(e,\alpha)} \\ \eta_{i+1}^{(e,\alpha)} B_{i+1}^{(e,\alpha)} \end{bmatrix} = T_{i+1,i}^{(e,\alpha)} \begin{bmatrix} A_i^{(e,\alpha)} \\ \eta_i^{(e,\alpha)} B_i^{(e,\alpha)} \end{bmatrix} \]  \hspace{1cm} (B.12)

where

\[ T_{i+1,i}^{(e,\alpha)} = \begin{bmatrix} C_{i+1}^{(e,\alpha)} & S_{i+1}^{(e,\alpha)} \\ \frac{dC_{i+1}^{(e,\alpha)}}{dz} & \frac{dS_{i+1}^{(e,\alpha)}}{dz} \end{bmatrix}^{-1} \begin{bmatrix} C_i^{(e,\alpha)} & S_i^{(e,\alpha)} \\ \frac{dC_i^{(e,\alpha)}}{dz} & \frac{dS_i^{(e,\alpha)}}{dz} \end{bmatrix} \]  \hspace{1cm} (B.13)

From the above considerations it can be easily seen that

\[ \det \left( T_{i+1,i}^{(e,\alpha)} \right) = \frac{c_i^{(e,\alpha)}}{c_i^{(e,\alpha)}} \]  \hspace{1cm} (B.14)

where \( c_i^{(e,\alpha)} = \mu \alpha_i \) and \( c_i^{(e,\alpha)} = \epsilon \alpha_i \). This means that \( \det \left( T_{i+1,i}^{(e,\alpha)} \right) \) is independent of the Wronskian determinant. This fact greatly simplifies transfer matrix technique. Let

\[ U_i^{(e,\alpha)}(z) = ch[\gamma_i^{(e,\alpha)}(z - d_{i-1})] \]  \hspace{1cm} (B.15)
\[ V_i^{(e,\alpha)}(z) = sh[\gamma_i^{(e,\alpha)}(z - d_{i-1})] \]  \hspace{1cm} (B.16)

With the above choice of the solutions, we have

\[ \eta_i^{(e,\alpha)} = \gamma_i^{(e,\alpha)} \]

Therefore, (B.12) reduces to

\[ \begin{bmatrix} A_{i+1}^{(e,\alpha)} \\ \eta_{i+1}^{(e,\alpha)} B_{i+1}^{(e,\alpha)} \end{bmatrix} = T_{i+1,i}^{(e,\alpha)} \begin{bmatrix} A_i^{(e,\alpha)} \\ \gamma_i^{(e,\alpha)} B_i^{(e,\alpha)} \end{bmatrix} \]  \hspace{1cm} (B.17)

where from (B.15), we have

\[ T_{i+1,i}^{(e,\alpha)} = \begin{bmatrix} ch(\gamma_i^{(e,\alpha)} t_i) & sh(\gamma_i^{(e,\alpha)} t_i) \\ \frac{d}{d\gamma_i^{(e,\alpha)}} sh(\gamma_i^{(e,\alpha)} t_i) & \frac{d}{d\gamma_i^{(e,\alpha)}} ch(\gamma_i^{(e,\alpha)} t_i) \end{bmatrix} \]  \hspace{1cm} (B.18)
For a lossless MPS, the elements of the above transfer matrices are real and are insensitive to the sign of $\gamma_i^{(e,h)}$. Moreover, these elements are well-behaved as $\gamma_i^{(e,h)} \to 0$. These important properties are very useful in the numerical calculations and are the direct consequences of introducing the transfer matrices as defined in (B.12).

### B.2 Proof of Theorem A.1

To prove Theorem A.1, we follow the same approach that is used in the proof of the orthogonality of the Sturm-Liouville eigenfunctions. It is known that $F_{ai}^{(e,h)}(z)$ and $F_{bi}^{(e,h)}(z)$ in the region $d_{i-1} < z < d_i$ are the solutions of (A.28) which can be rewritten as

\[
\frac{d^2 F_{ai}^{(e,h)}}{dz^2} + \epsilon_i \mu_i k_o^2 F_{ai}^{(e,h)} = [\beta_{a_i}^{(e,h)}]^2 F_{ai}^{(e,h)} \tag{B.19}
\]

\[
\frac{d^2 F_{bi}^{(e,h)}}{dz^2} + \epsilon_i \mu_i k_o^2 F_{bi}^{(e,h)} = [\beta_{b_i}^{(e,h)}]^2 F_{bi}^{(e,h)} \tag{B.20}
\]

Let $c_i^e = \epsilon_i$ and $c_i^h = \mu_i$. Multiplying the equation for $F_{ai}^{(e,h)}$ by $\frac{1}{c_i^{(e,h)}} F_{bi}^{(e,h)}$ and (B.20) by $\frac{1}{c_i^{(e,h)}} F_{ai}^{(e,h)}$, subtracting gives

\[
\frac{d}{dz} \left[ \frac{1}{c_i^{(e,h)}} F_{ai}^{(e,h)} \frac{dF_{ai}^{(e,h)}}{dz} - \frac{1}{c_i^{(e,h)}} F_{ai}^{(e,h)} \frac{dF_{bi}^{(e,h)}}{dz} \right] = \left( [\beta_{a_i}^{(e,h)}]^2 - [\beta_{b_i}^{(e,h)}]^2 \right) \frac{1}{c_i^{(e,h)}} F_{ai}^{(e,h)} F_{bi}^{(e,h)} \tag{B.21}
\]

Integrating (B.21) from $z = d_{i-1}$ to $z = d_i$ gives

\[
[\beta_{dif}^{(e,h)}]^2 \int_{d_{i-1}}^{d_i} \frac{1}{c_i^{(e,h)}} F_{ai}^{(e,h)} F_{bi}^{(e,h)} \, dz = \left[ \frac{1}{c_i^{(e,h)}} F_{ai}^{(e,h)} \frac{dF_{ai}^{(e,h)}}{dz} - \frac{1}{c_i^{(e,h)}} F_{ai}^{(e,h)} \frac{dF_{bi}^{(e,h)}}{dz} \right]_{d_{i-1}}^{d_i} \tag{B.22}
\]

where

\[
[\beta_{dif}^{(e,h)}]^2 = [\beta_{a_i}^{(e,h)}]^2 - [\beta_{b_i}^{(e,h)}]^2
\]
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Let

\[ \int_{-\infty}^{\infty} w^{(e,h)}(z) F_a^{(e,h)}(z) F_b^{(e,h)}(z) \, dz = I_{-\infty} + I_N + I_{\infty} \quad (B.23) \]

where

\[ I_{-\infty} = \int_{-\infty}^{0} \frac{1}{c_s^{(e,h)}} F_a^{(e,h)}(z) F_b^{(e,h)}(z) \, dz \]

\[ I_N = \sum_{i=0}^{N} \int_{d_{i-1}}^{d_i} \frac{1}{c_i^{(e,h)}} F_a^{(e,h)}(z) F_b^{(e,h)}(z) \, dz \]

\[ I_{\infty} = \int_{d_N}^{\infty} \frac{1}{c_c^{(e,h)}} F_a^{(e,h)}(z) F_b^{(e,h)}(z) \, dz \]

Using (B.22) and the fact that \( F^{(e,h)}_{(e,h)} \) and \( \frac{1}{c^{(e,h)}} \frac{dF^{(e,h)}_{(e,h)}}{dz} \) are continuous at \( z = d_{i-1} \) and \( d_i \), \( i = 0,1, \ldots N \), from (B.23), we get

\[ [\beta_{dif}^{(e,h)}]^2 \int_{-\infty}^{\infty} w^{(e,h)}(z) F_a^{(e,h)}(z) F_b^{(e,h)}(z) \, dz = \frac{1}{c_c^{(e,h)}} \left[ F_b^{(e,h)} \frac{dF_a^{(e,h)}}{dz} - F_a^{(e,h)} \frac{dF_b^{(e,h)}}{dz} \right]_{z=\infty} - \]

\[ \frac{1}{c_s^{(e,h)}} \left[ F_b^{(e,h)} \frac{dF_a^{(e,h)}}{dz} - F_a^{(e,h)} \frac{dF_b^{(e,h)}}{dz} \right]_{z=-\infty} = 0 \quad (B.24) \]

The above result is due to the fact that form functions and their derivative exponentially decay in the substrate and the cover regions. If \( F_a^{(e,h)} \) and \( F_b^{(e,h)} \) correspond to different eigenvalues, \( [\beta_{dif}^{(e,h)}]^2 \neq 0 \). Therefore, (A.56) follows from (B.24).

To prove (A.57), we only need to multiply (B.19) by \( \frac{1}{c_i^{(e,h)}} [F_b^{(e,h)}]^* \) and the complex conjugate of (B.20) by \( \frac{1}{c_i^{(e,h)}} F_a^{(e,h)} \). The remaining steps are the same. Moreover, we use the fact that \( c_i^{(e,h)} \) are real which means that \( [F_b^{(e,h)}]^* \) in addition to \( \frac{1}{c_i^{(e,h)}} \frac{d[F_i^{(e,h)}]}{dz} \) are continuous at \( z = d_{i-1} \) and \( z = d_i \). □
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**B.3 Proof of Theorem A.2**

To prove Theorem A.2, all we need is to show that

\[ F^{(e, \Lambda)}(z_o) = \pm F^{(e, \Lambda)}(d_N - z_o) \]  

(B.25)

where \( z_o \) is an arbitrary number. To this end, we know that \( F^{(e, \Lambda)}(z) \) is the solution of

\[ \frac{d^2 F^{(e, \Lambda)}}{dz^2} + \epsilon_r(z) \mu_r(z) k_o^2 F^{(e, \Lambda)} = [\beta^{(e, \Lambda)}]^2 F^{(e, \Lambda)} \]  

(B.26)

The above differential equation is valid for each value of \( z \). Especially if we apply (B.26) at \( z = d_N - z_o \), we have

\[ \frac{d^2 F^{(e, \Lambda)}}{dz^2}|_{z=d_N-z_o} + \epsilon_r(d_N - z_o) \mu_r(d_N - z_o) k_o^2 F^{(e, \Lambda)}(d_N - z_o) = [\beta^{(e, \Lambda)}]^2 F^{(e, \Lambda)}(d_N - z_o) \]  

(B.27)

Let us define a new variable \( u \) such that

\[ u = d_N - z \]  

(B.28)

Then, we have

\[ \frac{d^2}{dz^2} \equiv \frac{d^2}{du^2} \]  

(B.29)

Using (B.29) in (B.27) leads to

\[ \frac{d^2 F^{(e, \Lambda)}}{du^2}|_{u=u_o} + \epsilon_r(u_o) \mu_r(u_o) k_o^2 F^{(e, \Lambda)}(u_o) = [\beta^{(e, \Lambda)}]^2 F^{(e, \Lambda)}(u_o) \]  

(B.30)

where \( u_o = d_N - z_o \). The above differential equation is valid for an arbitrary value of \( u_o \). Therefore, \( F^{(e, \Lambda)} \) as a function of \( u \) satisfies the following differential equation

\[ \frac{d^2 F^{(e, \Lambda)}}{du^2} + \epsilon_r(u) \mu_r(u) k_o^2 F^{(e, \Lambda)} = [\beta^{(e, \Lambda)}]^2 F^{(e, \Lambda)} \]  

(B.31)

Since the MPS is symmetric, we have

\[ \epsilon_r(z = a) = \epsilon_r(u = a) \]
\[ \mu_r(z = a) = \mu_r(u = a) \]

Thus, (B.26) and (B.31) are identical differential equations. Moreover, the boundary conditions are the same. Therefore, (B.26) and (B.31) are identical eigenvalue problems. That is, \( F^{(\varepsilon,\mathcal{A})}(z) \) and \( F^{(\varepsilon,\mathcal{A})}(u) \) are two eigenfunctions corresponding to the same eigenvalues \( \beta^{(\varepsilon,\mathcal{A})} \). However, for surface waves, since the form functions in the substrate and cover regions are described by one amplitude, the eigenfunction degeneracy happens within a multiplicative constant. This is so because we have only one degree of freedom. This is not necessarily the case for the radiation modes. Therefore,

\[ F^{(\varepsilon,\mathcal{A})}(z) = K F^{(\varepsilon,\mathcal{A})}(u) = K F^{(\varepsilon,\mathcal{A})}(d_N - z) \]

(B.32)

The above equation is valid for each \( z \). At \( z = z_0 \), we have

\[ F^{(\varepsilon,\mathcal{A})}(z_0) = K F^{(\varepsilon,\mathcal{A})}(d_N - z_0) \]

(B.33)

If we use (B.32) at \( z = d_N - z_0 \), we get

\[ F^{(\varepsilon,\mathcal{A})}(d_N - z_0) = K F^{(\varepsilon,\mathcal{A})}(z_0) \]

(B.34)

Using (B.34) in (B.33), we get

\[ F^{(\varepsilon,\mathcal{A})}(z_0) = K^2 F^{(\varepsilon,\mathcal{A})}(z_0) \]

which requires that

\[ K^2 = 1 \]

or

\[ K = \pm 1 \]

Substituting the value of \( K \) into (B.32) leads to (B.25) which in turn completes the proof. \( \Box \)
B.4 Proof of Theorem A.3

To prove this theorem, we need to find the relationship between $b_c$, $a_c$ and $b_s$. To this end, by applying the boundary condition on $F_c^{(e,h)}(z)$ at each interface and successive elimination of the coefficients, we end up with the following matrix equation

$$
\begin{bmatrix}
1 \\
j\tau_s
\end{bmatrix} b_c + 
\begin{bmatrix}
1 \\
-j\tau_s
\end{bmatrix} a_c^{(e,h)}(s) = T^{(e,h)}(s) 
\begin{bmatrix}
1 \\
j\tau_s
\end{bmatrix} b_s^{(e,h)}(s) \tag{B.35}
$$

where

$$T^{(e,h)}(s) = \prod_{i=N}^{0} T^{(e,h)}_{i+1,i}(s),$$

Note that

$$\det [T^{(e,h)}(s)] = \frac{c_{(e,s)}^e}{c_{(e,s)}^h} \tag{B.36}$$

where $c_{(e,s)}^e = \epsilon_{(e,s)}$ and $c_{(e,s)}^h = \mu_{(e,s)}$.

Eq. (B.35) can be rewritten as

$$
T^{(e,h)}(s) 
\begin{bmatrix}
1 \\
j\tau_s
\end{bmatrix} b_s^{(e,h)}(s) - 
\begin{bmatrix}
1 \\
-j\tau_s
\end{bmatrix} a_c^{(e,h)}(s) = 
\begin{bmatrix}
1 \\
j\tau_s
\end{bmatrix} b_c \tag{B.37}
$$

Solving for $b_s^{(e,h)}(s)$ and $a_c^{(e,h)}(s)$ in terms of the incident amplitude $b_c$, leads to

$$b_s^{(e,h)}(s) = \frac{\begin{bmatrix}
js \\
j\tau_s
\end{bmatrix}}{D^{(e,h)}(s)} b_c \tag{B.38}$$

$$a_c^{(e,h)}(s) = \frac{\begin{bmatrix}
-j\tau_s \\
1
\end{bmatrix} [T^{(e,h)}(s)]^{-1} \begin{bmatrix}
1 \\
j\tau_s
\end{bmatrix}}{\hat{D}^{(e,h)}(s)} b_c \tag{B.39}$$

where

$$D^{(e,h)}(s) = \begin{bmatrix}
js \\
j\tau_s
\end{bmatrix} T^{(e,h)}(s) \begin{bmatrix}
1 \\
j\tau_s
\end{bmatrix} \tag{B.40}$$
\[ D^{(e, h)}(s) = - \left[ \begin{array}{cc} -j \tau_s & 1 \\ -j s & \end{array} \right] \left[ T^{(e, h)}(s) \right]^{-1} \left[ \begin{array}{c} 1 \\ -j s \end{array} \right] \quad (B.41a) \]

\[ = \frac{c_s^{(e, h)}}{c_c^{(e, h)}} D^{(e, h)}(s) \quad (B.41b) \]

We also have

\[ \left[ \begin{array}{cc} -j \tau_s & 1 \\ -j s & \end{array} \right] \left[ T^{(e, h)}(s) \right]^{-1} \left[ \begin{array}{c} 1 \\ j s \end{array} \right] = \frac{c_s^{(e, h)}}{c_c^{(e, h)}} \left[ \begin{array}{cc} -j \tau_s & 1 \\ -j s & \end{array} \right] T^{(e, h)}(s) \left[ \begin{array}{c} 1 \\ j \tau_s \end{array} \right] \quad (B.42) \]

Using (B.41a) and (B.42) in (B.39), we have

\[ a_c^{(e, h)}(s) = - \frac{\left[ \begin{array}{cc} -j \tau_s & 1 \\ -j s & \end{array} \right] T^{(e, h)}(s) \left[ \begin{array}{c} 1 \\ j \tau_s \end{array} \right]}{D(s)} \quad (B.43) \]

Let

\[ T^{(e, h)}(s) = \left[ \begin{array}{cc} \dot{t}_{11}^{(e, h)}(s) & \dot{t}_{12}^{(e, h)}(s) \\ \dot{t}_{21}^{(e, h)}(s) & \dot{t}_{22}^{(e, h)}(s) \end{array} \right] \quad (B.44) \]

Now, the rest of the steps is just a trivial matter. We need only to expand the numerators and denominators in (B.38) and (B.43). To simplify the resulting expression, it should be noted that for a lossless MPS the transfer matrix elements are real valued, therefore, all parameters in (B.44) are real. Moreover, we have

\[ \text{det} \left[ T^{(e, h)}(s) \right] = \dot{t}_{11}^{(e, h)}(s) \dot{t}_{22}^{(e, h)}(s) - \dot{t}_{12}^{(e, h)}(s) \dot{t}_{21}^{(e, h)}(s) \quad (B.45a) \]

\[ = \frac{c_c^{(e, h)}}{c_s^{(e, h)}} \quad (B.45b) \]

Following the above considerations leads to (A.71). This completes the proof of Theorem A.3. \[ \square \]
B.5 Proof of Theorem A.4

To prove this theorem, we follow the same line as we have used in the proof of Theorem A.3. In this case, the scattered amplitudes in the cover and the substrate are related to the incident amplitude through the following matrix equation

\[
T^{(e,h)}(s) \begin{bmatrix} 1 \\ js \end{bmatrix} b_s^{(e,h)}(s) - \begin{bmatrix} 1 \\ -\gamma_c \end{bmatrix} a_c^{(e,h)}(s) = -T^{(e,h)}(s) \begin{bmatrix} 1 \\ -js \end{bmatrix} a_s
\]  

(B.46)

Solving the above equation for \(b_s^{(e,h)}(s)\) and \(a_c^{(e,h)}(s)\), leads to

\[
b_s^{(e,h)}(s) = \frac{-\begin{bmatrix} \gamma_c & 1 \end{bmatrix} T^{(e,h)}(s) \begin{bmatrix} 1 \\ -js \end{bmatrix} a_s}{\begin{bmatrix} \gamma_c & 1 \end{bmatrix} T^{(e,h)}(s) \begin{bmatrix} 1 \\ js \end{bmatrix}}
\]  

(B.47)

\[
a_c^{(e,h)}(s) = -\frac{\frac{c_s^{(e,h)}}{c_s^{(e,h)}} \begin{bmatrix} -js & 1 \end{bmatrix} \begin{bmatrix} 1 \\ -js \end{bmatrix} a_s}{\begin{bmatrix} \gamma_c & 1 \end{bmatrix} T^{(e,h)}(s) \begin{bmatrix} 1 \\ js \end{bmatrix}}
\]  

(B.48)

where we have used

\[
-\begin{bmatrix} -js & 1 \end{bmatrix} [T^{(e,h)}(s)]^{-1} \begin{bmatrix} 1 \\ -\gamma_c \end{bmatrix} = \frac{c_s^{(e,h)}}{c_s^{(e,h)}} \begin{bmatrix} \gamma_c & 1 \end{bmatrix} T^{(e,h)}(s) \begin{bmatrix} 1 \\ js \end{bmatrix}
\]

For substrate mode of type I, \(\gamma_c\) is a real number. Thus, as can be seen from (B.47), since all other parameters are real, the numerator is the negative of the complex conjugate of the denominator. This means that

\[
|b_s^{(e,h)}(s)| = |a_s|
\]

which proves the first part of Theorem A.4.
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The second part of the theorem can be proved by noting that $\gamma_c$ is a purely imaginary number, that is,

$$\gamma_c = j\tau_c.$$ 

Next, we need to follow the same reasoning to as we have used in Theorem A.3 which is not repeated here. \(\square\)

### B.6 Physical Interpretation of Theorems A.3 and A.4

In this appendix we use the plane wave concepts to prove Theorems 2.3 and 2.4. To this end, suppose that we have a substrate radiation mode of LSE type. As mentioned earlier, it is always possible to rotate the $x$-$y$ axis such that the dependence of the fields on $\eta$ in $(\eta, \xi)$ coordinates system vanishes. Note that this coordinate transformation does not affect the form function. Thus, let the Hertzian scalar potential function of magnetic type in $(\eta, \xi, z)$ coordinate system be

$$\Psi^h(\eta, \xi, z) = e^{-j\beta\xi} F_s(z) \quad (B.49)$$

where we have assumed that the amplitude function is

$$A^h(\eta, \xi) = e^{-j\beta\xi}$$

In the substrate region, we have

$$\Psi^h_s(\eta, \xi, z) = e^{-j\beta\xi}[a_s e^{-j\pi z} + b_s(\pi)e^{j\pi z}] \quad (B.50)$$

This potential function can be considered as a superposition of

$$\Psi^h_{ss}(\eta, \xi, z) = a_s e^{-j(\beta\xi + \pi z)} \quad (B.51)$$
which generates an incident plane wave with perpendicular polarization, and

\[
\Psi_{ir}^h(\eta, \xi, z) = b_s^h(s)e^{-j(\beta_{r} - sz)}
\]  
(B.52)

the potential function due to the reflected plane wave as shown in Fig. A.5. The incident plane wave propagates in the direction \( \nu_i \) which is specified by the unit vector

\[
\hat{\nu}_i = \frac{\beta}{\sqrt{s^2 + \beta^2}} \hat{\xi} + \frac{s}{\sqrt{s^2 + \beta^2}} \hat{z}
\]

\[
= \frac{\beta}{\sqrt{\mu_r \varepsilon_r} k_0} \hat{\xi} + \frac{s}{\sqrt{\mu_r \varepsilon_r} k_0} \hat{z}
\]  
(B.53)

The propagation direction of the reflected wave is \( \nu_r \) which is specified by the unit vector \( \hat{\nu}_r \) such that

\[
\hat{\nu}_r = \frac{\beta}{\sqrt{\mu_r \varepsilon_r} k_0} \hat{\xi} + \frac{-s}{\sqrt{\mu_r \varepsilon_r} k_0} \hat{z}
\]  
(B.54)

For substrate mode of type II, there is a transmitted plane wave in the cover region with the potential function

\[
\Psi_{st}^h(\eta, \xi, z) = a_c^h(s)e^{-j(\beta_{c} + \tau_{c}z)}
\]  
(B.55)

The transmitted plane wave propagates in the direction \( \nu_t \) with the unit vector

\[
\hat{\nu}_t = \frac{\beta}{\sqrt{\mu_r \varepsilon_r} k_0} \hat{\xi} + \frac{\tau_c}{\sqrt{\mu_r \varepsilon_r} k_0} \hat{z}
\]  
(B.56)

From (A.19), the incident electric field in the substrate is

\[
\mathbf{E}_n^h = -j\omega \mu_0 \beta a_s e^{-j(\beta_\xi + sz)} \hat{\eta}
\]  
(B.57)

Thus

\[
|\mathbf{E}_n^h| = \omega \mu_0 \beta |a_s|
\]  
(B.58)
Using the plane wave concepts, the Poynting vector of the incident wave is

\[
P^h_i = \frac{||E^h_i||^2}{\eta_o} \sqrt{\frac{\varepsilon_{rs}}{\mu_{rs}}} \hat{\nu}_i
= \frac{(\omega \mu_o \beta)^2 |a_s|^2}{\eta_o \mu_{rs} k_o} (\beta \hat{\xi} + s \hat{\zeta})
\]  

(B.59)

where we have used (B.53). Furthermore, \(\eta_o = \sqrt{\mu_o/\varepsilon_o}\) is the free space wave impedance.

Let \(P^h_r\) and \(P^h_t\) be the Poynting vectors of the reflected wave in the substrate and transmitted wave in the cover, respectively. In a similar fashion, one may argue that

\[
P^h_r = \frac{(\omega \mu_o \beta)^2 |b^h_s(s)|^2}{\eta_o \mu_{rs} k_o} (\beta \hat{\xi} - s \hat{\zeta})
\]  

(B.60)

\[
P^h_t = \frac{(\omega \mu_o \beta)^2 |a^h_c(s)|^2}{\eta_o \mu_{rc} k_o} (\beta \hat{\xi} + \tau_c \hat{\zeta})
\]  

(B.61)

It can be easily shown that the total power carried in the \(z\) direction is the sum of the powers carried by the incident and reflected waves in that direction. Note that this statement is not true for the power carried in the \(\xi\) direction. In view of lossless character of the MPS is, this means that transferred power in the \(z\) direction must be equal to the differences of the incident and reflected powers in that direction. Therefore, in terms of the Poynting vectors in (B.59), (B.60), and (B.61), we have

\[
\hat{z} \cdot P^h_t = \hat{z} \cdot (P^h_i + P^h_r)
\]

from which one may obtain

\[
\frac{(\omega \mu_o \beta)^2 |a^h_c(s)|^2}{\eta_o \mu_{rc} k_o} \tau_c = \frac{(\omega \mu_o \beta)^2 |a_s|^2}{\eta_o \mu_{rs} k_o} s - \frac{(\omega \mu_o \beta)^2 |b^h_s(s)|^2}{\eta_o \mu_{rs} k_o} s
\]

Consequently,

\[
|a_s|^2 = |b^h_s(s)| + \frac{\mu_{rs} \tau_c}{\mu_{rc} s} |a^h_c(s)|^2
\]
For substrate mode of type I, since there is no power transfer in the z direction the incident and reflected power in that direction must be equal. That is,

$$|a_s|^2 = |b^h(s)|^2$$

In the case of LSM mode, we may follow the same reasoning in a dual manner. In this case, from (A.20), the incident magnetic field in the substrate is

$$\mathbf{H}^e_{si} = -j \omega \varepsilon_0 \beta a_s e^{-j(\beta \xi + sz)} \mathbf{n}$$  \hspace{1cm} (B.62)

Thus

$$\|\mathbf{H}^e_{si}\| = \omega \varepsilon_0 \beta |a_s|$$  \hspace{1cm} (B.63)

The Poynting vector of the incident wave is

$$P^e_i = \|\mathbf{H}^e_{si}\|^2 \eta_o \sqrt{\frac{\mu_	au \varepsilon_s}{\varepsilon_r}} \mathbf{n} \cdot \mathbf{v}$$

$$= \frac{\eta_o (\omega \varepsilon_0 \beta)^2 |a_s|^2}{\varepsilon_r k_o} (\beta \xi + sz)$$  \hspace{1cm} (B.64)

Similarly, $P^e_r$ and $P^e_t$ can be obtained from the following relations

$$P^e_r = \frac{\eta_o (\omega \varepsilon_0 \beta)^2 |b^e(s)|^2}{\varepsilon_r k_o} (\beta \xi - sz)$$

$$P^e_t = \frac{\eta_o (\omega \varepsilon_0 \beta)^2 |a^e(s)|^2}{\varepsilon_e k_o} (\beta \xi + \tau \eta)$$

Using the conservation of power in the z direction, we have

$$|a_s|^2 = |b^e(s)|^2 + \frac{\varepsilon_r \tau c}{\varepsilon_e s} |a^e(s)|^2$$

The same argument can be used for the cover modes.
B.7 Derivation of Equation (A.79)

For \( s \neq 0 \), we have

\[
\tilde{U}_+(s) = \int_0^\infty e^{isz} \, dz = \left[ \frac{e^{isz}}{js} \right]_{z=0}^{z=\infty} = \frac{j}{s} \quad s \neq 0
\]  

(B.65)

where we have used (A.75). The integral in (A.78) can be considered as the Fourier transform of the unit step function. Therefore, using the inverse Fourier transform, we have

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{U}_+(s)e^{-jzs} \, ds = \begin{cases} 
1 & z > 0 \\
\frac{1}{2} & z = 0 \\
0 & z < 0 
\end{cases}
\]  

(B.66)

Eq. (B.66) can be rewritten as

\[
\frac{1}{2\pi} \left( \int_{-\infty}^{0^-} \tilde{U}_+(s)e^{-jzs} \, ds + \int_{0^+}^{0^+} \tilde{U}_+(s)e^{-jzs} \, ds + \int_{0^+}^{\infty} \tilde{U}_+(s)e^{-jzs} \, ds \right) = \begin{cases} 
1 & z > 0 \\
\frac{1}{2} & z = 0 \\
0 & z < 0 
\end{cases}
\]  

(B.67)

On the other hand, using the residue theory, it can be shown that

\[
\frac{1}{2\pi} \left( \int_{-\infty}^{0^-} \tilde{U}_+(s)e^{-jzs} \, ds + \int_{0^+}^{\infty} \tilde{U}_+(s)e^{-jzs} \, ds \right) = \begin{cases} 
\frac{1}{2} & z > 0 \\
0 & z = 0 \\
-\frac{1}{2} & z < 0 
\end{cases}
\]  

(B.68)

More precisely, let us calculate the contour integral

\[
\frac{1}{2\pi} \int_{C} \frac{j}{s} e^{-jzs} \, ds
\]  

(B.69)
on the contour C in the s plane as illustrated in Fig B.1. If z > 0, we may close the contour by a semicircle of large (eventually infinite) radius in the lower half plane. Since in the lower half plane Im s < 0, the contribution along the large semicircle vanishes. Therefore, according to the theory of Cauchy integral, we have

$$\frac{1}{2\pi} \int_C \frac{j}{s} e^{-jzs} ds = \frac{1}{2\pi} \left( \int_{-\infty}^{0-} \frac{j}{s} e^{-jzs} ds + \int_{C_{\delta}} \frac{j}{s} e^{-jzs} ds + \int_{0+}^{\infty} \frac{j}{s} e^{-jzs} ds \right)$$

$$= \frac{1}{2\pi} \left[ -\text{Res}\left( \frac{je^{-jzs}}{s} \right) \right]$$

$$= 1$$

(B.70)

The minus sign in front of Res(.) accounts for the clockwise direction of the contour. Again, using the residue theory, the contribution of the semicircle $c_{\delta}$ of infinitesimal radius to the contour integral is

$$\frac{1}{2\pi} \int_{C_{\delta}} \frac{j}{s} e^{-jzs} ds = \frac{1}{2\pi} \left[ -\frac{1}{2} \text{Res}\left( \frac{je^{-jzs}}{s} \right) \right]$$

$$= \frac{1}{2}$$

(B.71)

Using (B.70) and (B.71), leads to (B.68) for z > 0.

For z < 0, we may close the contour by a semicircle of large (eventually infinite) radius in the upper half plane. In the upper half plane Im s > 0, therefore, the
contribution along the large semicircle vanishes. However, in this case the contour does not capture any poles. This means that for $z < 0$, we have

$$
\frac{1}{2\pi} \int_{C} \frac{j}{s} e^{-jzs} ds = \frac{1}{2\pi} \left( \int_{-\infty}^{0^-} \frac{j}{s} e^{-jzs} ds + \int_{c_{\delta}} \frac{j}{s} e^{-jzs} ds + \int_{0^+}^{\infty} \frac{j}{s} e^{-jzs} ds \right) = 0
$$

(B.72)

Thus, (B.68) can be derived for $z < 0$, if one uses (B.71) and (B.72).

For $z = 0$, the contour can be closed by a semicircle of large radius either in the upper or lower half plane. Suppose that we close the contour by a semicircle $C_R$ in the upper half plane. Let us assume that the radius of the large semicircle be $R$ and that of $c_{\delta}$ be $\delta$. If we substitute

$$s = \delta e^{j\theta}$$
on $c_{\delta}$ and

$$s = Re^{j\theta}$$
on $C_R$, it can be easily seen that their contributions to the contour integral cancel each other. Therefore, since no pole is captured, we obtain (B.68) for $z = 0$.

Having established (B.68), one may derive

$$
\frac{1}{2\pi} \int_{0^-}^{0^+} \tilde{U}(s) ds = \frac{1}{2}
$$

(B.73)

if one uses (B.68) in (B.67). From (B.73), we obtain

$$\tilde{U}_+(s) = \pi \delta(s) \quad 0^- < s < 0^+$$

(B.74)

This final result proves that

$$
\int_{0}^{\infty} e^{jzs} dz = \left\{ \begin{array}{ll} 
\dfrac{i}{s} & s \neq 0 \\
\pi \delta(s) & 0^- < s < 0^+
\end{array} \right. \quad (B.75)
$$
We follow the same reasoning to prove (A.79) with minus sign in front of \( j \). In this case we need to show that

\[
\frac{1}{2\pi} \left( \int_{-\infty}^{0} \frac{-j}{s} e^{i\eta s} ds + \int_{0}^{\infty} \frac{-j}{s} e^{i\eta s} ds \right) = \begin{cases} 
\frac{1}{2} & z > 0 \\
0 & z = 0 \\
-\frac{1}{2} & z < 0
\end{cases} \quad (B.76)
\]

This can be done by calculating the contour integral

\[
\frac{1}{2\pi} \int_{c} \frac{-j}{s} e^{i\eta s} ds \quad (B.77)
\]

on the contour \( C \) shown in Fig. B.1. In this case, for \( z > 0 \), we may close the contour by a semicircle of large (eventually infinite) radius in the upper half plane and vice versa for \( z < 0 \).

### B.8 Proof of Theorem A.8

To prove this theorem we follow the same line in the proof of Theorem A.1. All steps in the proof of Theorem A.1 up to (B.24) can be used in the process of proving Theorem A.8. Therefore, we may write

\[
\beta_{dif}^2 < F_s^{(\epsilon,\lambda)}(z; s_1), F_c^{(\epsilon,\lambda)}(z; s_2) > = \beta_{dif}^2 \int_{-\infty}^{\infty} w^{(\epsilon,\lambda)}(z) F_s^{(\epsilon,\lambda)}(z; s_1) F_c^{(\epsilon,\lambda)}(z; s_2) dz
\]

\[
= \frac{1}{c_{c}^{(\epsilon,\lambda)}} \left[ F_c^{(\epsilon,\lambda)} \frac{dF_s^{(\epsilon,\lambda)}}{dz} - F_s^{(\epsilon,\lambda)} \frac{dF_c^{(\epsilon,\lambda)}}{dz} \right]_{z=\infty} - \frac{1}{c_{c}^{(\epsilon,\lambda)}} \left[ F_c^{(\epsilon,\lambda)} \frac{dF_s^{(\epsilon,\lambda)}}{dz} - F_s^{(\epsilon,\lambda)} \frac{dF_c^{(\epsilon,\lambda)}}{dz} \right]_{z=-\infty} \quad (B.78)
\]

where

\[
\beta_{dif}^2 = \beta^2(s_1) - \beta^2(s_2) \neq 0 \quad (B.79)
\]
However,
\[
\left[ F_c^{(\epsilon, \alpha)} \frac{dF_s^{(\epsilon, \alpha)}}{dz} - F_s^{(\epsilon, \alpha)} \frac{F_c^{(\epsilon, \alpha)}}{dz} \right]_{z=\infty} = -A_+ \left[ b_c a_c^{(\epsilon, \alpha)}(s_1) e^{(-\gamma e+j s_2)(z-d_N)} \right]_{z=\infty} - \\
A_- \left[ a_c^{(\epsilon, \alpha)}(s_1) a_s^{(\epsilon, \alpha)}(s_2) e^{(-\gamma e-j s_2)(z-d_N)} \right]_{z=\infty}
\]
(B.80)

where
\[
A_\pm = \gamma_c \pm js_2 \\
\gamma_c = \frac{1}{\sqrt{(\mu_r \epsilon_r - \mu_r \epsilon_r) k_0^2 - s^2}}
\]

For substrate modes of type I, \( \gamma_c \) is real. Therefore, the above expression is zero in the ordinary sense. Substrate radiation modes of type II result in imaginary values for \( \gamma_c \). Since it has been assumed that the two modes are not degenerate, according to the Theorem A.5, (B.80) is zero as a generalized limit. The same argument can be used to show that
\[
\left[ F_c^{(\epsilon, \alpha)} \frac{dF_s^{(\epsilon, \alpha)}}{dz} - F_s^{(\epsilon, \alpha)} \frac{F_c^{(\epsilon, \alpha)}}{dz} \right]_{z=-\infty} = 0
\]
(B.81)

if we consider the limit as a generalized limit. Using (B.80) and (B.81) in (B.78), in the distribution sense, we have
\[
\beta_{\alpha f}^2 < F_s^{(\epsilon, \alpha)}(z; s_1), F_c^{(\epsilon, \alpha)}(z; s_2) >= 0
\]
(B.82)

Since \( \beta_{\alpha f}^2 \neq 0 \), (A.85) can be derived from (B.82).

We may use the same argument to prove (A.86). □
B.9 Proof of Lemma A.1

To prove this lemma, we need to show that for each test function $\psi(x)$, we have

$$\int_{-\infty}^{\infty} \delta[f(x) - f(a)] \psi(x) dx = \frac{1}{|f'(a)|} \psi(a). \quad (B.83)$$

To this end, let

$$y = f(x) \quad (B.84a)$$
$$y_o = f(a) \quad (B.84b)$$
$$x = f^{-1}(y) \quad (B.84c)$$

Note that since it has been assumed that $f(x)$ is monotonic, it is possible to define its inverse function. Furthermore, $f'(x) \neq 0$. We now consider two cases separately.

First we assume that $f(x)$ is monotonically increasing. Then, substituting (B.84) into (B.83), we obtain

$$\int_{-\infty}^{\infty} \delta[f(x) - f(a)] \psi(x) dx = \int_{-\infty}^{\infty} \delta(y - y_o) \psi[f^{-1}(y)] \left( \frac{df^{-1}}{dy} \right) dy$$
$$= \psi[f^{-1}(y_o)] \left[ \frac{df^{-1}}{dy} \right]_{y=y_o} \quad (B.85)$$

On the other hand,

$$\left[ \frac{df^{-1}}{dy} \right]_{y=y_o} = \left[ \frac{df}{dx} \right]_{x=f^{-1}(y_o)}^{-1}$$
$$= \frac{1}{f'(a)} \quad (B.86)$$

Therefore,

$$\int_{-\infty}^{\infty} \delta[f(x) - f(a)] \psi(x) dx = \frac{1}{|f'(a)|} \psi(a) \quad (B.87)$$

where we have used the fact that $f'(a) = |f'(a)|$. This proves the lemma for monotonically increasing function.
For monotonically decreasing function, we have
\[
\int_{-\infty}^{\infty} \delta[f(x) - f(a)] \psi(x) dx = \int_{-\infty}^{\infty} \delta(y - y_0) \psi[f^{-1}(y)] \frac{df^{-1}}{dy} dy
\]
\[= -\frac{1}{f'(a)} \psi(a) \tag{B.88}\]

In this case, we have
\[f'(a) = -|f'(a)| \tag{B.89}\]

Using (B.89) in (B.88) completes the proof of the lemma for monotonically decreasing function. □

**B.10 Proof of Theorem A.9**

Let us consider the form function of a cover mode with a fixed radiation parameter \(s_1\) as
\[
F_{c}^{(\varepsilon,\lambda)}(z; s_1) = \begin{cases}
    b_{c} e^{js_1(z - d_N)} + a_{c}^{(\varepsilon,\lambda)}(s_1) e^{-js_1(z - d_N)} & z > d_N \\
    A_{i}^{(\varepsilon,\lambda)}(s_1) \text{ch} [\gamma_i(z - d_{i-1})] + B_{i}^{(\varepsilon,\lambda)}(s_1) \text{sh} [\gamma_i(z - d_{i-1})] & d_{i-1} < z < d_i \\
    b_{s}^{(\varepsilon,\lambda)}(s_1) e^{js_2 z} & z < 0
\end{cases}
\tag{B.90}
\]

where
\[
s_2 = \sqrt{(\mu_\varepsilon \varepsilon_{r_\sigma} - \mu_\sigma \varepsilon_{r_\varepsilon}) k_0^2 + s_1^2} \tag{B.91}
\]

The scattered amplitudes in the cover and substrate are related to the incident amplitude via the following matrix equation
\[
T^{(\varepsilon,\lambda)}(s_1) \begin{bmatrix} 1 \\ j s_2 \end{bmatrix} b_{s}^{(\varepsilon,\lambda)}(s_1) - \begin{bmatrix} 1 \\ -j s_1 \end{bmatrix} a_{c}^{(\varepsilon,\lambda)}(s_1) = \begin{bmatrix} 1 \\ j s_1 \end{bmatrix} b_{c} \tag{B.92}
\]

where
\[
T^{(\varepsilon,\lambda)}(s_1) = \prod_{i=N}^{0} T^{(\varepsilon,\lambda)}_{i+1,i}(s_1).
\]
Moreover, consider the substrate modes with variable radiation parameter $s$ and the form functions as

$$\begin{align*}
F_s^{(e,h)}(z; s) &= \begin{cases} 
\alpha_{c}^{(e,h)}(s) e^{-j s_1'(z-d_N)} & z > d_N \\
A_i^{(e,h)}(s) ch[\gamma_i(z - d_{i-1})] + B_i^{(e,h)}(s) sh[\gamma_i(z - d_{i-1})] & d_{i-1} < z < d_i \\
a_s e^{-j s z} + b_s^{(e,h)}(s) e^{j s z} & z < 0
\end{cases}
\end{align*}$$

(B.93)

where

$$s_1' = \sqrt{s^2 - (\mu_r, \varepsilon_r - \mu_r, \varepsilon_r) k_o^2}$$

(B.94)

Note that the coefficients in the cover and substrate modes are distinguished by their arguments. For the substrate modes the scattered amplitudes in the cover and substrate regions are related to the incident amplitude via

$$-T^{(e,h)}(s) \begin{bmatrix} 1 \\ j s \end{bmatrix} b_{s}^{(e,h)}(s) + \begin{bmatrix} 1 \\ -j s_1' \end{bmatrix} \alpha_{c}^{(e,h)}(s) = T^{(e,h)}(s) \begin{bmatrix} 1 \\ -j s \end{bmatrix} a_{s}$$

(B.95)

Now, let

$$H_{s_1}(s) = \ll F_c^{(e,h)}(z; s_1), F_s^{(e,h)}(z; s) \gg$$

(B.96a)

$$I_{-\infty}(s_1, s) = \int_{-\infty}^{0} \frac{1}{c^{(e,h)}(z)} F_c^{(e,h)}(z; s_1) [F_s^{(e,h)}(z; s)]^* dz$$

(B.96b)

$$I_N(s_1, s) = \int_{d_N}^{d} \frac{1}{c^{(e,h)}(z)} F_c^{(e,h)}(z; s_1) [F_s^{(e,h)}(z; s)]^* dz$$

(B.96c)

$$I_{\infty}(s_1, s) = \int_{d_N}^{\infty} \frac{1}{c^{(e,h)}(z)} F_c^{(e,h)}(z; s_1) [F_s^{(e,h)}(z; s)]^* dz$$

(B.96d)

Thus,

$$H_{s_1}(s) = I_{-\infty}(s_1, s) + I_N(s_1, s) + I_{\infty}(s_1, s)$$

(B.97)

According to Theorem A.8, we have

$$H_{s_1}(s) = 0 \quad (s \neq s_1)$$

(B.98)
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Substituting for $F^{(e,k)}_c(z; s_1)$ and $F^{(e,k)}_s(z; s)$, we may write

$$I_{-\infty}(s_1, s) = \int_{-\infty}^{0} \frac{1}{c^{(e,k)}_s} b^{(e,k)}(s_1) \left[ a^*_c e^{j(s_1 + s_2)x} + [b^{(e,k)}(s)]^* e^{-j(s_1 - s_2)x} \right] dz$$

$$= \frac{1}{c^{(e,k)}_s} b^{(e,k)}(s_1) \left[ \frac{-j}{2s_2} a^*_c + \pi [b^{(e,k)}(s = s_2)]^* \delta(s - s_2) \right] \quad (s^- < s < s^+)$$

(B.99)

where we have used (A.79) and

$$\int_{-\infty}^{0} e^{\pm jzx} dz = \int_{0}^{\infty} e^{\mp jzx} dz$$

In a similar fashion, we have

$$I_{\infty}(s_1, s) = \int_{d_N}^{\infty} \frac{1}{c^{(e,k)}_c} \left[ a^{(e,k)}_c(s = s_2) \right]^* \left[ b_c e^{j(s_1 + s_1')(z-d_N)} + a^{(e,k)}_c(s_1) e^{-j(s_1 - s_1')(z-d_N)} \right] dz$$

(B.100)

Note that

$$s'_1 = s_1 \quad (s = s_2) \quad (s^- < s < s^+)$$

(B.101)

Therefore, using (A.79), we obtain

$$I_{\infty}(s_1, s) = \frac{1}{c^{(e,k)}_c} \left[ a^{(e,k)}_c(s = s_2) \right]^* \left[ \frac{j}{2s_2} b_c + \pi a^{(e,k)}_c(s_1) \delta(s'_1 - s_1) \right] \quad (s^- < s < s^+)$$

(B.102)

Let

$$s'_1 = f(s)$$

(B.103)

where $f(s)$ defined by (B.94). Then,

$$s'_1 - s_1 = f(s) - f(s_2)$$

(B.104)

According to Lemma A.1, we may write

$$\delta(s'_1 - s_1) = \frac{1}{f'(s_2)} \delta(s - s_1)$$

$$= \frac{s_1}{s_2} \delta(s - s_2)$$

(B.105)
Eq. (B.105) can be easily memorized if we write it in a more convenient form as follows

\[
\frac{1}{s_1}\delta(s_1' - s_1) = \frac{1}{s_2}\delta(s - s_2)
\]  

(B.106)

From (B.97)-(B.99), (B.102), and (B.105), we may write

\[
H_{s_1}(s) = \begin{cases} 
0 & s \neq s_2 \\
A^{(\varepsilon,\lambda)}(s_1, s_2)\delta(s - s_2) + K^{(\varepsilon,\lambda)}(s_1, s_2) & s_2^- < s < s_2^+ 
\end{cases}
\]  

(B.107)

where

\[
A^{(\varepsilon,\lambda)}(s_1, s_2) = \pi \left( \frac{1}{c_s^{(\varepsilon,\lambda)}} b_s^{(\varepsilon,\lambda)}(s_1) \left[ b_s^{(\varepsilon,\lambda)}(s = s_2) \right]^* + \frac{1}{c_c^{(\varepsilon,\lambda)}} s_2 a_c^{(\varepsilon,\lambda)}(s_1) \left[ a_c^{(\varepsilon,\lambda)}(s = s_2) \right]^* \right)
\]  

(B.108)

\[
K^{(\varepsilon,\lambda)}(s_1, s_2) = \frac{-j}{2s_2 c_s^{(\varepsilon,\lambda)}} b_s^{(\varepsilon,\lambda)}(s_1) a_s^* + I_s(s_1, s_2) + \frac{j}{2s_1 c_s^{(\varepsilon,\lambda)}} b_c \left[ a_c^{(\varepsilon,\lambda)}(s = s_2) \right]^*
\]  

(B.109)

Since the inner products of the radiation modes must be considered as generalized functions, they are meaningful only if they appear under an integral sign with respect to the radiation parameter. Therefore, as far as the orthogonality of the radiation modes are concerned, the finite value \(K^{(\varepsilon,\lambda)}\) is not important. Only the coefficient of delta function in (B.107) matters. However, as will be presently shown

\[
A^{(\varepsilon,\lambda)}(s_1, s_2) = 0
\]  

(B.110)

To prove (B.110), we invoke the matrix equations in (B.92) and (B.95). According to the reasoning we have used in the proof of Theorems A.3 and A.4, the solutions of (B.92) are

\[
b_s^{(\varepsilon,\lambda)}(s_1) = \frac{\begin{bmatrix} js_1 & 1 \\ j s_1 & 1 \end{bmatrix}}{\begin{bmatrix} js_1 & 1 \end{bmatrix} T^{(\varepsilon,\lambda)}(s_1) \begin{bmatrix} 1 \\ js_2 \end{bmatrix}} b_c
\]  

(B.111)
\[ a_c^{(s_2, s_1)}(s_1) = \frac{\begin{bmatrix} -j s_2 & 1 \end{bmatrix} \left[ T^{(s_2, s_1)} \right]^{-1}(s_1) \begin{bmatrix} 1 \\ j s_1 \end{bmatrix}}{\begin{bmatrix} c_{c}^{(s_2, s_1)} \\ j s_1 \end{bmatrix} \left[ T^{(s_2, s_1)} \right](s_1) \begin{bmatrix} 1 \\ j s_2 \end{bmatrix}} b_c \] (B.112)

The complex conjugate of (B.95) at \( s = s_2 \) can be written as

\[ T^{(s_2, s_1)}(s_2) \begin{bmatrix} 1 \\ -j s_2 \end{bmatrix} [b_c^{(s_2, s_1)}(s_2)]^* - \begin{bmatrix} 1 \\ j s_1 \end{bmatrix} [a_c^{(s_2, s_1)}(s_2)]^* = -T^{(s_2, s_1)}(s_2) \begin{bmatrix} 1 \\ j s_2 \end{bmatrix} a_s^* \] (B.113)

where we have used the fact that the transfer matrices of a lossless MPS are real-valued. It should also be emphasized that since two degenerate modes correspond to the same value of \( \beta \), we have

\[ T^{(s_2, s_1)}(s = s_2) = T^{(s_2, s_1)}(s_1) \] (B.114)

Solving (B.113) for \([b_c^{(s_2, s_1)}(s_2)]^*\) and \([a_c^{(s_2, s_1)}(s_2)]^*\), yields

\[ [b_c^{(s_2, s_1)}(s_2)]^* = \frac{-\begin{bmatrix} -j s_1 & 1 \end{bmatrix} T^{(s_2, s_1)}(s_1) \begin{bmatrix} 1 \\ j s_2 \end{bmatrix}}{\begin{bmatrix} -j s_1 & 1 \end{bmatrix} T^{(s_2, s_1)}(s_1) \begin{bmatrix} 1 \\ -j s_2 \end{bmatrix}} a_s^* \] (B.115)

\[ [a_c^{(s_2, s_1)}(s_2)]^* = \frac{-\begin{bmatrix} j s_2 & 1 \end{bmatrix} \begin{bmatrix} 1 \\ j s_2 \end{bmatrix}}{\begin{bmatrix} c_{c}^{(s_2, s_1)} \\ -j s_1 \end{bmatrix} \left[ T^{(s_2, s_1)} \right](s_1) \begin{bmatrix} 1 \\ -j s_2 \end{bmatrix}} a_s^* \] (B.116)

where we have used

\[ -\begin{bmatrix} j s_2 & 1 \end{bmatrix} \left[ T^{(s_2, s_1)} \right]^{-1}(s_1) \begin{bmatrix} 1 \\ j s_1 \end{bmatrix} = \frac{c_{c}^{(s_2, s_1)}}{c_{c}^{(s_2, s_1)}} \begin{bmatrix} c_{c}^{(s_2, s_1)} \\ -j s_1 \end{bmatrix} T^{(s_2, s_1)}(s_1) \begin{bmatrix} 1 \\ -j s_2 \end{bmatrix} \] (B.117)
Substituting (B.111), (B.112), (B.115), and (B.116) into (B.108), leads to

\[
A^{(e,h)}(s_1, s_2) = G^{(e,h)} \left( \begin{bmatrix} -j s_1 & 1 \\ j s_2 & 1 \end{bmatrix} T^{(e,h)}(s_1) \begin{bmatrix} 1 \\ j s_2 \end{bmatrix} \right) + \frac{c_c^{(e,h)}}{c_s^{(e,h)}} \left( \begin{bmatrix} -j s_2 & 1 \\ j s_1 & 1 \end{bmatrix} [T^{(e,h)}(s_1)]^{-1} \begin{bmatrix} 1 \\ j s_1 \end{bmatrix} \right) \tag{B.118}
\]

where

\[
G^{(e,h)} = -\frac{j 2 s_1}{\pi c_s^{(e,h)} D^{(e,h)}(s_1) [D^{(e,h)}(s_1)]^*} b_e a_e^* \]

and

\[
D^{(e,h)}(s_1) = \begin{bmatrix} j s_1 & 1 \\ j s_2 & 1 \end{bmatrix} T^{(e,h)}(s_1) \begin{bmatrix} 1 \\ j s_2 \end{bmatrix}
\]

However,

\[
\begin{bmatrix} -j s_1 & 1 \\ j s_2 & 1 \end{bmatrix} T^{(e,h)}(s_1) \begin{bmatrix} 1 \\ j s_2 \end{bmatrix} = -\frac{c_c^{(e,h)}}{c_s^{(e,h)}} \left( \begin{bmatrix} -j s_2 & 1 \\ j s_1 & 1 \end{bmatrix} [T^{(e,h)}(s_1)]^{-1} \begin{bmatrix} 1 \\ j s_1 \end{bmatrix} \right) \tag{B.119}
\]

Using (B.119) in (B.118) leads to (B.110). This completes the proof. □

**AN ALTERNATIVE APPROACH**

Multiplying (B.92) by the row matrix \([ -j s_1 \ 1 ]\) leads to

\[
b_e^{(e,h)}(s_1) = \frac{-j 2 s_1}{\begin{bmatrix} -j s_1 & 1 \\ j s_2 & 1 \end{bmatrix} T^{(e,h)}(s_1) \begin{bmatrix} 1 \\ j s_2 \end{bmatrix}} a_c^{(e,h)}(s_1) \tag{B.120}
\]

In a similar fashion, from (B.113), one may get

\[
[b_e^{(e,h)}(s_2)]^* = \frac{-j 2 s_2}{\begin{bmatrix} -j s_2 & 1 \\ j s_1 & 1 \end{bmatrix} [T^{(e,h)}(s_2)]^{-1} \begin{bmatrix} 1 \\ j s_1 \end{bmatrix}} [a_c^{(e,h)}(s_2)]^* \tag{B.121}
\]
Multiplying both sides of (B.120) and (B.121), noting that (B.114) holds and

\[
\begin{bmatrix}
-j s_2 \\
1
\end{bmatrix}
\begin{bmatrix}
T^{(s,h)}(s_2)\end{bmatrix}^{-1}
\begin{bmatrix}
1 \\
-j s_1
\end{bmatrix}
= -\frac{c_s}{c_c^{(s,h)}}
\begin{bmatrix}
-j s_1 \\
1
\end{bmatrix}
\begin{bmatrix}
1 \\
-j s_2
\end{bmatrix}
\]

we obtain

\[
b_s^{(s,h)}(s_1) \left[ \tilde{b}_s^{(s,h)}(s_2) \right]^* = -\frac{c_s}{c_c^{(s,h)}} \frac{s_1}{s_2} a_c^{(s,h)}(s_1) \left[ a_c^{(s,h)}(s_2) \right]^* \quad (B.123)
\]

Comparing (B.123) with (B.108) leads to (B.110). □

\section*{B.11 Proof of the Brewster Theorem}

As stated before, this theorem is an immediate consequence of the reciprocity theorem. To prove the theorem, let the MPS be transparent to a substrate mode for some value of $s_2^{(s,h)}$. This means that

\[
b_s^{(s,h)}(s_2^{(s,h)}) = 0 \quad (B.124)
\]

Since the corresponding degenerate cover mode is orthogonal to the substrate mode, we have

\[
A^{(s,h)}(s_1^{(s,h)}, s_2^{(s,h)}) = 0 \quad (B.125)
\]

where $A^{(s,h)}(s_1, s_2)$ is defined in (B.108). On substitution of (B.124) into (B.125) and noting that according to (B.116)

\[
a_c^{(s,h)}(s_2^{(s,h)}) \neq 0
\]

we end up with the following result

\[
a_c^{(s,h)}(s_1^{(s,h)}) = 0 \quad (B.126)
\]

Eq. (B.126) means that the reflected wave in the cover mode is zero.
It can also be seen that the numerators in (B.112) and (B.115) are proportional. Therefore, vanishing of $b_s^{(e,\lambda)}(s_1)$ results in the vanishing of $a_c^{(e,\lambda)}(s_1)$ and vice versa. This fact can also be seen from another view. If $b_s^{(e,\lambda)}(s_1) = 0$, then the numerator in (B.121) must be zero. According to (B.122), the denominator of (B.120) must also be zero. This is only possible if $a_c^{(e,\lambda)}(s_1) = 0$. Thus, the first part of the proof has been completed. Similar reasoning can be used to prove $b_s^{(e,\lambda)}(s_2) = 0$, if $a_c^{(e,\lambda)}(s_1) = 0$. □

**B.12 Proof of Theorem A.12**

Let us consider the form function of the substrate mode with the radiation parameter $s$ as follows

$$F_s^{(e,\lambda)}(z; s) = \begin{cases} a_c^{(e,\lambda)}(s) e^{-\gamma_c(z-d_N)} & z > d_N \\ A_i^{(e,\lambda)}(s) ch[\gamma_i(z-d_i-1)] + B_i^{(e,\lambda)}(s) sh[\gamma_i(z-d_i-1)] & d_{i-1} < z < d_i \\ a_s e^{-j\sigma z} + b_i^{(e,\lambda)}(s) e^{j\sigma z} & z < 0 \end{cases}$$

(B.127)

where

$$\gamma_c = \sqrt{\left(\mu_\tau \varepsilon_r - \mu_r \varepsilon_r\right) k_0^2 - s^2}$$

(B.128)

Following the proof of Theorem A.9, let

$H_s(s_1) = \mathcal{K} F_s^{(e,\lambda)}(z; s_1), F_s^{(e,\lambda)}(z; s)$  \( \text{(B.129a)} \)

$I_{-\infty}(s_1, s) = \int_{-\infty}^{0} \frac{1}{c^{(e,\lambda)}(z)} F_s^{(e,\lambda)}(z; s_1) \left[F_s^{(e,\lambda)}(z; s)\right]^* \, dz$  \( \text{(B.129b)} \)

$I_N(s_1, s) = \int_{0}^{d_N} \frac{1}{c^{(e,\lambda)}(z)} F_s^{(e,\lambda)}(z; s_1) \left[F_s^{(e,\lambda)}(z; s)\right]^* \, dz$  \( \text{(B.129c)} \)

$I_\infty(s_1, s) = \int_{d_N}^{\infty} \frac{1}{c^{(e,\lambda)}(z)} F_s^{(e,\lambda)}(z; s_1) \left[F_s^{(e,\lambda)}(z; s)\right]^* \, dz$  \( \text{(B.129d)} \)
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Therefore,

\[ H_{s_1}(s) = I_{-\infty}(s_1, s) + I_N(s_1, s) + I_{\infty}(s_1, s) \]  \hspace{1cm} (B.130)

According to Theorem A.7, we have

\[ H_{s_1}(s) = 0 \quad (s \neq s_1) \]  \hspace{1cm} (B.131)

Moreover,

\[
I_{-\infty}(s_1, s) = \int_{-\infty}^{0} \frac{1}{c_s^{(s, s)}} \left( |a_s|^2 e^{-j(s_1 - s)} + a_s \left[ b_s^{(s, s)}(s) \right]^* e^{-j(s_1 + s)} + b_s^{(s, s)}(s_1) a_s^* e^{j(s_1 + s)} + b_s^{(s, s)}(s_1)^* \right) \, dz \\
- \frac{\pi}{c_s^{(s, s)}} |a_s|^2 \delta(s - s_1) + \frac{j}{2s_1 c_s^{(s, s)}} \left( a_s \left[ b_s^{(s, s)}(s_1) \right]^* - b_s^{(s, s)}(s_1) a_s^* \right) \\
+ \frac{\pi}{c_s^{(s, s)}} |b_s(s_1)|^2 \delta(s - s_1) \quad (s_1^- < s < s_1^+) \]  \hspace{1cm} (B.132)

where we have used (A.79) and

\[
\int_{-\infty}^{0} e^{\pm js \gamma} \, dz = \int_{0}^{\infty} e^{\mp js \gamma} \, dz
\]

To calculate \( I_\infty(s_1, s) \), we consider substrate modes of type I and II separately. More precisely, let us assume that

\[
I_{\infty}(s_1, s) = \begin{cases} 
I_\infty(s_1, s, I) & \text{if } F_s^{(s, s)}(s_1) \text{ is of type I} \\
I_\infty(s_1, s, II) & \text{if } F_s^{(s, s)}(s_1) \text{ is of type II}
\end{cases} \]  \hspace{1cm} (B.133)

\[
I_\infty(s_1, s, I) = \int_{d_N}^{\infty} \frac{1}{c_c^{(s, s)}} a_c^{(s, s)}(s_1) \left[ a_c^{(s, s)}(s) \right]^* e^{(-\gamma_{c1} + j\tau)e(s-d_N)} \, dz \\
= \frac{1}{c_c^{(s, s)}} |a_c^{(s, s)}(s_1)|^2 \frac{1}{2\gamma_{c1}} \quad (s_1^- < s < s_1^+) \]  \hspace{1cm} (B.134)

where

\[
\gamma_{c1} = \sqrt{(\mu_{r_s} \varepsilon_{r_s} - \mu_{r_c} \varepsilon_{r_c}) k_0^2 - s_1^2} \\
\tau_c = \sqrt{s_1^2 - (\mu_{r_s} \varepsilon_{r_s} - \mu_{r_c} \varepsilon_{r_c}) k_0^2} \]  \hspace{1cm} (B.135)
Note that for substrate mode of type I, we have

\[ j\tau_c = -\gamma_{c_1} \quad (s_i^* < s < s_i^+) \]

On the other hand,

\[
I_{\infty}(s_i, s, II) = \int_{s_i}^{\infty} \frac{1}{c_c^{(e,A)}} a_c^{(e,A)}(s_i) \left[a_c^{(e,A)}(s)\right]^* e^{-j(\tau_{c_1} - \tau_c)z} dz \\
= \frac{\pi}{c_c^{(e,A)}} |a_c^{(e,A)}(s_i)|^2 \delta(\tau_c - \tau_{c_1}) \quad (s_i^* < s < s_i^+) \\
= \frac{\pi}{c_c^{(e,A)}} |a_c^{(e,A)}(s_i)|^2 \frac{\tau_{c_1}}{s_i^*} \delta(s - s_i) \tag{B.136}
\]

where we have used Lemma A.1 and (B.135). Using (B.129)–(B.134), and (B.136), we may write

\[
H_{s_i}(s) = \begin{cases} 
0 & s \neq s_2 \\
A_{I,II}^{(e,A)}(s_i) \delta(s - s_i) + K_{I,II}^{(e,A)}(s_i) & s_i^* < s < s_i^+ 
\end{cases} \tag{B.137}
\]

where

\[
A_{I}^{(e,A)}(s_i) = \frac{\pi}{c_s^{(e,A)}} |a_s|^2 + \frac{\pi}{c_s^{(e,A)}} |b_s^{(e,A)}(s_i)|^2 \tag{B.138}
\]

\[
K_{I}^{(e,A)}(s_i) = \frac{j}{2s_i c_s^{(e,A)}} \left[a_s \left[b_s^{(e,A)}(s_i)\right]^* - b_s^{(e,A)}(s_i)a_s^*\right] + \frac{1}{c_s^{(e,A)}} |a_s^{(e,A)}(s_i)|^2 \frac{1}{2\gamma_{c_1}} \tag{B.139}
\]

\[
A_{II}^{(e,A)}(s_i) = \frac{\pi}{c_s^{(e,A)}} |a_s|^2 + \frac{\pi}{c_s^{(e,A)}} |b_s^{(e,A)}(s_i)|^2 + \frac{\pi}{c_s^{(e,A)}} \frac{\tau_{c_1}}{s_i} |a_s^{(e,A)}(s_i)|^2 \tag{B.140}
\]

\[
K_{II}^{(e,A)}(s_i) = \frac{j}{2s_i c_s^{(e,A)}} \left[a_s \left[b_s^{(e,A)}(s_i)\right]^* - b_s^{(e,A)}(s_i)a_s^*\right] \tag{B.141}
\]

However, according to Theorem A.4, if one uses (A.72) and (A.73) in (B.138) and (B.140), one obtains

\[
A_{I}^{(e,A)}(s_i) = A_{II}^{(e,A)}(s_i) = \frac{2\pi}{c_s^{(e,A)}} |a_s|^2 \tag{B.142}
\]

On substitution of (B.142) into (B.137), we may write

\[
H_{s_i}(s) = \begin{cases} 
0 & s \neq s_2 \\
\frac{2\pi}{c_s^{(e,A)}} |a_s|^2 \delta(s - s_i) + K_{I,II}^{(e,A)}(s_i) & s_i^* < s < s_i^+ 
\end{cases} \tag{B.143}
\]
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As emphasized before, the inner product of the radiation modes are meaningful only if they appear under the integral sign. Therefore, (B.143) is equivalent to

\[ H_{s_1}(s) = \frac{2\pi}{c_{s_1}^{(e,h)}} |a_s|^2 \delta(s - s_1) \]  

(B.144)

which is the statement of Theorem A.12. □

B.13 Proof of Theorem A.13

For substrate modes we have

\[ T_{s_1}^{(e,h)}(s) \begin{bmatrix} 1 \\ js \end{bmatrix} b_{s_1}^{(e,h)}(s) - \begin{bmatrix} 1 \\ -js \end{bmatrix} a_c^{(e,h)}(s) = -T_{s_1}^{(e,h)}(s) \begin{bmatrix} 1 \\ -js \end{bmatrix} a_s \]  

(B.145)

Therefore,

\[ T_{s}^{(e,h)}(s) \triangleq \frac{a_c^{(e,h)}(s)}{a_s} = \frac{j2s}{\begin{bmatrix} js & 1 \end{bmatrix} T_{s_1}^{(e,h)}(s) \begin{bmatrix} 1 \\ js \end{bmatrix}} \]

\[ = \frac{j2s}{\begin{bmatrix} js & 1 \end{bmatrix} T_{s_1}^{(e,h)}(s) \begin{bmatrix} 1 \\ js \end{bmatrix}} \]  

where we have used

\[ \frac{c_{c}^{(e,h)}}{c_{s}^{(e,h)}} = 1 \]

For cover modes we have

\[ T_{s_1}^{(e,h)}(s) \begin{bmatrix} 1 \\ js \end{bmatrix} b_{s_1}^{(e,h)}(s) - \begin{bmatrix} 1 \\ -js \end{bmatrix} a_c^{(e,h)}(s) = \begin{bmatrix} 1 \\ js \end{bmatrix} b_c \]  

(B.147)
Consequently,

\[
T_c^{(e,h)}(s) \overset{\text{def}}{=} \frac{b_{e}^{(e,h)}(s)}{b_c} = \frac{j2s}{\begin{bmatrix} js & 1 \end{bmatrix} T^{(e,h)}(s) \begin{bmatrix} 1 \\ js \end{bmatrix}} \tag{B.148}
\]

Comparing (B.146) with (B.148), we have

\[
T_s^{(e,h)}(s) = T_c^{(e,h)}(s)
\]

To prove (A.159), first from (B.145), we get

\[
\bar{R}_s^{(e,h)}(s) \overset{\text{def}}{=} \frac{b_{s}^{(e,h)}(s)}{a_s} = \frac{-\begin{bmatrix} js & 1 \end{bmatrix} T^{(e,h)}(s) \begin{bmatrix} 1 \\ -js \end{bmatrix}}{D^{(e,h)}(s)} \tag{B.149}
\]

where \(D^{(e,h)}(s)\) is the denominator in (B.146).

In a similar fashion, if we use (B.147), we obtain

\[
\bar{R}_c^{(e,h)}(s) \overset{\text{def}}{=} \frac{a_{c}^{(e,h)}(s)}{b_c} = \frac{-\begin{bmatrix} -js & 1 \end{bmatrix} \left(T^{(e,h)}(s)\right)^{-1} \begin{bmatrix} 1 \\ js \end{bmatrix}}{-\begin{bmatrix} -js & 1 \end{bmatrix} \left(T^{(e,h)}(s)\right)^{-1} \begin{bmatrix} 1 \\ -js \end{bmatrix}}
\]

Comparing (B.149) with (B.150), we see that the denominators are the same. However, the numerators are complex conjugates of each other. Consequently,

\[
|\bar{R}_s^{(e,h)}(s)| = |\bar{R}_c^{(e,h)}(s)|
\]

Therefore, the proof of the theorem is completed. □
B.14 Proof of Theorem A.14

To establish the proof of Theorem A.14, we take advantage of an interesting property of a symmetric MPS. Based on the physical considerations or by changing the variable $z$ to $d_\alpha - \eta$, it can be argued that

$$ R_s^{(e,\lambda)}(s) = R_c^{(e,\lambda)}(s) \quad (B.151) $$

Now comparing (B.149) with (B.150), we have

$$ \begin{bmatrix} j s & 1 \end{bmatrix} T^{(e,\lambda)}(s) \begin{bmatrix} 1 \\ -js \end{bmatrix} = \begin{bmatrix} -js & 1 \end{bmatrix} T^{(e,\lambda)}(s) \begin{bmatrix} 1 \\ -js \end{bmatrix} \quad (B.152) $$

Since the LHS of (B.152) is the complex conjugate of its RHS, the imaginary part of each side must vanish. Using this condition and after matrix multiplication in (B.152), we obtain (A.161). $\square$

B.15 Some Useful Integral Formulas

The following useful integral formulas can be easily obtained by substituting trigonometric functions with their complex exponential representations and using (A.79).

$$ \int_0^\infty \cos(sz) \cos(s_1 z) \, dz = \frac{1}{2} \int_0^\infty \cos(sz) \cos(s_1 z) \, dz = \frac{\pi}{2} \delta(s - s_1) \quad (B.153) $$

$$ \int_0^\infty \sin(sz) \sin(s_1 z) \, dz = \frac{1}{2} \int_0^\infty \sin(sz) \sin(s_1 z) \, dz = \frac{\pi}{2} \delta(s - s_1) \quad (B.154) $$

$$ \int_0^\infty \cos(s - s_1) z \, dz = \frac{1}{2} \int_0^\infty \cos(s - s_1) z \, dz = \pi \delta(s - s_1) \quad (B.155) $$

$$ \int_0^\infty \sin(sz) \cos(s_1 z) \, dz = \begin{cases} \frac{1}{2} \left[ \frac{1}{s - s_1} + \frac{1}{s + s_1} \right] & s \neq s_1 \\ \frac{1}{4s_1} & s = s_1 \end{cases} \quad (B.156) $$
\[ \int_0^\infty \cos(sz) \sin(s_1 z) \, dz = \begin{cases} \frac{1}{2} \left[ \frac{1}{s+s_1} - \frac{1}{s-s_1} \right] & s \neq s_1 \\ \frac{1}{4s_1} & s = s_1 \end{cases} \] (B.157)

\[ \int_0^\infty \sin(s - s_1)z \, dz = \begin{cases} \frac{1}{s-s_1} & s \neq s_1 \\ 0 & s = s_1 \end{cases} \] (B.158)

Of course, as it may be expected, since the integrands in (B.156)—(B.158) are odd functions of \( z \), all the integrals in (B.156)—(B.158) vanish if the lower limit of the integrals change to \( -\infty \).

If one directly calculates the integral (B.155), one obtains

\[ \int_0^\infty \cos(s - s_1)z \, dz = \left[ \frac{\sin(s - s_1)z}{s - s_1} \right]_{z=0}^{z=\infty} = \lim_{z \to \infty} \frac{\sin(s - s_1)z}{s - s_1} \] (B.159)

Comparing (B.159) with (B.155) leads to the following familiar formula

\[ \lim_{z \to \infty} \frac{\sin(s - s_1)z}{\pi(s - s_1)} = \delta(s - s_1) \] (B.160)

The above formula is usually used for the normalization of the radiation modes in the literature.
Appendix C

C.1 Derivation of $\bar{\Psi}^{(e,h)}(k_x, k_y, z)$ for $z_o \geq d_N$

Let

$$\tau = z_o - d_N > 0$$  \hspace{1cm} (C.1)

In this case $\bar{\Psi}^{(e,h)}(k_x, k_y, z)$ can be written as

$$\bar{\Psi}^{(e,h)}(k_x, k_y, z) = \begin{cases} 
  d_c^{(e,h)}(k_x, k_y)e^{-\gamma_c(z-d_N)} & z > z_o \\
  A_c^{(e,h)}(k_x, k_y)ch[\gamma_c(z - d_N)] + B_c^{(e,h)}(k_x, k_y)sh[\gamma_c(z - d_N)] & d_N < z < z_o \\
  A_i^{(e,h)}(k_x, k_y)ch[\gamma_i(z - d_i-1)] + B_i^{(e,h)}(k_x, k_y)sh[\gamma_i(z - d_i-1)] & d_i-1 < z < d_i \\
  b_s^{(e,h)}(k_x, k_y)e^{\gamma_s z} & z < 0 
\end{cases}$$  \hspace{1cm} (C.2)

where

$$\gamma_c = \sqrt{k_x^2 + k_y^2 - \mu_{ec}\epsilon_{ec} k_0^2} = \sqrt{\beta^2 - \mu_{ec}\epsilon_{ec} k_0^2}$$  \hspace{1cm} (C.3a)

$$\gamma_i = \sqrt{k_x^2 + k_y^2 - \mu_{ei}\epsilon_{ei} k_0^2} = \sqrt{\beta^2 - \mu_{ei}\epsilon_{ei} k_0^2}$$  \hspace{1cm} (C.3b)

$$\gamma_s = \sqrt{k_x^2 + k_y^2 - \mu_{es}\epsilon_{es} k_0^2} = \sqrt{\beta^2 - \mu_{es}\epsilon_{es} k_0^2}$$  \hspace{1cm} (C.3c)
As will be shown later, the spectral approach requires that each coefficient be a function of \((k_z, k_y)\) which is reflected in (C.2).

**LSM excitation**

The boundary conditions (2.26) at \(z = z_o\) result in

\[
\begin{bmatrix}
1 \\
-\gamma_c
\end{bmatrix}
\begin{bmatrix}
a_c^e(k_z, k_y) e^{-\gamma_c \tau} - D(\gamma_c; \tau)

A_c^e(k_z, k_y)

\gamma_c B_c^e(k_z, k_y)
\end{bmatrix}
= A^e(k_z, k_y)
\begin{bmatrix}
\bar{J}_z(k_z, k_y, z_o)

\bar{J}_y(k_z, k_y, z_o)
\end{bmatrix}
\]

where

\[
D(\gamma_c; \tau) =
\begin{bmatrix}
ch(\gamma_c \tau) & \frac{sh(\gamma_c \tau)}{\gamma_c} \\
\gamma_c sh(\gamma_c \tau) & ch(\gamma_c \tau)
\end{bmatrix}
\]

\[
A^e(k_z, k_y) =
\begin{bmatrix}
k_z \\
\frac{k_z}{\omega_o(k_z^2 + k_y^2)} & \frac{k_z}{\omega_o(k_z^2 + k_y^2)}
\end{bmatrix}
\]

It can be easily seen that (C.4) can be rewritten as

\[
D(\gamma_c; \tau) \left( \begin{bmatrix}
1 \\
-\gamma_c
\end{bmatrix}
\begin{bmatrix}
a_c^e(k_z, k_y) \\
\gamma_c B_c^e(k_z, k_y)
\end{bmatrix}
\right) = A^e(k_z, k_y)
\begin{bmatrix}
\bar{J}_z(k_z, k_y, z_o) \\
\bar{J}_y(k_z, k_y, z_o)
\end{bmatrix}
\]

where we have used

\[
D(\gamma_c; \tau)
\begin{bmatrix}
1 \\
-\gamma_c
\end{bmatrix}
= 
\begin{bmatrix}
1 \\
-\gamma_c
\end{bmatrix} e^{-\gamma_c \tau}
\]

Now, since there is no current source at \(z = d_i\) \((i = 0, 1, \ldots N)\), the boundary conditions in (2.26) lead to

\[
\begin{bmatrix}
A_{i+1}^e(k_z, k_y) \\
\gamma_{i+1}^{(e, A)} B_{i+1}^{(e, A)}(k_z, k_y)
\end{bmatrix}
= T_{i+1, i}^e(\beta)
\begin{bmatrix}
A_{i}^{(e, A)}(k_z, k_y) \\
\gamma_{i}^{(e, A)} B_{i}^{(e, A)}(k_z, k_y)
\end{bmatrix}
\]

where \(T_{i+1, i}^e(\beta)\), \((i \neq 0)\) have exactly the same mathematical form as \(T_{i+1, i}^e(\beta)\) in (B.18). Moreover,

\[
T_{i, 0}^e(\beta) =
\begin{bmatrix}
1 & 0 \\
0 & \frac{\epsilon_{pe}}{\epsilon_{ps}}
\end{bmatrix}
\]
By successive application of the boundary conditions at \( z = d_i \) \((i = 0, 1, \ldots N)\), (C.7) can be rewritten as

\[
\begin{bmatrix}
1 \\
-\gamma_c \\
\end{bmatrix}
a^e_c - T^e(\beta)
\begin{bmatrix}
1 \\
\gamma_s \\
\end{bmatrix}
b^e_s = D^{-1}(\gamma_c; \tau)A^e(k_z, k_y)
\begin{bmatrix}
\bar{J}_z(k_z, k_y, z_o) \\
\bar{J}_y(k_z, k_y, z_o) \\
\end{bmatrix}
\] (C.10)

where

\[
T^e(\beta) = \prod_{i=N}^{0} T_{i+1,i}^e(\beta) 
\] (C.11)

Moreover, the dependence of \( a^e_c \) and \( b^e_s \) on \((k_z, k_y)\) is tacitly assumed to make the expression in (C.10) simple. Eq. (C.10) can be solved for \( a^e_c \) and \( b^e_s \). Following the same procedures as in Appendix B we have

\[
a^e_c(k_z, k_y) = \frac{-\frac{\epsilon_m}{\epsilon_s} \begin{bmatrix} -\gamma_s & 1 \end{bmatrix} [T^e(\beta)]^{-1} D^{-1}(\gamma_c; \tau)A^e(k_z, k_y) \begin{bmatrix} \bar{J}_z(k_z, k_y, z_o) \\
\bar{J}_y(k_z, k_y, z_o) \\
\end{bmatrix}}{D^e(\beta)}
\] (C.12)

\[
b^e_s(k_z, k_y) = \frac{-\begin{bmatrix} \gamma_c & 1 \end{bmatrix} D^{-1}(\gamma_c; \tau)A^e(k_z, k_y) \begin{bmatrix} \bar{J}_z(k_z, k_y, z_o) \\
\bar{J}_y(k_z, k_y, z_o) \\
\end{bmatrix}}{D^e(\beta)}
\] (C.13)

where

\[
D^e(\beta) = \begin{bmatrix}
\gamma_c & 1 \\
\gamma_s \\
\end{bmatrix} T^e(\beta)
\begin{bmatrix}
1 \\
\gamma_s \\
\end{bmatrix}
\] (C.14)

Once \( a^e_c(k_z, k_y) \) and \( b^e_s(k_z, k_y) \) have been determined all other coefficients in (C.2) can be obtained by successive application of the transfer matrix method. It should be emphasized the above expressions for \( a^e_c \) and \( b^e_s \) are still valid if \( \tau = 0 \), that is, \( z_o = d_n \). It is also interesting to note that the denominators in (C.12) and (C.13) have the same mathematical form as the characteristic equation of a MPS for a LSM mode has. That is why the poles of the Green’s functions are referred to as surface wave poles. This is the natural consequence of using the spectral domain
approach which is closely linked to the method of the separation of variables. The fact that the poles of the spectral Green's functions of a MPS are the surface waves propagating in the corresponding MPS can only be shown explicitly by using the transfer matrix method. This is another reason for the power and beauty of this method in comparison with other ones.

**LSE excitation**

In this case, starting with the boundary conditions in (2.27) and following the same line as before, one may obtain

\[
\begin{bmatrix}
1 \\
1
\end{bmatrix} \begin{bmatrix}
\frac{1}{-\gamma_c} \\
\frac{1}{\gamma_s}
\end{bmatrix} b_c^h = D^{-1}(\gamma_c; \tau) \mu_{rc} A^h(k_x, k_y) \begin{bmatrix}
\tilde{J}_x(k_x, k_y, z_o) \\
\tilde{J}_y(k_x, k_y, z_o)
\end{bmatrix}
\]

(C.15)

where

\[
A^h(k_x, k_y) = \begin{bmatrix}
0 & 0 \\
\frac{j k_x}{k_x^2 + k_y^2} & \frac{j k_x}{k_x^2 + k_y^2}
\end{bmatrix}
\]

(C.16)

\[
T^h(\beta) = \prod_{i=N}^0 T^h_{i+1,i}(\beta)
\]

(C.17)

The mathematical representation of \(T^h_{i+1,i}(\beta)\), \((i \neq 0)\) is given in (B.18). For \(i = 0\), we have

\[
T^h_{1,0}(\beta) = \begin{bmatrix}
1 & 0 \\
0 & \frac{\mu_s}{\mu_r}
\end{bmatrix}
\]

(C.18)

\(a^h_c(k_x, k_y)\) and \(b^h_s(k_x, k_y)\) can be obtained by similar expressions for \(a^c_c(k_x, k_y)\) and \(b^c_s(k_x, k_y)\) in (C.12) and (C.13), respectively. That is,

\[
a^h_c(k_x, k_y) = \frac{-\frac{\mu_s}{\mu_r} \begin{bmatrix}
-\gamma_c & 1
\end{bmatrix} [T^h(\beta)]^{-1} D^{-1}(\gamma_c; \tau) \mu_{rc} A^h(k_x, k_y) \begin{bmatrix}
\tilde{J}_x(k_x, k_y, z_o) \\
\tilde{J}_y(k_x, k_y, z_o)
\end{bmatrix}}{D^h(\beta)}
\]

(C.19)
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\[ b_h^s(k_x, k_y) = \frac{-\left[ \gamma_c \ 1 \right] \mathbf{D}^{-1}(\gamma_c; \tau) \mu_c \mathbf{A}^h(k_x, k_y) \begin{bmatrix} J_{z}(k_x, k_y, z_0) \\ J_{y}(k_x, k_y, z_0) \end{bmatrix}}{D^h(\beta)} \]  \hspace{1cm} (C.20)

where

\[ D^h(\beta) = \left[ \begin{array}{cc} \gamma_c & 1 \\ \gamma_s & 1 \end{array} \right] T^h(\beta) \left[ \begin{array}{c} 1 \\ \gamma_s \end{array} \right] \]  \hspace{1cm} (C.21)

The same comments for LSM excitation can be applied for this case. Especially, the above expressions for \( a_c^h(k_x, k_y) \) and \( b_h^s(k_x, k_y) \) are valid for \( \tau = 0 \), that is, when \( z_o = d_N \).

C.2 Derivation of \( \Psi^{(e,h)}(k_x, k_y, z) \) for \( d_{k-1} \leq z_o < d_k \)

Assume that

\[ z_o - d_{k-1} = \tau, \ 0 < \tau < t_k \]  \hspace{1cm} (C.22)

For this case, one may write the following expressions for \( \Psi^{(e,h)}(k_x, k_y, z) \)

\[ \Psi^{(e,h)}(k_x, k_y, z) = \begin{cases} a_c^{(e,h)}(k_x, k_y) e^{-\gamma_c(z-d_N)} & \text{if } z > 0 \\ A_i^{(e,h)}(k_x, k_y, z) + B_i^{(e,h)}(k_x, k_y, z) & \text{if } d_{i-1} < z < d_i, \ i \neq k \\ U_k^{(e,h)}(k_x, k_y, z) + V_k^{(e,h)}(k_x, k_y, z) & \text{if } z_o < z < d_k \\ A_k^{(e,h)}(k_x, k_y, z) + B_k^{(e,h)}(k_x, k_y, z) & \text{if } d_{k-1} < z < z_o \\ b_s^{(e,h)}(k_x, k_y) e^{-\gamma_s z} & \text{if } z < 0 \end{cases} \]  \hspace{1cm} (C.23)

where \( \gamma_c, \gamma_i, \) and \( \gamma_s \) are given in (C.3).
LSM excitation

Applying the boundary conditions reflected in (2.26), we have
\[
D(\gamma_k, \tau) \begin{bmatrix} U^e_k(k_x, k_y) \\ \gamma_k V^e_k(k_x, k_y) \end{bmatrix} = A^e(k_x, k_y) \begin{bmatrix} J_x(k_x, k_y, z_0) \\ J_y(k_x, k_y, z_0) \end{bmatrix}
\]  
(C.24)

where \(D(\gamma_k, \tau)\) is given in (C.5) with \(\gamma_c\) substituted by \(\gamma_k\). \(A^e(k_x, k_y)\) is expressed by (C.6). By successive application of the boundary conditions at \(z = d_k, d_{k+1}, \ldots, d_N\), \(U^e_k(k_x, k_y)\) and \(\gamma_k V^e_k(k_x, k_y)\) can be evaluated in terms of \(a^e_c(k_x, k_y)\) as follows
\[
\begin{bmatrix} U^e_k(k_x, k_y) \\ \gamma_k V^e_k(k_x, k_y) \end{bmatrix} = \prod_{i=k}^{N} \begin{bmatrix} T^e_{i+1,i} (\beta) \end{bmatrix}^{-1} \begin{bmatrix} 1 \\ -\gamma_c \end{bmatrix} a^e_c(k_x, k_y) \]  
(C.25)

Similarly, successive application of the boundary conditions at \(z = d_{k-1}, \ldots, d_0 (= 0)\) yields
\[
\begin{bmatrix} A^e_k(k_x, k_y) \\ \gamma_k B^e_k(k_x, k_y) \end{bmatrix} = \prod_{i=k-1}^{0} T^e_{i+1,i} (\beta) \begin{bmatrix} 1 \\ \gamma_s \end{bmatrix} b^e_s(k_x, k_y) \]  
(C.26)

Substitution of (C.25) and (C.26) into (C.24) leads to the following system of inhomogeneous linear equations in \(a^e_c(k_x, k_y)\) and \(b^e_s(k_x, k_y)\)
\[
\begin{bmatrix} 1 \\ -\gamma_c \end{bmatrix} a^e_c - T^e(\beta) \begin{bmatrix} 1 \\ \gamma_s \end{bmatrix} b^e_s = \prod_{i=N}^{k} T^e_{i+1,i} (\beta) D^{-1}(\gamma_k, \tau) A^e(k_x, k_y) \times \begin{bmatrix} J_x(k_x, k_y, z_0) \\ J_y(k_x, k_y, z_0) \end{bmatrix} \]  
(C.27)

where \(T^e(\beta)\) is given by (C.11). Solving (C.27) for \(a^e_c(k_x, k_y)\) and \(b^e_s(k_x, k_y)\), we get
\[
a^e_c(k_x, k_y) = -\frac{\varepsilon_c}{\varepsilon_s} \begin{bmatrix} -\gamma_s & 1 \end{bmatrix} M^e_{k-1}(\beta) D^{-1}(\gamma_k, \tau) A^e(k_x, k_y) \begin{bmatrix} J_x(k_x, k_y, z_0) \\ J_y(k_x, k_y, z_0) \end{bmatrix} \]  
(C.28)
where $D^e(\beta)$ is given by (C.14) and

\begin{equation}
M_{k-1}^e(\beta) = \prod_{i=0}^{k-1} [T_{i+1,i}^e(\beta)]^{-1}
\end{equation}

\begin{equation}
b^e_s(k_z, k_y) = - \left[ \begin{array}{c} \gamma_c \\ 1 \end{array} \right] N_k^e(\beta) D^{-1}(\gamma_k, \tau) A^e(k_z, k_y) \left[ \begin{array}{c} \bar{J}_x(k_z, k_y, z_o) \\ \bar{J}_y(k_z, k_y, z_o) \end{array} \right] \frac{D^e(\beta)}{D^e(\beta)}
\end{equation}

where

\begin{equation}
N_k^e(\beta) = \prod_{i=N}^{k} T_{i+1,i}^e(\beta)
\end{equation}

Once $a^e_s(k_z, k_y)$ and $b^e_s(k_z, k_y)$ have been determined, all other coefficients can be obtained by using the transfer matrix method. Therefore, according to (C.22), $\bar{\Psi}^e(k_z, k_y, z)$ can be obtained. Note that the above derivation of $\bar{\Psi}^e(k_z, k_y, z)$ is based on the assumption that $0 < \tau < t_k$. It can be shown that the above results are still valid for $\tau = 0$. That is, $z_o = d_{k-1}$ ($k = 1, \ldots, N$).

**LSE excitation**

Following the same reasoning for LSE excitation, the boundary conditions in (2.27) require that

\begin{equation}
\left[ \begin{array}{c} 1 \\ -\gamma_c \end{array} \right] a^h_c - T^h(\beta) \left[ \begin{array}{c} 1 \\ \gamma_s \end{array} \right] b^h_s = \left[ \prod_{i=N}^{k} T_{i+1,i}^h(\beta) \right] D^{-1}(\gamma_k, \tau) \mu_{r_k} b_f A^h(k_z, k_y) \times \left[ \begin{array}{c} \bar{J}_x(k_z, k_y, z_o) \\ \bar{J}_y(k_z, k_y, z_o) \end{array} \right]
\end{equation}

where $A^h(k_z, k_y)$ is given in (C.16). The above system of equations can be easily solved for $a^h_c(k_z, k_y)$ and $b^h_s(k_z, k_y)$ as before. That is, by changing the superscript $e$ to $h$ and $e_r$ to $\mu_r$, the expressions in (C.28) and (C.30) multiplied by $\mu_{r_k}$ can be
used to obtain the solutions for for $a^h_c(k_x, k_y)$ and $b^h_s(k_x, k_y)$. Hence

$$a^h_c(k_x, k_y) = -\frac{\mu_{xz}}{\mu_{zz}} \begin{bmatrix} -\tau_s & 1 \\ \gamma_x & 1 \end{bmatrix} \mathcal{M}^h_{k-1}(\beta) \mathcal{D}^{-1}(\gamma_k; \tau) \mu_{xk} \mathbf{A}^h(k_x, k_y) \begin{bmatrix} \bar{J}_x(k_x, k_y, z_o) \\ \bar{J}_y(k_x, k_y, z_o) \end{bmatrix}$$

$$D^h(\beta)$$ (C.33)

where $D^h(\beta)$ is defined by (C.21). The expression for $\mathcal{M}^h_{k-1}(\beta)$ can be obtained from (C.29) by changing the superscript $e$ to $h$.

$$b^h_s(k_x, k_y) = -\frac{\gamma_c}{\mu_{zz}} \mathcal{N}^h_e(\beta) \mathcal{D}^{-1}(\gamma_k; \tau) \mu_{xk} \mathbf{A}^h(k_x, k_y) \begin{bmatrix} \bar{J}_x(k_x, k_y, z_o) \\ \bar{J}_y(k_x, k_y, z_o) \end{bmatrix}$$

$$D^h(\beta)$$ (C.34)

$\mathcal{N}^h_e(\beta)$ can also be obtained from (C.31) by changing the superscript $e$ to $h$. It is also possible to apply the above results when $\tau = 0$. That is, the expressions for the solutions are valid when $z_o = d_{k-1} \ (k = 1, \ldots, N)$.

### C.3 Derivation of $\overline{\Psi}^{(e, h)}(k_x, k_y, z)$ for $z_o < 0$

As can be seen, the present case is very similar to the case when $z_o \geq d_N$. In this case, we start from the expression for $\overline{\Psi}^{(e, h)}(k_x, k_y, z)$. Due to the present of the source at $z = z_o$, one might expect that

$$\overline{\Psi}^{(e, h)}(k_x, k_y, z) = \begin{cases} 
    a^{(e, h)}_c(k_x, k_y)e^{-\gamma_c(z - d_N)} & z > d_N \\
    A^{(e, h)}_i(k_x, k_y)ch[\gamma_i(z - d_{i-1})] + B^{(e, h)}_i(k_x, k_y)sh[\gamma_i(z - d_{i-1})] & d_{i-1} < z < d_i \\
    A^{(e, h)}_s(k_x, k_y)ch(\gamma_sz) + B^{(e, h)}_s(k_x, k_y)sh(\gamma_sz) & z_o < z < 0 \\
    b^{(e, h)}_s(k_x, k_y)e^{\gamma_sz} & z < z_o 
\end{cases}$$ (C.35)
where $\gamma_c$, $\gamma_i$, and $\gamma_s$ are defined in Appendix C.1 via (C.3). As before, we consider the LSM and LSE excitations separately.

**LSM excitation**

Application of the boundary conditions (2.26) at $z = z_o$ requires that

$$
D(\gamma_i; z_o) \begin{bmatrix} A^c(k_x, k_y) \\ \gamma_i B^c(k_x, k_y) \end{bmatrix} - \begin{bmatrix} 1 \\ \gamma_i \end{bmatrix} b^c_s(k_x, k_y) = A^c(k_x, k_y) \begin{bmatrix} \tilde{J}_x(k_x, k_y, z_o) \\ \tilde{J}_y(k_x, k_y, z_o) \end{bmatrix}
$$

(C.36)

where

$$
D(\gamma_i; z_o) = \begin{bmatrix} ch(\gamma_i z_o) & \frac{sh(\gamma_i z_o)}{\gamma_i} \\ \gamma_i sh(\gamma_i z_o) & ch(\gamma_i z_o) \end{bmatrix}
$$

(C.37)

Application of the boundary conditions at $z = 0$ leads to

$$
\begin{bmatrix} A^c_i(k_x, k_y) \\ \gamma_i B^c_i(k_x, k_y) \end{bmatrix} = T^c_{1,0}(\beta) \begin{bmatrix} A^c_s(k_x, k_y) \\ \gamma_s B^c_s(k_x, k_y) \end{bmatrix}
$$

(C.38)

with

$$
T^c_{1,0}(\beta) = \begin{bmatrix} 1 & 0 \\ 0 & \frac{\epsilon_1}{\epsilon_0} \end{bmatrix}
$$

(C.39)

Therefore, successive application of the boundary conditions at $z = d_i$ ($i = 1, \ldots, N$) leads to the following matrix equation

$$
\begin{bmatrix} 1 \\ -\gamma_c \end{bmatrix} a^c_c - T^c(\beta) \begin{bmatrix} 1 \\ \gamma_s \end{bmatrix} b^c_s = T^c(\beta) D^{-1}(\gamma_s, z_o) A^c(k_x, k_y) \begin{bmatrix} \tilde{J}_x(k_x, k_y, z_o) \\ \tilde{J}_y(k_x, k_y, z_o) \end{bmatrix}
$$

(C.40)

Solutions for $a^c_c(k_x, k_y)$ and $b^c_s(k_x, k_y)$ are

$$
a^c_c(k_x, k_y) = \frac{-\frac{\epsilon_0}{\epsilon_1} \begin{bmatrix} -\gamma_s & 1 \end{bmatrix} D^{-1}(\gamma_s; z_o) A^c(k_x, k_y) \begin{bmatrix} \tilde{J}_x(k_x, k_y, z_o) \\ \tilde{J}_y(k_x, k_y, z_o) \end{bmatrix}}{D^c(\beta)}
$$

(C.41)
\[ b_s^*(k_x, k_y) = \frac{\left[ \gamma_s \quad 1 \right] T^s(\beta) D^{-1}(\gamma_s z_o) A^s(k_x, k_y) \begin{bmatrix} J_x(k_x, k_y, z_o) \\ J_y(k_x, k_y, z_o) \end{bmatrix}}{D^s(\beta)} \]  \hspace{1cm} (C.42)

where \( D^s(\beta) \) is given by (C.14).

**LSE excitation**

Following the same argument, we have

\[ \begin{bmatrix} 1 \\ -\gamma_c \end{bmatrix} a_c^h - T^c(\beta) \begin{bmatrix} 1 \\ \gamma_s \end{bmatrix} b_s^h = T^h(\beta) D^{-1}(\gamma_s z_o) \mu_r A^h(k_x, k_y) \begin{bmatrix} J_x(k_x, k_y, z_o) \\ J_y(k_x, k_y, z_o) \end{bmatrix} \]  \hspace{1cm} (C.43)

The above system of linear equations can be solved for \( a_c^h(k_x, k_y) \) and \( b_s^h(k_x, k_y) \) as follows

\[ a_c^c(k_x, k_y) = \frac{-\mu_r}{\mu_r} \left[ \begin{bmatrix} 1 \\ -\gamma_s \end{bmatrix} D^{-1}(\gamma_s z_o) \mu_r A^h(k_x, k_y) \begin{bmatrix} J_x(k_x, k_y, z_o) \\ J_y(k_x, k_y, z_o) \end{bmatrix} \right] \]  \hspace{1cm} (C.44)

\[ b_s^*(k_x, k_y) = \frac{-\mu_r}{\mu_r} \left[ \begin{bmatrix} 1 \\ -\gamma_s \end{bmatrix} T^h(\beta) D^{-1}(\gamma_s z_o) \mu_r A^h(k_x, k_y) \begin{bmatrix} J_x(k_x, k_y, z_o) \\ J_y(k_x, k_y, z_o) \end{bmatrix} \right] \]  \hspace{1cm} (C.45)

where \( A^h(k_x, k_y) \) and \( D^h(\beta) \) are given by (C.16) and (C.21), respectively.

**C.4 Proof of Equation (2.39)**

In this appendix, we show that \( \hat{\Psi}_n^{(e,h)}(\alpha, z) \) satisfies the second-order homogeneous differential equation (2.39). To this end, substitution of (2.32) into (2.31), leads to the homogeneous differential equation

\[ \left[ B_n + \frac{\partial^2}{\partial z^2} + \mu_r(z) \epsilon_r(z) k_0^2 \right] \hat{\Psi}_n^{(e,h)}(\rho, z) = 0 \]  \hspace{1cm} (C.46)
where \( B_\alpha \) is the Bessel differential operator

\[
B_\alpha \triangleq \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} - \frac{\alpha^2}{\rho^2}
\]  
(C.47)

It is shown that [53]

\[
\mathcal{H}_\alpha (B_\alpha [f(\rho)]; \alpha) = -\alpha^2 \hat{f}(\alpha)
\]  
(C.48)

If we apply the Hankel transform on both sides of the differential equation (C.46) and use (C.48), we end up with (2.39).

### C.5 Connection Between the Two-Dimensional Fourier Transform and the Hankel Transform

To establish the relationship between the Hankel transform and the two-dimensional Fourier transform, consider the double Fourier transform of the function \( f(x, y) \) as follows

\[
\tilde{f}(k_x, k_y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y)e^{j(k_x x + k_y y)} \, dx \, dy
\]  
(C.49)

According to the inversion theorem, we have

\[
f(x, y) = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{f}(k_x, k_y)e^{-j(k_x x + k_y y)} \, dk_x \, dk_y
\]  
(C.50)

Let us introduce two pairs of variables \((\rho, \phi)\) and \((\alpha, \nu)\) such that

\[
\begin{align*}
x &= \rho \cos \phi & k_x &= \alpha \cos \nu \\
y &= \rho \sin \phi & k_y &= \alpha \sin \nu
\end{align*}
\]  
(C.51)

Note that \((\alpha, \nu)\) is the dual pair of \((\rho, \phi)\) in the spectral domain. Moreover,

\[
k_x^2 + k_y^2 = \alpha^2
\]
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With such variable transformation, one may write

\[ f(z, y) = \sum_{n=-\infty}^{\infty} f_n(\rho)e^{in\phi} \]  \hspace{1cm} (C.52a)

\[ \tilde{f}(k_x, k_y) = \sum_{n=-\infty}^{\infty} \tilde{f}_n(\alpha)e^{in\nu} \]  \hspace{1cm} (C.52b)

Substituting (C.52a) into (C.49), changing the order of summation and integration, and using the coordinate transformation in (C.51), we get

\[ \tilde{f}(k_x, k_y) = \sum_{n=-\infty}^{\infty} \int_0^{2\pi} \int_0^{\infty} f_n(\rho)e^{in(\phi+\alpha \cos(\phi-\nu))} \rho d\phi d\rho \]  \hspace{1cm} (C.53)

The above expression can be rewritten as

\[ \tilde{f}(k_x, k_y) = \sum_{n=-\infty}^{\infty} e^{in\nu} \int_0^{\infty} f_n(\rho)\rho d\rho \int_{-\nu}^{2\pi-\nu} e^{i(nu+\rho \cos u)} du \]  \hspace{1cm} (C.54)

Let us consider the generating-function relation for Bessel functions [56]

\[ e^{\frac{1}{2}z(t-t^{-1})} = \sum_{n=-\infty}^{\infty} t^n J_n(z) \]  \hspace{1cm} (C.55)

Writing \( t = e^{i\theta} \) on both sides of (C.55), we obtain

\[ e^{iz \sin \theta} = \sum_{m=-\infty}^{\infty} e^{im\theta} J_m(z) \]  \hspace{1cm} (C.56)

If we change the variable \( \theta \) to \( \frac{\pi}{2} + \theta \) in the above identity, we get

\[ e^{iz \cos \theta} = \sum_{m=-\infty}^{\infty} j^m e^{im\theta} J_m(z) \]  \hspace{1cm} (C.57)

Using the above identity in (C.54) leads to the following result

\[ \tilde{f}(k_x, k_y) = 2\pi \sum_{n=-\infty}^{\infty} e^{in\nu} j^{-n}(-1)^n \int_0^{\infty} f_n(\rho)J_n(\alpha \rho)\rho d\rho \]

where we have used

\[ J_{-n}(z) = (-1)^n J_n(z) \]
Consequently,

\[ \tilde{f}(k_x, k_y) = \sum_{n=-\infty}^{\infty} 2\pi j^n \hat{f}_n(\alpha)e^{in\varphi} \tag{C.58} \]

where \( \hat{f}_n(\alpha) \) denotes the Hankel transform of \( f_n(\rho) \). Comparing (C.58) with (C.52b) yields

\[ \tilde{f}_n(\alpha) = 2\pi j^n \hat{f}_n(\alpha) \tag{C.59} \]

Note that one may start with substituting (C.52b) into (C.50). Then, using the identity

\[ e^{-jz\cos\theta} = \sum_{m=-\infty}^{\infty} (-j)^m e^{jm\theta} J_m(z) \]

and comparing the final result with (C.52a) leads to

\[ f_n(\alpha) = \frac{1}{2\pi j^n} \int_{0}^{\infty} \tilde{f}_n(\alpha) J_n(\alpha \rho) \alpha d\alpha \tag{C.60} \]

The above relation states that \( \tilde{f}_n(\alpha) \) is the Hankel transform of \( 2\pi j^n f_n(\rho) \). In other words, applying the Hankel transform on both sides of (C.60), we end up with (C.59).
Appendix D

D.1 Green's Function of Multilayer Planar Structures

In this appendix, we obtain the exact Green’s function satisfying (3.21) by using the transfer matrix method. We use two seemingly different approaches. However, it can be shown that these two approaches are the same. Let the grating section extend from \( z = d_{k-1} \) to \( z = d_k \) as shown in Fig. 3.4. Therefore, \( z' \) may be anywhere between \( d_{k-1} \) and \( d_k \) in the unperturbed waveguide, that is, \( d_{k-1} \leq z' \leq d_k \). In both approaches, we take advantage of the fact that \( G(z; z') \) is the solution of the following differential equation

\[
\frac{d^2 G(z; z')}{dz^2} + \varepsilon_r(z) k_0^2 G(z; z') = \begin{cases} 
0 & z > z' \\
0 & z < z'
\end{cases}
\]  
(D.1)

subject to the continuity of \( G(z; z') \) and \( \frac{dG(z; z')}{dz} \) for all values of \( z \) except \( z \neq z' \). At \( z = z' \), \( G(z; z') \) is continuous. However, \( \frac{dG(z; z')}{dz} \) is discontinuous such that

\[
\frac{dG(z; z')}{dz} \bigg|_{z=z'+} - \frac{dG(z; z')}{dz} \bigg|_{z=z'-} = 1
\]  
(D.2)
First approach

Since \( G(z; z') \) satisfies (D.1), one may write

\[
G(z; z') = \begin{cases} 
    a_c(z') e^{-j \tau_c (z - d_N)} & z > d_N \\
    A_i(z') \cos \tau_i(z - d_{i-1}) + B_i(z') \sin \tau_i(z - d_{i-1}) & i \neq k \text{ and } d_{i-1} < z < d_i \\
    U_k(z') \cos \tau_k(z - d_{k-1}) + V_k \sin \tau_k(z - d_{k-1}) & z' < z < z_k \\
    A_k(z') \cos \tau_k(z - d_{k-1}) + B_k \sin \tau_k(z - d_{k-1}) & z_{k-1} < z < z' \\
    b_b(z') e^{j \tau_b z} & z < 0 
\end{cases}
\]

(D.3)

where

\[
\tau_{c,i} = \sqrt{\varepsilon_{c,i} \mu_0} \\
\tau_i = \sqrt{\varepsilon_i \mu_0}
\]

Continuity of \( G(z; z') \) and its first derivative at all interfaces \( z_i \geq z_k \) leads to

\[
\begin{bmatrix} A_i(z') \\ \tau_i B_i(z') \end{bmatrix} = T_{i-1}^{-1} \ldots T_N^{-1} \begin{bmatrix} 1 \\ -j \tau_c \end{bmatrix} a_c(z') \quad i \geq k
\]

(D.5)

where

\[
T_i = \begin{bmatrix} \cos \tau_i t_i & \frac{\sin \tau_i t_i}{\tau_i} \\ -\tau_i \sin \tau_i t_i & \cos \tau_i t_i \end{bmatrix}
\]

(D.6)

and \( t_i \) is the thickness of the \( i \)th layer. In a similar fashion, continuity of \( G(z; z') \) and its first derivative at all interface \( z_i \leq z_{k-1} \) yields

\[
\begin{bmatrix} A_i(z') \\ \tau_i B_i(z') \end{bmatrix} = T_{i-1} \ldots T_1 \begin{bmatrix} 1 \\ j \tau_s \end{bmatrix} b_s \quad i \leq k - 1
\]

(D.7)

Applying the boundary conditions at \( z = z' \), we get

\[
D(z' - z_{k-1}) \begin{bmatrix} U_k(z') \\ \tau_k V_k(z') \end{bmatrix} - \begin{bmatrix} A_k(z') \\ \tau_k B_k(z') \end{bmatrix} = \begin{bmatrix} 0 \\ 1 \end{bmatrix}
\]

(D.8)
where
\[
D(z' - z_{k-1}) = \begin{bmatrix}
\cos \tau_k(z' - z_{k-1}) & \frac{\sin \tau_k(z' - z_{k-1})}{\tau_k} \\
-\tau_k \sin \tau_k(z' - z_{k-1}) & \cos \tau_k(z' - z_{k-1})
\end{bmatrix}
\] (D.9)

Using (D.5) and (D.7) in (D.9), we have
\[
T_k^{-1} \ldots T_N^{-1} \begin{bmatrix} 1 \\ -j \tau_c \end{bmatrix} a_c(z') - T_{k-1} \ldots T_1 \begin{bmatrix} 1 \\ j \tau_s \end{bmatrix} b_s(z') = D^{-1}(z' - z_{k-1}) \begin{bmatrix} 0 \\ 1 \end{bmatrix}
\] (D.10)

Now it an easy task to obtain \(a_c(z')\) and \(b_s(z')\) from the above equation. The procedure is very similar to that one given in Appendix C.2. After obtaining \(a_c(z')\) and \(b_s(z')\) all other coefficients can be obtained by using the transfer matrices.

**Second approach**

In this approach, we start from a general formula for the Green’s function of the second-order differential equation. According to the theory of second-order differential equations [64], the Green’s function satisfying (3.21) can be obtained as
\[
G(z; z') = \frac{Z_i(z)Z_u(z)U(z - z') + Z_u(z')Z_i(z)U(z' - z)}{Z'_u(z')Z_i(z') - Z_u(z')Z'_i(z')}
\] (D.11)

where \(U(\cdot)\) is the unit step function. \(Z_u(z)\) is any solution of the homogeneous equation in (D.1) for \(z > z'\) subject to the continuity of \(Z_u(z)\) and its normal derivatives at each interface \(d_i > z'\). The same is true for \(Z_i(z)\) with respect to the corresponding continuity conditions at the interfaces \(d_i < z'\). It should be noted that derivation of (D.11) is based on (D.2). The above considerations allows us to explicitly write \(Z_u(z)\) and \(Z_i(z)\) as
\[
Z_u(z) = \begin{cases}
    a_c e^{-j\tau_c(z-d_N)} & z \geq d_N \\
    A_i^u \cos \tau_i(z - d_{i-1}) + B_i^u \sin \tau_i(z - d_{i-1}) & d_{i-1} \leq z \leq d_i, \ i > k \\
    A_k^u \cos \tau_k(z - d_{k-1}) + B_k^u \sin \tau_k(z - d_{k-1}) & z' < z \leq d_k
\end{cases}
\] (D.12)
\[
Z_i(z) = \begin{cases} 
A^l_i \cos \tau_k(z - d_{k-1}) + B^l_i \sin \tau_k(z - d_{k-1}) & d_{k-1} \leq z < z' \\
A^i_i \cos \tau_i(z - d_{i-1}) + B^i_i \sin \tau_i(z - d_{i-1}) & d_{i-1} \leq z \leq d_i, \ i < k \\
b_se^{j\tau_se} & z \leq 0
\end{cases}
\]  
(D.13)

where \(\tau_{c,e} = \sqrt{\varepsilon_{c,e}} k_o\) and \(\tau_i = \sqrt{\varepsilon_i} k_o\). Since \(Z'_e(z)\) and \(Z'_i(z)\) are the solutions of the homogeneous differential equation, \(a_c\) and \(b_e\) can be considered as arbitrary numbers. However, \((A^u_i, B^u_i)\) and \((A^l_i, B^l_i)\) are uniquely determined in terms of \(a_c\) and \(b_e\), respectively. More precisely, successive application of the boundary conditions at \(d_i > z'\), requires that

\[
\begin{bmatrix} 
A^u_i \\
\tau_i B^u_i 
\end{bmatrix} = T_{i-1}^{-1} \ldots T_N^{-1} \begin{bmatrix} 1 \\
-j\tau_c 
\end{bmatrix} a_c \quad i \geq k
\]  
(D.14)

where \(T_i\) is given by (3.6). Similarly, we have

\[
\begin{bmatrix} 
A^l_i \\
\tau_i B^l_i 
\end{bmatrix} = T_{i-1} \ldots T_1 \begin{bmatrix} 1 \\
j\tau_e 
\end{bmatrix} b_e \quad i \leq k
\]  
(D.15)

If one calculates the denominator of the Green's function in (D.11), one can easily prove that

\[
\Delta \overset{\text{def}}{=} Z'_e(z') Z_i(z') - Z'_i(z') Z'_e(z')
\]

\[
= \left( \begin{bmatrix} 
A^l_i \\
\tau_k B^l_i 
\end{bmatrix} \right) \begin{bmatrix} A^u_k \\
\tau_k B^u_k 
\end{bmatrix} \overset{\text{def}}{=} \begin{bmatrix} A^l_k & A^u_k \\
\tau_k B^l_k & \tau_k B^u_k 
\end{bmatrix}
\]

\[
= \begin{bmatrix} 1 \\
j\tau_e 
\end{bmatrix} T_{k-1} \ldots T_1 b_e \overset{\text{def}}{=} T_{k-1}^{-1} \ldots T_N^{-1} \begin{bmatrix} 1 \\
-j\tau_c 
\end{bmatrix} a_c
\]

\[
= \begin{bmatrix} j\tau_c & 1 
\end{bmatrix} T_N \ldots T_1 \begin{bmatrix} 1 \\
j\tau_e 
\end{bmatrix} a_c b_e
\]  
(D.16)

Therefore, (D.11)-(D.16) provide us the closed form solution of the Green's function satisfying (3.21). It can be easily seen that the product of the two arbitrary
constants is common in the numerator and denominator of (D.11) as might be expected. Consequently, one may set them equal to 1.
Appendix E

E.1 Fundamental Governing Equation of Slowly-Varying Optical Fields

In this appendix we derive the governing equation of slowly-varying optical fields from Maxwell's equations in the time domain. These equations are the starting point for both traveling wave and standing wave approaches. The distinctive feature of this derivation is the inclusion of the spontaneous emission noise at the very beginning. This is different from the conventional heuristic approach of considering the spontaneous emission at the very end of the formulation of the rate equations.

We start from Maxwell's equations

\[ \nabla \times \mathbf{E} = -\mu_0 \frac{\partial \mathbf{H}}{\partial t} \]  (E.1)

\[ \nabla \times \mathbf{H} = \frac{\partial \mathbf{D}}{\partial t} \]  (E.2)

where

\[ \mathbf{D} = \mathbf{D}_0 + \mathbf{P}^i + \mathbf{P}^s \]  (E.3)
\( D_o \) is related to \( E \) by

\[
D_o(r, t) = \int_0^\infty \varepsilon_o \varepsilon_r (r, t') E(r, t - t') \, dt'
\]  
(E.4)

with

\[
\varepsilon_r (r, t) = 1 + \chi_e (r, t)
\]

\( \chi_e (r, t) \) is the susceptibility of the unpumped lasing medium. \( P^l \) and \( P^s \) are the polarization associated with the lasing medium and spontaneous emission source, respectively. \( P^s \) acts as a random source of the optical field in the laser structure. In the presence of this random source the laser field must be considered as a random field. Note that we have assumed linear polarization model with memory for the cold cavity, i.e., the laser cavity in the absence of the injection. On substitution of (E.3) into (E.1) and (E.2), we obtain

\[
\nabla \times \nabla \times E + \mu_o \frac{\partial^2 D_o}{\partial t^2} = -\mu_o \frac{\partial^2 P^l}{\partial t^2} - \mu_o \frac{\partial^2 P^s}{\partial t^2}
\]  
(E.5)

Let

\[
E(r, t) = \text{Re} \left\{ E(r, t) e^{j\omega_r t} \right\}
\]  
(E.6a)

\[
D_o(r, t) = \text{Re} \left\{ D_0(r, t) e^{j\omega_r t} \right\}
\]  
(E.6b)

\[
P^l(r, t) = \text{Re} \left\{ P^l(r, t) e^{j\omega_r t} \right\}
\]  
(E.6c)

\[
P^s(r, t) = \text{Re} \left\{ P^s(r, t) e^{j\omega_r t} \right\}
\]  
(E.6d)

where \( \omega_r \) is a reference frequency. \( E(r, t), D_o(r, t), P^l(r, t), \) and \( P^s(r, t) \) are slowly varying amplitudes with respect to time. On substitution of (E.6) into (E.5), we get

\[
\nabla \times \nabla \times E + \mu_o T^2 D_o = -\mu_o T^2 P^l - \mu_o T^2 P^s
\]

where

\[
T \equiv \frac{\partial}{\partial t} + j\omega_r
\]
By neglecting terms that are of second-order derivatives of \( D_o(r, t) \) and of first-order or higher for \( P^t \) and \( P^s \), one derives

\[
\nabla \times \nabla \times E - \omega_r^2 \mu_0 D_o + j2\omega_r \mu_0 \frac{\partial D_o}{\partial t} = \mu_0 \omega_r^2 P^t + \mu_0 \omega_r^2 P^s \quad (E.7)
\]

Let us define the Fourier transform by the kernel \( e^{-j\omega t} \). That is,

\[
\tilde{f}(r, \zeta) = \int_{-\infty}^{\infty} f(r, t)e^{-j\omega t} \, dt
\]

With the above definition, if one applies the Fourier transform to both sides of (E.7), one obtains

\[
\nabla \times \nabla \times \tilde{E} - \omega_r^2 \mu_0 \tilde{D}_o - 2\omega_r \mu_0 \zeta \tilde{D}_o = \mu_0 \omega_r^2 \tilde{P}^t + \mu_0 \omega_r^2 \tilde{P}^s \quad (E.8)
\]

On the other hand, using (E.6) in (E.4), one may obtain the relationship between the Fourier transform of \( D_o(r, t) \) and \( E(r, t) \). More precisely, we have

\[
D_o(r, t)e^{j\omega t} = \int_0^{\infty} \epsilon_o \epsilon_r(r, t') E(r, t - t')e^{j\omega(t-t')} \, dt' \quad (E.9)
\]

Applying the Fourier transform on (E.9), we obtain

\[
\tilde{D}_o(r, \zeta - \omega_r) = \epsilon_o \epsilon_r(r, \zeta) \tilde{E}(r, \zeta - \omega_r) \quad (E.10)
\]

By changing the variable, one may obtain the following relation from (E.10)

\[
\tilde{D}_o(r, \zeta) = \epsilon_o \epsilon_r(r, \omega_r + \zeta) \tilde{E}(r, \zeta) \quad (E.11)
\]

Since \( \tilde{D}_o(r, \zeta) \) and \( \tilde{E}(r, \zeta) \) are narrowband functions, they vanish for sufficiently small values of \( \zeta \). In this range of small values of \( \zeta \), \( \tilde{\varepsilon}_r(r, \omega_r + \zeta) \) can be expressed in terms of a Taylor series expansion

\[
\tilde{\varepsilon}_r(r, \omega_r + \zeta) = \tilde{\varepsilon}_r(r, \omega_r) + \frac{\partial \tilde{\varepsilon}_r}{\partial \omega_r} \bigg|_{\omega = \omega_r} \zeta \quad (E.12)
\]
Substituting (E.12) into (E.11), the nonzero values of $\vec{D}_o(r, \zeta)$ and $\vec{E}(r, \zeta)$ satisfy the following relation

$$\vec{D}_o(r, \zeta) = \epsilon_o \left[ \epsilon_{r, r}(r) + \frac{\partial \tilde{\epsilon}_r}{\partial \omega} \bigg|_{\omega = \omega_r} \right] \vec{E}(r, \zeta)$$  \hspace{1cm} (E.13)

where $\epsilon_{r, r}(r) = \tilde{\epsilon}_r(r, \omega_r)$. Substituting (E.13) into (E.8) and utilizing the constitutive relation

$$\mathbf{P}^l(r, t) = \epsilon_o \chi(r, t) \mathbf{E}(r, t)$$  \hspace{1cm} (E.14)

where $\chi(r, t)$ is the carrier-dependent susceptibility of the lasing medium, one obtains

$$\nabla \times \nabla \times \vec{E} - k_o^2 (\epsilon_{r, r} + \chi^*) \vec{E} + \frac{j 2 \omega_r}{v_o^2} \left[ (\epsilon_{r, r} + \frac{1}{2} \frac{\partial \tilde{\epsilon}_r}{\partial \omega} \omega_r) j \zeta \tilde{E} + j \frac{\partial \tilde{\epsilon}_r}{\partial \omega} \zeta^2 \tilde{E} \right] = \mu_o \omega_r^2 \mathbf{P}^*$$  \hspace{1cm} (E.15)

where

$$k_o^2 = \frac{\omega_r^2}{v_o^2}$$

$$v_o^2 = \frac{1}{\mu_o \epsilon_o}$$

and * means convolution in the Fourier spectral domain.

Applying the inverse Fourier transform on both sides of (E.15) and noting that

$$\mathcal{F}^{-1}[\{\zeta \}^n \vec{f}] = (-j)^n \frac{\partial^n f}{\partial t^n},$$

we obtain

$$\nabla \times \nabla \times \mathbf{E} - k_o^2 (\epsilon_{r, r} + \chi) \mathbf{E} + \frac{j 2 \omega_r}{v_o^2} \left[ \epsilon_g \frac{\partial \mathbf{E}}{\partial t} - \frac{\partial \tilde{\epsilon}_r}{\partial \omega} \frac{\partial^2 \mathbf{E}}{\partial t^2} \right] = \mu_o \omega_r^2 \mathbf{P}^*$$  \hspace{1cm} (E.16)

where $\epsilon_g$ is the effective group dielectric constant and is given by

$$\epsilon_g = \epsilon_{r, r} + \frac{1}{2} \frac{\partial \epsilon_r}{\partial \omega} \omega_r$$
Based on the slowly-varying amplitude assumption, we neglect second-order derivative with respect to time. Therefore, from (E.16), one may derive

\[ \nabla \times \nabla \times E - k_o^2 (\varepsilon_r + \chi) E + \frac{j 2 \omega_r}{v_o} \varepsilon_g \frac{\partial E}{\partial t} = \mu_o \omega_r^2 P^* \]  

(E.17)

Eq. (E.17) is the fundamental governing equation for the envelope of the laser field in its most general form.
Appendix F

F.1 Green's Function Satisfying (5.26)

In this appendix we attempt to find the Green's function satisfying (5.26). Basically, it is possible to find the Green's function by two different approaches. In the first approach, we write the Green's function as a linear combination of the solutions of the homogeneous equation. The unknown coefficients can be obtained by applying the continuity condition on the Green's function and the discontinuity condition on its first derivative.

The second approach is based on the integral transform technique. The kernel of the integral transform satisfies the homogeneous differential equation. The Green's function can be obtained from the inverse transform by using contour integration and the residue theory. In fact, the second approach is based on the eigenfunction expansion of the Green's function. Although the second approach is more elegant than the first one, it is not as simple as the former. Therefore, we focus only on the first approach.

In the first approach, as mentioned above, it is necessary to obtain the suitable condition on the derivative of the Green's function at the source location. To this
end, it is more convenient to write the differential operator acting on $G(\rho, \rho'; \alpha)$ as

\[
\frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial}{\partial \rho} \right) G(\rho, \rho'; \alpha) + \left[ \beta^2(\alpha) - \frac{n^2}{\rho^2} \right] G(\rho, \rho'; \alpha) = \frac{1}{\rho} \delta(\rho - \rho') \tag{F.1}
\]

If one multiplies the above equation by $\rho$ and integrates the resulting equation from $\rho = \rho'^- \text{ to } \rho = \rho'^+$, continuity of $G(\rho, \rho'; \alpha)$ at $\rho = \rho'$ results in

\[
\left[ \frac{\partial G}{\partial \rho} \right]_{\rho=\rho'^-}^{\rho=\rho'^+} = \frac{1}{\rho} \tag{F.2}
\]

Eq. (F.2) along with the continuity of $G(\rho, \rho'; \alpha)$ at $\rho = \rho'$ are the fundamentals in deriving the Green's function. We consider four cases separately.

(1) $n = 0$ and $\beta(\alpha) = 0$

In this case, the two independent solutions of the homogeneous equation in (F.1) are constant function and $\ln(\rho)$, respectively. Thus,

\[
G(\rho, \rho'; \alpha) = \begin{cases} 
A & \rho < \rho' \\
B \ln(\rho) & \rho > \rho'
\end{cases} \tag{F.3}
\]

Continuity of $G(\rho, \rho'; \alpha)$ at $\rho = \rho'$ and (F.2) leads to (5.27a).

(2) $n \neq 0$ and $\beta(\alpha) = 0$

In this case, the two independent solutions of the homogeneous equation in (F.1) are $\rho^n$ and $\rho^{-n}$, respectively. Consequently,

\[
G(\rho, \rho'; \alpha) = \begin{cases} 
A \rho^n & \rho < \rho' \\
B \rho^{-n} & \rho > \rho'
\end{cases} \tag{F.4}
\]

Following the same procedure as before, one ends up with (5.27b).

(3) $\beta^2(\alpha) > 0$

In this case, one may write

\[
G(\rho, \rho'; \alpha) = \begin{cases} 
A J_n[\beta(\alpha)\rho] & \rho < \rho' \\
B H_n^{(3)}[\beta(\alpha)\rho] & \rho > \rho'
\end{cases} \tag{F.5}
\]
where

\[ H_n^{(2)}(\cdot) = J_n(\cdot) - jN_n(\cdot) \]

Following the same line as before, i.e., using the continuity of \( G(\rho, \rho'; \alpha) \) at \( \rho = \rho' \) and (F.2), one needs the Wronskian of the Bessel's functions [108] (p. 463)

\[ J_n(\beta \rho) \frac{dN_n(\beta \rho)}{d(\beta \rho)} - N_n(\beta \rho) \frac{dJ_n(\beta \rho)}{d(\beta \rho)} = \frac{2}{\pi \rho} \] (F.6)

Using (F.6), we have

\[ J_n(\beta \rho) \frac{dH_n^{(2)}(\beta \rho)}{d(\beta \rho)} - H_n^{(2)}(\beta \rho) \frac{dJ_n(\beta \rho)}{d(\beta \rho)} = -\frac{j2}{\pi \rho} \] (F.7)

Therefore, after some algebraic manipulations, we obtain (5.27c).

(4) \( \beta^2(\alpha) < 0 \)

Let us assume that \( \beta^2 = -u^2, u^2 > 0 \). In this case, one may write

\[ G(\rho, \rho'; \alpha) = \begin{cases} A I_n(\upsilon \rho) & \rho < \rho' \\ B K_n(\upsilon \rho) & \rho > \rho' \end{cases} \] (F.8)

where \( I_n(\cdot) \) and \( K_n(\cdot) \) are the modified Bessel functions of the first and the second kind, respectively. These functions are defined as [108] (p. 463)

\[ I_n(\upsilon \rho) = j^n J_n(-j\upsilon \rho) \] (F.9a)

\[ K_n(\upsilon \rho) = \frac{\pi}{2} (-j)^{n+1} H_n^{(2)}(-j\upsilon \rho) \] (F.9b)

The Wronskian of the modified Bessel functions is

\[ I_n(\upsilon \rho) \frac{dK_n(\upsilon \rho)}{d(\upsilon \rho)} - K_n(\upsilon \rho) \frac{dI_n(\upsilon \rho)}{d(\upsilon \rho)} = -\frac{1}{\upsilon} \] (F.10)

From (F.10) and the procedure described earlier, we have

\[ G(\rho, \rho'; \alpha) = \begin{cases} -K_n(\upsilon \rho') I_n(\upsilon \rho) & \rho < \rho' \\ -I_n(\upsilon \rho') K_n(\upsilon \rho) & \rho > \rho' \end{cases} \] (F.11)
Using (F.9), (F.11), and $u = \sqrt{-\beta^2(\alpha)}$, one may write

$$G(\rho, \rho'; \alpha) = \begin{cases} \frac{i\pi}{2} H_n^{(3)}[-j\sqrt{-\beta^2(\alpha)}\rho']J_n[-j\sqrt{-\beta^2(\alpha)}\rho] & \rho < \rho' \\ \frac{i\pi}{2} J_n[-j\sqrt{-\beta^2(\alpha)}\rho']H_n^{(3)}[-j\sqrt{-\beta^2(\alpha)}\rho] & \rho > \rho' \end{cases}$$  (F.12)

A careful look at (F.12) reveals that the Green's function $G(\rho, \rho'; \alpha)$ for $\beta^2(\alpha) < 0$ can be obtained from those expressions valid for $\beta^2(\alpha) > 0$ simply by substituting $-j\sqrt{-\beta^2(\alpha)}$ for $\beta(\alpha)$. 
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