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Abstract

Knowledge discovery is an important process in data analysis, tdamining and ma-
chine learning. Typically knowledge is presented in the formf rules. However, knowledge
discovery systems often generate a huge amount of rules. One o tthallenges we face is
how to automatically discover interesting and meaningful kneledge from such discovered
rules. It is infeasible for human beings to select important anohteresting rules manually.
How to provide a measure to evaluate the qualities of rules inaer to facilitate the un-
derstanding of data mining results becomes our focus. In thisdhis, we present a series
of rule evaluation techniques for the purpose of facilitatip the knowledge understanding
process. These evaluation techniques help not only to reduceetimumber of rules, but
also to extract higher quality rules. Empirical studies on botharti cial data sets and real
world data sets demonstrate how such techniques can contribuie practical systems such
as ones for medical diagnosis and web personalization.

In the rst part of this thesis, we discuss several rule evaluationeichniques that are
proposed towards rule postprocessing. We show how properly dechaeule templates can
be used as a rule evaluation approach. We propose two rough sesé@d measures, a
Rule Importance Measure, and a Rules-As-Attributes Measure, taank the important
and interesting rules. In the second part of this thesis, we show hatata preprocessing
can help with rule evaluation. Because well preprocessed datassential for important
rule generation, we propose a new approach for processing missatigibute values for
enhancing the generated rules. In the third part of this thesisa rough set based rule
evaluation system is demonstrated to show the e ectiveness of timeasures proposed in
this thesis. Furthermore, a new user-centric web personalizati system is used as a case
study to demonstrate how the proposed evaluation measures can bged in an actual
application.
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Chapter 1

Introduction

1.1 Thesis Statement

In order to automatically discover meaningful and importanknowledge from huge amounts
of rules generated in a knowledge discovery system, we proposeessvrule evaluation
measures to facilitate the knowledge understanding process. Auatatic rule evaluation
measures are proposed to extract and rank important knowledgeEmpirical studies on
arti cial data sets and real world data sets demonstrate how sudechniques can contribute
to practical systems such as ones for medical diagnosis and webspgealization systems.

1.2 Motivation

Knowledge discovery in databases is a process of discoveringvimesly unknown, valid,
novel, potentially useful and understandable patterns in laye data sets [23]. Data mining
is one of the activities in this interactive process. Data minig encompasses many di erent
techniques and algorithms, including clustering, classi catin, association rule algorithms
and so on.

A sample knowledge discovery system is illustrated in Figure 1.1The system rst
performs data preprocessing, a step in which the inconsistent daand the data instances
containing missing attribute values are processed. Then the gaation of rules is con-
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Original Data

Preprocessing

v

Processed
Data

v

Rule Generation

v

Rule Evaluation

Knowledge

Figure 1.1: A Knowledge Discovery System

ducted on the processed data by certain algorithms. After the reé are generated, rule
evaluations are performed. Redundant or not important rule are removed, and useful
rules are presented as knowledge as the output of the system. &gleneration is one of
the important processes in the knowledge discovery system. Foraexple, a rule such as
\Japanese cars with manual transmission and light weight usuallizave higher mileage”,
can be learned by a classi cation algorithm from a data set of camwhich contain mileage
of the cars and features such as the manufacturer, the moddhettransmission, the weight
and so on [39]. Such rules are used for making predictions.

A challenging problem in rule generation is that an extensiveumber of rules are
extracted by data mining algorithms over large data sets, and is infeasible for human
beings to select important, useful, and interesting rules maally. How to develop measures
to automatically extract and evaluate interesting, relevaty and novel rules becomes an
urgent and practical topic in this area.

Many existing methods such as rule interestingness measures aukk rquality measures
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from statistics and information theory areas were reported ifl7, 35, 85]. Comparisons
of di erent measures are reported for general purpose applitans. We say a measure
is a subjective measure if it is de ned based on a domain expertpinions towards the

particular application [35]. A measure is an objective measaiif it measures the data itself
without any prede ned opinions. Subjective measures that useeal human evaluators

are the optimal measure to evaluate rules, although they are setimes infeasible and
expensive, because they may require humans to look at a largenher of rules. Previous
studies on rule evaluations focus mostly on objective measui@$], which do not contain

any knowledge from the domain of the data. Therefore such olsjere measures may not
su ciently evaluate whether a rule is indeed interesting for acertain domain.

In this thesis, we study and propose several rule evaluation meassifor the purpose of
facilitating the knowledge understanding process. Our motiven is to design automatic
rule evaluation measures that can bring both domain relatednowledge (such as what are
the important attributes and what are the expected results) ad the objective measures
together into the rule evaluations. Such measures are propodechelp to extract and rank
important rules from a large number of rules generated by adening algorithm.

1.3 Objectives

We elaborate on our goals in this thesis as follows.

Domain-based Rule Templates. As explained earlier, rule evalion measures can
be categorized into two groups, objective measures and subjeetmeasures. The
objective measures on evaluating rules provide a straightfeard way to evaluate.
However, they cannot provide a su cient evaluation for speci capplication pur-
poses. Consider association rules generation [3] as an example.adsociation rules
algorithm is used to extract item-item relationships among l@ge transaction data
sets. For example, in a market basket analysis, by analyzing trargeon records
from the market, we could use association rule algorithms to diseer frequently pur-
chased items such as bread and milk, because when customers bwgaty they will
probably buy milk. This type of item-item associations can be sed in the market
analysis to increase the amount of milk sold in the marketSupport and con dence
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are the two most commonly used measures in this algorithm for iteset generation
and rule generation [3]. We call the left hand side of a rule thentecedent, and the
right hand side of a rule the consequent. Support measures hovweofthe antecedent
and the consequent of a rule appear together in the transacti@et. Con dence gives
a ratio of the number of transactions where the antecedent arthe consequent ap-
pear together to the number of transactions where the antecedt appears. However,
there are usually a few other measures applied in addition to spprt and con dence
in rule generation. This is because, even with higher supporhd higher con dence
values to re ect an increased interest in the rules, still a largaumber of rules are
generated. Extra measures are necessary to help reduce the nembf rules, and at
the same time extract only interesting and important rules.

In the real world, deciding what kinds of rules are interestig is quite subjective.

Domain experts are by far the best suited to evaluate whether aile is interesting

or not. For some domain experts, they may be interested in a cemaset of rules,

whereas the same set of rules may not be as interesting to othemtlin experts.

For example, in the market-basket analysis, rules showing thelagons between beer
and diapers might be interesting to market business people; mition doctors may

be more interested in nding rules containing the relations btween people who buy
nutritional items, such as vitamins and fruits. With the help ofa domain expert,

not only can interesting rules be found and recommended to userbut also the

computational cost for rule generations can be largely reded by combining the
domain related background into the rule generation process.

We study rule templates, patterns to de ne items that appear bth in the antecedent
and consequent of association rules, as a subjective rule evaloatmeasure in this
thesis. The concept of \Rule Template" was rst presented by Klerattinen et al.
in 1994 [45]. Rule templates describe patterns for those itentisat appear both
in the antecedent and in the consequent of association rules J4%A rule matches
the de ned template if this rule is an instance of the template We will explain in
more detail this concept and its usage in Section 3.2. Domaielated knowledge is
taken into account for the designing of rule templates towaslcertain applications.
We demonstrate how to use the rule templates to integrate the dwain knowledge,
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and show the e ectiveness of rule evaluations that utilize theule templates. We
also present experiments to show that with domain knowledge csidered in the rule
evaluation process, a smaller amount of rules with very high ietestingness will be
extracted.

Rough Sets Theory based Rule Evaluations. Rough sets theory wasoduced by

Pawlak in the early 1980's [72]. He introduced an early appétion of rough sets the-
ory to knowledge discovery systems, and suggested that a rough sgtpraach can

be used to increase the likelihood of correct predictions byadtifying and removing

redundant variables. E orts into applying rough sets theory b knowledge discovery
in databases have focused on decision making, data analysis, discimg and char-

acterizing the inter-data relationships, and discovering imresting patterns [73]. It

is shown to be an interesting and powerful theory, and it has beeused previously
in attribute selection, rule induction, classi cation, multi-agent systems, medical
diagnosis and other application domains. According to the robgsets theory, an
information system can be considered as a decision table, whichused to specify
what conditions lead to decisions. A sample decision table is show the following

Table[1.1.

Table 1.1: A Decision Table for Predicting the Mileage of Cars

U | model cylinder | transmission| weight | mileage
1 | USACar 6 auto heavy | low

2 | JapanCar |4 manual light high

3 | GermanCar| 6 auto heavy | medium
4 | JapanCar |4 auto light medium

A decision table can be de ned a§ = (U;C; D), where U is the set of objects in
the table, C is the set of the condition attributes andD is the set of the decision
attributes. In Table [1.1), f model,cylinder,transmission,weighy is the set of condition
attributes, and f mileageg is the set of decision attributes. A reduct of a decision table
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is a subset of the condition attributes that are su cient to de ne the decision at-
tributes. Reducts are often used in the attribute selection piess at the data prepro-
cessing stage in a knowledge discovery system. For exampleodel,transmissiory

can be a reduct of Table 1.1. A reduct is not unique [72], and ¢éne may exist
multiple reducts for one decision table. The core of a decisidable is contained in
every reduct, and it can be considered as the essential infornmat of a decision table.
Any reduct generated from the original data set cannot excludie core attributes.

Reduct and core are often used in the attribute selection prosg We will give more
detailed explanation for the rough sets theory and its usage tBection 2.1.

Since one of the uses for rough sets theory is to select the mosevaht attributes to-
wards a classi cation task, and to remove the unimportant attrbutes, rules generated
by a learning algorithm can be considered more important if #re exist important
attributes in the rules. Therefore this theory can provide aheoretical foundation
for rule evaluations. We study the mechanism of rough sets theorgnd we pro-
pose a Rule Importance Measure, and a Rules-As-Attributes Measutet are both
based on rough sets theory. We consider the important attribugeas indications of
the domain related knowledge. Therefore by combining suchditations into rule
evaluations, the important rules extracted through these mesaures can represent the
important information contained in the original knowledge We will demonstrate how
to use such evaluation measures in practical applications such medical diagnosis
and personalization systems in Chapter/4 and Chapter 5.

Data Preprocessing and Rule Evaluations. In practical applit@ns, there usually
exists incomplete data from the data collection process, becaiof the unavailability
of information, redundant diagnosis tests, unknown data and sano Discarding all
data containing the missing attribute values cannot fully preerve the characteris-
tics of the original data. Such incompleteness a ects the relgeneration process.
Either the rule generation algorithms have to be adapted todndle the incomplete
input, or the generated rules have to be further processed indar to understand
the discovered knowledge with the incomplete information. lcessing data with in-
complete information becomes an important problem in data ming and knowledge
discovery tasks. In this thesis, we focus on how to preprocess datantining in-
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complete, missing attribute values. We believe that well prepcessed data can help
with rule evaluations as well. Preprocessing data containingpissing values can be
integrated together with rule evaluations such as the Rule Iportance Measure and
the Rules-As-Attributes Measure to extract important rules.

Grzymala-Busseet al. [28] summarized nine approaches to solve missing values, such
as assigning the most common values or assigning an average vatu¢he missing
attribute. These approaches make good use of all the availaldata. However the
assigned value may not come from the information from which thetata was originally
derived; thus, noise is brought to the data. Let us consider theedision table Ta-
ble(1.1 as an example. Suppose in the second data record, theigalinder attribute
\transmission" is missing, as shown in Table 1.2. If we assign the mosbramon
value \auto" for attribute \transmission” to the missing value, we obtain informa-
tion specifying that \a Japanese car, with four cylinders, autmatic transmission,
and light weight has a high mileage". This is contradictory ¢ the fourth record,
which indicates such a car has a medium mileage.

Table 1.2: Tablel 1.1 with One Missing Value

U | model cylinder | transmission| weight | mileage
1 | USACar 6 auto heavy | low

2 | JapanCar |4 ? light high

3 | GermanCar| 6 auto heavy | medium
4 | JapanCar |4 auto light medium

In this thesis, we explore a new usage of association rule algonith to predict missing
attribute values, combining with the rough sets theory. We nam it the \ItemRSFit"
approach [58]. We will discuss the mechanism of this approach @nedicting missing
attribute values, and show empirical results on various appktions in Chapter 6. Our
experiments indicate this proposed approach obtains a highprediction accuracy than
other existing approaches.
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We also demonstrate through a rough set based knowledge discov&ygtem, illustrated
by Figure|7.2 in Chapter/ 7, how the methods discussed in this thestan be adapted in
a practical system. One of the proposed rule evaluation measuréise Rule Importance
Measure, has its usage and value demonstrated through a case stamyan actual user-
centric web personalization system.

1.4 Contributions

The focus of this thesis is to solve the problems of how to intengt discovered knowledge
(in the format of rules), how to decide for a user whether one relis better than another
without examining all the rules one by one manually, and howat provide a way to extract
such better and important knowledge.

The contributions in this thesis are:

We demonstrate through empirical studies how appropriatelyelned rule templates
can be used towards a recommendation application as rule iréstingness measures.
A recommender system is an intelligent system that can predict asar's interests
based on a database of known users' pro les. We show a new method ohgsas-
sociation rule algorithms for recommender systems, which appproperly de ned
rule templates to obtain interesting recommendations. Our nteod does not require
users to provide scores for every item in the system, in order torggate recom-
mendations. The rule templates can be used during the rule geagon process to
limit both the type of rules expected and the quantities of rles. This approach is a
subjective rule interestingness measure, which can be combirtedether with other
rule interestingness measures for rule evaluation purposes.

We propose a Rule Importance Measure which is an automatic andbjective ap-
proach to extract and rank important rules. This measure is agigd throughout
the rule generation process. The Rule Importance Measure diemtiates rules by
indicating which rules are more important than other rules. Tie Rule Importance
Measure can be used in a variety of applications such as medicaghosis, construc-
tion of spam lIters, object labeling in criminology and so on. Oumethod is among
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the few attempts to apply rough sets theory to association ruleegeration, in order to
improve the utility of an association rule. The Rule Importane Measure is di erent
from both rule interestingness measures [35] and rule qualityeasures [17], which
are the two commonly used approaches on evaluating rules. Mostloe rule interest-
ingness measures are used to evaluate classi cation rules, andedent people have
di erent de nitions for \interestingness". Our Rule Importan ce Measure is instead
applied to evaluate association rules. It is an easy and objeaivneasure. The Rule
Importance Measure is di erent from the rule quality measureas well. They are of-
ten used in the post-pruning process of the knowledge discovemppedure to remove
redundant rules, and applied on classi cation rules. The Rule Iportance Measure
is instead applied from the process of reduct generation to mugeneration; therefore,
our measure does not require the rules to be generated befosny evaluated. One
can use the Rule Importance Measure upon the data set directlyna obtain a list
of ranked rules by their importance.

We propose a Rules-As-Attributes method to evaluate importantules by taking
advantage of rough sets theory. We consider rules generatednfr the original data
set as attributes in the new constructed decision table. Redwegenerated from this
new decision table contain essential attributes, which are theules. Only important
rules are contained in the reducts. We call such rules \ReductuRes". Experiments
show that the Reduct Rules are more important, and this new mbbd provides an
automatic and e ective way of ranking rules.

We explore a new usage of association rule algorithms on predigtmissing attribute
values, combining with the rough sets theory. The experimernitaesults show the new
proposed ItemRSFit approach obtains higher prediction accacy than most of the
existing approaches [28]. It relies on its own data as a knowfge base and therefore
the predicted values are not biased.

We discuss how knowledge discovery systems can, in particular,nbé from the
integration of the approaches proposed in this thesis. We alsordenstrate how our
approaches can be used for a speci c real world problem. We shdwdugh an actual
user-centric web personalization system the utilities of the pposed approaches in
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this thesis for rule evaluations to predict whether an onlingurchase will happen.

Such a prediction is made according to the observed online sg@ng and browsing

user behaviours. Through this case study, we also nd that certaimser-centric

features are more important than others in predicting onlia purchases. For example,
we can discover the fact that some user made a purchase online poesly indicates

such a user is more likely to perform online purchases in the futu

1.5 Organization of This Thesis

Throughout this thesis we present a series of rule evaluation pypaches as well as case
studies. There are three main parts in this thesis. In the rst part we introduce our
proposed rule evaluation approaches. In the second part, we diss our research e orts on
processing missing attribute values, which can contribute to thprocess of rule generation
as well as rule evaluation. In the third part of this thesis, we @monstrate through a speci c
case study how the proposed approaches in Part | and Part Il can lilized in an actual
system.

As background, in Chapter 2, we introduce rough sets theory, ¢hrelated important
concepts, and current rough set based knowledge discovery systeliVe. also introduce the
association rule algorithms and brie y discuss current rule elation techniques, including
rule interestingness measures, the Rule Importance Measure, ahd Rules-As-Attributes
Measure. Background work on recommender systems is also presgmtethis chapter.

Part I.  From Chapter/3 to Chapter/ 5, we discuss our rule evaluation appaches.

In Chapter (3, we provide a detailed survey of the current existg rule interestingness
measures, and we analyze their application domains throughpetiments. We then intro-
duce a novel approach of using rule templates as one of the mastingness measures to
facilitate recommending rules generated by association ruddgorithms. Experiments on a
recommendation data set demonstrate the e ectiveness of thisle measure.

In Chapter 4, we introduce the new measure, the Rule ImportarcdMeasure, based on
rough sets theory. We explain the model, and show the experinmahresults through an
arti cial car data set [39], UCI machine learning data sets fronthe University of California,
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Irvine [21], and a geriatric care data set [53], which is a realorld data set from Dalhousie
University Medical School to predict the patients' survival staus. We demonstrate that
the Rule Importance Measure provides a diverse way of ranking\Ww important a rule is.

In Chapter 5, We explain a new method to discover important r@s by considering
rules as attributes, the Rules-As-Attributes Measure. Associatiorules are used for rule
generations. A new decision table is constructed by consideriall the rules as condition
attributes. Reducts generated from this new decision table otain essential attributes,
which are the rules. Only important rules are contained in theeducts. Experiments on an
arti cial data set, UCI [21] machine learning data sets and realorld data sets show that
the reduct rules are more important and representative thanhiose that do not exist in the
reduct of the new decision table. This new method provides aru@matic and e ective
way of ranking rules.

Part Il.  In Chapter |6, we discuss a method of processing missing attributelwas based
on rough sets theory and association rules. Empirical studies on UR1] machine learning
data sets and a real world data set demonstrate a signi cant incase of prediction accuracy
obtained from this new integrated approach.

Part IlI. In Chapter 7 we demonstrate how to use the proposed rule evaluati tech-
nigues and data preprocessing approaches proposed in Chapt&rs4, (5, and 6 within a
knowledge discovery system. We also provide a case study of using Bhde Importance
Measure in a user-centric web personalization system, and as suah sthhow empirically
how the techniques discussed in this thesis can be adapted into actual application.

In Chapter/8, we summarize the main contributions of this thesj which lie in a series of
rule evaluation measures and the explorations of their emymal applications. Researchers
interested in rule evaluations, as well as their application data mining systems will be
interested in this thesis. We discuss possible future work as the exrsion of our current
work.

Our earlier thoughts on many issues presented in this thesis haappeared in several
publications [51, 52, 53, 54, 55, 56, 57, 59, 60, 61], whicke @ancouraging indications of
the interests in our research within the data mining community



Chapter 2
Background

The main focus of this thesis is to propose rough set based rule ledion approaches;
therefore, we review related work on rough sets theory and onle generation and eval-
uation, as background work. We rst introduce rough sets thegt which serves as the
theoretical foundation for the rule evaluation approachese proposed later in the thesis.
Current rough set based knowledge discovery systems are summatias well. We then
discuss background work in rule generation and evaluation, gening with a discussion
of association rules, used as the basis for the rule generation asdhluation approaches
presented within this thesis. Related work on recommender systens discussed at the
end of this chapter.

2.1 Rough Sets Theory

Rough sets theory was rst introduced by Pawlak in the 1980's P]. An early application of
rough sets theory to knowledge discovery systems was introdudedidentify and remove
redundant variables, and to classify imprecise and incompletaformation. Reduct and
core are the two important concepts in rough sets theory. Basemh Pawlak's book [72],
we explain the basic concepts in rough sets theory in the follovg.

12
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2.1.1 Decision Table

A data set can be represented as a decision table, which is used tedfy what conditions
lead to decisions. A decision table is de ned a$ = (U;C;D), where U is the set of
objects in the table,C is the set of the condition attributes andD is the set of the decision
attributes. We show an example of a decision table in the follong Table[2.1.

Table 2.1: Arti cial Car Data Set

ID | make.model | cyl | door | displace | compress| power trans weight Mileage
1 | USA 6 2 Medium | High High Auto Medium | Medium
2 | USA 6 4 Medium | Medium | Medium | Manual | Medium | Medium
3 | USA 4 2 Small High Medium | Auto Medium | Medium
4 | USA 4 |2 Medium | Medium | Medium | Manual | Medium | Medium
5 | USA 4 2 Medium | Medium | High Manual | Medium | Medium
6 | USA 6 4 Medium | Medium | High Auto Medium | Medium
7 | USA 4 |2 Medium | Medium | High Auto Medium | Medium
8 | USA 4 2 Medium | High High Manual | Light High
9 | Japan 4 2 Small High Low Manual | Light High
10 | Japan 4 2 Medium | Medium | Medium | Manual | Medium | High
11 | Japan 4 |2 Small High High Manual | Medium | High
12 | Japan 4 2 Small Medium | Low Manual | Medium | High
13 | Japan 4 2 Small High Medium | Manual | Medium | High
14 | USA 4 |2 Small High Medium | Manual | Medium | High

This table shows an arti cial data set about the cars [39]. The ifeage of a car is related
to the model of the car, the number of cylinders, the number ofabrs, the displacement, the
compression, the power, the transmission, and the weight of therc&able 2.1 can be used
to decide whether a car has a high or medium mileage accorditmits features (e.g., the
model, the transmission and the weight). For example, the rst rv of this table speci es
that a USA car, with 6 cylinders, 2 doors, medium displacement, ¢ih compression, high
power, automatic transmissions, and medium weight, has a mediumileage.
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The rows in this table are called the objects, and the columns ithis table are called
attributes [40]. Condition attributes are the features of acar related to its mileage; there-
fore, C = fmakemodel, cyl, door, displace, compress, power, trans, weightMileage is
the decision attribute; therefore,D = fMileageg. There are 14 objects in this data, and
there do not exist missing attribute values.

Here we only look at the situation when the value of the decisiorttebutes is binary.
And we will not discuss the situation when the condition attributs have missing values.

The reduct and the core are important concepts in rough sets ¢ory. Reduct sets
contain all the representative attributes from the originaldata set. A reduct contains a
subset of condition attributes that are su cient to classify the decision table. A reduct
may not be unique. The core is contained in all the reduct setsnd it is the necessity of
the whole data. Any reduct generated from the original data setannot exclude the core
attributes.

Table 2.2: Multiple Reducts for the Arti cial Car Data Set

No. | Reduct Sets

f make model, compress, power, trams

f make.model, cyl, compress, trang

f make model, displace, compress, trags

f make.model, cyl, door, displace, trans, weiglgt

A WDN P

Table 2.2 shows the reducts of the car data set generated by theORETTA soft-
ware [69]. For example, a reduct can be a set of condition attites containing f the
model, the compression, the power and the transmissignef a car. With this reduct, all
the 14 objects can be correctly classi ed completely (accordj to their mileage type). A
subset off makemodel, cylg is not a reduct of this car data, because with only these two
attributes one cannot fully classify all the objects; in addion, there exists redundancy and
contradictions. For example, in Table 2.1, with a subset dimakemodel, cylg, we cannot
classify object No.7 and No.8. They both describe USA cars with 4 oyders, but they
have di erent mileage.
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A reduct is often used in the attribute selection process to rede unnecessary attributes
towards decision making applications. According to the reducho.l in Table[2.2, one
can generate a rule, i.e., a USA car with high compression, higlower and automatic
transmission has medium mileage, which is more succinct than aleuspecifying that a
USA car with 6 cylinders, 2 doors, medium displacement, high comgssion, high power,
automatic transmissions and medium weight, has medium mileage

Core attributes are the essential information in a data set. Theore attributes are
contained by all the reducts. From Table 2.2, we can see the imgection of all the listed
reducts is as follows.

f make_model; transg

This set contains the core attributes. Core attributes can belained by the core genera-
tion algorithms proposed by Huet al. [40], discussed in greater detail in Section 2.1.3.

More discussion on other related concepts in rough sets theoryircluded in Ap-
pendix|Al.

2.1.2 Rough Sets based Knowledge Discovery Systems

We brie y survey current rough sets based knowledge discovery sgats. We discuss the
individual functions of each system based on general charaggtics, such as the data sets,
the preprocessing tasks, the related rough sets tasks, the rule gatiens and so on.

1. ROSETTA ROSETTA [69] is freely distributed. Downloadable versions fdoth the
Windows and Linux operating systems are available. The softwaisupports the com-
plete data mining process, from data preprocessing, includingndling incomplete
data, data discretization, generating reduct sets which coain essential attributes for
the given data set, to classi cation, rule generation, and crosglidation evaluation.
Some discretization and reducts generation packages arenfrthe RSES library [12].

2. RSES2.2 RSES [12] stands for Rough Set Exploration System. There arevdo
loadable versions for both the Windows and Linux operating sysins. It is still
maintained and being developed. The system supports data pregessing, handling
incomplete data, data decomposition, reducts generation)assi cation, and cross
validations.
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3. ROSE2 ROSE [75] stands for Rough Sets Data Explorer. This software designed
to process data with large boundary regions. The software supp®rdata prepro-
cessing, data discretization, handling missing values, core aneducts generation,
classi cations and rule generation, as well as evaluations. Ehsoftware provides not
only the classical rough set model, but also the variable precisianodel, which is
not provided by [12] and [69].

4. LERS LERS [24] stands for Learning from Examples based on Rough Sets.is
not publicly available. The system was designed especially toqmess missing values
of attributes and inconsistency in the data set. Certain rulesrad possible rules are
both extracted based on the lower and upper approximations.

In addition to the rough sets based systems mentioned above, tkegre other available
knowledge discovery systems based on the methodologies of rosefis such as DBROUGH [41]
and GROBIAN [44].

These systems demonstrate the use of rough sets theory for knowkedtiscovery by
several researchers.

2.1.3 Current Reduct Generation and Core Generation Approac hes

As discussed earlier, aeduct of a decision table is a set of condition attributes that is
su cient to de ne the decision attributes. A reduct does not cortain redundant attributes
towards a classi cation task. It is often used in the attribute sedction process to reduce
the redundant attributes, and to reduce the computation costdr rule generations. There
may exist more than one reduct for each decision table. Findirgl the reduct sets for a
data set is NP-hard [48]. Approximation algorithms are used to dain reduct sets [10].
The intersection of all the possible reducts is called theore. The core is contained in all
the reduct sets, and it is the essential part of the whole data. Anyeduct generated from
the original data set cannot exclude the core attributes.

Previously, many research e orts on designing reduct generati and core generation
approaches have been proposed. In this section, we summarizew €turrent algorithms
and software that are commonly used and clarify where they arstfoduced in our thesis.
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ROSETTA In this thesis, we use ROSETTA [69] GUI version 1.4.41. For reduct
generation, the software provides Genetic reducer, Johnsaducer, Holte1lR reducer,
Manual reducer, Dynamic reducer, RSES Exhaustive reducer@so on. Genetic re-
ducer is an approximation algorithm based on a genetic algtrm for multiple reducts
generation. The Johnson reducer generates only a single refdw¢h minimum num-
ber of attributes.

In this thesis, we use Genetic reducer for multiple reduct gersion in Chapter |4

and|7, and the Johnson reducer with the default option of full idcernibilityﬁ [68] for
single reduct generation in Chapter |4, 5 and|/6. We choose Johns@ducer from
ROSETTA, because it is designed to generate one single reduct kvithe minimal

number of attributes. For the multiple reduct generations us# in Chapter (4, we
use ROSETTA's Genetic reducer because this allows no constramn the number
of generated reducts, and we consider this to be preserving thegmal character-

istics of the data set, which is appropriate towards our goal afesigning automatic
rule evaluation approaches. The exhaustive reducers in ROSEA and RSES also
generate multiple reducts, but this function cannot be used fdarge datasets [68].
Therefore we do not use them in this thesis.

RSES The current version of RSES [12] is RSES 2.2.1. RSES providegenetic
algorithm to control the number of reducts generated, whicks appropriate for larger
data sets to only generate representative reducts. The RSES syntés described in
more detail in Section 7.2, and its reduct generation algehim is used within the
case study described in Section 7.3.

Note that there are other reduct generation approaches praled by some other software
such as ROSEZ2 [75]. In ROSEZ2 software, there are three reduchgeation functions, the
\lattice search", \heuristic search" and \manual search" appr@aches [75]. The \lattice

LFor reduct generation, there are two options on discernibility provided by the ROSETTA software,
which are full discernibility and object related discernibility [68]. With the o ption of full discernibility, the
software will produce a set of minimal attribute subsets that can discern all theobjects from each other.
With object related discernibility, the software produces reducts that can discern a cergin object from all
the other objects.
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search" approach for reduct generation is used when the expedgtnumber of reducts are
rather small. The other two reduct generations support largedatasets although they
require domain experts' knowledge on the data for choosing atiutes. In this thesis we
are interested in discovering knowledge from real world apgpétions, which often involve
large data sets; therefore, we do not use this software in this tis.

Hu's Reduct and Core Generation

Hu et al. [40] proposed a new rough set model based on database operatigunsh
as cardinality and projection. By combining a relational ajebra with the rough sets
theory, the approach is designed to increase the e ciency of éhcore and reduct
computation. A reduct is rede ned based on the database operans.

The reduct is de ned to be a subseREDU (  C) of condition attributes with respect
to the decision attribute D, whereREDU is a minimum subset of attributes that has
the same classi cation power as the entire condition attribute. Let K (REDU; D)

be the proportion of the data instances in the decision table #t can be classi ed.
K is also de ned to be the degree of dependency betweRBEDU and the decision
attribute D, and is the stopping criteria for the algorithm, as shown in E¢R.1. Card

denotes the count operation in databases, and denotes the pjection operation in

databases.
Card(( REDU + D))

Card(( C+ D))
A measure ofmerit value is de ned to evaluate the e ect of each condition attribute
on the decision attribute D. For a condition attribute C; 2 C, the merit of C; can
be calculated by

K (REDU;D) = (2.1)

Card(( C f Cig+ D))

Merit (C;;C;D) =1 Card(( C + D))

(2.2)

During the reduct generation, the condition attribute with the highest merit value at
the moment is included in the reduct. In case multiple highest erit values exist, the
condition attribute with the least combination with other attributes in the current

reduct is selected. The algorithm iterates until the minimunset of attributes which is
as representative as the entire condition attributes is obtaed. The reduct generation
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algorithm is shown in Algorithm|[1. The reduct generation is deghed to guarantee

Algorithm 1 : Hu's Reduct Generating Algorithm

10

input : Decision tableT (C; D), C is the condition attributes set; D is the decision
attribute set.
output : REDU, reduct of C.

Core Generation Algorithm to generateCore ;
REDU = Core;

AR = C REDU;

for each attributeC; 2 AR do

| Merit(C;;C;D)=1 gL Er GgD)

Card(( C+D))
end
maximum{lerit (C;;C; D)) ;
/*In case there are several attributes with the same merit va lue,
choose the attribute which has the least number of combinati ons with
those attributes in REDU. minimum(Card(( fCjg+ REDU))) */

REDU = REDU + fCjg, AR = AR f Cjg;
if K(REDU;D) =1 then return REDU ;
else go to Step 4

that the generated reduct will have the minimum number of attibutes.

Recall that the core represents the most important informatio of the original data
set; all reducts contain the core.

Since it is infeasible to obtain the core attributes by interseting all the possible
reducts, other approaches are proposed to generate the corgibttes. Hu et al. [40]
introduced a core generation algorithm based on rough sets thg and e cient
database operations, without generating reducts. The algohin is shown in Al-
gorithm 2, where C is the set of condition attributes, andD is the set of decision
attributes.

This algorithm is developed to consider the e ect of each cortwbn attribute on the
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Algorithm 2 : Core Generating Algorithm
input : Decision tableT(C; D), C is the condition attributes set; D is the decision
attribute set.
output : Core, Core attributes set.

1 Core :
2 for each condition attributeA 2 C do
3 if Card(( C f Ag+ D)) 6 Card(( C f Ag)) then

4 ‘ Core= Core+ fAg;
5 end
6 end

7 return Core;

decision attribute. The intuition is that, if the core attrib ute is removed from the
decision table, the rest of the attributes will bring di erent information to the decision
making. A theoretical proof of this algorithm is provided in[40]. The algorithm takes
advantage of e cient database operations such as count and gextion. Since the
attributes of the core are contained in any reduct sets of a datset, this algorithm
also provides an evaluation to justify the correctness of the dact sets.

We use Hu's algorithm for core generation in Chapter 4, |5 and 6.

There are other reduct generation approaches such as the QuReduct algorithm, which
was rst applied in information retrieval systems to reduce thalimensions of the input text
data [19]. The algorithm uses the same stopping criteria of theedree of dependency as
Eq./2.1 to select a reduct. Comparing to Hu's reduct generatiotthis algorithm initializes
the reduct set with an empty set, whereas for Hu's approach the dact set is initialized
to be the core set. Note that Hu's reduct generation and QuickRedt generation do not
always produce the minimum reduct [89]. Recent research [9B{licates an addition-only
strategy normally will not produce a minimum reduct.
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2.2 Association Rules

The association rule algorithm was rst introduced in/[3] and icommonly referred to as
the apriori association rule algorithm. It can be used to discoveules from transaction
datasets. The algorithm rst generates frequent itemsets, whichre sets of items that have
transaction support more than the minimum support; then based othese itemsets, the
association rules are generated which satisfy the minimum coredce. Many contributions
on how to e ciently generate frequent itemsets and generateutes have been reported [15,
32, 74, 96].

Association rule algorithms can be used to nd associations amonigiins from trans-
actions. For example, inmarket basket analysisoy analyzing transaction records from the
market, we could use association rule algorithms to discover @irent shopping behaviours
such as, when customers buy bread, they will probably buy milk. Ais type of behaviour
can be used in the market analysis to increase the amount of milkldan the market.

An association rule/[3] is a rule of the form ! |, where and represent itemsets
which do not share common items. The association rule! holds in the transaction set
D with con dence c if c% of transactions inD that contain  also contain . Con dence
can be represented as = ’J[—J‘ The rule ! has support s in the transaction set
D if s% of transactions inD contain [ . Supportcan be represented as = JJ[TJJ
Here, we call antecedent, and consequent. Con dence gives a ratio of the number
of transactions that the antecedent and the consequent appetogether to the number of
transactions the antecedent appears. Support measures howeoftthe antecedent and the
consequent appear together in the transaction set. The followg example gives a sample

association rule.

Example 1 In the market basket analysis, given customers' shopping carts d¢aming

f bread, beer, cheese, apple, banana, beef, icecreang, an association rule indicating the
associations between frequently purchased items in the shoppicarts,

bread! cheese(80%; 60%) states that 80% of the customers who bought bread, also
bought cheese, and that 60% of customers bought both items.

A problem of using the association rules algorithm is that therare usuallytoo many
rules generatedand it is di cult to analyze these rules. Support and con denceare often
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used as interestingness measures to control how interesting thdess are. Generally, a
rule is considered interesting if the rule has higher support drhigher con dence than the
prede ned minimum support and con dence for rule generatios [35].

2.3 Rule Evaluation Approaches

2.3.1 Rule Interestingness Measures

Knowledge discovered from data mining and knowledge discoyegrocesses can be repre-
sented in di erent forms, such as association rules, classi catiomles, sequential patterns
and so on. In general the amount of generated knowledge is véayge, but not all of the
knowledge is interesting and useful. This is because there is aby redundant information
in the huge amount of input data, and the knowledge containmthe redundant information
is not interesting. In addition, some knowledge may be obviowccording to a certain do-
main. The rule interestingness measure is a technique to evai@dow interesting, useful
and relevant the knowledge is. Di erent applications may ha¥ di erent interestingness
measures emphasizing di erent aspects of the applications. Fexample, support and con-
dence are used to measure how interesting the association ruleg.aThese two measures
are used to evaluate the item-item relations within a transaein data. Rules generated
based on more frequently occurred together items are moreenesting. On the other hand,
the J-measure [82] evaluates classi cation rules. Rules mordated to discrete-valued at-
tributes are considered more interesting. Hilderman and Hamdn provided an extensive
survey on the current interestingness measures [35] for di efiesiata mining tasks. We will
discuss rule interestingness measures, and show how to use rule teesl [45], which de-
scribe patterns appearing both in the antecedent and in the ngequent of association rules,
as one of the interestingness measures for a recommendationligggtion in Chapter (3.

2.3.2 Rule Quality Measures

The concept of rule quality measures was rst proposed by BruhdT]. The motivation for
exploring this measure is that decision rules are di erent wit di erent predicting abilities,
di erent degrees to which people trust the rules and so on. Measms evaluating these
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di erent characteristics should be used to help people understd and use the rules more
e ectively. These measures have been known as the rule qualiyeasures. The rule quality
measures are often applied in the post-pruning step during thale extraction procedure [6].
In general, rule generation system uses rule quality measuresdetermine the stopping
criteria for the rule generations and to extract high qualiy rules. We will discuss the rule
quality measure in Section 4.3.6 for comparison with the Rulenportance Measure.

2.3.3 Rule Importance Measures

The Rule Importance Measure [57] is a novel rough set based rulaleation measure

that we propose to evaluate association rules. It is applied fromie process of reduct
generation to rule generation to evaluate how important theassociation rules are. The
intuition behind this measure is that, there exist multiple ralucts for a data set. Each

reduct is representative of the original data, therefore reks generated from reducts are
representative rules extracted from the data set. Since a recluis not unique, rule sets

generated from di erent reducts contain di erent sets of rués. However, more important
rules will be generated in most of the rule sets; less important les will be generated less
frequently than those more important ones. The frequencies tiie rules can therefore
represent the importance of the rules. We present the detail dfis measure in Chapter 4.

2.3.4 Rules-As-Attributes Measure

A rule evaluation measure based on rough sets theory is proposgddonsidering rules as
the conditional attributes within a decision table [59]. A setof association rules are rst
generated for a given data set. Then such rules are consideredhascondition attributes in
a new constructed decision table. The decision attributes in th new constructed decision
table are from the original data set. Reducts further generatl from this new decision
table contain essential attributes, which are the rules. Only iportant rules are contained
in the reducts. This new method provides an automatic and e éwe way of ranking rules.
We present the details of this approach in Chapter 5.
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2.4 Recommender Systems

A recommender system is an intelligent system that uses a databadeknown users' pro-
les to predict a new user's interests. There are two types of remmender systems:
content-based recommender systems and collaborative Itegnrecommender systems [9].
Content-based recommender systems make recommendations tevnesers based on the
content of the available users' interests. Content-based recoremder systems, such as
NewsWeeder [49] and InfoFinder [46], require representativeoperties from the data,
which are hard to extract. On the other hand, collaborative ltering systems observe the
behaviours and the patterns of the current users, and make renmendations based on the
similarities between the current users and other users. Much reseh work on collabora-
tive recommender systems, such as GroupLens|[79] and Ringo [&0&, receiving attention.
Other researchers follow the model-based approaches, whicmstouct proper models for
di erent user behaviour patterns. The behaviour of a new user cabe predicted based
on these user behaviour models. In order to build the model, vaus methods are used,
such as cluster analysis, Bayesian belief network and the most neicprobabilistic mixture
model [?, 38,37, 97]. In this thesis, we are interested in collaborativéiering systems,
which are also called personalization systems.

We introduce two well-known collaborative ltering systems a follows.

Amazon. Amazon (http://www.amazon.com/) is an online shoppimg store mainly
for books, music CD, video, and other products (such as apparehdaelectronics)
as well. In a general searching for a particular product, forxample, the book
of \The Da Vinci Code", the web site will recommend products \Cstomers who
bought this also bought", \Angels & Demons" by the same author, a®ne of the
recommended books, shown in Figure 2.1. Frequent visiting usexse expected to
sign in with their accounts to access, search, and shop for the prads they are
interested in. This system therefore uses customers' identitiess avell as the web
pages they have browsed for creating and updating their recomendation databases
(dynamically). Customers with similar user pro les may be clugtred into the same
user group. User-group-speci c recommendations can be creafed certain types of
users. Recommendations are suggested to the new customers whe ltmonstrated
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Figure 2.1: Amazon Online Recommender System

similar pro les to those pro les in the recommendation databae. Therefore the
system provides more precise recommendations to the custometsowsign in with
their accounts and have previous histories in the system based oratching their
pro les with the created pro les.

MovieLens. MovieLens (http://movielens.umn.edu/login) isa movie recommenda-
tion system developed by University of Minnesota. The project isiditongoing. Users
must have an individual account to get signed in order to use theecommendation
system; however, the user's personal information (such as ageuppgender, etc.) is
not required. If a new user is observed, the system requires thenmum input of a
ranking for 15 movies from the user side. The movies ranked bygmew users can be
used not only to update the current databases, but also to creatde user's pro le.
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The more movies the user ranks, the more precise the recommendatwill be. The

system uses a MySQL database to store the data, and Perl to parse theegy and

search, and achieve the matched results. Figure 2.2 shows thekash movies by the
user (the left gure, ranking shown in blue color) and the recomended movies by
the system (the right gure, ranking shown by red color).

Figure 2.2: Rated and Recommended Movies by MovieLens

What is unique with the MovieLens system is that the system not oglrecommends
the movies to the users, but also provides the ratings of the med to the user, from
the highest interested movies to the lowest interested movies.

In Chapter 3 we discuss the application of recommending movigsusers as the context
of our exploration of rule interestingness.



Chapter 3

Rule Templates as Rule
Interestingness Measures

One of the main issues with data mining and knowledge discoveny databases is how
to interpret and evaluate the discovered knowledge from laegdata. Many research ef-
forts concentrate on how to use certain measures to rank the ggated knowledge. The
motivation for this chapter is that we would like to explore te possibilities of applying
association rules for recommender systems. A recommender systeinufes a database
of known users' pro les to predict a new user's interests. A reconender system can be
considered as a knowledge discovery system, and the purpose of system is to generate
rules that can help making \recommendations" such as decisionggport, medical diagnosis,
revenue forecast and so on. Such \recommendations" can be regmeted as rules, which
are generated from a knowledge discovery system. Association ralgorithms are used to
discover associations among items in transaction datasets. Thessa@ciations can serve
as a rule generation engine for recommender systems, which sg¢genteresting items
based on the associations. However, applying association rule aignns directly to make
recommendations usually generates too many rules; thus, it isallt to nd interesting
recommendations for users.

In this chapter, we concentrate on interpreting the rules ah patterns by using the rule
interestingness measures. We rst survey the existing interestingas measures which are
designed for di erent application purposes. We then introduca new approach of using rule

27
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templates as one of the interestingness measures to facilitaséeommending rules generated
by association rule algorithms. Let us take a recommender systers an example. The
interesting rules in such applications are rules which contairecommended items on the
consequent part of the rules. Rule templates can be de ned to $sfly this demand. When

such templates are used in the association rule generation preseonly rules used towards
the recommendation purposes will be generated.

Rule templates restrict the form of association rules; therefer they are used as one of
the interestingness measures to reduce the number of rules inigfhusers are not interested.
By de ning appropriate rule templates, we are able to extractnteresting rules for users in
a recommender system.

The survey of current interestingness measure is provided in 8en 3.1. Section 3.2
explains the de nitions of rule templates, as well as how to usthe templates, including
examples. Section 3.3 provides the experimental results oretlitachMovie collaboration
data set. The concluding remarks on this section are provided Bection 3.4.

3.1 A Review of the Current Methods to Evaluate
Rule Interestingness

Knowledge discovered from data mining and knowledge discoyegsrocesses can be repre-
sented in di erent forms, such as association rules, classi catiomles, sequential patterns
and so on. In general the amount of generated knowledge is véayge, but not all of the
knowledge is interesting and useful. This is because there is aby redundant information
in the huge amount of input data; thus, the knowledge containg the redundant informa-
tion is not interesting. Some knowledge may be obvious accord to the domain. The
rule interestingness measure is a technique to evaluate howdresting, useful and rele-
vant the knowledge is. Di erent applications may have di erat interestingness measures
emphasizing di erent aspects of the applications.

Hilderman and Hamilton provided an extensive survey on the cume interestingness
measures [35] for di erent data mining tasks. In this thesis, we arinterested in exploring
interestingness measures related to association rules. We givergetintroduction to the
interestingness measures for association rules applications.
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Support and Con dence. The measures used for apriori associatioule algorithm
was proposed by Agrawakt al. [3]. The support of a rule measures how often the
antecedent and the consequent of a rule appear together in tiwansaction. The
con dence of a rule measures given that the antecedent appears in the tiaction,
how often the antecedent and the consequent exist together. @ minimum values of
support and con dence are predetermined to generate the assatan rules. These
two measures evaluate rules based on the statistical signi canoéthe rule. Support
and con dence are used in the situation when the interest of thepalication is to
nd associations between di erent items. The higher these two nasures are, the
more interesting the rules are considered to be. These two meassiare objective
measures.

Lift. In [31] it is shown that the con dence of an association rg is an estimate of
the conditional probability of the consequent given the anieedent. Rules with high
con dence are considered to be interesting, but the con denceannot measure the
independence between the consequent and the antecedent @& thle. Thelift of an
association rule is used to measure whether the consequent and #mecedent are
independent or positively or negatively correlated. Suppodbe association rule is
A'! B. The lift is measured by the following formula.

.. P(A\ B)
lift = —P(A)P(B)

lift < 1 implies the negative correlation between A and Bift > 1 implies a positive
correlation, which also shows that the occurrence of one imgdi the other;lift =1
implies no correlations between A and B, and they are indepéent. Lift can be used
to extract negative rules, which cannot be extracted by con dnce measures.

Chi-squared Test. Brinet al. [16] also pointed out the problems with the original
con dence measure for association rules. The con dence measuraymmot rank in-
teresting rules especially when correlation is the measure te bsed. The chi-squared
test for correlations is proposed to measure association rulechese the measure not
only ranks the correlations but also the negative implicatios. 2 statistic is de ned
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as follows, wherek is the expectation.

o % (f E(fi)?
i E(fi)

For a contingency table shown as Table 3.1, the chi-square velus expressed as
follows [85].

Table 3.1: Sample 2 2 Contingency Table for Binary Variables

B B
Al fu | fio | fas
A for [foo | fos
fia |fio | N

o_ (fu f1+f+1:N)2+(flO f1+f+o:N)2+(f01 fo+f+1:N)2+(foo forfro=N)?
f1+f+l:N f1+f+0:N f0+f+1:N f0+f+0:N

The 2 measure can show whether the items in the rule are independerit each

other, but it cannot rank the rules. Also when the contingency thle is sparse, the
measure is less accurate [31].

Rule Templates. The concept of \Rule Template” was rst presergd by Klemettinen
et al. in 1994 [45]. Rule templates describe patterns for those iterthat appear both
in the antecedent and in the consequent of association rules JJ4%A rule matches
the de ned template if this rule is an instance of the template Rule templates are

\syntactic constraints" [35] that specify certain forms of rule to be of interest. For
a rule in the form of the following.

Attribute 1; Attribute ,;:::; Attribute !  Attribute

Rule templates can be speci ed for both the antecedent and tlensequent parts of

the rule to extract interested patterns. Since the templatesra speci ed according
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to the need of the application, they are a subjective measure.h& advantages of the
rule templates are that they can be de ned quite exibly accading to the domain

experts. Interesting templates, uninteresting templates, surgging templates, impor-
tant templates and so on can all be de ned according to the exped knowledge.
The rule templates can be used during the rule generation press to only extract
expected rules, or can be used after the rule generation to It®ut rules that do not

match the templates. More examples on how to use rule templatase found in the

following Section 3.2.

Gray and Orlowska's Interestingness Measure. An interestingnesgasure combining
support and con dence together is introduced by Gray and Orlowskaz [25] as
following. Given aruleX ! Y,

P(X\ Y)

m)k 1) (P(X) PY)™

I =((
where P(X \ Y) is the condence,P(X Y) is the support. The discrimination
factor is de ned as 5;35-p¢y- k and m are prede ned parameters that specify the
importance of the discrimination factor and the support facto in the integrated
interestingness measures. This measure is an objective measuné, liigher measures

imply more interesting rules.

Neighborhood-Based Unexpectedness. Dong and Li [22] proposedrderestingness
measure to evaluate association rules based on the unexpectegneomparing to
other rules in its neighborhood. The neighborhood of a ruls idecided by a distance
function which compares certain characters of the rules. Thimeasure is a sub-
jective measure. Neighborhood-based interestingness measuret as unexpected
con dence interestingness and isolated interestingness are aiswoduced.

Subpatterns and Superpatterns. Subpatterns and superpattes of a pattern is ex-
plored to measure the interestingness of the association rule®][9 The authors
suggested that interestingness measures such as support and conake should be
designed based on the frequencies of a pattern to its subpatterand it is not neces-
sary to consider the subpatterns of a pattern as interesting. Thefore by combining
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superpatterns together, redundant subpatterns can be Itet out and only more
interesting patterns are kept. This approach provides an obgtive measure of ex-
tracting interesting rules.

Other Measures. There are a few other measures that are used for asg@®n rules.
Liu et al. proposed a measure [29] to extract exceptional and reliabletfgns from
data. This measure is designed for the purpose of discoveringesilthat are not
considered as interesting by the support and con dence measurdsis also e cient
to extract weak and exceptional rules. The authors assume thakeeptional rules
usually have a lower support value, while the items contained the rule are important
items. Zhonget al. [67] introduced the concept of \peculiarity rules" that are he
unexpected though interesting association rules. Peculiar gatan be found through
a peculiarity factor, which evaluates whether one attribug is very di erent from the
other attribute. A threshold is prede ned to evaluate the pealiarity of the data, then
peculiar rules containing peculiar data are extracted. O#r measures for di erent
applications can be found at [36].

Not all the interestingness measures are the same. Depending oremint application
purposes, appropriate rule interestingness measures should beceld to extract proper
rules. More than one measure can be applied together to evalaand explain the rules.
Tan et al. [86] evaluate twenty-one measures in their comparative exjraents and sug-
gest di erent usage domains for these measures. They provide salgsroperties of the
interestingness measures so that one can choose a proper measureeftain applications.
Their experiments also imply that not all the variables perfan equally well at capturing
the dependencies among the variables. Furthermore, therens measure that can per-
form consistently better than the others in all application donains. Di erent measures are
designed towards di erent domains.

In this chapter, we show that using the support and con dence maares only is not
su cient for the application of generating recommendationsfor users. Rule templates,
as one of the rule interestingness measures, can be combined ttugrewith support and
con dence to facilitate evaluating rules. We further discussrad introduce other evaluation
measures in Chapters 4 and 5.
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3.2 Rule Templates

What is a Rule Template

The concept of \Rule Template" was rst presented by Klemettiren et al. in 1994[45].
Rule templates describe patterns for those items that appeaioth in the antecedent and
in the consequent of association rules [45]. A rule matches the ded template if this rule
is an instance of the template; that is, we consider structure iafmation inherent in the
data. By de ning patterns and expressions that account for thelata under consideration
and the kinds of interactions being sought, interesting ruleare selected and uninteresting
rules will be Itered out.

Examples

We provide examples to de ne rule templates, and show how to dggeitemplates to select
interesting rules.

In a typical market basket analysis of grocery items purchased lzustomers, for exam-
ple, we list transactions for each customer as follows in Table23

Table 3.2: Sample Transactions for Each Customer

Customer ID | Items Bought by Each Customer

1 Milk, Bread, Lettuce, Mushrooms

2 Cream, Cheese, Mu ns, Shrimp, American Wine
3 Butter, Cheese, Lobster, Australian Wine

4 Cheese, Eggs, Peppers, Salmon

For the transaction data sets used in this chapter, all the itemi the data sets can be
classi ed into di erent classes. Table 3.3 lists items with their asses.

A rule template is a sequence afi components ; followed by a component , and is
de ned to be
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Table 3.3: Class Information and Their ltems

Class Name| Items Belonging to this Class

Dairy Milk, Cream, Eggs, Cheese, Butter, Yogurt, ...

Bakery Bread, Croissants, Mu ns, Pies, Tarts, Cheesecakes, ...
Vegetables | Broccoli, Carrots, Beans, Lettuce, Mushrooms, Peppers, . |.
Seafood Salmon, Tuna, Shrimp, Scallops, Crab, Lobster, ...

White Wine | American Wine, Australian Wine, Portugal Wine, ...

Each component ; (1 i n)and is of the foomA, C, C+ or C , whereA is an
attribute name and C is a class name. A class nam€é followed by a plus (+) can be
one or more instances of clags. A class nameC followed a star (*) can be zero or more
instances of clas€.

For example, using the transaction data of Table 3.2, a possiblale template can be
de ned as shown in Example 2.

Example 2
Cheese; Seafood W hite Wine

which implies that we are interested in the kind of rules, such &t when customers buy
cheese and seafood, they will probably buy white wine too. Inihtemplate, \Cheese" is
an attribute name, \Seafood" and \White Wine" are both class rames.

We say a rule matches the template if the rule is an instance ofetpattern. An example
of a rule matching the rule template de ned by Example 2 is gen by Example 3.

Example 3 The customer is interested in White Wine. It would be useful to kaw any
associations where White Wine is on the consequent part, and ese with a kind of seafood
item are both on the antecedent part of the rule. For example,

Cheese; Shrimp) American Wine
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Cheese; Lobster) Australian Wine

these rules match the template
Cheese; Seafood W hite Wine

as de ned by Example 2.

By de ning templates, we can extract rules that are interestig, and Iter out uninter-
esting rules if the rules do not match the template. The follommg Example 4 show rules
not matching the template de ned by Example 2.

Example 4
Cheese; Muffins ) American Wine
Butter; Lobster ) Australian Wine

Here, in the rst example, \Mu ns" do not belong to the \Seafood" class. In the second
example, the attribute name is \Butter"; however, the attribute name de ned in Example 2
is \Cheese". Di erent attribute names do not match this temphte.

Rule templates can also be used to de ne rules in which we are noterested. Therefore,
we can use this kind of template to Iter out rules, as illustratel in Example 5.

Example 5 It may be the case that we are not interested in rules with the ite \Bread"
in the antecedent part. We can de ne a template as such

Bread; Dairy ) Dairy

Therefore, rules matching this template will be Itered.

Why We Use Rule Templates

In the situation when a huge number of rules are generated, t&n rule interestingness
measures are needed to limit the quantities of the rules, and #te same time extract
interesting rules. Depending on the applications, people mayehinterested in di erent

rules and knowledge. Rule templates, as one of the subjectiveeasures, can be de ned
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according to di erent applications, and can be applied durig the rule generation process.
Therefore, certain rules according to the applications cahe extracted to facilitate the
understanding of the knowledge.

How We Use Rule Templates

The concept of rule template can be applied to di erent apptiations. The type of applica-
tions we are interested in this chapter is to use association rud¢ggorithms for recommender
systems. By using appropriate rule templates, we could use the gested rules to make
recommendations.

Usually we consider the consequent part of the rule for making m@mmendations.

Few research e orts can be found on applying association rulegakithms for collab-
orative recommender systems. The disadvantage of using an assaecratule algorithms
is that there are usually too many rules generated, and it is diult to make recommen-
dations to the user e ectively and e ciently. By examining domain related information,
examining the inherent information of the data, we can de neappropriate templates to
generate interesting rules for the recommendation tasks.

Using Templates

We would like to apply the association rule algorithm for recomender systems. In addition
to using support and con dence, we examine the role of the rule template to predict the
items in which users are most likely interested. For example, alle template like

Itemq; Item, ! Items[support = 0:6; confidence = 0:8]

means 60% of users likekem, Item, and Items, and 80% of users who likétem; and
Item, also likeltems. The consequent of the rule is used for making the recommendati

In addition to the above basic templates for recommender systsmmore templates
could be de ned by analyzing the data set, and deciding what kds of information should
be put into consideration.

For example, the items in the transaction data set Table 3.2 bahg to di erent classes as
displayed class information shown in Table 3.3. We can de ne ¢am templates specifying
that if all the items in the antecedent part of the rule belongo the same class, and if the
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item in the consequent part of the rule also belongs to the sameass$, then most likely,
such rules are more interesting for those applications that l&dor items within the same
class. The following example illustrates this type of template

Example 6 A rule
Salmon; Tuna; Shrimp ) Crab[support = 0:6; confidence = 0:8]
is found to be more interesting than a rule
Salmon; Croissants ) Mushrooms[support = 0:6; confidence = 0:8]

because \Salmon", \Tuna" and \Shrimp" all belong to the seafod class. \Salmon", \Crois-
sants" and \Mushrooms" are from di erent classes. Similarly, certen applications may
consider rules with items belonging to di erent class as morateresting; therefore, corre-
sponding templates can be de ned for such purposes as well.

Note that we can also adopt an attribute-oriented generaliza&in approach, \concept
hierarchy" [30] to de ne the proper rule templates.

3.3 Experiments

In this section, we conduct experiments on using rule templateon an movie recommen-
dation task, to show that rule templates can be used as one of thale interestingness
measures towards a recommendation application. We rst intduce related work, then
we describe the experimental data. We further discuss the evalion measures that we
consider appropriate for this experiment, and show the expemnental results.

3.3.1 Related Work
Rule Interestingness Measures

One category of evaluating rules is to rank the rules by rulenierestingness measures.
Rules with higher interestingness measures are considered mioteresting. The rule in-
terestingness measures, originated from a variety of sources, édween widely used to
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extract interesting rules. Dierent applications may have dierent interestingness mea-
sures emphasizing di erent aspects of the applications. In thiexperiment, we use rule
templates [45] as one of the rule interestingness measures feeeommendation task.

Recommender Systems

A recommender system is an intelligent system that uses a databagé&oown users' pro les
to predict a new user's interests. There are two types of recomnuer systems: content-
based recommender systems and collaborative ltering recomnuer systems [9]. Content-
based recommender systems make recommendations to new userscbasehe content of
the available users' interests. On the other hand, collaboratyv Iltering systems observe the
behaviours and the patterns of the current users, and make renmendations based on the
similarities between the current users and other users. We argarested in the collaborative
Itering systems. Publicly available data source for research owollaborative Itering
systems is quite limited. We have observed research e orts on mewecommendations
including the MovielLens [66] from University of Minnesota, th&achMovie [1] collaborative
recommender systems from [37, 63, 65, 97] and so on.

Existing Challenges on Collaborative Filtering System

We summarize a few challenging problems in the current devplag of collaborative lter-
ing system.

There is currently limited research on using association rulegdrithms for making

recommendations. This is because it is di cult to appropriatdy adjust the support

and con dence measures to produce the right amount of assoca@tirules so that users
can understand such huge amount of recommendations easily. &sllmay contain
from one item to more than 10 items on the right hand side; thefere, recommending
SO many items altogether is not realistic.

The number of recommendations can be very large. It is di culto recommend all
these possible recommendations without processing them. How to kmamportant
and interesting recommendations are the important tasks in thpostprocessing stage
of the recommendations.
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For a collaborative Itering system to provide precise recommeations, users per-
sonal information is quite necessary for creating user pro lesd form user groups.
Therefore new users can be easily grouped into speci ¢ groupsaing to the users'
personal information (such as MovieLens). However, in most situah, not many
users would like to release their personal information. In suctages, recommenda-
tions may not be very precise or personalized towards an indikial person (such as
Amazon). How to develop a system that can use user's personal infotima while
at the same time preserving users' privacy is very challenging.

EachMovie Data Set

For this work, we also use the EachMovie dataset, a well known telsed for collaborative
recommender systems as our experimental data. This dataset ioyided by Compaqg's
Systems Research Center [1].

The EachMovie data set is a collection of users' votes on628 di erent movies from
72,916 users over an 18 month period. Each movie is assigned to no tess one movie
genre, including action, art or foreign, romance, thrillerhorror, animation, comedy, clas-
sics, drama and family. Each movie is voted based on a ve star euakion scheme,
therefore has 6 possible voting values ranging from 0 to 1 witlyeal space. By removing
all the movies that have no votes and users that have never votewe are left with 61, 265
valid users, 1623 valid movies and 2811 983 votes.

We would like to gain some insight of the credibility of each us&sropinion on which the
collaborative recommender system is based to provide recomrdetions. For this purpose,
we plot the cumulative frequency of user's votes as shown in kig 3.1 [61].

The mean and standard deviation of the voting values approxiate a normal distribu-
tion. The global mean of all the votes is around:6. Most importantly, the number of votes
of each user follows a very skewed distribution as indicated itné cumulative frequency
plots on the number of votes for each user.

From Figure 3.1 we can see that, around 40% of the users only vdt®r no more than
1% of the all the movies, 40% of the users voted for no less than 2%alh the movies, 20%
of users voted for more than 4% of the total movies, 5% of the usersted for more than
10% of the total movies.
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Figure 3.1: The Cumulative Frequency Plot on the Number of Vas by Each User
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Based on Figure 3.1, the voting frequency of each user can be useda threshold
parameter for preprocessing. Here, we want to select users who faegluent movie viewers
of a certain level. Observed from Figure 3.1, 40% of the userste® for no less than 2%
of all the movies, which are 32 movies. We will only consider usesho have voted for no
less than 32 movies. Because this value represents the major n@mbf votes, it is also
small enough to avoid sampling users who are real movie fans.

The disadvantage of using association rule algorithms is that éne are usually too many
rules generated, and it is di cult to make recommendations ¢ the user e ectively and
e ciently. Klemettinen et al. proposed a new interestingness measure, i.e., rule templates,
to nd interesting rules from a large set of association rules [45By de ning rule templates
more appropriately, only rules that match the templates wll be extracted. Thus this
method can be used in the post processing of the association rulesegated, and can
increase both the e ciency and the accuracy of recommendatis.

It is important to note that the research on rule templates [4bwas proposed in order
to determine interesting rules during the rule evaluation prcess. Its application to assist
with recommendations is a new approach proposed in this thesi§Ve believe that it is
worthwhile to determine the value of rule templates in detenining recommendations.

On the other hand, Linet al. [63] proposed a new association rule algorithm for collab-
orative recommendation. New parameters, such as minimum numbef rules generated,
were de ned in this algorithm to generate smaller rule sets. Re$ with only one conse-
quent were mined, and were used to predict the behaviours forspeci c target user. The
EachMovie dataset [1] was used as the collaborative Iteringadaset. The authors were
interested in two types of association rules, one was for movie asistions, the other was
for user associations. According to di erent voting scores, both m@es and their scores
could be used to generate associations. The minimum support valdees not have to be
speci ed in advance for rule generations; instead, the algohnitn automatically adjusts the
support value based on the number of rules expected. The data wtture used in this
algorithm considered both the movie and the score for every @momendation; therefore,
the recommended rules contained more information. Howevéne authors did not explain
their choice of the EachMovie dataset subset they used for testingor did they consider
the e ect of movie genres to enhance the performance. Since ware proposing the new
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application of association rules on recommendations, it is vable to see how recommen-
dations can be done in the context of well established associatitule algorithms that are
employed already in many contexts.

3.3.2 Experimental Design

According to the kind of rules we wish to generate, we process thransaction dataset as
depicted in Table 3.4.

Table 3.4: Preprocessing for User Transactions

User ID | Movie ID's

1 1,2,3,4,56,7,8

2 1,3,4,5,10, 11, 19

3 2,3,5,7,110, 112, 150
4 1,8,9, 12,17, 19, 22

Each transaction represents all the movies voted by a person.

Since we are interested in predicting movies a user would beengsted in and making
recommendations, we de ne rule templates to reduce the numbef rules and specify the
recommendation rules we are interested in.

Template 3.1 speci es that there is only one consequent in theegerated rules. Tem-
plate 3.2 speci es that only rules whose antecedents and congenqt items all belonging to
the same movie genre will be generated. For this template, west prepare a new movie
genre dataset, as shown in Table 3.5. In Table 3.5, all the posslbjenres to which one
movie can belong are listed. We assign action movie to be Genreatt, or foreign movie
Genre 2, romance movie Genre 3, thriller movie Genre 4, hornmovie Genre 5, animation
movie Genre 6, comedy movie Genre 7, classics movie Genre 8pdranovie Genre 9, and
family movie Genre 10. For example, the rst row in Table 3.5 aabe interpreted to state
that movie 1 is both art or foreign movie, and comedy movie.
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Table 3.5: Movie Genre Information

Movie ID | Genre ID's

2 [Art, Foreign], 7 [Comedy]
7 [Comedy]

5 [Horror]

6 [Animation]

5 [Horror]

1 [Action], 10 [Family]
3 [Romance]

4 [Thriller]

9 [Drama]

8 [Classics]

OO NOO| D W|N|PF-

=
o

Template 3.1

HMovie;; Movies;::::Movie,i ' h Movie,i (3.1)

Template 3.2

hGenre_ Movie;\ :::\ Genre.Movie, \ Genre.Movie,i & (3.2)

whereMovieq, ..., Movie, and Movie, are di erent from each other.

3.3.3 Evaluation Function

Our motivation for the experiments is to generate associatiorules that can be used for
recommendations of movies. For example, when a person watchmedvie;, and movie;,
this person will be recommended to watciovies. We perform cross validation by dividing
the complete dataset into training data and testing data. Traming data can be used to
generate association rules. Then these rules such rasvie;; movie, ! movies will be
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validated on the testing data. For each transaction in the testig data, we consider that
a rule can correctly classify the transaction if and only if boththe antecedent and the
consequent of the rule are contained in the transaction. For aansaction (novie;, movie,,
movies, movies), we consider that the rulemovie;; movie, !  movies can correctly classify
this transaction because when a person watchedovie;, and movie,, the recommended
movies is indeed watched by this person.

We use accuracy [78] to evaluate the performance of our metho&q. 3.3 gives the
accuracy computed as a function of and t. ¢ stands for the number of transactions such
that the predictions are correct, which also implies the numdr of transactions containing
both the antecedent and the consequent of a rulé.stands for the number of transactions
for which the rule makes a prediction, which also implies theumber of times the antecedent
of a rule belongs to a transaction.

accuracy = f[—: (3.3)

The following example illustrates the use of accuracy functio Below we show the
generated sample rules and the sample test dataset.

Test Dataset

Generated Rules

123
2 ! 3

148
1,2 ! 4

69
1,4 ! 5

7912

In this example, the three rules have their antecedents in ertransaction respectively.
We therefore havet =3 1 =3. Therule 2! 3 is the only rule whose antecedent and
consequent are in the same transaction, which is (1, 2, 3), thésee c = 1. According
to our accuracy function, the average accuracy for the samptales on this sample test
dataset is = 33:33%.

In our experiment, we applied Borgelt's apriori algorithm 15] to generate frequent
itemsets! And we use our algorithms to read these frequent itemsets as inpw@nd im-
plement the templates as well as our rule generating algdnih using C++, and the target

!Downloaded from http://fuzzy.cs.uni-magdeburg.de/~borgelt/software.html# assoc
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compiler and platform is g++ and Unix respectively. We perform4-fold cross validation
for the following experiments.
All the following experiments were performed on Sun Fire V88@pur 900Mhz Ultra-

SPARC Ill processors, with 8GB of main memory [2].

Table 3.6: Recommendation Accuracies on The EachMovie datase

Accuracy
Con dence | Support = 20% | Support = 30% | Support = 40% | Support = 50%
70% 86.96% 85.27% 84.10% 82.81%
80% 89.79% 88.49% 86.68% 83.77%
90% 93.73% 93.23% 92.14% 92.51%

Largest Data Set

This experiment is to test whether the whole EachMovie datasetan be used to generate
rules. We applied Template 3.1, and only generated rules withne consequent part. We
did not put any constraint on the number of rules generated. &ining data is 80% of the
transaction datasets, and test data is 20% of the total transactics.

Table 3.6 shows the recommendation accuracies when suppongas from 20% to 50%
with di erent con dence levels.

We can see that for the same con dence value, as support increastége accuracy
becomes lower. This is because fewer rules are generated fghér support values, and
thus the number of transactions containing both the anteced¢ and the consequent parts
of the rules are fewer. For the same support value, when con des gets higher, accuracy
becomes higher. This is because con dence, as one of the iegtingness measures, is a
measure for how correct a rule is. The higher the con dence, thmore correct a rule
becomes and therefore, the higher accuracy we obtain. Thisst also shows that recent
association rule algorithms can be applied to large datasets.
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Table 3.7: Accuracy when con dence = 80% (First Trial)

Support | Accuracy Rules | Accuracy with_Genre
80% 72.89% 75.75%
70% 73.30% 75.28%
60% 75.83% 77.42%
50% 78.33% 79.52%
40% 80.78% 82.43%

Table 3.8: Accuracy when Con dence = 90%(First Trial)

Support | Accuracy Rules| Accuracy with _Genre
80% 73.95% 77.06%
70% 79.97% 80.25%
60% 81.20% 82.93%
50% 84.62% 85.87%
40% 87.25% 88.35%

Template 3.2 Performance

In order to test whether Template 3.2 increases the accuracyevapply this template to
two subsets of data which are commonly used for this dataset [13]da[63].

First Trial. The rst subset we tried is from [13]. Training data represents th rst
1,000 users who have rated for more than 100 movies. Testing datarnas from the rst
100 users whose user ID is larger than /W0, and who also rated more than 100 movies.

Since the paper speci ed that the maximum length of a rule is &ere we limit the
length of a rule to be 8 as well.

Table 3.7 shows the accuracies of this experiment when conri® is 80%. The rst
column shows the support value, the second column shows the ae@ayr from applying the
rst template to our algorithm, and the third column shows the accuracy of adding genre
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information, which is Template 3.2.

Table 3.8 shows the performance of this experiment when coredce is 90%.

From Table 3.7 and Table 3.8, we can see that when applying mewenre information,
only extracting rules where all the movies belong to the sameeigre, we obtain a higher
recommendation accuracy.

In order to show the computing overhead is also reduced by applg Template 3.2, we
list the number of itemsets and rules generated according to eient support values.

Table 3.9: Itemset Size and Rule Size when con dence = 80%(EirTrial)

Minimum | Frequent | Association | With Genre

support Itemsets | Rules Rules

90% 2 0 0

80% 35 47 30

70% 272 608 198

60% 2,773 8; 303 1,439

50% 35276 | 139796 10,385

40% 690 382 | 3;525426 | 88 298
Table 3.10: Itemset Size and Rule Size when con dence = 90%($ti Trial)

Minimum | Frequent | Association | With Genre

support Itemsets | Rules Rules

90% 2 0 0

80% 35 38 24

70% 272 392 127

60% 2,773 5,074 805

50% 35276 | 79353 5; 404

40% 690 382 | 1,994 580 | 49278

Table 3.9 and Table 3.10 show that using Template 3.2 reducesetimumber of rules
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generated. As support values get lower, there are more frequéemsets generated, thus
more rules are generated; the accuracy increases as the suppalue decreases. This use
of Template 3.2 shows that the more rules that are generatedhé more accurate the
recommendation will become. By adding the movie genre infoation, we extract only
rules whose items in both antecedents and consequents beloaghe same genre (as one of
the interestingness measures), and the accuracy increases. Thiige want to recommend
movies online to the user immediately, our method can geneeatnovie recommendations
with high accuracy.

By increasing the con dence, the accuracy will also be increakethus better quality
rules will be extracted. But some interesting rules may be Iteed. By adding movie genre
information, we can generate rules that apply for certain pposes.

Second Trial.  The second subset we tried is from [63]. We used training data fane
rst 2 ;000 users. Testing data comes from users whose like ratios are lésst0.75, from
which we randomly selected 20 users as one test set. We repeatad thoice of test set 4
times, from which we obtained the average accuracy.

The accuracy is shown by Table 3.11, and Table 3.12. The two tigls show an average
of more than 15% increase in accuracy using Template 3.2.

Table 3.11: Accuracy when con dence = 80%(Second Trial)

Support | Accuracy Rules | Accuracy with _Genre
30% 75% 100%

20% 78.30% 87.04%

10% 75.79% 91.83%

5% 78.65% 93.86%

4% 81.27% 94.72%

We list the number of itemsets and rules generated according éoerent support values
for di erent con dence levels in Table 3.13 and Table 3.14.
Table 3.13 and Table 3.14 describe the size of frequent itemsatsd the rule sets. As
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Table 3.12: Accuracy when con dence = 90%(Second Trial)

Support | Accuracy Rules | Accuracy with_Genre
30% 0% 0%

20% 75% 100%

10% 81.44% 98.67%

5% 82.87% 97.64%

4% 83.37% 97.64%

Table 3.13: Itemset Size and Rule Size when con dence = 80%¢8ad Trial)

Minimum | Frequent | Association| With Genre
support | Itemsets | Rules Rules

30% 17 1 1

20% 171 86 30

10% 9,023 15,671 1; 360

5% 579291 | 1;,926017 | 37,855

4% 2;326891| 9;154962 | 104589

49

we can see, when con dence gets higher, there are fewer rulesayated; when support
gets higher, fewer rules are generated.

3.4 Conclusions

In this chapter, we discuss how to use rule templates as rule ingstingness measures
to extract interesting rules. We proposed a new method of apphyg the association rule
algorithms for recommender systems. By applying appropriatetie ned rule templates, we
obtained interesting rules. Experiments on a recommendatiafata set EachMovie dataset
demonstrate the e ectiveness of this rule measure.

Unlike most mant recommender
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Table 3.14: Itemset Size and Rule Size when con dence = 90%¢8ad Trial)

Rough Set Based Rule Evaluations and Their Applications

Minimum | Frequent | Association| With Genre
support ltemsets | Rules Rules

30% 17 0 0

20% 171 6 4

10% 9,023 3,788 297

5% 579291 | 745971 12,954

4% 2;326891| 3;900287 | 41,626

systems, our method does not consider speci c score or vote valussaxiated with every
recommended item. Our method relaxes the strictness of congidg a user's preference
to a certain item in the recommender system. Since requiring aer to input his or her
preference is compulsory to most current recommender systems, emvisage that without
the preference information, future recommender systems usinge templates will be more
convenient for users, as well as providing accurate recommatidns to the users. According
to our experimental results, the rule templates can be used dag the rule generation
process to limit both the type of rules expected and the quanies of rules. This approach
is a subjective rule interestingness measure, which can be condal together with other rule
interestingness measures for rule post-processing, and can beliadpn other application
domains such as decision support, medical analysis and so on. Wadhe usages of rule
templates in our rule generation and evaluation process in @pter 4 and 5.



Chapter 4

Rule Importance

4.1 Introduction

In this chapter, we discuss how rough sets theory can help in ewating rules. We introduce
the Rule Importance Measure to evaluate how important a rulesi Rules generated from
reducts are representative rules extracted from the data sedince a reduct is not unique,
rule sets generated from di erent reducts contain di erent ses of rules. Some rules appear
in most of the rule sets; some rules appear less frequently acrodstla rule sets. The
frequencies of the rules can therefore be used to determine timost important rules.

To test our hypothesis, we rst use the ROSETTA rough sets toolkit [6] to generate
multiple reducts. We then use apriori association rules generah [3] to generate rule
sets for each reduct set. We are interested in applying these rsiléor making decisions.
Therefore, the type of rules we are looking for are rules whitave, on the consequent part,
the decision attributes, or items that can be of interest for makg decisions. Some rules
are generated more frequently than the others among the tdteule sets. We consider such
rules more important. We de ne the Rule Importance Measure aording to the frequency
of an association rule among the rule sets. We will show by the expeental results that
our method provides diverse measures of how important the rgleare, and at the same
time reduces the number of rules generated.

Our method is among the few attempts on applying rough sets they to association
rules generation to improve the utility of an association rule The Rule Importance Mea-

51
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sure is di erent from either the rule interestingness measures the rule quality measures,
which are the two well-known approaches on evaluating ruledost of the rule interesting-

ness measures are used to evaluate classi cation rules, and dier@eople have di erent

de nition for \interestingness”. The Rule Importance Measure $ instead applied to evalu-
ate association rules. Itis an easy and objective measure. The Rlinportance Measure is
di erent from rule quality measure as well which is often usedithe post-pruning process
of the knowledge discovery procedure to remove the redundamniles, and is applied on
classi cation rules. In contrary, the Rule Importance Measuresi applied from the process
of reduct generation to rule generation, and the rules evalted are association rules.

We discuss related work on association rule algorithms and rouglets theory on rule
discovery in Section 4.2. In Section 4.3 we introduce the Rulmportance Measure. In Sec-
tion 4.4 we experiment the rule importance measure on an artiial car data set, UCI data
sets and a geriatric care data set. We summarize this chapter addscuss the continuing
work in Section 4.5.

4.2 Related Work

An association rules algorithm helps to nd patterns which relte items from transactions.
For example, in market basket analysis, by analyzing transactiorecords from the market,
we could use association rule algorithms to discover di erent spping behaviours such
as, when customers buy bread, they will probably buy milk. Assodian rules can then
be used to express these kinds of behaviours, thus helping to mase the number of
items sold in the market by arranging related items properly. A well known problem
for association rules generation is that too many rules are genated, and it is di cult
to determine manually which rules are more useful, interesggnand important. In our
study of using rough sets theory to improve the utility of associan rules, we propose
a new Rule Importance Measure to select the most appropriate ad. In addition to the
experimentations on arti cial data sets and UCI (University of Galifornia, Irvine) [21]
data sets, we also perform the experiments on a larger data set, exigtric care data set
from Dalhousie University Medical School [53], to explore thepalication of the proposed
method.
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Rough sets theory was proposed to classify imprecise and incongléenformation.
Reduct and core are the two important concepts in rough sets ¢lory. A reduct is a
subset of attributes that are su cient to describe the decision afibutes. Finding all the
reduct sets for a data set is a NP-hard problem [48]. Approximatioalgorithms are used
to obtain the reduct set [10]. All reducts contain the core. Ca represents the most im-
portant information of the original data set. The intersectio of all the possible reducts is
called the core. We use ROSETTA [69] for multiple reducts geraion. We use Hu's core
algorithm to generate core attributes (details discussed in Gipter 2).

There have been contributions on applying rough sets theorp trule discovery. Rules
and decisions generated from the reducts are representativietibe data set's knowledge.
In [43], two modules were used in the association rules mininggmedure for supporting
organizational knowledge management and decision making.elf8Organizing Map was
applied to cluster sale actions based on the similarities in thénaracteristics of a given set
of customer records. Rough sets theory was used on each cluster ébedmine rules for
association explanations. Hassanien [33] used rough sets to nd &letreducts of data that
contain the minimal subset of attributes associated with a clasalbel for classi cation, and
classi ed the data with reduced attributes. In Sections 4.3.5ra 4.3.6 we discuss other
related research speci c to the content of those sections.

Rough sets theory can help to determine whether there is reddant information in the
data and whether we can nd the essential data needed for our ajigations.

4.3 Rule Importance Measures

4.3.1 Motivation

In medical diagnosis, a doctor requires a list of symptoms in ondéo make a diagnosis.
For di erent diseases, there are di erent patient symptoms to eamine. However, there
are some routine exams that the doctor must perform for all the gtients, such as the
age of the patient, the blood pressure, the body temperature drso on. There are other
symptoms that doctors may take into consideration, such as whwetr the patients have
di culty walking, whether the patients have bladder problems and so on. We would like
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to nd the most important symptoms for diagnoses. We know that thesymptoms that are
checked more frequently are more important and essential foraking diagnoses than those
which are considered less frequently. However, both the sympterthat require frequent
checking and the symptoms that are checked less frequently areluded in the list of
checkup symptoms. In this way, the doctor will make a precise djaosis based on all
possible patient information.

4.3.2 De ning the Rule Importance Measure

The medical diagnosis process can be considered as a decisionmggbrocess. The symp-
toms can be considered as the condition attributes. The diageed diseases can be con-
sidered as the decision attributes. Since not all symptoms need be known to make a
diagnosis, the essential symptoms are considered as represengatiVhese symptoms can
be selected by a reduct generation algorithm.

All the patient information can also be represented in a transamn data set, with
each patient's record considered to be an item set. The assoaatirules algorithm can
be applied on this transaction data set to generate rules, whidimave condition attributes
on the antecedent part and decision attributes on the consequepart of the rules. Rules
generated from di erent reduct sets can contain di erent repesentative information. If
only one reduct set is being considered to generate rules, otherportant information
might be omitted. Using multiple reducts, some rules will be gengted more frequently
than other rules. We consider the rules that are generated molr@quently more important.

We propose a new measur®ule Importance to evaluate the importance of association
rules. A rule is de ned to be important by the following de nition.

De nition 1  If a rule is generated more frequently across di erent rule setwe say this
rule is more important than rules generated less frequently across those same rule sets.

Rule Importance Measure is de ned as follows,

De nition 2

Number of times a rule appears in all
the generated rules from the reduct sets

Number of reduct sets

Rule Importance Measure =
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The de nition of the Rule Importance Measure can be elaborateby Eq. 4.1. Letn
be the number of reducts generated from the decision tablgC; D). Let RuleSetsbe the
n rule sets generated based on the reducts. ruleset; 2 RuleSets(1 j n) denotes
individual rule sets containing rules generated based on redts. rule; (1 i m) denotes
the individual rule from RuleSets. RIM ; represents the Rule Importance Measure for the
individual rule. Thus the Rule Importance Measures can be cqmuted by the following
_ jfruleset; 2 RuleSetgrule; 2 ruleset; gj

RIM; = - : (4.1)

The following example shows how to compute the Rule ImportaedMeasure. We use
the Iris [21] data set as an example, which is a data set contang three classes of iris
plants, which are Iris setosa, versicolour and virginica. For ghfour attributes, we use sl"
to stand for attribute \sepal length”, \ sw" for \sepal width", \ pl" for \petal length" and
\pw" for \petal width". There are n =4 reducts available for rule generations. For each
of the reducts, the rule sets generated based on the reduct are whdelow.

Reducts Rule Sets

fsl;sw;plg fslss! setosa;sw.g! versicolor;plig! setosa;::g
fsw;pl;pwg fsw,g! versicolor;pli.g! setosa;pw.,! versicolor;:::g
fsl;pl;pwg fslgs! setosa;plg! setosa;pw.;! versicolor;:::g
fsl;sw;pwg fslys! setosa;sw.g! versicolor;pwy; ! versicolor;:::g

Rule sl44 ! setosais generated across 3 rule sets, therefore the rule importance |
RIM = % = 75%. For rulessw,g ! versicolor, pli.g! setosg pwy; ! versicolor, they
are all generated from 3 of the 4 rule sets, therefore their ruimportance is also 75%.

4.3.3 Modeling the Rule Importance Measure

The general model on which we compute the Rule Importance Maae is shown in Fig-
ure 4.1.

First during the data preprocessing step, the inconsistent data stances and the data
instances containing missing attribute values are processed. vl approaches on pro-
cessing data instances with missing attribute values are discusseddhapter 6. Semantic
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Figure 4.1. How to Compute the Rule Importance

methods on assigning missing values as well as objective meth¢glsch as ignoring data
instances containing missing attribute values, or assigning allopsible average attribute
values to the missing attribute [28]) can be used optionally. bonsistency exists in a de-
cision table when two or more data instances contain the same clition attribute values
but di erent decision attribute values. These data instances mst be removed. To remove
them, we rst sort the whole data set according to the condition eiributes, excluding the
decision attributes. Then we select data instances that contaithe same condition at-
tribute values, but di erent decision attribute values. They are removed during this stage.
Discretization algorithms, such as equal frequency binning @ntropy algorithm [69], are
also applied during this stage if necessary. Core attributes agenerated at the end of
the data preprocessing stage. It is worthwhile to mention thatare generation requires no
inconsistencies in the data set.

After data is preprocessed, multiple reducts are generated. N@us algorithms and
rough set software provide multiple reducts generation. Forxample, ROSETTA's genetic
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algorithm generates multiple reducts; RSES [12] provides eametic algorithm for user
de ned number of reducts generation, which is appropriatenicases of larger data sets for
generating representative reducts.

After multiple reducts are generated, the condition attribdes contained in the reduct
together with the decision attributes are used as the input dat for rule generation. Rule
templates, such as

1200 n)

as discussed in Chapter 3, are applied in the rule generation stdpepending on di erent

applications and the expected results, rule templates for desd types of rules and for
subsumed rules are de ned prior to the rule generation and areplied during the rule

generation process. Multiple rule sets are therefore generdtafter the rule generations
for multiple reducts. Rule Importance Measures are further ézulated for each generated
rule by counting the rule frequencies appearing across allgtrule sets. Rules with their
individual importance measures are ranked according to Eq.14and returned from the

model.

In the evaluation stage of the model, core attributes play amportant role for eval-
uating these ranked rules. Rules with 100% importance contaall the core attributes.
Rules that contain more core attributes are more importanthan rules that contain fewer
or none core attributes. Since core attributes are the most regsentative among all the
condition attributes, more important rules contain these moe representative attributes,
which are the core attributes. Therefore by checking for therpsence of the core attributes
in the rules, we can evaluate the ranked rules with their rulemportance.

4.3.4 Complexity Analysis

We analyze the time complexity for the proposed approach of gerating important rules.
Suppose there ar®l data instances in the data set, andl attributes for each data instance,
N©is the number of distinct values in the discernibility matrix [72] which is a matrix
composed of attributes for computing the core and the reduct,is the number of multiple
reducts for the data set, the time complexity in the worst case ianalyzed as follows.
The time complexity for multiple reducts generation isO(N ®) [88]. The core generation
takesO(NM ) [40]. The apriori association rules generation take3(NM !) [3], therefore it
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takes O(tNM !) to generate multiple rule sets for multiple reducts. The caulation of the
rule importance for the total rulesk generated by the multiple rule sets take©(k logk).
In general, t is much smaller thanN, therefore the time complexity of our approach is
bounded byO(N®+ NM + NM !+ klogk) O(NM ) in the worst case.

4.3.5 How Rule Importance is Dierent from Rule Interesting-
ness

Rule generation often brings a large amount of rules to anag. However, only part of
these rules are distinct, useful and interesting. How to select gnliseful, interesting rules
among all the available rules has drawn the attention of manyesearchers. As discussed
in Chapter 3, one of the approaches to help selecting rules 3 tank the rules by \rule
interestingness measures”. Rules with higher measures are coesed more interesting.
The rule interestingness measures, originated from a variety séurces, have been widely
used to extract interesting rules.

The Rule Importance Measure is a new measure to rank the rules.istdi erent from
the rule interestingness measure in the following ways.

The Rule Importance Measure is used to evaluate association milerhe rule inter-
estingness measure applies to classi cation rules except traipport and con dence
are two necessary parameters used in association rules generatamnd they are con-
sidered as rule interestingness measures. Rule interestingnessasuees cannot be
used to measure association rules. The input data for associationas generation
is transaction data, and there is usually no class label with th&ransaction data.
However the class label is required for calculating the ruleterestingness measure.

The Rule Importance Measure is an objective measure. The ruleterestingness
measure can be either objective or subjective In order to determine whether a
rule is \interesting" or not, di erent people may have di erent opinions. Therefore
\domain experts" are required to help make evaluations. Howere¢he Rule Impor-
tance Measure does not require human supervision. Our Rule Intpance Measure

LFor example, in Chapter 3 we presented a rule template approach that labeled \genre" s1a valuable
feature. This would have been a subjective measure.
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uses the notion of a \reduct" from rough sets theory. Recall thaa reduct selects the
maximally independent set of attributes from a data set; thats, the reduct contains
a set of attributes that are su cient to de ne all the concepts in the data. These
attributes contained in the reduct are considered to be moremportant. The Rule

Importance Measure is thus computed across all the rule sets gested from all the
possible reducts of a data set. Since the reducts contain impant attributes and

rule sets generated from the reducts contain important ruleshe Rule Importance
Measure thus provides an evaluation of how important these ®# are. There is
no subjectivity involved in this measure. ROSETTA provides a gnetic algorithm

to generate multiple reducts. It is also not necessary to de ne dnuse the rule
templates during the rule generations. On the other hand, theule interestingness
measure usually requires domain experts' evaluation

The Rule Importance Measure provides more direct and obviomseasures. Rule in-
terestingness measures often involve selections accordinghe speci ¢ applications.
In [35] Hilderman and Hamilton showed that there is no rule integstingness measure
that can always perform better than the others in all appliciaons. Each individual
rule interestingness measure is based on its selection bias ondla¢a. In order to de-
termine what is the best interestingness measure to use for cerntaipplication data,
all the possible measures have to be compared to determine thestomeasure. But
the Rule Importance Measure does not consider the type or apgtions of the data.
It can be used directly on the data from any application eld.

The Rule Importance Measure reduces the amount of data reqed for rule gener-
ation by selecting only important attributes from the original data. The number of
rules generated is thus greatly reduced. The rule interestiness measure is applied
after the rules are generated. Therefore it requires moreroputational resources.

In summary, the Rule Importance Measure is simple, quick, easytompute; it provides
a direct and objective view of how important a rule is. Let us uséhe following example

2Rules that are considered interesting may not be important. We will discuss ths through a comparison
experiment as shown in Section 4.4.4.
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to illustrate how the rule importance measure ranks rules acating to the importance of
a rule.

The data set used in the following example is an arti cial data geabout cars [39],
as shown in Table 4.1. It is used to decide the mileage of di erenars. The condition
attributes are makemode, cyl, door, displace, compress, power, trans, weightlileage is
the decision attribute. There are 14 instances. The data set do@®t contain missing
attribute values.

For the Car data set, ROSETTA software generates 4 reducts as st in Table 4.2.
The core attributes are,makemode| and trans as shown in the following Table 4.3.

Since we are interested in predicting the mileage of a car based the model of a
car, the number of doors, the compression, the weight as well aher factors related to
a car, we would like to extract rules which have the decision w@ibute \mileage" on the
consequent part of the rules. Therefore we specify the templdiar desired rules as shown
by Eqg. 4.2.

hmodel; cyl;:::;weight! h mileagei: (4.2)
And if a rule

hlapanCar; weight mediumi ! h mileage Highi (4.3)

is generated, rules such as Eq. 4.4
hlapanCar; trans_manual; weight_mediumi ! h mileage Highi (4.4)

are removed, because this rule can be subsumed by the previoule.ru
We generate the rule sets based on these 4 reduct sets vatipport = 1%; confidence =
100%, and we also rank their rule importance, as shown in Table44

Discussion

From Table 4.4, the rst 2 rules have an importance of 100%. Thkiobservation matches
our experiences on cars. The auto transmission cars usually haviewer mileage than the
manual cars. Japanese cars are well known for using less gas amvipling higher mileage.
The rule \Door 4! MileageMedium" has a lower importance because the number of
doors belonging to a car does not a ect car mileage. We notitehat the two rules with
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Table 4.1: Arti cial Car Data Set

make_model | cyl | door | displace | compress| power trans weight Mileage
USA 6 2 Medium | High High Auto Medium | Medium
USA 6 |4 Medium | Medium | Medium | Manual | Medium | Medium
USA 4 |2 Small High Medium | Auto Medium | Medium
USA 4 |2 Medium | Medium | Medium | Manual | Medium | Medium
USA 4 2 Medium | Medium | High Manual | Medium | Medium
USA 6 |4 Medium | Medium | High Auto Medium | Medium
USA 4 |2 Medium | Medium | High Auto Medium | Medium
USA 4 2 Medium | High High Manual | Light High
Japan 4 2 Small High Low Manual | Light High
Japan 4 |2 Medium | Medium | Medium | Manual | Medium | High
Japan 4 |2 Small High High Manual | Medium | High
Japan 4 2 Small Medium | Low Manual | Medium | High
Japan 4 2 Small High Medium | Manual | Medium | High
USA 4 |2 Small High Medium | Manual | Medium | High

Table 4.2: Reducts Generated by Genetic Algorithm for the Artcial Car Data Set

No. | Reduct Sets

f make model, compress, power, trams

f make model, cyl, compress, trang

f make.model, displace, compress, trags

f make.model, cyl, door, displace, trans, weiglgt

A WON PR

Table 4.3: Core Attributes for the Arti cial Car Data Set

Core Attributes
make model, trans
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Table 4.4: The Rule Importance for the Arti cial Car Data Set

No. | Selected Rules Rule Importance
1 | Trans_Auto ! Mileage Medium 100%
2 | JapanCar! Mileage High 100%
3 | USACar, CompressMedium ! Mileage Medium 75%
4 | CompressHigh, Trans_Manual ! Mileage High 75%
5 | Displace. Small, Trans_Manual ! Mileage_High 50%
6 | Cyl.6! Mileage Medium 50%
7 | USACar, Displace Medium, Weight _Medium ! Mileage Medium 25%
8 | Power.Low ! Mileage High 25%
9 | USACar, Power High ! Mileage.Medium 25%
10 | CompressMedium, Power_High ! Mileage Medium 25%
11 | Displace Small, CompressMedium ! Mileage High 25%
12 | Door 4! Mileage Medium 25%
13 | Weight_Light ! Mileage High 25%

importance of 100% contain core attributes and only core atbutes to make a decision
of mileage. For the rest of the rules with importance less than00%, the attributes on
the left hand side of a rule contain non-core attributes. This luservation suggests that
core attributes are important when evaluating the importage of the rules. Our method
of generating rules with reduct sets is e cient. There are 6327 rules generated from the
original data without using reducts or rule templates. 13 rule are generated using reducts
and rule templates.

4.3.6 How Rule Importance is Dierent from Rule Quality

The concept of rule quality measures was rst proposed by BruhdT]. The motivation for
exploring this measure is that decision rules are di erent wit di erent predicting abilities,
di erent degrees to which people trust the rules and so on. Mea®s evaluating these
di erent characteristics should be used to help people understd and use the rules more
e ectively. These measures have been known as rule quality nse@es.
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The rule quality measures are often applied in the post-pruninstep during the rule
extraction procedure [6]. The measure is used to evaluate whet the rules over t the data.
When removing an attribute-value pair, the quality measure des not decrease in value, this
pair is considered to be redundant and will be pruned. In geradr rule generation system
uses rule quality measures to determine the stopping criteriarfthe rule generations and
extract high quality rules. In [7] twelve di erent rule quality measures were studied and
compared through the ELEM2 [6] system on their classi cation aczacies. The measures
include empirical measures, statistical measures and informaiti theoretic measures.

The Rule Importance Measure is di erent from the rule qualitymeasure because of the
following.

The Rule Importance Measure is used to evaluate how importan ian association
rule. Rule quality measures explore classi cation tasks of datenining, and are
targeted towards improving the quality of decision rules. Weannot use rule quality
measures to evaluate the association rules.

The Rule Importance Measure takes transaction data as input. flere is no class label
from the transaction data. The measure evaluates how importams an association
rule without considering other information from the data. Smetimes the transaction
data can be processed by organizing the data into the form of aaigion table. In this
situation, the Rule Importance Measure evaluates the relaths between the condition
attributes and the class. However, the rule quality measures aused to evaluate the
relations between the rules and the class.

The Rule Importance Measure takes input of multiple reductsrad multiple rule sets,
then calculates the frequencies of each rule across multipide sets. The measure is
used throughout the rule generation process. The rule quality easure is often used
in the post-pruning process of the rule classi cation system.

The Rule Importance Measure considers the representative aliutes contained in
the reducts, and rule generations are based on the reducts. Thtare, redundant
attributes are removed before the rule generation, and theumber of rules generated
are much fewer than rules generated from the original data sethus the computation
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cost is lower. When the rule quality measures are used to removeetlow quality
rules from the generated rules, the rule generation computah cost is greater than
that of the Rule Importance Measure.

In summary, the Rule Importance Measure is di erent from the rie quality measure
because of the di erences between their application tasks, tipegocesses where the measures
are applied and the contents they measure.

4.4 Experiments

In this section, we explain the experiments we conducted to igerate Rule Importance
Measure on an arti cial car data set, UCI data sets and a geriatricare data set.

The reduct is generated from ROSETTA GUI version 1.4.41. ROSEIA provides the
following approximation algorithms for reducts generatin: Johnson's algorithm, Genetic
algorithm, Exhaustive calculation and so on. Johnson's algdhim returns a single reduct.
Genetic algorithm returns more than one reduct. Exhaustiveatculation returns all possi-
ble reducts, although given a larger data set, this algorithmeikes a longer time to generate
reduct sets [68]. In our experiment, we use the genetic algdmh [87] to generate multi-
ple reduct sets with the option of full discernibility. The apiori algorithm [15] for large
item sets generation and rule generation is performed on Sunrd-V880, four 900Mhz
UltraSPARC 11 processors, with 8GB of main memory.

4.4.1 Specifying Rule Templates

The apriori association rules algorithm is used to generate rd. Because our interest is
to make decisions or recommendations based on the conditiorirdsutes, we are looking
for rules with only decision attributes on the consequent partTherefore, we specify the
following two rule templates to extract the rules we want as siwn by Template 4.5, and
to subsume rules as shown by Template 4.6.

hAttribute 1; Attribute »; :::; Attribute ,i ! h DecisionAttribute i (4.5)
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Template 4.5 speci es that only decision attributes can be onhte consequent part of a
rule, and Attribute 1, Attribute ,, ..., Attribute , lead to a decision oDecisionAttribute .

We specify the rules to be removed or subsumed using Template 4.Bor example,
given rule

hAttribute 1; Attribute »i ! h DecisionAttribute i (4.6)

the following rules
hAttribute 1; Attribute ,; Attribute ;i ! h DecisionAttribute i 4.7)
hAttribute 1; Attribute ,; Attribute i ! h DecisionAttribute i (4.8)

can be removed because they are subsumed by Template 4.6.

The rule templates de ned for the arti cial car data set in the previous section, as
shown by Eq. 4.2, can be used as an example to further explain howv de ne proper
templates.

4.4.2 Experiments on UCI Data Sets

We experiment on selected UCI data sets [21] A through M described Appendix C.

In Table 4.5, we list the name of the data set, the number of cortdhn attributes, the

number of instances it contains, the number of reducts returdeby ROSETTA's genetic
algorithm, sample reducts and the core attributes returnedybAlgorithm 2 as shown in
Chapter 2. In Table 4.6, we list the number of rules generatedsing the original data
set with certain support and con dence values without applyig the rule templates or the
Rule Importance Measure, the number of rules generated frorhéd reducts with the same
support and con dence values, but now using the rule templatesa$ the Rule Importance
Measure (RIM) procedure shown in Figure 4.1); and sample rulesanked by the Rule
Importance Measure. The table demonstrates that we can makeanatic reductions in
the number of rules that can be used for knowledge discovery andn generally provide
some rules with a high measure.
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Table 4.5: UCI Data Sets
Data Condition No. of No. of Sample Core
Set Attributes Instances | Reducts Reducts Attributes
Abalone 8 4,177 16 f WholeWeight, ShuckedWeight, ShellWeight g Empty
f Height, WholeWeight, ShuckedWeight, VisceraWeight g
f Sex, Length, Height, WholeWeight, ShellWeight g
Breast 9 286 1 f age, menopause, tumor-size, deg-malig, age,
Cancer breast, breast-quad, irradiat g menopause,
tumor-size,
deg-malig,
breast,
breast-quad,
irradiat
Car 6 1,728 1 f buying, maint, doors, persona, lug _boot, safety g buying ,
maint, doors,
persona,
lug_boot,
safety
Glass 9 214 21 fRI, Al g, f Na, Sig Empty
fRI, Na, Mg g, fNa, Mg, K, Fe g
Heart 13 303 57 f age, chol, exangg Empty
f age, trestbps, cholg
f chol, thalach, slope, cag
f sex, chol, oldpeak, ca, thal g
Iris 4 150 4 f sepalLength, sepalWidth, petalLength g Empty
f sepalLength, petal Length, petalwidth g
f sepalWidth, petalLength, petalWidth g
f sepalLength, sepalWidth, petalwWidth g
Lympho- 18 148 147 f blockofa ere, hangesinnode, Empty
graphy changesinstru, specialforms,
dislocationof, noofnodesin g
Pendigits 16 7,494 246 fC3, C6, C12, C13g Empty
fC3, C7, C10, C13, Cl4g
Pima 8 768 28 f blp, pedigree, ageg Empty
Diabetes f times, glucose, pedigreeg
f glucose, blp, insulin, ageg
Spambase 57 4,601 110 f will, report, you, credit, hp, george, meeting re, meeting, george
re, edu, (, !, average, total g you, !, total, edu
f make, all, our, mail, report, free, you, credit, your
george, technology, meeting, re, edu, !, average, total g
Wine 13 178 66 f Flavanoids, Color g Empty
f Proanthocyanins, Color g
f MalicAcid, Alcalinity, Phenols g
Yeast 8 1,484 4 fmcg, alm, mit, vac g, f mcg, gvh, mit, vac g vac
f mcg, gvh, alm, vac, nuc g
f gvh, alm, mit, vac, nuc g
Zoo 16 101 27 f eggs, aquatic, toothed, breathes, legsg aquatic, legs

f milk, aguatic, backbone, venomous, legs, catsize g

f hair, eggs, aquatic, predator, breathes, ns, legs

g
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Table 4.6: UCI Data Sets with the Rule Importance Measures
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Data set No. Rules with No. Rules Sample Rules by Rule Importance Measure
Original Data by RIM % indicates the Rule Importance
Abalone (s=0:1%, 17 Viscera weight=0 :1730! Rings=9 [62 :50%)]
c = 100%) Infant, Height=0 :12, Length=0 :5! Rings=8 [18 :75%]
218 Female, Height=0 :165, Diameter=0 :48 ! Rings=10 [12 :50%]
Breast (s = 1%, 225 age30-39, tumor-size20-24, Nolrradiat
Cancer ¢ = 100%) I no-recurrence-events [100%)]
49;574 age50-59, menopausepremeno, degmalig -3
rightbreast ! recurrence-events [100%)]
tumor-size30-34, degmalig _3, breast-quad _rightup
I recurrence-events [100%]
Car (s = 1%, 9 BuyingPrice _v-high, Maintainance _v-high
¢ = 100%) I Decision_unacceptable [100%)]
341 BuyingPrice _v-high, SizeLuggageBoot _small, Safety _med
I Decision_unacceptable [100%)]
Glass (s=0:5%, 129 Si=72:19! Type -2 [44:44%)]
¢ = 100%) Na=14:38! Type _7 [33:33%)]
9;129 Na=13:48, Mg=3 :74 ! Type 1 [11:11%)]
Heart (s = 1%, 237 maximum _heart rate 179! classg [61:40%]
¢ = 100%) oldpeak_3.4 ! classy [47:37%)]
71,534 age65, female, thal_normal ! classg [3:51%]
male, restingBloodPressure _130, no_exercise_induced _angina,
no_major _vesselscolored_by_ourosopy ! classg [1:75%]
Iris (s = 1%, 50 petalWidth1.1 ! Iris-versicolor [75%]
¢ = 100%) sepalWidth2.9 ! Iris-versicolor [75%)]
352 petalLengthl.9 ! Iris-setosa [75%)]
sepalLength5.4, sepalWidth3.4 ! Iris-setosa [50%)]
Lympho- (s =10%, 43 changesinnode=lac.margin, blo ymphc=yes ! metastases [51:02%)]
graphy ¢ = 100%) specialforms=vesicles, lymnodesenlar=4 | malign lymph [30 :61%)]
75,731 blockofa ere=yes, bypass=no, earlyuptakein=no ! metastases [7:48%)]
Pendigits (s =0:5%, 52 C3.0, C13.100! Class 8 [31:30%)]
¢ = 100%) C3.0, C9.100, C12.100! Class 0 [6:10%]
389 C1.0, C12.50, C14.25! Class 1 [0:41%]
Pima (s =0:5%, 126 Diabetes pedigree function _0.237 ! Tested negative [60:71%)]
Diabetes ¢ = 100%) Plasma glucose concentration 187 ! Tested positive [53 :57%)]
429 Pregnant _twice, insulin _0, age 25! Tested negative [3:57%)]
Spambase (s = 1%, 2;190 you=0, re=0, !=0, average=1 ! NotSpam [100%)]
¢ = 100%) 1=0, captialCharacterLongest=2 ! NotSpam [67:27%]
37,374,343 george=0, re=0, edu=0, !=0, longest=3 | NotSpam[67:27]
Wine (s =1%, 247 Non avanoid0.14 ! classy [21:21%)]
¢ = 100%) Malic acid 1.64 ! class; [18:18%)]
548 Non avanoid phenols0.53,
Alcalinity of ash 21.00 ! classz [10:61%)]
color intensity5.40, Hue 1.25 ! class; [1:52%)]
Yeast (s =0:2%, 195 alm0.39, vac0.51 ! ME3 [75%)]
¢ = 100%) alm0.51, vac0.51, gvh0.48 ! CTY [50%]
20; 864 mcg0.43, nuc0.33! NUC [25%)]
mcg0.46, vac0.51, nuc0.22! CYT [25%]
Z00 (s =10%, 31 aquatic, 6 legs ! Type 6 [100%)]
¢ = 100%) no eggs, 2 legs! Type 1 [66:67%]
680; 996 eggs, non breathes, non n ! Type 7 [7:41%)]
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4.4.3 Experiments on Geriatric Care Data Set

In this experiment, a sanitized geriatric care data set is usedsaur test data set. The
attributes for this medical data set are listed in Table B.1 in Apendix B. This data set
contains § 547 patient records with 44 symptoms and their survival status. Ais data set is
an actual data set from Dalhousie University Faculty of Medicinéo determine the survival
status of a patient giving all the symptoms he or she shows. We usarvival status as
the decision attribute, and the 44 symptoms of a patient as coittbn attributes, which

includes education level, the eyesight, the age of the patient at intigation and so on. 3

There is no missing value in this data set. Table 4.7 gives selattdata records of this

data set.
Table 4.7: Geriatric Care Data Set
edulevel | eyesight trouble | livealone | cough | hbp | heart studyage | sex | livedead
0.6364 0.25 0.00 0.00 0.00 | 0.00| 0.00 73.00 | 1.00 0
0.7273 0.50 0.50 0.00 0.00 | 0.00| 0.00 70.00 | 2.00 0
0.9091 0.25 0.00 0.00 0.00 | 1.00| 1.00 76.00 | 1.00 0
0.5455 0.25 0.00 1.00 1.00 | 0.00| 0.00 81.00 | 2.00 0
0.4545 0.25 0.00 1.00 0.00 | 1.00| 0.00 86.00 | 2.00 0
0.2727 0.00 0.50 1.00 0.00 | 1.00| 0.00 76.00 | 2.00 0
0.0000 0.25 0.00 0.00 0.00 | 0.00| 1.00 76.00 | 1.00 0
0.8182 0.00 0.00 0.00 0.00 | 1.00| 0.00 76.00 | 2.00 0

There are 12 inconsistent data entries in the medical data set. #&f removing these

instances, the data contains &35 records.?

Table 4.8 shows selected reduct sets among the 86 reducts geteefdy ROSETTA.
All of these reducts contain the core attributes. For each redtiset, association rules

3Refer to Appendix B and [53] for details about this data set.
“Notice from our previous experiments that the core generation algorithm cannot eturn correct core

attributes when the data set contains inconsistent data entries.
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Table 4.8: Reduct Sets for the Geriatric Care Data Set after iéprocessing

No.

Reduct Sets

1

86

f edulevel,eyesight,hearing,shopping,housewk,health,ttde, livealone,
cough,sneeze,hbp,heart,arthriti,eyetroub,eartroub,aal,
chest,kidney,diabetes,feet,nerves,skin,studyage,gex

f edulevel,eyesight,hearing,phoneuse,meal,housewk,hegitthuble, livealon,
cough,sneeze,hbp,heart,arthriti,evetroub,eartroub, a¢al,
chest,bladder,diabetes,feet,nerves,skin,studyage,gex

f edulevel,eyesight,hearing,shopping,meal,housewk,taketyiesalth,
trouble,livealone,cough,tired,sneeze,hbp,heart,strojethriti,
eyetroub,eartroub,dental,chest,stomach,kidney,bladdgliabetes,
feet,fracture,studyage,sex

Table 4.9: Core Attributes for Geriatric Car Data Set

Core Attributes
eartroub, livealone, heart, hbp, eyetroub, hearing, sex,
health, edulevel, chest, housewk, diabetes, dental, studyage

69

are generated withsupport = 30%; confidence = 80%. ° There are 14 core attributes
generated for this data set. They areeartroub, livealone, heart, hbp, eyetroub, hearing,

sex, health, edulevel, chest, housewk, diabetes, dentaidysageas shown in Table 4.9.

Discussion

There are 218 rules generated and ranked according to theule importance as shown
in Table 4.10. We noticed there are 8 rules having importancef 100%. All attributes

SNote that the value of support and con dence can be adjusted to generate as many or agW rules as

required.
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Table 4.10: The Rule Importance for the Geriatric Care Data &

No. | Selected Rules Rule Importance
1 | SeriousChestProblem Dead 100%

2 | SeriousHearingProblem, HavingDiabetels Dead 100%

3 | SeriousEarTrouble! Dead 100%

4 | SeriousHeartProblem Dead 100%

5 | Livealone, HavingDiabetes, HighBloodPressure Dead 100%

11 | Livealone, HavingDiabetes, NerveProblerh Dead 95.35%

14 | Livealone, OftenCough, HavingDiabete$ Dead 93.02%
217 | SeriousHearingProblem, ProblemUsePhorie Dead 1.16%
218 | TakeMedicineProblem, NerveProblem Dead 1.16%

contained in these 8 rules are core attributes. These 8 rules arere important when
compared to other rules. For example, consider rule No.5 and Nd.1Rule No.11 has an
importance measure of 985%. The di erence between these two rules is that rule No.5
contains attribute Livealone, HavingDiabetes, HighBloodPressyrand rule No. 11 contains
the rst 2 attributes, and instead of HighBloodPressure NerveProblemis considered to
decide whether the patient will survive. Generally high blod pressure does a ect people's
health condition more than nerve problem in combination wh the other 2 symptoms.
Rule No.11 is more important than rule No.218 because in additido the NerveProblem
whether a patient is able to take medicine by himself or hersal not as fatal as whether
he or she has diabetes, or lives alone without care. With the sarmepport and con dence,
2,626 392 rules are generated from the original medical data set Wdut considering reduct
sets or rule templates. Our method e ciently extracts important rules, and at the same
time provides a ranking for important rules.

We also performed experiments using Johnson's reduct geneoatalgorithm [69] for rule
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Table 4.11: Rules Generated by Johnson's Algorithm for the Gatric Care Data Set

No. | Rules Rule Importance
According to
Table 4.10
1 | SeriousChestProblemt Dead 100%
2 | SeriousHearingProblem, HavingDiabetes Dead 100%
3 | SeriousEarTrouble! Dead 100%
4 | SeriousEyeTrouble! Dead 100%
5 | SeriousHeartProblem Dead 100%
6 | Livealone, HavingDiabetes, HighBloodPressure Dead 100%
7 | VerySeriousHouseWorkProblemh Dead 100%
8 | Sex2! Dead 100%
9 | FeetProblem! Dead 96:51%
10 | SeriousEyeSight Dead 95.35%
11 | Livealone, HavingDiabetes, NerveProblerh Dead 95.35%
12 | TroublewithLife ! Dead 81:40%
13 | LostControlofBladder, HavingDiabetes! Dead 75:58%
14 | Livealone, HighBloodPressure, LostControlofBladdelr Dead 75:58%
15 | HighBloodPressure, LostControlofBladder, NerveProblerh Dead 7209%
16 | Livealone, LostControlofBladder, NerveProblem Dead 7209%
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generation based on one reduct with the minimum attributes. 1fules are generated using
this reduct [53] as shown in Table 4.11. The 8 rules with 100% jartance in Table 4.10
are also generated. Although the reduct generated by Johnsomlgorithm can provide all
the 100% importance rules, the result does not cover other impant rules. For example,
rule No.14 in Table 4.10 implies that it is important for the dators to pay attention to
some patient who lives alone, coughs often and also has dialset&his information is not
included in Table 4.11 by just considering the rules generatdxy only one reduct.

The experimental results show that considering multiple redds gives us more diverse
view of the data set and the Rule Importance Measure provides anking of how important
a rule is.

4.4.4 Comparison Experiments

Con dence is one of the interestingness measures discussed in GaaB. Given the an-
tecedent of a rule existing in the data set, the con dence measas the probabilities of
both the antecedent and the consequent of the rule appearinggether in the data set.
The higher the probability, the more interesting the rule is onsidered to be. Con dence
is usually used to measure how frequently the items appear topet in the data set, and
how much associated one item is to the other item(s). Thus, if pelgpare interested in how
signi cant a rule is instead of how often the items contained ithe rule appear together, a
con dence measure cannot provide such knowledge. The Rule lorfance Measure takes
the semantic meaning of the data into consideration, and evaltes the signi cance of a
rule through how signi cant the attributes are.

In order to show that the Rule Importance Measure is di erent fom other existing
measures on ranking the rules, e.g., con dence, we compare @ on ranking the rules
from both the Rule Importance Measure and con dence measure.

We take the geriatric care data set as an example. The rules tkad with their impor-
tance are shown in Table 4.10. These rules are generated witletinimum con dence of
80%. We list the rules ranked by their con dence in Table 4.12From Table 4.12 we can
see that what the con dence measure considers to be interestingeanot always important.
For example, rule No. 4 and No. 5 have similar con dence, but inttively, whether a
patient has a serious heart problem is more important than whieer he or she can walk
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Table 4.12: Rules Ranked with Con dence for the Geriatric Q& Data Set

No. | Selected Rules Con dence | Rule Importance
1 | TroublewithLife ! Dead 85.87% 81:40%
2 | VerySeriousHouseWorkProblemh Dead 84:77% 100%
3 | TroublewithShopping! Dead 83.03% 41:86%
4 | TroublewithGetPlacesoutofWalkingDistance! Dead 81:86% 16:28%
5 | SeriousHeartProblem Dead 81:66% 100%
6 | TroublePrepareMeal! Dead 81:51% 69.77%
7 | EyeTrouble! Dead 80:91% 95.35%
8 | Sex2! Dead 80:87% 100%
9 | SeriousEarTrouble! Dead 80:48% 100%
10 | SeriousFeetProblem Dead 80:83% 96:51%
11 | TakeMedicineProblem, KidneyProblem! Dead 80.64% 1395%
21 | SeriouskEyeTrouble! Dead 80:48% 100%
36 | Livealone, OftenCough, HavingDiabete$ Dead 80:40% 93.02%
37 | TakeMedicineProblem, LostControlBladder! Dead 80:39% 16:28%
38 | SeriousHearingProblem, HavingDiabetes Dead 80:39% 100%
125| SeriousHearingProblem, ProblemUsePhorie Dead 80:13% 1.16%
154 | SeriousChestProblemi Dead 80:07% 100%
169 | Livealone, HavingDiabetes, HighBloodPressure Dead| 80.05% 100%
177 | Livealone, HavingDiabetes, NerveProblerh Dead 80:04% 95.35%
218 | TakeMedicineProblem, NerveProblem Dead 80:00% 1.16%
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for a certain distance. When a patient has a heart problem, her ghe normally would

have trouble walking for long distances. As another example, leauNo. 177 has a lower
con dence, and therefore is not considered to be interestinglowever, whether the patient

has diabetes plays an important part in diagnosing diseases; shknowledge cannot be
ignored. Comparison experiments between the Rule Importamd/ieasure and support can
be conducted similarly by ranking the rules with their supportand rule importance, and

compare the di erent e ects they have on ranking the same set aliles. In comparison,

Rule Importance Measure ranks rules containing important atibute(s) to be more sig-

ni cant. In certain applications, such as medical diagnosis, wdn the focus of knowledge
discovery is on the important symptoms, the Rule Importance Meaire can indeed help
facilitate evaluating important knowledge.

4.5 Conclusions

We introduce a Rule Importance Measure which is an automatiad objective approach to
extract and rank important rules. This measure is applied throghout the rule generation
process. Although the rules we used in experiments in this chapiae rules with decision
attributes on the consequent part, any forms of association re$ can all be generated
and ranked by this rule importance measure. The core attribes should be taken into
consideration while choosing important and useful rules. By ceimering as many reduct
sets as possible, we try to cover all representative subsets of thgmal data set. This
measure can also be used jointly with other measures to faciliathe evaluation of the
association rules.

Rough sets theory can help with selecting representative attrites from a given data
set. By removing redundant attributes, only preserving represgative attributes, we
achieve representative rules. At the same time, the computatiocost is lower compar-
ing to rule generation with all the attributes.

During our experiments on actual data sets, we observed some mtsting results. For
the UCI breast cancer data set, we extract a rule with 100% impahce that if the patient
is in the age of 50 to 59, pre-menopause, with degmalig of 3 arfgettumor is in the right
breast, then the breast cancer belongs to a recurrence evenbr fEhe pima diabetes data
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set, it is not necessary to consider the following rule as imporathat if a patient has
been pregnant twice, the 2-hour serum insulin is 0, and she is 2&ays old, her chance of
getting diabetes is negative. For the spambase data set, one betmost important rules
is when the word frequencies for \you", \re" and \!" are 0 in anemail, and the average
length of uninterrupted sequences of capital letters is 1, &m this email is not considered
possible to be a spam email. For the geriatric care data set, we falthat given the same
condition of a patient living alone and having lost control obladder, high blood pressure
brings more a severe e ect to the patient than nerve problenfs

Rule Importance Measures di erentiate rules by indicating Wwich rules are more impor-
tant than other rules. Rule Importance Measures can be used in anety of applications
such as medical diagnosis, construction of spam lters, object laling in criminology and
so on. We will further demonstrate other possible applicationsiChapter 7.

We observed a limitation for the Rule Importance Measure that tien there is only one
reduct for a data set, such as the UCI Car data set or the Breast Carnc#ata set, the Rule
Importance Measure returns all the rules with the importancef 100%. The result is the
same as rule generation for the data set itself. So, for a giventaaet, if there is only one
reduct, the Rule Importance Measure does not di erentiate tb generated rules.

5Note that rules ranked as important may sometimes be tautological or non-unjue. In such cases, the
domain experts are needed for precise evaluations.



Chapter 5

Rules-As-Attributes Measure

Use of rough sets theory to select essential attributes that can negsent the original data
set is well known. A reduct is a subset of the original data set whiacontains the essential
attributes. Decision rules generated from reducts can fullyedcribe a data set. In this
chapter, we introduce a new method of evaluating importantules by taking advantage
of rough sets theory, the Rules-As-Attributes measure. We consideailes generated from
the original data set as attributes in the new constructed desion table. Reducts gener-
ated from this new decision table contain essential attributesyhich are the rules. Only
important rules are contained in the reducts. Experiments oman arti cial data set, UCI
data sets and real-world data sets show that the Reduct Rules aneore important, and
this new method provides an automatic and e ective way of exacting important rules.

5.1 Introduction

Rough sets theory [72] is commonly used for attribute selectian the decision making
process. E orts on applying rough sets theory to knowledge diseery in databases have
focused on decision making, data analysis, discovering and claeaizing the inter-data

relationships, and discovering interesting patterns [73]. Theecision table consists of
condition attributes and decision attributes. As explained inChapter 2, a reduct is a
subset of condition attributes that can represent the whole datset. Traditionally reduct

generation is designed to extract important condition attributes from a decision table. By

76
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considering fewer attributes, the decision making process wilecome more e cient.

The association rule algorithm [3] is well known for discovernassociations, e.g., shop-
ping behaviours among transaction data. One of the main pradains for association rule
generations is that the number of rules generated is gendyatjuite large; thus, it is very
di cult to evaluate and rank these rules. In order to solve this poblem, many novel ap-
proaches have been developed to extract more interestingesl Rule templates [45] as one
of the examples of the rule interestingness measures can be &bto extract appropriate
rules towards certain applications. They are useful in decisianaking, recommender sys-
tems and other applications. The association rule algorithm cabe used to extract rules
from the decision table as well.

In this chapter we are interested in using rough sets theory to ¢ditate the association
rule generation. We focus on how to use rough sets theory to digeo important rules.
The Rule Importance Measure introduced in Chapter 4 is also a ugh set-based rule
evaluation approach. The approach we will introduce in thighapter is di erent from the
Rule Important Measure, although both measures consider thegat data as a decision
table. The Rule Importance Measure is applied through the ralgeneration procedure, the
input of this measure is the original decision table, and the dput is a set of rules ranked
by their importance. The Rules-As-Attributes Measure takes angets of rules as input,
and it is to be used after the rules are generated. Such rulesncae generated by various
learning algorithms. The output of the Rules-As-Attributes Meaure is a set of important
rules, which is a subset of the original rule sets generated froinet original data.

We utilize the concept of a reduct in a new perspective. Associati rules are generated
from the original decision table. Each rule is considered as ardition attribute in the
new constructed decision table. The decision attributes are ¢toriginal decision attributes.
Therefore, a reduct of such a decision table represents the esgdrdttributes, which are
the most important rules that fully describe the decision. We dathese rulesReduct Rules
The reduct rules contained by a reduct are therefore importd, and all the other rules are
not as important or as representative.

Related work on rough sets theory and rule discovery is discussedSection 5.2. In
Section 5.3 we introduce th&educt Rulesfrom the proposed Rules-As-Attributes measure.
Experiments on an arti cial data set, real-world data sets andJCI data sets are shown
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in Section 5.4. Several observations and discussions of the expents are included in
Section 5.5. Conclusions for this chapter are discussed in Sentb.6.

5.2 Rough Sets Theory and Rule Discovery

We de ne the rule templates that are used in this chapter, and idcuss previous work on
using rough sets theory to facilitate rule discovery. Literatte reviews on rough sets theory
can be found in Chapter 2.

5.2.1 De ning Rule Template

Because our interest is to make decisions or recommendationssé@ on the condition
attributes, we are looking for rules with only decision attrilutes on the consequent part.
Therefore, we specify the following 2 rule templates to extcarules we want as shown by
Template 5.1, and to subsume rules as shown by Template 5.2.

hAttribute 1; Attribute ,;:::: Attribute 41 ! h DecisionAttribute i (5.1)

Template 5.1 speci es only decision attributes can be on the esequent part of a rule, and
Attribute 1, Attribute 5, ..., Attribute , lead to a decision oDecisionAttribute , as shown
by Template 5.1.

We specify the rules to be removed or subsumed using Template 5.Bor example,
given rule

hAttribute 1; Attribute ,i ! h DecisionAttribute i (5.2)

the following rules
hAttribute 1; Attribute ,; Attribute ;i ! h DecisionAttribute i (5.3)
hAttribute 1; Attribute ,; Attribute i ! h DecisionAttribute i (5.4)

can be removed because they are subsumed by Template 5.2.
We use the arti cial car data set that is shown in Table 5.3 as an exmple to further
explain how to de ne proper templates. Since we are interested predicting the mileage
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of a car based on the model of a car, the number of doors, the comgsion, the weight as
well as other factors related to a car, we would like to extracules which have the decision
attribute \mileage" on the consequent part of the rules. Therfore we specify the template
for desired rules as shown in Eq. 5.5

hmodel; cyl;:::;weight! h mileagei: (5.5)

And if a rule
hJapanCar; weight mediumi ! h mileage Highi (5.6)

is generated, rules such as Eq. 5.7
hlapanCar; trans _manual; weight_mediumi ! h mileage Highi (5.7)

is subsumed, because this rule can be deduced by the previougrul

5.2.2 Fom Reduct to Rule Generation

As discussed in Section 4.2, there have been other contributioos applying rough sets
theory to rule discovery (e.g., [33, 43]). Another relevant wk is that of Szczuka [84]

who proposed a new method of constructing a classi cation systemttvia combination of

a rule based system and neural networks. Reducts are generateahirthe original data

using rough sets theory; then, rules (rule generation functig depend on the applications)
are generated according to the attributes in the reducts. Ttse rules are used as input for
a neural network based classi er. The classi er constructed is sntat and simpler than

the rough sets classi er, and the weights of the neural networkmply the importance of

particular rules.

Still, little e ort to date has been expended on applying rogh sets theory to association
rules generation. In fact, rough sets can be used to determindether there is redundant
information in the data and whether we can nd the essential da needed for our ap-
plications. Since the rough sets method can help to generatepresentative attributes,
we expect fewer rules will be generated due to fewer attribed. And the rules will be as
signi cant as the rules generated without using the rough setsparoach.

Rules generated from the original data set can be used to reprefseriginal knowledge.
After a reduct is generated, a rule based on this reduct is gem¢ed in the form such that
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the antecedents of a rule are from the value of condition aibutes in the reduct set, and
the consequents of a rule are from the value of decision attritas from the original data
set. Association rule generations also return rules with certasupport and con dence.

5.3 Discovering Important Rules - Reduct Rules

As discussed in Chapter 4, a general problem with rule generaticmhow to automatically
extract important rules from the large number of generatedules. In this section we propose
a new approach of selecting important rules based on rough sel®ory.

Let us consider the concept of a reduct. A reduct of a decisionlii® contains attributes
that can fully represent the original knowledge. When a reduds given, rules extracted
based on this reduct are representative of the original decisitable. These representative
rules are therefore considered more important than the ruleggenerated without using the
reduct. A reduct contains the most representative and importat condition attributes of a
decision table. Based on this intuition, each of the individuarules among the generated
rules sets can be considered as a condition attribute in a deoisitable. The reduct
extracted for such decision tables would contain represente#i and important attributes,
which are the rules. Since the generation of reduct is an autaic process, we can use
such an approach to discover important rules from a set of genézd rules automatically.

5.3.1 Reconstructing Decision Tables by Considering Rules as
Attributes

We consider a decision tabl@ = (U; C; D), whereU = fug;us;:::;uy 19 is a set of records
in the table, C = fcy; ¢p; 56 10 is a set of the condition attributes andD is a set of the
decision attributes. Let us consider decision tables with one dsion attribute. A set of
rules R is generated from this tableT, whereR = fRuleg; Rules;::;;Rule, 19. The new
decision table is constructed as follows.

We construct a new decision tableA,, .1y, where each record from the original
decision tableug; us;:::;uyn 1 IS the row, and the columns of this new table consists of
Ruleg; Rules; ::;; Rule, ; and the decision attribute. We say a rule can bapplied to a
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record in the decision table if both the antecedent and the csrequent of the rule appear to-
gether in the record, which can also be interpreted as whetharrule can classify the record
correctly. For eachRule; (j 2 [0;:::;n 1]), we assign 1 to celAfi;j] (i 2 [0;::;m 1))

if the rule Rule; can be applied to the recordy;. We set 0 toA[i;j ] otherwise. The de-
cision attribute A[i;n] (i 2 [0;::;;m 1]) remains the same as the original values of the
decision attribute in the original decision table. Eq. 5.8 shasvthe conditions for the value
assignments of the new decision table.

8
2 1, if j<n andRule; can be applied tou
Ali;j]=_ 0; ifj<n andRule; cannot be applied tou; (5.8)
di; if j = nandd is the corresponding decision attributes fou;
wherei 2 [0;::;;m 1] 2 [0;::5n 1]
The following example explains how to construct the new deasi table using the above

proposed approaches and Eq. 5.8. Let us consider a decision @ak$é shown in Table 5.1.
c1, C, C3 are the condition attributes, andD is the decision attributes.

Table 5.1: Sample Decision Table

ct|c|c| D
10|11
1/1]0 |1
0|01 ]0

Suppose there are 2 rules generated based on Table 5.1, and thke rset isR =
fRuleg; Rule;g. Ruleg species \if ¢, = 1, then D = 1"; Rule; species \if ¢,=1 and
c3=0, then D = 1". In this example, m = 3 which stands for the number of rows in the
original decision table;n = 2 which stands for the number of rules in the rule set. A
new decision table for ranking the important rules can therefe constructed asA; 3, the
condition attributes in the new decision table ardRuley and Rule,, and decision attribute
is D, which comes from the original decision table. According to Ed.8, for condition
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attribute Ruleg, A[O; 0] = 1 becauseRuley can correctly classify the record in the rst row
in Table 5.1, A[1; 0] = 1 becauseRule, can correctly classify the record in the second row
from Table 5.1; but A[2; 0] = 0 becauseRule, cannot be applied to the record in the third
row from Table 5.1 sincec; = 0 instead of 1. Therefore, the cells from the rst column in
Table A are assigned as

Ruleg
1
1
0

According to Eg. 5.8, the cells from the second column in Tabk are assigned as

Rule;
0
1
0

With the original decision attributes unchanged from Table 8., and the two columns for
condition attributes, the new decision tableAs 3 is constructed as shown in the following
Table 5.2.

Table 5.2: New Decision TableéA; 3

Ruleg | Rule; | D
1 0 1
1 1 1
0 0 0

This new decision table is then used as the input decision tablerfdiscovering important
rules.
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5.3.2 Reduct Rules and Core Rules

We further de ne Reduct Rule Setand Core Rule Set

De nition 3 Reduct Rule Set . We de ne a reduct generated from the new decision
table A as theReduct Rule Set . A Reduct Rule Setcontains Reduct Rules

The Reduct Rulesare representative rules that can fully describe the decisioftiabute.

De nition 4 Core Rule Set . We de ne the intersection of all the Reduct Rule Sets
generated from this new decision tablé as the Core Rule Set A Core Rule Setcontains
Core Rules .

The Core Rulesare contained in everyReduct Rule Set

By considering rules as attributes, reducts generated from ¢hnew decision table con-
tain all the important attributes, which represent the important rules generated from the
original data set; and it excludes the less important attribug¢s. Core attributes from the
new decision tableA contain the most important attributes, which represent the most
important rules.

5.3.3 Evaluation

A reduct of a data set contains a set of representative and impamt attributes that can
determine the decision attributes. The propose®educt Rulesare of interest and can be
used to discover representative and important rules.

Since the Rule Importance Measure in Chapter 4 (see also [54]pydes a rank of
di erent important rules, we use the Rule Importance Measure tevaluate our experimental
results in Section 5.4.

Note that the Rule Importance Measure ranks rules generatedofin multiple reducts,
which implies that these ranked rules all contain reduct atibutes from the original data
sets. However, theReduct Rulesare extracted from generated rules based on all the
attributes of the original data sets. Therefore, if aReduct Rulecan be found in the rule
sets ranked by the rule importance, it implies that this is a rie containing the attributes
in the reduct and thus is more important than rules that are nb ranked by the Rule
Importance Measure.
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5.4 Experiments

In this section, we perform experiments on an arti cial car de set, a real world geriatric
care data set, 10 UCI data sets and a marketing data set to show thate¢ Reduct Rules
are more important.

5.4.1 Procedures

Figure 5.1 illustrates our experimental procedure.

( Data

A4

Data Preprocessing

\
Association Rules

Generation

-t

Rule
Yy Templates

Rules Ready to
Make Decisions

\i
Construct the New Decision
Table by Considering
Rules as Attributes

:

Reduct Rules
Generation

Figure 5.1: Experiment Procedure

In our experiments, we consider each data set as a transaction sélirst during the
data preprocessing step, the inconsistent data instances and thata instances contain-
ing missing attribute values are processed. The core algorithmsquire a consistent data
set. Therefore in our experiments, the inconsistent data instaes are considered as noise
and are removed during the data preprocessing stage. Inconsigtgrexists in a decision
table when two or more data instances containing the same cotidn attribute values
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but di erent decision attribute values. These data instances mst be removed. We rst
sort the whole data set according to the condition attributes, xcluding the decision at-
tributes. Then we select data instances that contain the same odition attributes values,

but di erent decision attributes values. These data instancesra inconsistent and they are
removed during this stage. Discretization, such as equal fregpucy binning or the entropy
algorithm [69], is also applied during this stage if necessary.of2 attributes are generated
at the end of the data preprocessing stage.

The apriori [15] association rule algorithm is then applied tgenerate association rules
for each data set. Since our interest is to make decisions, we use thle templates de ned
in Section 5.2.1 to generate only rules with decision attrilias on the consequent part, and
to remove subsumed rules. The new decision table is constructedusing these association
rules as condition attributes. Note that there may be inconsisteies existing in the new
decision table; therefore, the data instances that are incosgent have to be removed.

We use Johnson's Reduct generation algorithm in ROSETTA [69athe new decision
table to generateReduct Rules Other reduct generation approaches may also be applied
at this step.

We rst apply this experimental procedure to two data sets. The rst data set, the
car data set, is a small arti cial data set designed to illustraten detail how to generate
Reduct Rules The second data set, geriatric care data, is an actual data seb Dalhousie
University Medical School [53] to determine the survival statusf a patient. It is used to
illustrate that the methods we devised can scale to larger datatse We then demonstrate
the utility of our method on UCI [21] data sets and a real-world rarketing data set [34].

5.4.2 Car Data Set

We rst explain in detail our method of considering rules as atibutes using an arti cial
data set about cars [39], shown in Table 5.3, which is used to déeithe mileage of di erent
cars. This data set contains 14 records, and 8 condition attriles.

There is no inconsistent data or incomplete data existing in tkidata set. Rule tem-
plates de ned in Section 5.2.1 are applied, e.g., rules witbhnly decision attribute mileage
on the consequent part are generated; and subsumed rules are oged. There are 19 rules



86 Rough Set Based Rule Evaluations and Their Applications

Table 5.3: Arti cial Car Data Set

makemodel | cyl | door | displace | compress| power | trans weight | mileage
USA 6 |2 Medium | High High Auto Medium | Medium
USA 6 |4 Medium | Medium | Medium | Manual | Medium | Medium
USA 4 |2 Small High Medium | Auto Medium | Medium
USA 4 |2 Medium | Medium | Medium | Manual | Medium | Medium
USA 4 |2 Medium | Medium | High Manual | Medium | Medium
USA 6 |4 Medium | Medium | High Auto Medium | Medium
USA 4 |2 Medium | Medium | High Auto Medium | Medium
USA 4 |2 Medium | High High Manual | Light High
Japan 4 |2 Small High Low Manual | Light High
Japan 4 |2 Medium | Medium | Medium | Manual | Medium | High
Japan 4 |2 Small High High Manual | Medium | High
Japan 4 |2 Small Medium | Low Manual | Medium | High
Japan 4 |2 Small High Medium | Manual | Medium | High
USA 4 |2 Small High Medium | Manual | Medium | High

generated by the apriori algorithm with support = 1%; confidence = 100%?, as shown in
Table 5.4.
New Decision Table

The new decision tableA14 »q is constructed by using the 19 rules as condition attributes,
and the original decision on the mileage as the decision atttite. For each rule we check
whether it can be applied to the 19 records. For exampl&uley,

USACar, Displace Medium,Weight Medium ! Mileage Medium (5.9)

1The values of support and con dence can be adjusted to control the number of rules generated. oF
the rest of our experiments, we set the support and con dence during rule generations for ehcdata set
to obtain a certain amount of rules.
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Table 5.4: Rule Set Generated by the Car Data Set

No. Association Rules

0 USACar,DisplaceMedium,Weight Medium !  Mileage Medium

1 USACar, CompressMedium ! Mileage Medium

2 USACar,PowerHigh! Mileage Medium

3 Cyl.6! MileageMedium

4 Door 4! Mileage Medium

5 Displace Medium, CompressHigh, Weight Medium ! Mileage Medium
6 DisplaceMedium, PowerHigh ! Mileage Medium

7 CompressMedium, PowerHigh! Mileage Medium

8 Trans_Auto ! Mileage Medium

9 JapanCar! MileageHigh

10 | Cyl 4, DisplaceMedium, CompressHigh ! Mileage High

11 | Cyl 4, CompressHigh, PowerHigh ! Mileage High

12 | DisplaceSmall, CompressMedium ! Mileage High

13 | Displace Small, PowerHigh! Mileage High

14 | DisplaceSmall, Trans Manual ! Mileage High

15 | DisplaceMedium, CompressHigh, Power Medium ! Mileage High
16 | CompressHigh, Trans_ Manual ! Mileage High

17 | PowerLow ! MileageHigh

18 | Weight_Light ! MileageHigh

can be applied to the rst record, because both the antecedeltSACar, Displace Medium,
Weight Medium and the consequenMileage Medium appear in the rule. Therefore, we as-
sign A[0; 0] = 1. Ruleg can be applied to the second record as well. We assigfi; 0] = 1.
However, Ruley cannot be applied to the third record, because the value for lgplace”
is \small" instead of \medium". Therefore A[2;0] = 0. Table 5.5 gives the new con-
structed decision table for car data set. Note that we set \Mileag®edium" to be 0, and
\Mileage_High" to be 1.
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Table 5.5: New Decision Table for the Car Data Set

Ruleg | Rule; | Rule, | ::: | Ruleis | Ruleis | Rule;; | Ruleig | Mileage
0 1 L 0 0 0 0 0
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Table 5.6: Reduct Rules for the Car Data Set

No. in Reduct Rules Rule
Table 5.4 Importance
9 JapanCar! MileageHigh 100%

16 CompressHigh, Trans_Manual ! Mileage High 75%

There is no inconsistency in this new decision table. The coreleuset generated by
the core algorithm is empty. Johnson's Reduct generation algthm generates one reduct,
f Ruleg; Rule;sg. The Reduct Rulesfor the car data set is shown in Table 5.6.
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Evaluation

The Rule Importance Measure provides a way to evaluate wheththe reduct rules are more
important. Table 5.7 shows the Rule Importance for the car datset. Core attributes from
the original data set are generated by the core algorithm. Theore for this data set are
makemode| and trans as shown earlier in Table 4.3. From Table 5.7 we can see tHRiileg
and Rule; have the rule importance of 100%, and 75% respectively.

We also observe that, inRuleyg, JapanCar is the core attribute value, in Ruleg,
Trans_Manual is the core attribute value.TheReduct Rulesall contain core attributes.

Discussion

This example shows that by considering rules as attributes arabnstructing a new decision

table, the rules in the reduct are important rules, and are ragsentative knowledge of the

original data set. Therefore theReduct Rulescould be considered as important knowledge
discovered from the original data.

5.4.3 Experiment on the Geriatric Data

A sanitized geriatric care data set is tested. This data set corites 8547 patient records
with 44 symptoms and their survival status. The data set is used to termine the survival
status of a patient giving all the symptoms he or she shows. We usarvival status as
the decision attribute, and the 44 symptoms of a patient as coittbn attributes, which
includes patients' education level, the eyesight, the age of the patiat investigation, the
sex of the patientand so oR. There are no missing values in this data set. Table 6.5 gives
selected data records of this data set.

We rst check for inconsistency in this data set and 12 inconsisterdata records are
removed from this data set. There are 86 reducts generated fiiis geriatric data set by
the genetic algorithm in ROSETTA. The apriori algorithm [15]is then used to generate
86 rule sets for each reduct witlsupport = 30%; confidence = 80%. Rule templates are
applied in the rule generation as well, e.g., extracting oplrules with decision attribute

2Refer to [53] for details about this data set.
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Table 5.7: Rule Importance for the Car Data Set

No. in Rules Rule
Table 5.4 Importance
9 JapanCar! MileageHigh 100%
8 Trans_Auto ! Mileage Medium 100%
16 CompressHigh, Trans_Manual ! Mileage High 75%
1 USACar, CompressMedium !  Mileage Medium 75%
14 Displace Small, TransManual! Mileage High 50%
3 Cyl.6! MileageMedium 50%
0 USACar, DisplaceMedium, Weight Medium ! Mileage Medium 25%
17 PowerLow ! MileageHigh 25%
2 USACar, PowerHigh! Mileage Medium 25%
7 CompressMedium, PowerHigh! Mileage Medium 25%
12 Displace Small, CompressMedium ! Mileage High 25%
4 Door 4! Mileage Medium 25%
18 Weight_Light ! Mileage High 25%

livedead on the consequent part and removing subsumed rules. For exampie,the rule
set, a rule shown as Eq. 5.10 exists

SeriousChestProblem! Death (5.10)
the following rule is removed because it is subsumed.
SeriousChestProblem; TakeMedicineP roblemt Death (5.11)

218 unique rules are generated over these 86 reducts. Thesesds well as their rule
importance are shown in Table 5.9. Among these 218 rules, 87 rukes/e rule importance
of no less than 50% , 8 of which have rule importance of 100%. Ale rules with rule
importance of 100% contain only core attributes.
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Table 5.8: Geriatric Care Data Set

edulevel| eyesight| hearing | health | trouble | livealone | cough| hbp | heart | stroke sex| livedead
0.6364 | 0.25 0.50 0.25 0.00 0.00 0.00 | 0.00| 0.00 | 0.00 1 0
0.7273 | 0.50 0.25 0.25 0.50 0.00 0.00 | 0.00| 0.00 | 0.00 2 0
0.9091 | 0.25 0.50 0.00 0.00 0.00 0.00 | 1.00| 1.00 | 0.00 1 0
0.5455 | 0.25 0.25 0.50 0.00 1.00 1.00 | 0.00| 0.00 | 0.00 2 0
0.4545 | 0.25 0.25 0.25 0.00 1.00 0.00 | 1.00| 0.00 | 0.00 2 0
0.2727 | 0.00 0.00 0.25 0.50 1.00 0.00 | 1.00| 0.00 | 0.00 2 0
0.0000 | 0.25 0.25 0.25 0.00 0.00 0.00 | 0.00| 1.00 | 0.00 1 0
0.8182 | 0.00 0.50 0.00 0.00 0.00 0.00 | 1.00| 0.00 | 0.00 2 0

The core attributes for this data set areeartrouble, livealone, heart, highbloodpressure,
eyetrouble, hearing, sex, health, educationlevel, chestusework, diabetes, dental, studyage
as shown earlier in Table 4.9. The new decision tabKegsss 219 IS constructed by using
the 218 rules® as condition attributes, and the original decision attributeas the decision
attribute. Note that after reconstructing the decision table we must check for inconsistency
again before generating reduct rules for this table. After reoving the inconsistent data
records, there are 5709 records left in the new decision tablEhe core rule set is empty.
We use Johnson's reduct generation algorithm on this tabla2,,, ,,4 and the reduct rule
set isf Ruleg; Rules; Rules; Rules; Ruleyg; Rule;739. We show these rules in Table 5.10.

Evaluation

From Table 5.10 we can see that the reduct rule sets contain 6 esl There are 4 rules
judged to be the most important. The rule importance folRuley, Rule;, Rule; and Rules
are all 100%.Rule;g has the importance of 8%56%, but is still more important than most

3There are 1,615 rules generated by the apriori algorithm from the original data set with support =
30% confidence = 80%, after applying the rule template. We can circumvent problems inherent in
considering all 1615 generated rules using the 218 unique rules that are derived from tH&6 reducts
obtained by ROSETTA's genetic algorithm.
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Table 5.9: Rule Importance for the Geriatric Care Data

No. Selected Rules Rule Importance
0 | SeriousHeartProblem! Death 100%
1 | SeriousChestProblem Death 100%
2 | SeriousHearingProblem, HavingDiabetels Death 100%
3 | SeriousEarTrouble! Death 100%
4 | SeriouskEyeTrouble! Death 100%
5 | SexFemale! Death 100%
10 | Livealone, HavingDiabetes, NerveProblerh Death 95.35%
216 | SeriousHearingProblem, ProblemUsePhorie Death 1.16%
217 | TakeMedicineProblem, NerveProblem Death 1.16%

of the 218 rules.

5.4.4 Experiments on UCI Data Sets and a Marketing Data Set

We experiment on selected UCI data sets [21] (as shown in Appendi) &d a marketing
data set described below. In Table 5.11, we list for each data s¢he name of the data
set, the number of condition attributes, the number of instancgit contains; the number of
reducts returned by the ROSETTA genetic algorithm, sample mucts; and core attributes.

A. Abalone Data 17 rules are ranked by the Rule Importance Measure (of Chaptd)
ranging from 625% to 6250%.

C. Car Data We rst use Hu's core algorithm (discussed in Chapter 2) to generate
core attributes, and all the condition attributes are the coe attributes. There is only one
reduct generated for this data set, and the reduct contains lahe core attributes. 9 rules
are ranked by the Rule Importance Measure all with 100% impahce.
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Table 5.10: Reduct Rules for the Geriatric Care Data

No. in Reduct Rules Rule
Table 5.9 Importance
0 SeriousHeartProblem! Death 100%

1 SeriousChestProblemi Death 100%
3 SeriousEarTrouble! Death 100%
5 SexFemale! Death 100%
19 Livealon, OftenSneeze, DentalProblems, HavingDiabetés Death 82.56%
173 ProblemHandleYourOwnMoney! Death 27.91%

D. Glass Data 129 rules are ranked by the Rule Importance Measure rangingofn
5:56% to 4440%.

F. Iris Data ~ We apply the association rules algorithm [3] with rule templags, and there
are 50 rules generated, which are ranked by the Rule Importe® Measure ranging from
50:00% to 7500%.

G. Lymphography Data 147 reducts are generated from this data set. 43 rules are
ranked by Rule Importance Measure ranging from:26% to 5102%.

H. Pendigits Data 52 rules are ranked by the Rule Importance Measure ranging ifno
0:41% to 3130%.

I. Pima Indians Diabetes Data 126 rules are ranked by the Rule Importance Measure
ranging from 357% to 6071%.

K. Wine Recognition Data 247 rules are ranked by the Rule Importance Measure
ranging from 152% to 2121%.

L. Yeast Data 195 rules are ranked by the Rule Importance Measure rangingofn
25:00% to 7500%.
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M. Zoo Data 31 rules are ranked by the Rule Importance Measure ranging fno3:70%
to 100:00%.

K. Marketing Data This data set was collected from questionnaires lled in by shep
ping mall customers in the San Francisco Bay area [34]. The data used to predict
the annual income of each household from the 13 condition atiutes, including the cus-
tomer's sex, marital status, age, education, occupation, ped of living in the local area,
dual incomes if married, number of people living in the houseld, number of people in
the household under age 18, the status of the household, the typkthe home, the ethnic
classi cations and the languages spoken in the house. There aB98 data instances. After
removing inconsistencies and missing attribute values, thereeab625 data instances. All
the condition attributes are core attributes. There is only oe reduct generated for this
data set, and the reduct contains all the core attributes. 102utes are ranked by the Rule
Importance Measure all with 100% importance.

Evaluations

In Table 5.12, we list the number of rules generated using theiginal data set with certain
support and con dence values, and with the rule templates; the z of the new decision
table with the same number of rows as the original data, and theumber of columns are
from the number of rules plus the original decision attribute, where the values in this new
decision table are assigned according to Eq. 5.8. We also list tReduct Rulesreturned by
Johnson's reduct generation from ROSETTA, shown as \R" followe by the rule number;
the results of the core rules generated by Algorithm 2 from Ch#égr 2 are also included.
For eachReduct Rulein each data set, we show the Rule Importance Measures.

From Table 5.12, we notice that a majority of reduct rules haw high rule importance,
although there exist rules with lower importance measures asiv

5.5 Observations

From the Reduct Rules generation results in Section 5.4, we ke&athe following observa-
tions.
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Table 5.11: UCI Data Sets and Marketing Data

Data Condition | No. of No. of Sample Core
Set Attributes | Instances| Reducts Reducts Attributes
Abalone 8 4,177 16 f WholeWeight, ShuckedWeight, ShellWeighg Empty

f Height, WholeWeight, ShuckedWeight, VisceraWeigly
f Sex, Length, Height, WholeWeight, ShellWeiglg

Car 6 1,728 1 f buying, maint, doors, persona, lughoot, safetyg buying,
maint, doors,
persona,
lug boot,
safety
Glass 9 214 21 fRI, Alg fNa, Sg Empty
fRI, Na, Mgg fNa, Mg, K, Feg
Iris 4 150 4 f sepalLength, sepalWidth, petalLength Empty

f sepalLength, petal Length, petalWidtty
f sepalWidth, petalLength, petalWidthg
f sepalLength, sepalWidth, petalWidtrg

Lympho- 18 148 147 f blockofa ere, hangesinnode, Empty
graphy changesinstru, specialforms,
dislocationof, noofnodesig
Pendigits 16 7,494 246 fC3, C6, C12, C18 Empty
fC3, C7, C10, C13, C14
Pima 8 768 28 fblp, pedigree, agg Empty
Diabetes ftimes, glucose, pedigrep
f glucose, blp, insulin, agg
Wine 13 178 66 f Flavanoids, Colog Empty

f Proanthocyanins, Colog
f MalicAcid, Alcalinity, Phenolsg
Yeast 8 1,484 4 fmcg, alm, mit, vaa, f mcg, gvh, mit, va@ vac
fmcg, gvh, alm, vac, nug
f gvh, alm, mit, vac, nug
Zoo 16 101 27 f eggs, aquatic, toothed, breathes, legs aquatic, legs
f milk, aquatic, backbone, venomous, legs, catsge
f hair, eggs, aquatic, predator, breathes, ns, legs

Marketing 13 5625 1 f sex,marital,age,education, sex, marital, age,
Data occupation,year,dullincom,persons, education,
persons18,household,home, occupation,year,
ethic,languageg dullincom,persons,

persons18,household,
home,ethnic,language
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Table 5.12: Reduct Rules for UCI Data Sets and Marketing Data

Data No. of Decision Table Reduct Rules Sample Reduct Rules Core
Rules (support, by Johnson's & Rule Importance
Set condence) | Row Column from ROSETTA (Indicated by %) Rules
Abalone 20 4,177 21 R1,R2,R3,R4, R1: VisceraWeight=0.0065! Rings=4 [6250%)] Empty
(s=0.1%, R5,R6,R7,R8, R3: Length=0:245! Rings=4[4375%)]
€=100%) R9,R14,R15,R16, R19: Height=0.17, Diameter=0.480!
R17,R18,R19,R20 Rings=10 [1875%]
(16 Reduct Rules) R20:Height=0.195,Diameter=0.54 Ring=11[18:75%)]
Car 9 1,728 10 Empty N/A Empty
(s=1%,
€=100%)
Glass 138 214 139 R21,R49,R50,R57,R62, R21:AI=1.12! Type=1[33:33%] Empty
(s=0.5%, R65,R67,R69,R71,R72, R81: Si=72.19! Type=2 [44:44%)]
€=100%) R73,R74,R75,R76,R80, R86: Si=72.83! Type=2 [44:44%)]
R81,R82,R85,R86,R87, R87: Si=72.87! Type=2 [44:44%)]
T R123: Na=14.95! Type=7 [33:33%)]
R127,R128,R131 R127: Mg=0, Fe=0.09! Type=7 [5:56%]
(45 Reduct Rules) R128: Al=1.99 Type=7 [33:33%)]
R131: K=0, Cal=8.67! Type=7 [N/A]
Iris 50 150 51 R9,R17,R19, R9: sepalWidth3.5! lIris-setosa [7500%)] Empty
(s=1%, R20,R21,R22 R17: petalLengthl.7! lIris-setosa [7500%)]
¢=100%) R21: petalWidth0.3! Iris-setosa [7500%]
(6 Reduct Rules) R22: petalWidth0.4! Iris-setosa [7500%]
Lympho- 43 148 44 R30,R31, R30: changesinlym=oval, specialforms=vesicles, | Empty
graphy (s=10%, R37,R38 blockofa ere=no ! malign lymph [1633%]
¢c=100%) R38: specialforms=vesicles, dislocationof=yes,
(4 Reduct Rules) blockofa ere=no ! malign lymph [17:01%]
Pendigits 74 7494 75 R14,R16,R17,R18,R22, R22: C10,C1251! Class=1 [1057%] Empty
(s=0.5%, R25,R26,R27,R28,R29, R25: C7.100, C8100, C1251! Class=1 [285%)]
€=100%) R30,R31,R32,R33,R34, R31: C90, C140! Class=2 [528%)]
T R64: C30, C13100! Class=8 [3130%)]
R65,R66,R67,R68 R65: C5100, C80! Class=8 [935%)]
(49 Reduct Rules) R67: C80, C90, C13100! Class=8 [366%]
Pima 134 768 135 R125,R126,R127, R127: glucose=168 Tested Positive [5357%)] Empty
Diabetes | (5=0.5%, R128,R129,R130, R128: glucose=181 Tested Positive [5357%)]
¢=100%) R132,R133,R134 R130: blp=78, age=31! Tested Positive [1786%]
(9 Reduct Rules) R132: insulin=0, BMI=32.0 ! Tested Positive [714%)]
Wine 247 178 248 R1,R2,R3,R5,R6,R7 R1: Nona=0.20, ! Class=1 [2121%)] Empty
(s=1%, R8,R9,R11,R12,R14,R15| R7: Nona=0.31! Class=1 [2121%)]
€=100%) R16,R17,R20,R21,R24, R16: MalicAcid=1.77! Class=1 [1818%)]
i R221: Hue=0.56! Class=3 [1667%)]
R222,R224,R225,R233 R222: Hue=0.57! Class=3 [1667%)]
(68 Reduct Rules) R233: ODDiluted=1.33! Class=3 [1667%)]
Yeast 209 1453 210 R47,R91,R92,R93,R94,| RA47: gvh=0.48,alm=0.51,nuc=0.27! CYT [50:00%] | Empty
(s=0.2%, R95,R96,R97,R98,R99, R95: mcg=0.33,vac=0.51 NUC [75:00%)]
€=100%) R100,R101,R102,R103, R103: mcg=0.42,alm=0.500 NUC [50:00%]
i R107: mcg=0.47,vac=0.51 NUC [75:00%)]
R195,R197,R199,R200 R169: gvh=0.62, vac=0.50! MIT [75:00%)]
(106 Reduct Rules) R200: alm=0.36,mit=0.26! ME3 [50.:00%)]
Zoo 65 59 66 R22,R36,R55 R22: milk=1! Type=1 [33:33%] Empty
(s=10%, (3 Reduct Rules) R36: hair=0, legs=2! Type=2[40:74%]
¢=100%) R55: aquatic=0, legs=6! Type=6 [100:00%)]
Marketing 102 5625 103 Empty N/A Empty
Data (s=1%,
€=100%)
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The number of Reduct Rulesis always less than the number of rules generated with
the same support, con dence and the same rule templates. Since2tReduct Rules
are rules generated based on the de nitions of the reduct inugh sets theory, these
rules are su cient to describe the decision attributes in the aiginal decision table.

The Core Rule Setis always empty. This means that none of th&keduct Rulesis
contained by all the Reduct Rulesets.

For UCI Car data set and Marketing data set, theReduct Rulesets from ROSETTA
are empty as shown in Table 5.12. This is because there is onlyeatecision attribute
value that exists in the new decision table after removing thexconsistencies. There-
fore there is no subset of \condition attributes"”, which are theReduct Rulesthat can
di erentiate di erent concepts. It is also interesting to notice that all the condition
attributes for these data sets are core attributes, and there nly one reduct for the
data as shown in Table 5.11.

There exist Reduct Rulesthat are not ranked by rule importance measures, such
as R131 in Glass data set in Table 5.12. SudReduct Rulesare not ranked by the
Rule Importance Measure because they either do not contain iragant attributes,
or because the attribute values are not frequently occurring

5.6 Conclusions

We introduced a Rules-As-Attributes measure to discover importd rules by considering

rules as attributes. Association rules are used for rule genemti. A new decision table
is constructed by considering all the rules as condition atfoutes. Reducts generated by
ROSETTA from this new decision table are representative of rak from the original data

set. The experimental results for discovering important ruleare promising and exciting.

The process of extractingReduct Rulesis automatic. Reduct Rulesare a subset of the
original rules which are representative and important. Thisnethod can be used together
with the Rule Importance Measure to take a further step to evalate rules. We discuss the
relationship between these two measures in Section 7.2.2.
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We are interested in applying the Rules-As-Attributes measure t;ecommender systems
for interesting recommendations. In particular, we are intersted in collaborative lItering
systems which observe the behaviours and the patterns of the cemt users, and make
recommendations based on the similarities between the curtarsers and other users. A
decision table can be constructed by considering user's interesis condition attributes, and
di erent recommended items as decision attributes. Therefer association rules generated
from this decision table, with decision attributes on the consgpient part, can be used to
make recommendations. Th&educt Rulesextracted from the proposed approach can thus
be used to provide representative and interesting recommendats.



Chapter 6

Frequent Itemset and Missing
Attribute Values

How to process missing attribute values is an important data prepcessing problem in data
mining and knowledge discovery tasks. A commonly-used and nessolution to process
data with missing attribute values is to ignore the instances wbh contain missing attribute
values. This method may neglect important information withn the data and a signi cant
amount of data could be easily discarded. Some methods, such asgmseg the most
common values or assigning an average value to the missing attrib, make good use of all
the available data. However the assigned value may not come frahe information which
the data originally derived from; thus, noise is brought to thedata.

In this chapter, we introduce two approaches RSFit and ItemRBFit to e ectively predict
missing attribute values. The frequent itemset is generated fno the association rules
algorithm and it displays the correlations between di erentitems in a transaction data set.
Considering a data set as a transaction, each data instance as tamset, frequent itemset
can be used as a knowledge base to predict missing attribute vaduéiowever this approach
alone cannot predict all the existing missing attributes. RSFi{55] is a newly developed
approach to predict missing attribute values based on the similidies of attribute-value
pairs by only considering attributes contained in the core ahe reduct of the data set. The
RSFit approach provides a faster prediction and can be used fpredicting the cases that
cannot be covered by the itemset approach. We name the integ¢ed approach ItemRSFit.

99
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Empirical studies on UCI data sets and a real world data set demomate a signi cant
increase of predicting accuracy obtained from this new integfed approach.

6.1 Introduction

We propose two approaches based on rough sets theory and assamatule algorithms for
processing data with missing attribute values. We rst discuss the ¢tent approaches for
processing missing attribute data. We then introduce an approhdRSFit for processing
data with missing attribute values based on rough sets theory. Bgnatching attribute-
value pairs among the attributes from the same core or reduct ¢he original data set,
the assigned value preserves the characteristics of the oridirdata set. We compare
our approach with \closest t approach globally" and \closest t approach in the same
concept"”, which are the two recent rough sets approaches forogessing missing attribute
values [27]. We conduct experiments on complete data sets lwia randomly selected
number of missing attribute values. Then we compare the accuraof the predictions
using the proposed RSFit approach and other existing approacheExperimental results
on UCI data sets and a real geriatric care data set show that the R&Fapproach can
obtain a comparable prediction accuracy on assigning the misgimalues while at the same
time signi cantly reducing the computation time. However, the RSFit approach, like most
other existing approaches, cannot provide a high percentagiepsediction to all the missing
attribute values.

In the second part of this chapter, we introduce an integratedpproach ItemRSFit
to e ectively predict missing attribute values by combining the frequent itemset approach
and RSFit together. Frequent itemsets are generated from thassociation rule algorithm
for transaction data. The itemsets demonstrate correlationsdiween di erent items from
the transaction. Therefore, the frequent itemsets can be codsred as a knowledge base
for correlations between items. If one item in a transaction isissing, it can be predicted
by the correlations from the frequent itemsets based on otheransactions containing this
item. Since a general data set can be considered as transactiatagd missing attribute
values can be considered as missing item values. We can use fregitemsets to predict
those missing attribute values. The experimental results show thasing frequent itemset
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as a knowledge base to predict missing attribute values can prde a high prediction
accuracy. However this approach alone cannot guarantee a quate prediction to all the

existing missing attributes in the data set, because not all the &tbutes are associated
with other attributes. Although with a lower support value, the association rule algorithm
can extract rare associations between di erent possible valugs,js computationally time

consuming to use a larger knowledge base on prediction. We wolike to discover a
tradeo between an acceptable prediction accuracy for misgnattribute values and an
acceptable computation time. Adopting the fast prediction adantage of RSFit approach,
we can use this approach to predict those data instances that cast be predicted by
the itemset approach. Empirical studies on arti cial data setsand a real world data set
demonstrate a signi cant increase of predicting accuracy ohitzed from this new integrated
approach.

The rest of the chapter is organized as follows. Section 6.2 peats existing approaches
on processing missing attribute values. Our proposed rough sets khsgproach RSFit
is explained in Section 6.3, and initial experimental resudt for the RSFit approach are
demonstrated in this section. Section 6.4 introduces the IteRSFit approach. Section 6.5
gives concluding remarks and discuss future work.

6.2 Related Work

Various approaches on how to cope with missing attribute valgehave been proposed in
the past years. We list some representative approaches as follows.

6.2.1 From Rough Sets Theory

In [28] nine approaches on lling in the missing attribute vales were introduced, such as
selecting the \most common attribute value", the \concept mosttcommon attribute value",
\assigning all possible values of the attribute restricted to thegiven concept”, \ignoring
examples with unknown attribute values", \treating missing atribute values as special
values", etc. We will enumerate them in the following.

The approach of most common attribute value. This approach Wiassign to the
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missing attribute value the most common value among all the pos$gbvalues of the
attribute.

The approach of concept most common attribute value. This appach will assign
the most common value among all the possible values of the attute, by only con-
sidering data instances with the same concept (decision attribe) as the concept of
the missing instance.

The approach of assigning all possible values of the attributegsteicted to the given
concept. This approach will consider only data instances witkhe concept value
the same as the given concept, and assign all the possible valuesnfrattributes
contained in these data instances for the missing attribute.

The approach of ignoring examples with unknown attribute Vlmes. This approach
simply discards all the data instances containing any unknowrr anissing attribute
values.

The approach of treating missing attribute values as special kees. The missing
value is considered as one of the possible values of the attribut

In [27] a \closest t" approach was proposed to compare the veats of all the attribute
pairs from a preterm birth data set, and assign the value from thenost similar pair to
the missing value. A distance function was used to calculate tharslarities between the
attribute pairs. In more recent research [26] four interpret#ons on the meanings of missing
attribute values such as \lost" values and \do not care" valuesare discussed. Di erent
approaches from rough sets theory are demonstrated on selegtialues for the individual
interpreted meanings.

Although these approaches provide a simple and direct processitogthe missing at-
tribute values, noise is usually brought into the data set as well

Consider the approach of \assigning most common attribute valgé [28] as an example.
This approach assigns the most frequently appeared value amotige attribute to the
missing value. Shown in Table 6.1 as an example, there are 4 daiatances existing in a
data setT(C; D), where C is the condition attribute set, D is the decision attribute set,
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a missing value forcs in u,, represented with \?". According to this approach, the most
common value for attribute ¢z is 2. However, if we assign the value, the data set becomes
inconsistent. u; and u, will have the same condition attributes with di erent decisin
attributes.

Table 6.1: Sample Data Set with Missing Attribute Values

Condition Decision
Ci|C|C|C|D

Mw|N|[R|Cc
RlRRk| R
olrIN|N
N WO N
O|lkR|r|k
R|lolo|r

Another approach of \treating missing attribute values as speal values" [28] may
also bring noise to the original data. The missing value is consigel as an individual
\unknown" value for the attribute. However, the attribute may not at all be possible to
have another value in certain scenario. For example, supposedndata set, the missing
attribute is \gender of a patient” with values of either \male" or \female". In case of
missing value for this attribute, we cannot assign a \unknown" tahis attribute.

More research e orts are concentrating on how to predict the issing attribute values
by obtaining the most information out of the original data set. In [47], support and
con dence for the association rules generated from data comag missing attribute values
were considered not precise. Rough sets theory was used to estentte support and
con dence values for the generated association rules. For edenge itemset, based on
which the association rules would be further generated, the mianal sets of tuples that are
matched, or may match, or certainly did not match, or may not natch the item set were
listed. The lowest and the highest possible support and con dencealues were further
de ned and computed based on these sets. Dierent approaches rfiaough sets theory
are demonstrated on selecting values for the individual intpreted meanings.
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6.2.2 From Data Mining

In addition to the e orts from rough sets theory on processing nssing attribute values,
strategies from data mining area are also widely applied in pteting the missing val-
ues. In [31] it is suggested that using regression or inference-lmhgeols on the data set
can produce a more precise prediction for the missing attribude A robust algorithm of
generating optimal association rules to solve the missing attiiibe value problems in the
testing data set has been discussed in [50]. In [91], the authorsalissed a new approach
on using association rules generation on completing missing vadu Data associations are
created based on an association rule algorithm and are then usex hd the associated
values for the missing data. Formulas, based on support, con dem@nd lift, were applied
to help choosing the better options when multiple matches ested. Recently Zhu and
Wu [100] introduced methods on processing missing attribute wes by considering the
attribute cost. They point out that the common problems on assiging missing values are
that not all the missing values can be predicted by current datanining approaches, and
the predictions do not usually bring higher prediction accuwcy. They consider in the real
world, it is expensive to predict all the missing attributes, theefore a technique is needed
on balancing the prediction percentage, the prediction aatacy and the computational
cost. They evaluate the importance of di erent missing data instnces by information-gain
ratio.

6.2.3 Motivations

Inspired by, though di erent from, the related work, we are iterested in predicting missing
attribute values in the data preprocessing stage. We considerugh sets theory as an e ec-
tive approach on attribute selection; therefore, a subset of éhwhole condition attributes
can be used to make e ective prediction instead of considerinfp¢ complete data as the
knowledge base. We are motivated to develop a technique thadrcpredict all the missing
attribute values with a high precision.
We discuss how to e ectively predict missing attribute values sim both the data mining

technigue and the rough sets theory. We show how to avoid biasdnse more information
from the data itself to predict the missing values.
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We are interested in integrating two techniques into our reseeh. One of them is the
association rule algorithm [3], which is well known in data ming for discovering item
relationships from large transaction data sets. Prior to the assiation rule generation,
frequent itemsets are generated based on the item-item relatis from the large data set
according to a certainsupport Thus the frequent itemsets of a data set represent strong
correlations between di erent items, and the itemsets represeprobabilities for one or more
items existing together in the current transaction. When condering a certain data set as
a transaction data set, the implications from frequent itemsatcan be used to nd which
attribute value the missing attribute is strongly connected toand the frequent itemset can
be used for predicting the missing values. We call this approaclitémset-approach" for
prediction. Apparently, the larger the frequent itemsets usedbr the prediction, the more
information from the data set itself is used for prediction; here, the higher the accuracy
will be obtained. However, generating frequent itemsets for rge data set is time-
consuming. Itemsets with lower support, which leads to largerzg itemsets, usually costs
a signi cant amount of computation time. Although itemsets with higher support need
less computation time, they show restricted item relationshipand the applicable number
of itemsets are fewer; therefore, not all the missing values cére predicted. In order
to balance the tradeo between computation time and the pemntage of the applicable
prediction, another approach has to be taken into consideriah.

Rough sets theory has been used for attribute selection, rulesdovery and many knowl-
edge discovery applications in the areas such as data miningachine learning and medical
diagnoses. Core and reduct are among the most important concgo this theory. A reduct
contains a subset of condition attributes that are su cient enaugh to represent the whole
data set. The intersection of all the possible reduct is the corélherefore the attributes
contained in the reduct or core are more important and represttive than the rest of
the attributes. Therefore by examining only attributes within the same core or reduct to
nd the similar attribute value pairs for the data instance cortaining the missing attribute
values, we can assign the most relevant value for the missing attuiie. Since this method
only considers a subset of the data set, which is either the coretbe reduct, the prediction
is quite fast. This approach \RSFit" is an alternative approah for fast prediction and it
can be used to predict missing attributes that cannot be predietd by the frequent itemset.
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We integrate the prediction based on frequent itemset and the $Fit approach into a
new approachltemRSFit to predict missing attribute values. This approach can predict
missing values from the data itself; therefore, less noise is bght into the original data.

6.3 RSFit Approach to Assign Missing Values

In this section, we introduce the RSFit approach for predictig missing values. We rst
make de nitions to be used in the following descriptions of theproposed approaches.

U = fug;uy;:::;ung represent the set of data instances iff. For eachu; (1 i n),
an attribute-value pair  for this data instance is de ned to beu; = (Vvy;; Voi; i Vmi: di),
where vy; is the attribute value for condition attribute c¢;, vo; is the attribute value for
condition attribute ¢, ..., vin; is the attribute value for condition attribute ¢.

6.3.1 Detailed Explanation

The core or the reduct of a data set contains a set of attributedat are able to represent
the original data set. The attributes contained in the same cer or the reduct set are
related to each other to a certain degree. We consider attribervalue pairs contained in
the same core or reduct set to nd the best match for the missing vadis. This approach
is inspired by the \closest t" approach by Grzymala-Busse [27]; bwever, it is di erent
from it. Instead of searching the whole data set for closest matdhattribute-value pairs,
RSFit searches only for the attribute-value pairs within thecore or a reduct.

For each missing attribute value, we let the attribute be the \rget attribute”(represented
asc in the following). We assume that missing attribute values only»ast in the condition
attributes not in the decision attributes. We explain the RSH approach for how to nd
the matched value for this target attribute, in detail.

First, we obtain the core of the data setT = (C;D) based on Hu's core algorithm
introduced in [40] (explained in Chapter 2). If the target atribute ¢, does not belong
to the core, we includec, into the core. In case there is no core foF, we consider a
reduct of T. ROSETTA software [69] is used for reduct generation. There ara few
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reduct generation algorithms provided by ROSETTA. We use Jolson's algorithm for
single reduct generation. In the case of no reducts containirtige target attribute ¢, we
include the target ¢, into the reduct.

Secondly, a new decision tabl&°= ( C% D) is created based on the previous step, where
Co=fcf;cd a9, m® m,1 k m%andC® C, COis either the core or
the reduct of C, U%= fuy;u,;:::;ueg, 1 n® n. There are two possibilities for selecting
the data instances. One possibility is to include other data insteces with missing values
to predict the current target attribute value; the other option is to exclude all the other
data instances containing missing attribute values. We allow # other missing attribute
values to exist by designing the proper match function.

Thirdly, in T® when considering the match cases, there are two possibilities. @n
possibility is that we consider all the data instances; the othesito consider data instances
having the same decision attribute values while nding a matakd attribute-value pair.
Here we call the rst possibility global and the secondconcept We perform experiments
to test both possibilities. We would like to examine the predicon dierence (if any)
between the two possibilities and to determine whether they birg inconsistencies into the
data.

Fourthly, we de ne a distance function to compute the similaties between di erent
attribute-value pairs. The details of the distance functions elaborated in the following. Let
Ui = (Vi Voi) i Vi it vimon @) (1 i n9 be the attribute-value pair containing the
missing attribute valuevy; (represented asy; =?) for g (1 k m?9. Distance functions,
such as Euclidean distance and Manhattan distance, are used irstance-based learning
to compare the similarity between a test instance and the traing instances [90]. We use
Manhattan distance 'to evaluate the distance between an attribute-value pair caaining
missing attribute values with other attribute-value pairs. This formula is also used in the
\closest t" approach [27]. Let u; be a data instance fromU. The distance between; to

YIn our experiments, the prediction results by Manhattan distance and Euclidean distance returned the
same accuracy. Because the computation for Manhattan distance is faster, we usedvihattan distance as
the distance function.
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the target data instanceu; is de ned ag

jVil \Y 1j + jVi2 Vi zj Fo jVim Y mj .
maxvy; minvy;  maxv, minv, maxv, minvy,

For attributes which are the missing attribute values, the distace is set to be 1, which
speci es the maximum di erence between unknown values. The bematch has the small-
est di erence from the target attribute-value pair. After the best matched attribute-value
pair is returned by the algorithm, the corresponding value Wibe assigned to the target
attribute. We consider all the attributes as numerical attrbutes. In case of symbolic at-
tributes, we convert them to numerical ones during the prepessing stage. In case there
are multiple matched attribute-value pairs for the missing dtibute, one of the values is

randomly selected to be assigned to the missing value.

distance(u;; u;) =

6.3.2 A Walk Through Example

We demonstrate the RSFit approach by an arti cial car data set Wwich appeared in [40]
as shown in Table 6.2. One missing attribute value is randomly selted across the data
set as shown by Table 6.3.

First, the core is obtained for this data set as \Makemodel" and \trans". Since the
core attributes exist and the missing attribute \compress" doesat belong to the core, we
add attribute \compress" to the core set. The new data set containg the core attributes,
target attribute \compress" and the decision attribute are crated and shown in Table 6.4.
Then we will nd the match for attribute \compress" in ug. For \RSFit-global", we nd
the uy4 has the smallest di erence, which is 0, fronug, therefore,uq4 is the best match. We
asSIgNCeompress 14 t0 Ccompressg: Which is \High" (correct prediction). For \RSFit-concept" ,
we only look for attribute-value pairs that have the same desion attribute value asus,
which is mileage = high. We nd that uy, is the best match. We assigrtcompress 4
t0 Ceompressg» Which is \High" (correct prediction). For \closest t-global " approach, we
examine all the instances in the data set.us is the closest t, Ccompresss = \Medium”
(wrong prediction). For \closest t-concept” approach, we examine only the data with
decision attribute \High". We nd Ui With Ccompress;q = \Medium” as the match (wrong
prediction).

2In the algorithm, jxj returns the absolute value ofx.
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Table 6.2: Arti cial Car Data Set

U [Make _modelicyl|door|displace|compresspower |trans |weight |mileage
1 |usa 6 |2 |medium high high auto  |medium |medium
2 |usa 6 |4 |medium|medium |medium|manual|medium medium
3 |usa 4 12 |small |high mediumjauto  |medium [medium
4 |usa 4 2 |medium |medium |medium |manual|medium |medium
5 |usa 4 |2 |medium|medium |high manual [medium |medium
6 |usa 6 |4 |medium|medium |high auto  |medium |medium
7 |usa 4 |2 |medium |medium |high auto  |medium |medium
8 |usa 4 |2 |medium |high high manual (light high
9 |japan 4 12 |small |high low manual (light high
10jjapan 4 |2 |medium |[medium |medium |manual|medium high
11ljjapan 4 |2 |small |high high manual [medium |high
12jjapan 4 12 |small |medium (low manual [medium |high
13jjapan 4 12 |small |high medium |manual [medium |high
14jusa 4 |2 |small |high medium |manual [medium |high

Table 6.3: Arti cial Car Data Set with One Missing Attribute Val ue

U [Make _modeljcyl|door|displace|compresgpower |trans |weight |mileage
1 |usa 6 |2 |medium high high auto  |medium |medium
2 |usa 6 |4 |medium|medium |medium|manual|medium medium
3 |usa 4 |2 |small |high medium |auto  |[medium |medium
4 |usa 4 2 |medium |medium |medium |manual|medium |medium
5 |usa 4 |2 |medium |medium |high manual [medium |medium
6 |usa 6 |4 |medium|medium |high auto  |medium |medium
7 |usa 4 |2 |medium |[medium |high auto  |medium |medium
8 |usa 4 2 |medium|? high manual (light high
9 |japan 4 12 |small |high low manual |light high
10jjapan 4 |2 |medium [medium |medium |manual|medium high
11ljjapan 4 2 [small |high high manual [medium |high
12jjapan 4 12 |small |medium (low manual [medium |high
13jjapan 4 12 |small |high medium [manual [medium |high
1l4jusa 4 2 |small |high medium |manual [medium |high

6.3.3 Evaluation Method

Our goal is to test the accuracy of using the RSFit method to prect the missing values,
and compare the accuracy and the computation time with \clos t-global" and \closest

t-concept" approaches. We use the following way to perform th evaluation process. We
consider complete data sets as the input data. For each data sete randomly select
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Table 6.4: New Decision Table for Car Data Set Based on Core SetttwiOne Missing
Attribute Value

U |[Make _model{compresstrans |mileage
1 |usa high auto  |medium
2 |usa medium |manual [medium
3 |usa high auto  |medium
4 |usa medium [manual [medium
5 |usa medium |manual [medium
6 |usa medium |auto  |medium
7 |usa medium |auto  [medium
8 |usa ? manual [high
9 |japan high manual lhigh
10jjapan medium |manual |high
11jjapan high manual jhigh
12jjapan medium |[manual |high
13japan high manual [high
14lusa high manual jhigh

a certain number of the attribute-value pairs among the whel data set and remove the
values to producex missing attribute values per data set. We test di erent approacks
on assigning the missing values, and compare the accuracy of thediction. In order to
average the odds of the randomly selected missing attributes, werform this process 100
times for each data set for eaclk missing attribute values and average the accuracy.

6.3.4 Experimental Results for the RSFit approach

In order to test our proposed approach, we experiment on seledteCl data sets [21] and
a geriatric care data set [53], which contain no missing attrikia values.

These data sets can be further divided into two categories. Onategory of data sets
contain core attributes, such as, geriatric care data, spambasatd and zoo data. The
other set of data sets do not contain core attributes, such as lyrhpgraphy data. We do
not discuss the type of data set in which the core attributes ardlahe condition attributes
in this thesis (in this case, the method of RSFit is the same as tlaosest t approach).
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Geriatric Care Data Set We perform experiments on a geriatric care data set from
Dalhousie University Medical School. This data set contains 834patient records with
44 symptoms and their survival status. The data set is used to deteine the survival
status of a patient given all the symptoms he or she shows. We uservival status as
the decision attribute, and the 44 symptoms of a patient as coittn attributes, which
includes education level, the eyesight, the age of the patient at intigation and so on3.
There is no missing value in this data set. There are 12 inconsistaata entries in the
medical data set. After removing these instances, the data contai 8535 record$. Table
6.5 gives selected data records of this data set. There are l4ecattributes generated

Table 6.5: Geriatric Care Data Set

edulevel| eyesight| hearing | health | trouble | livealone | cough| hbp | heart | stroke | ::: | sex| livedead
0.6364 | 0.25 0.50 0.25 0.00 0.00 0.00 | 0.00| 0.00 | 0.00 1 0
0.7273 | 0.50 0.25 0.25 0.50 0.00 0.00 | 0.00| 0.00 | 0.00 2 0
0.9091 | 0.25 0.50 0.00 0.00 0.00 0.00 | 1.00| 1.00 | 0.00 1 0
0.5455 | 0.25 0.25 0.50 0.00 1.00 1.00 | 0.00| 0.00 | 0.00 2 0
0.4545 | 0.25 0.25 0.25 0.00 1.00 0.00 | 1.00| 0.00 | 0.00 2 0
0.2727 | 0.00 0.00 0.25 0.50 1.00 0.00 | 1.00| 0.00 | 0.00 2 0
0.0000 | 0.25 0.25 0.25 0.00 0.00 0.00 | 0.00| 1.00 | 0.00 1 0
0.8182 | 0.00 0.50 0.00 0.00 0.00 0.00 | 1.00| 0.00 | 0.00 2 0

for this data set. They areeartroub, livealone, heart, hbp, eyetroub, hearing, sex, héalt
edulevel, chest, housewk, diabetes, dental, studyage

Lymphography Data The data set contains 148 instances and 18 condition attribute
There are no missing attribute values in this data. We check thahere is no inconsis-
tent data. The core is empty for this data set. Johnson's reducgenerated from this
data set containsblockofa ere, changesinnode, changesinstru, specialfornmdislocationof,
noofnodesin

3Refer to [53] for details about this data set.
“Notice from our previous experiments that core generation algorithm can not retirn correct core

attributes when the data set contains inconsistent data entries.
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Spambase Data This data set originally contains 4601 instances and 57 condition at-
tributes. It is used to classify spam and non-spam emails. Most of thét@butes indicate
whether a certain word (such as, order, report) or character (sh as !, #) appears fre-
quently in the emails. There are no missing attribute values. Thie are 6 inconsistent data
instances that are removed. The core attributes, which are essi@ahto determine whether
an email is not a spam email, are, the word frequency of \geofgémeeting”, ‘re", \you",
\edu", \!", and the total number of capital letters in the email. In addition, it is interesting
to pay attention to the reducts as well. They are important iformation on identifying the
possible spam emails.

Zoo Data This arti cial data set contains 7 classes of animals, 17 condutn attributes,
101 data instances, and there are no missing attribute values ihi$ data set. Since the
rst condition attribute \animal name" is unique for each instance, and we consider each
instance a unique itemset, we do not consider this attribute inuy experiment. There are
no inconsistent data in this data set. The core attributes araquatic, legs

6.3.5 Comparison Results

The compared approaches are implemented by Perl and the exipgents are conducted on
Sun Fire V880, four 900Mhz UltraSPARC |1l processors. Our proposeadugh sets based
approach considers a subset of the attributes (the reduct or theore). In order to compare
whether the reduct or the core provide a better choice of aftvutes, we also compare our
approach against a randomly selected subset of the attributes esduct or core. Given a
reduct of sizen, we randomly choose a combination of attributes. The comparison results
on processing missing attribute values between the RSFit apprda closest t approach
and random approach on geriatric care data set, spambase data,dgtnphography data
set and zoo data set are shown in Figure 6.1, Figure 6.2, Figur&6and Figure 6.4. The
reduct and core generation time are not included in the compaon results.

The comparison results are shown in the following Table 6.6, Tk6.7, Table 6.8 and
Table 6.9.
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Figure 6.1: Comparison Figure for Geriatric Care Data

6.3.6 Discussions

In the comparison gures (Figure 6.1, 6.2, 6.3, and 6.4), \RSEslobal" and \RSFitCon-
cept” stand for the new approach proposed in this chapter. \CF@®bal" and \CFConcept"
stand for the \closest t" approach from [27]. \RandomGlobal" and \RandomConcept"
stand for the random selected attributes approach. For each we, the upper chart shows
the prediction time; the lower chart shows the prediction aegacy. Our proposed rough
sets theory based method RSFit achieved signi cant saving on cquration time for as-
signing missing attribute values. It can be used in the situation wdn time is the most
important issue, with the sacri ce of less precision. The time savg is quite noticeable for
larger data sets such as geriatric care and spambase data set. Takihe geriatric care
data as an example, among the 44 condition attributes, we ongonsider 14 of them which
are core attributes. Comparing \RSFitGlobal" to \CFGlobal", the prediction precision
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Figure 6.2: Comparison Figure for Spambase Data

of RSFit is on average (¥62% lower than the \closest t" approach; however, the com-
putation time of ours is on average 4926% of the computation time for the \closest t"
approach. \RSFitConcept" and \RSFitGlobal" achieve similar prediction accuracy; how-
ever, \RSFitConcept" takes slightly less computation time beause the amount of data the
approach processes is less. The fact that concept related préidic is faster than global
prediction also applies to the \closest t" approach and the ranlom approach. The exper-
imental results also shows that the RSFit approach provides adher prediction accuracy
than the random approach. The reduct from the rough sets thepipresents a better choice
of attributes than the randomly selected attributes on reprgenting the original data.
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Figure 6.3: Comparison Figure for Lymphography Data

6.4 The ItemRSFit Approach

The RSFit approach cannot provide a very high prediction pr@sion, although it is com-
putationally faster than the \closest t" approach [55]. This is because this approach does
not fully consider the item-item relationships inside the dataset. The RSFit uses the
subset of a transaction as a knowledge base to nd the similar objefor prediction. It
is actually comparing the similarity between the subsets of tresactions and assigns the
values from the most similar transaction to the missing item. Thigkind of similarity does
not consider the item-item relationship. The frequency of a c&ain item existing in the
transaction in fact indicates how frequently the other item$) exist(s) in the transaction.
The indictions from the strong associations between di erenttéms can be discovered by
the association rule algorithm.

In this section, we discuss how to use the association rule algorithto help process
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Figure 6.4: Comparison Figure for Zoo Data

missing attribute values. We then introduce the ItemRSFit appoach which integrates
both RSFit and frequent itemsets.

The association rule algorithm was rst introduced in [3], andtican be used to discover
rules from transaction datasets. Association rule algorithms cdre used to nd associations
among items from transactions. For example, irmarket basket analysisby analyzing
transaction records from the market, we could use associationleualgorithms to discover
di erent shopping behaviours such as, when customers buy breatiey will probably buy
milk. This type of behaviours can be used in the market analysi® increase the amount
of milk sold in the market.

Frequent itemset generation is the rst step of the two for assodi@n rule generation.
Itemsets that frequently occur together in the transactions i@ generated. Rules based on
these itemsets are further extracted to represent the associateglations.

Here we consider data in the form of a decision table as the transaa data for gen-
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Table 6.6: Comparisons on Accuracies and Time For Geriatric @aData

Data Sets Computation Time (Second) For 100 Run

Missing | RSFit RSFit ClosestFit | ClosestFit | Random | Random
Values Global Concept | Global Concept | Global Concept
5 842637 | 642607 | 1673972 | 1193496 | 83515 | 638928
10 1660891 | 1266308 | 3337450 | 2403185 | 1645864 | 1255622
15 2481925 | 1896875 | 4993163 | 3611637 | 2454688 | 1880036
20 3298103 | 2479502 | 6668741 | 4663448 | 3265128 | 2452722
25 4118382 | 3116954 | 8315181 | 5878851 | 410638 | 3088842
30 4933933 | 3714456 | 10126725 | 7000339 | 4928184 | 3676568
40 6595240 | 4978143 | 13375369 | 9462916 | 6552399 | 4936833
50 8183797 | 6222527 | 16557562 | 11747613 | 8188923 | 6162332
60 9908241 | 7479915 | 20024138 | 14126664 | 9807790 | 7413180
Data Sets Average Accuracy (Percentage %) over 100 Times
Missing | RSFit RSFit ClosestFit | ClosestFit | Random | Random
Values Global Concept | Global Concept | Global Concept
5 73:6% 734% 724% 712% 69:2% 69:2%
10 726% 726% 735% 735% 711% 711%
15 726% 7267% | 7313% 728% 7067% | 70:67%
20 7205% | 7200% | 7410% 74:30% 70:85% | 70:90%
25 7256% | 7248% | 74.00% 7384% 70:60% | 70:60%
30 7337% | 7337% | 7440% 74:33% 7150% | 7157%
40 7215% | 7215% | 7323% 7340% 70:28% | 70:25%
50 7378% | 7382% | 7386% 73:86% 7206% | 7208%
60 7243% | 7245% | 7338% 7345% 7135% | 71:38%

Data Instances

: 8535. Condition Attributes: 44.

117

erating the frequent itemsets. For a rough set approach we de rtbe following concepts.
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Table 6.7: Comparisons on Accuracies and Time For Spambase Data

Data Sets Computation Time (Second) For 100 Run

Missing | RSFit RSFit ClosestFit | ClosestFit | Random | Random
Values Global Concept | Global Concept | Global Concept
5 343581 | 262547 | 1163445 | 685700 339987 | 260068
10 676317 | 504733 | 2310732 | 1361200 | 663801 | 500903
15 995771 | 746852 | 3458372 | 2069000 | 987348 | 742708
20 1323940 | 986152 | 4605719 | 2667500 | 1309055| 977558
25 1647742 | 1223637 | 5752945 | 3300900 | 1629186| 1216533
30 1970233 | 1470366 | 6896710 | 3992000 | 1949636 | 1460533
35 2299640 | 1705113 | 8051766 | 4625400 | 2270247 | 1695289
50 3278769 | 2437121 | 11642691 | 5461400 | 3236639 | 2420724
Data Sets Average Accuracy (Percentage %) over 100 Times
Missing RSFit RSFit ClosestFit | ClosestFit | Random | Random
Values Global Concept | Global Concept | Global Concept
5 7820% | 7820% | 7940% 7940% 76.:60% | 76:60%
10 77.80% | 77:80% | 80:60% 80:60% 77.00% | 77:.00%
15 76.67% | 7667% | 8013% 80:13% 7413% | 7413%
20 7385% | 7385% | 7565% 75:65% 70.75% | 70:75%
25 76.48% | 76.48% | 7876% 7876% 1444% | 7444%
30 7653% | 7653% | 7960% 7960% 7433% | 7433%
35 7586% | 7586% | 7874% 7874% 7374% | 7374%
50 77.80% | 77.80% | 7978% 7978% 7450% | 7450%

Data Instances

1 4601. Condition Attributes: 57.
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Table 6.8: Comparisons on Accuracies and Time For Lymphograplbata
Data Sets Computation Time (Second) For 100 Run

Missing RSFit | RSFit ClosestFit | ClosestFit | Random | Random
Values Global | Concept| Global Concept | Global | Concept
1 14269 | 13913 | 8:.063 6:760 1293 11717
2 13532 | 13275 | 10124 15255 15561 | 13208
3 15454 | 14292 | 11765 14:185 16:332 14781
4 1692 | 14237 | 15006 17.814 18189 | 14:566
5 17:965 | 15.09 16:.964 17:351 17926 | 1536

6 18273 | 17511 | 26:036 20:546 20259 | 17:352
7 20:626 | 17:38 28503 20:468 20:331 | 16582
8 21:842 | 17418 | 30979 20:712 21264 | 18651
10 24121 | 19558 | 34579 23815 24405 | 19444
Data Sets Average Accuracy (Percentage %) over 100 Times
Missing RSFit | RSFit ClosestFit | ClosestFit | Random | Random
Values Global | Concept| Global Concept | Global | Concept
1 57.00% | 57:00% | 5800% 6200% 5900% | 6200%
2 6250% | 6450% | 64:00% 65:00% 64:00% | 64:00%
3 6167% | 61:00% | 5933% 6167% 6133% | 60:00%
4 6300% | 6300% | 5975% 60:75% 6200% | 61:75%
5 64:60% | 65:60% | 6300% 63:00% 6340% | 6380%
6 64:00% | 6450% | 60:17% 60:83% 6350% | 6333%
7 5943% | 61:14% | 5957% 60:28% 6157% | 61:28%
8 6163% | 6288% | 61:50% 6163% 5950% | 60:50%
10 61:30% | 6250% | 6200% 6270% 6270% | 6330%

Data Instances:

148. Condition Attributes: 18.
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Table 6.9: Comparisons on Accuracies and Time For Zoo Data

Data Sets Computation Time (Second) For 100 Run

Missing RSFit | RSFit ClosestFit | ClosestFit | Random | Random
Values Global | Concept| Global Concept | Global | Concept
1 14404 | 14495 | 9:900 7:790 14767 | 15135
2 15219 | 13219 | 9421 13524 12938 | 15737
3 14813 | 14579 | 12284 14:154 14043 | 14522
4 16445 | 13974 | 14937 17:948 15909 | 15376
5 18416 | 16639 | 15136 17.012 17277 | 15385
6 18938 | 15195 | 23021 16:837 17:387 | 18133
7 19259 | 14500 | 21:720 17.647 17401 | 17:543
8 20278 | 16990 | 23439 15456 19290 | 16528
10 20:089 | 15236 | 27:541 19:657 20:738 | 17:846
Data Sets Average Accuracy (Percentage %) over 100 Times
Missing RSFit | RSFit ClosestFit | ClosestFit | Random | Random
Values Global | Concept| Global Concept | Global | Concept
1 84:00% | 85.00% | 87:00% 88.00% 87.00% | 87:00%
2 91:00% | 92:00% | 91:00% 91:00% 90:00% | 90:00%
3 8900% | 90.67% | 90:33% 90:67% 90:67% | 91:00%
4 8850% | 90.00% | 8875% 8925% 8925% | 8925%
5 86:80% | 8860% | 87:99% 89:60% 87.40% | 87:99%
6 87:.00% | 87:83% | 85:83% 86:50% 8817% | 8817%
7 8829% | 8843% | 8800% 8857% 87.57% | 8814%
8 89:88% | 90.88% | 8938% 90:00% 8963% | 90:25%
10 8810% | 89.60% | 8920% 8990% 87:90% | 8850%

Data Instances:

101. Condition Attributes: 16.




Frequent Itemset and Missing Attribute Values 121

De nition 5 Transaction . The set of transactions to the frequent itemsets generation

represent the itemsets inl’, wheren is the number of transactions in T. Each transaction
contains (m + 1) items.

Therefore each attribute value is considered an item in the dnsaction.
An association rule [3] is a rule of the form ! |, where and represent itemsets
which do not share common items.

De nition 6 Support . A support of an itemset is the percentage of the number of
transactions containing the itemset to the total number of trasactions.

Support can be represented as
[,
iTi
Frequent itemsets are itemsets that satisfy the minimum supportA frequent itemset that
contains| items is al-itemset.

support =

6.4.1 Frequent Itemset on Prediction

The frequent itemset generation in an association rule algohnitn rst counts the frequen-
cies of each individual item among the whole transaction. Tihebased on the 1-itemsets
whose support are no less than the prede ned minimum support, fjgent 2-itemsets are
generated. Those itemsets with occurrence no less than the mmim support are selected
for frequent 3-itemsets generation. Frequent l-itemset areegerated based on the frequent
(I 1)-itemset. The process continues until no new frequent itentseare found. Thel
value can also be speci ed in the itemset generation algorithno tachieve limited itemsets
within a preferred time period.

We explain in the following how to use itemsets to predict missingttribute values.

Let T = (C;D) be the decision table that contains missing attribute values, kere
C=fc;cii065::6ng, L k- myandU = fugjup;iii;ung, 1 n.
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First, the data input to the association rule algorithm is prepaed. Data instances with
missing attribute values are all removed fronT, and we call the new decision tabl@&® T
does not contain any missing values.

Secondly, frequent l-itemsets are generated based Bfwith a given minimum support.
Let Itemsets = £S;;S;;:::;5,0, whereS; (1 i ) is a frequent I|-itemset generated

number of items contained inS;, and Vp; (X j 1is an attribute value in T.

Thirdly, we use the frequent itemsets generated in the previgustep as our knowledge
base to nd a match for the missing value. Lets; = (Vqi; Vo Vi i Vmindi) (@ 1 n)
be the data instance inT containing the missing attribute valuevy; (represented asy; =?)
for attribute ¢ (1 k m). We search fromltemsets for all the itemsets containing
the missing attribute vy, and check which itemset among the itemsets can lag@plied to
ui. We say a frequent itemset can be applied to this data instanceafl the items in this
itemset, except the missing attribute, have exactly the same atbute values as contained
by the data instance that has the missing attribute value. If th itemset can be applied,
we assign the attribute value contained in this itemset to the nssing attribute. In case
there are multiple matched attribute-value pairs for the mésing attribute, one of the values
is randomly selected to be assigned to the missing value.

Example 7 Supposeu; is one of the data instances ifT that contain missing attribute
values,u; = (vy; = 1;vy = 253 = 4;vy =?;Vs; = 8). An itemset generated fromT is
S=1fv,=2;v3=4;v4 =6;v5s = 8g. Since all the items inS can be applied tou;, we
assignvy; = 6.

6.4.2 ItemRSFit Approach

The frequent itemset is generated from the original data set ¥hiout missing values. We
use itemsets as our knowledge base to predict missing attributein&e the knowledge base
is generated with a certain support value, when support is higlhe item-item relations are
stronger, and the available knowledge for prediction is less.i88ing attribute values from
some data instances can be predicted by frequent itemsets. Weldhkse data instances
Compatible Records There also exist data instances for which no possible match can be
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found to predict the missing values.

De nition 7 Compatible Record . A compatible record (CR) is a record whose missing
attributes can be predicted by an itemset. More formally, a @ord r with p missing
attributes is a CR if there exists an itemset such thatjl \ rj p.

The missing attributes of a CR are predicted using the techniquiescribed in Section 6.4.1.
If arecord is not CR, the RSFit method is applied to predict tle rest of the missing attribute
values. We call this integrated approachtemRSFit . The details on the integrated
approach is shown in the following Figure 6.5.

A

Figure 6.5: ItemRSFit Approach

The procedure of the ItemRSFit approach is shown in Figure 6.55tage A illustrates
the itemset approach, in which the frequent itemsets, as the kmtedge base, are generated
based on using the apriori association rule algorithm from congik data instances. The
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reduct and core are generated istage B for the use of the RSFit approach. Instage
C, the frequent itemsets are used to predict the missing attributerst, then the RSFit
approach is applied to the rest of the missing cases.

6.4.3 Evaluation Method

We use the same approach to perform the evaluation process as Rf&Fit approach evalua-
tion in Section 6.3.3. We use the following approach to perforthe evaluation process. We
consider complete data sets as the transaction data skt For each data set, we randomly
select a certain number of missing values among the whole data setproduce n missing

attribute values per data set. We then apply both the RSFit appoach and the IltemRSFit

approach on predicting missing values, and compare the accwaaf the predictions from

these two approaches.

6.4.4 Experimental Results for the ItemRSFit Approach

The ItemRSFit approach is implemented by Perl and the expeaments are conducted on
Sun Fire V880, four 900Mhz UltraSPARC I1l processors. We use apridiiequent itemset
generation [15] to generate frequent 5-itemset. The core geation in the RSFit approach
is implemented with Perl combining the SQL queries accessingy8BQL (version 4.0.12).
ROSETTA software [69] is used for reduct generation.

Experiments on Geriatric Care Data

We perform experiments on a geriatric care data set as shown imafdle 6.5.

Table 6.10 lists the prediction accuracy comparisons for the3¥it and the ItemRSFit
approaches. RSFit is used to predict missing attribute values bad on the attribute-value
pairs from the core or the reduct. The ItemRSFit approach ishte new integrated approach
introduced in this chapter. Table 6.10 lists the prediction ecuracy for both RSFit and
ltemRSFit according to di erent number of missing attribute values and di erent support
values. We also list the numbers and the percentage of compaghiecords by only using
frequent itemsets as knowledge for prediction. In this resedr, we experiment on geriatric
care with 50 to 200 missing attribute values.
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Table 6.10: Comparisons on Geriatric Care Data on PredictioAccuracy

Data Sets Average Accuracy(Percentage%)
Missing RSFit Support # CR % CR Integrated
Values ItemRSFit

50 6400%  90% 11 22% 6a0%
80% 22 44% 680%

70% 26 52% 680%

60% 38 76% 720%

50% 41 82% 700%

40% 43 86% 720%

30% 43 86% 780%

20% 46 92% 900%

10% 46 92% 960%

100 6900%  90% 26 26% 600%
80% 53 53% 700%

70% 58 58% 780%

60% 69 69% 7D0%

50% 80 80% 780%

40% 87 87% 700%

30% 87 87% 8D0%

20% 95 95% 8D0%

10% 95 95% 960%

150 7333%  90% 43 29% 733%
80% 85 57% 733%

70% 94 63% 7B3%

60% 120 80% 800%

50% 133 89% 8B3%

40% 137 91% 8P0%

30% 137 91% 833%

20% 142 95% 833%

10% 142 95% 967%

200 7350%  90% 39 20% 730%
80% 103 52% 700%

70% 118 59% 760%

60% 146 73% 750%

50% 169 84% 730%

40% 182 91% 790%

30% 182 91% 7980%

20% 192 96% 880%

10% 194 96% 960%
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From Table 6.10 we can see, the smaller the support becomes, therenitemsets are
generated, and the larger the number of compatible record®i frequent itemset becomes.
The ItemRSFit approach always obtains higher or the same pration accuracy as the
RSFit approach.

Figure 6.6 shows the comparison for the number of compatiblecerds by Itemsets
prediction according to di erent support for di erent numbers of missing values. Frequent
itemsets with lower support value can provide a larger knowlg@ base to nd predictions,
and this is not related to the number of missing values existingithe data set. We can also
see from Figure 6.6 that using itemsets alone cannot predict dhe missing values. For
instance, when there are 50 missing values existing in the data sgiven support = 10%,
there are still 8% of the missing instances that cannot be preded by the itemsets.
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Figure 6.6: Comparisons on the Percentage of CR for Geriatricare Data

In order to show that the ItemRSFit approach obtains better pediction accuracy than
RSFit, we show the prediction accuracy comparisons on the gatric care data set with
150 missing attribute values, as shown in Figure 6.7. We can seenfré-igure 6.7 when
support value is lower, the prediction accuracy of ItemRSFits signi cantly higher than
RSFit prediction. This result demonstrates that frequent itensets as a knowledge base can
e ectively be applied for predicting missing attribute values.

Figure 6.8 demonstrates the prediction accuracy comparisof di erent number of
missing attribute values with di erent support for the geriatric care data set using ltemRS-
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Figure 6.7: Geriatric Care Data with 150 Missing Attribute Values

Fit. We can see from the comparisons that the ItemRSFit appro&oobtains higher accuracy
when the support value is lower. The number of missing attribute@alues existing in the
data set does not a ect this fact.
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Figure 6.8: Geriatric Care Data with Di erent Number of Missing Attribute Values

Comparisons on the size of Frequent Itemset

We compare the size of the frequent itemsets on the predictiort@iracy, with di erent
frequent I-itemset, forl =5, 1 =4, | =3, 1 =2, and | = 1, on the geriatric care data
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with 50 missing attribute values forsupport = 30%. The comparison results are shown
in Table 6.11. For frequent itemsets whose size is larger thanthe computation time is

Table 6.11: Comparisons on Frequerititemsets for Prediction Accuracy

|-itemset | Accuracy Time for Itemset | Time for Prediction | Total
(Percentage)| (Seconds) (Seconds) (Seconds)

7 7800% 2371943 95000011 97371954

6 7800% 511351 21942596 22453947

5 78.00% 84:097 4003857 4087954

4 7800% 13121 576679 589800

3 78.00% 1:849 86:640 88489

2 7800% 0:471 36:708 37:179

1 64:00% 0:342 101403 101745

excessive. From Table 6.11, we can see that the size of the itemdetsn | =2to | =5
bring the same prediction accuracy on the missing attribute, wie the frequent 2-itemset
gives a much faster computation time.

Discussions for the Result on Geriatric Care Data

From the experimental results shown in Figure 6.6, 6.7, and 6.8 notice that

The prediction accuracy for the ItemRSFit approach increasewhile the support
value decreases.

The frequent Itemset approach can provide a higher predictioby itself. But this
approach cannot predict all the missing values in the geriatricare data set.

For the ItemRSFit approach on the geriatric care data, the lghest accuracy is ob-
tained when support = 10%; the lowest accuracy is obtained whesupport = 90%.
This can be explained as follows. \Support” is a measure to evalte the occurrence
of both the antecedents and the consequents of an associatioterin the data set.
The higher the support is, the more frequent this occurrence bemes and the less
knowledge for prediction is obtained. When the support valués increased, fewer
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matched cases are found from the itemset approach; thereforegpre missing values
have to be predicted by the RSFit approach.

The lowest accuracy of the ItemRSFit approach is equal to thecauracy from the
RSFit approach. The RSFit approach gives the baseline predien accuracy for the
ItemRSFit approach.

For di erent numbers of missing attribute values, the frequenitemset with the lowest
support brings the highest prediction accuracy. The frequeritemset alone as the
knowledge base to predict the missing values cannot fully nd ethe matches for the
missing value for geriatric care data.

Experiments on UCI Data Sets

In the experiments on the UCI data sets [21] we study how the ItentbFit approach can
be applied for predictions on di erent types of data sets. We g@eriment on data sets with
no missing attribute values. For each data set, we randomly sel€s¥% of the total possible
missing values (total number of condition attributes total number of data instances) as
missing attribute values, and list the prediction accuracy comarisons for the ItemRSFit
and RSFit approaches according to di erent support values.

Abalone Data This data set is used to predict the age of abalone from physical
measurements. There are;477 instances and 8 condition attributes in this data set.
There are no missing attribute values or inconsistent data instaes in the data set. For
this data set, we randomly select % missing attribute values, which is 167 missing
values. The prediction comparisons between RSFit and ItemR8Fpproaches are shown
in Figure 6.9.

Observation. As we can see from Figure 6.9, when the support value decreases, the
prediction accuracy increases.

Lymphography Data The data set contains 148 instances and 18 condition attribuse
There are no missing attribute values in this data. We check thahere is no inconsistent
data. The core is empty for this data set. We randomly select 138issing attribute values
from this data set, which is around 5% of the data set. The predion comparisons between
RSFit and IltemRSFit approaches are shown in Figure 6.10.
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Figure 6.9: Accuracy Comparisons for Abalone Data

Observation. As we can see, when support value decreases, the prediction accyra
increases. We further explore the prediction accuracy on a sr®l number of missing
values with this data set, as shown in Figure 6.11. For 10 missinglues, when support
reaches less than or equal to 20%, the accuracy is 100%. Thisatation implies that
a smaller number of frequent itemsets can also be used to providgth predictions for
missing attributes.

Glass Data This data set is used for the study of classi cation of types of glass
by criminological investigation. At the scene of the crime, tb glass left can be used
as evidence. There are 214 instances and 9 condition attriest There are no missing
attribute values or inconsistent data instances. We randomly sedt 96 missing attribute
values from this data set, which is around 5% of the data set. Th@ediction comparisons
between RSFit and ItemRSFit approaches are shown in Figurel®.

Observation.  For the glass data set, the support values rank from 1% to 10% for
frequent itemset generation. We can see as support decreases, phediction accuracy
increases. The highest prediction accuracy obtained whesupport = 1%. ItemRSFit
always achieves higher prediction than RSFit.

Iris Data For Iris data set, there are 4 condition attributes, 150 instarnes. There is
no inconsistent data existing in the data. We rst use the core algidhm to generate core
attributes, but the result is empty. This means none of the attibutes is indispensable.
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Figure 6.10: Accuracy Comparisons for Lymphography Data

We randomly select 30 missing attribute values from this data setvhich is around 5% of
the data set. The prediction comparisons between RSFit and iteRSFit approaches are
shown in Figure 6.13.

Observation.  For the Iris data set, the support values rank from 1% to 10% for
frequent itemset generation. We can see as support decreases, phediction accuracy
increases. The highest prediction accuracy of &3% is obtained whersupport = 1%. The
ltemRSFit always achieves higher prediction than RSFit. Itis also interesting to notice
how drastically the prediction accuracy increases from 20% &38:33% within a small range
of support values decreasing from 7% to 1%.

6.4.5 Discussions and Related Work

Experimental results from both the real-world geriatric cae data set and UCI data sets
have demonstrated the high prediction characteristics of thgroposed ItemRSFit approach
on processing data with missing attribute values. The frequenteinsets can be used as a
knowledge base to predict missing attribute values.

We nd the approach introduced in [91] close to our work. An appyach of using
association rules generations on completing missing values iscdissed. However, our
proposed ItemRSFit approach is quite dierent from the apprach introduced in [91].
First, only frequent 1-itemset and 2-itemset are used in [91] tond the possible values for
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Figure 6.11: Accuracy Comparisons for Lymphography Data

the missing data, and data associations with missing attributes othe consequent part

are used for prediction. It is not discussed what percentage ofelmissing data can be
predicted with the data association. We use frequent 5-itemsesdhe knowledge base for
prediction. We explore the relations between di erent supp and the percentage of the

compatible recordsusing frequent itemsets as shown in Figure 6.6. Second, in caser#

is no match from the data association, the missing value is assignieglthe most common

value of the missing attribute in [91]. We use frequent itemsetssahe knowledge base for
prediction, and the RSFit approach for thenon-compatible recordsvhere the itemset cannot

be applied, which guarantee that more important attributesare taken into considerations

while predicting attributes. The proposed ItemRSFit approak provides predictions based
on the data domain itself, which better preserves the origin& of the data sets and avoids

noise. Third, in [91], data associations, which are similar to assated rules, are generated
according to both support and con dence and used as a knowledgase for predictions.

Our approach is more e cient because we do not need to generaassociated rules based
on both support and con dence for prediction. Only support is ged for frequent itemsets
generation in the ItemRSFit approach.
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Figure 6.12: Accuracy Comparisons for Glass Data

6.5 Conclusions

In this chapter we explore a new usage of association rule alglonis on predicting missing
attribute values, combining with the rough sets theory. We rstintroduce a new approach
RSFit to assign missing attribute values based on rough sets theoromparing to the
\closest t" approach proposed by Grzymala-Busse [28], this appeach signi cantly reduces
the computation time and a comparable accuracy is achievedn the second part of the
chapter, we introduce an integrated approach IltemRSFit baskeon both association rule
algorithm and rough sets theory to assign missing attribute valwe The experimental
results show the new approach obtains higher prediction acaay than most of the existing
approaches. lItrelies on its own data as a knowledge base andrdfere the predicted values
are not biased.

The ItemRSFit approach uses the RSFit approach for predictmnnon-compatible records.
We would like to experiment with other techniques on predi@hg missing values for the
non-compatible records. In our research, we also adopt the stegies used by [100] on
balancing the computational cost and the prediction accurgc Lower support value can
bring a higher prediction accuracy; however, frequent itegets with lower support requires
more time for computation than frequent itemsets with highesupport. In the future, we
are also interested in exploring a satisfactory balance betwe#me support value and the
prediction accuracy. Given the available computational i and the a ordable compu-
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Figure 6.13: Accuracy Comparisons for Iris Data

tation time, it is interesting to explore what percentage of he missing attributes can be
e ectively predicted, and what are the most e ective attributes to be predicted. In case
of a higher prediction cost, the idea of giving more importanattributes higher priorities
for predictions can be applied as an heuristic. We would likeotexplore the relationships
between the prediction accuracy of IltemRSFit and the percéage of missing attribute
values contained within a data set. In our experiments, we hawabtained a satisfactory
predicting accuracy for the ItemRSFit approach on data sets itlh an average of 5% of
total missing attribute values. One future study we intend to mak is to determine what
database characteristics (distribution of the data, functioal dependencies among the data,
complexity of relations, and so on) must be taken into account ahhow should they be
taken into account to develop a parameterized analytic measiof missing values that can
be meaningfully calculated.



Chapter 7

Rough Set Based Knowledge
Discovery with Case Study in
Personalization

The goal of knowledge discovery in databases and data miningts extract information
from a large amount of real world data and to generate such infoation into knowledge, in
the form of explainable rules, to help human beings understamgrtain applications. In the
previous chapters of this thesis, we study and develop technegion the postprocessing of
the knowledge (rule generation and rule evaluation in Chapt 3, 4, 5), and preprocessing
of the data in order to be processed by the data mining tasks (misgimttribute processing
in Chapter 6). In order to demonstrate the applicabilities ad the usages of the techniques
developed in Chapter 3, 4, 5, 6, we consider a rough set based kizolge discovery system
and explain the utilities of the proposed techniques in such sysns. We then demonstrate
how such techniques can be adapted to the specic applicatiorf an online user-centric
personalization system through a case study, to further illustrat the value of our research.

7.1 Introduction

The general models of knowledge discovery in databases (KD@ntain processes includ-
ing data preprocessing, knowledge discovery algorithms, rulergrations and evaluations.

135
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Rule evaluation is a signi cant process in KDD. How to automatially extract rules that
are important and representative for human beings instead of Iseting those useful rules
manually is an interesting problem. Speci c di culties makethe research of rule evaluation
very challenging.

One of the di culties is that real-world large data sets normdly contain missing at-
tribute values. They may come from the collecting process, ordendant scienti c tests,
change of the experimental design, privacy concerns, ethngsues, unknown data and so
on. Discarding all the data containing the missing attribute vlues cannot fully preserve
the characteristics of the original data, and wastes part of #ndata collecting e ort. Knowl-
edge generated from missing data may not fully represent the gimal data set; thus, the
discovery may not be as su cient. Understanding and utilizing oforiginal context and
background knowledge to assign the missing values seems to be atinmogd approach for
handling missing attribute values. In reality, it is di cult to know the original meanings
for missing data from certain application domains. Another di culty is that a huge num-
ber of rules are generated during the knowledge discovery pess, and it is infeasible for
humans to manually select useful and interesting knowledge fnosuch rule sets.

We are interested in tackling di cult problems in knowledge dscovery from a rough sets
perspective. In this thesis, we discuss how rough sets-based rulel@atons are utilized
in knowledge discovery systems. Three representative approaghgased on rough sets
theory are proposed. The rst approach is to provide a rank of o important each rule
is by a Rule Importance Measure (RIM) (Chapter 4). The second gpoach is to extract
representative rules by considering rules as condition athutes in a decision table, the
Rules-As-Attribute Measure (Chapter 5). The third approach is pplied to data containing
missing values (Chapter 6). This approach provides a predioti for all the missing values
using frequent itemsets as a knowledge base. Rules generatednfthe complete data sets
contain more useful information. The third approach can be usgat the data preprocessing
process, combining with the rst or second approach at the rule eiluation process to
enhance extracting more important rules. It can also be used al® as preprocessing of
missing attribute values. An interesting personalization system Is&d on this rule-enhanced
knowledge discovery system is studied. The approaches of discmgeimportant rules are
further demonstrated in this personalization system.
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We discuss related work on current knowledge discovery systemsséd on rough sets
theory in Chapter 2. Section 7.2 examines RSES as a represént rough sets based
knowledge discovery system, and discusses an enhanced knowledg®odkery system by
integrating the techniques proposed in this thesis. Section37contains a case study of
a user-centric personalization system. How the proposed rule exation approaches (i.e.,
rule important measures) can be applied to such a system are demoagtd.

7.2 Rule Evaluations and Knowledge Discovery Sys-
tems

In this section, we rst examine a current rough set knowledge sicovery system, and
suggest the importance of rule evaluations. We then discuss howitbtegrate our proposed
rule evaluation approaches and their functions in knowle@gdiscovery systems. Other
rough set based knowledge discovery systems are presented in 8ec?.1.2 with related

rule evaluations covered in Section 2.3.

7.2.1 Analyzing RSES { Rough Set Exploration System

We take the RSES (Rough Set Exploration System) [12] system imtduced in Chapter 2
as an example system, and study in more detail of the role of rulsaduations. We show
that current systems are limited with regard to the rule evalugons, and we emphasize the
importance of rule evaluation in current knowledge discovgrsystems.

RSES is a well developed knowledge discovery system focusing atadanalysis and
classi cation tasks, which is currently under development. Figre 7.1 shows a use of the
system on a heart disease data set for classi cation rule generation

The data input to RSES is in the form of a decision tabld = (C;D), where C is the
condition attribute set and D is the decision attribute set. Preprocessing is conducted once
the data is imported to the system, during which stage the missingttabute values are
handled and discretization is performed if necessary as welle®icts are then generated
and classi cation rules based on the reducts are extracted.

RSES provides four approaches for processing missing attribwedues, such as removing
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Figure 7.1: Using Rough Set Exploration System on the Heart data

data records with missing values, assigning the most common valuéshe missing attribute
within the same decision class and without the same decision classd @onsidering missing
attribute values as a special value of the attribute [12]. Thee approaches are used during
the data preprocessing stage in the system. Although these approashare fast and can
be directly applied in the data, they lack the ability of preseving the semantic meanings
of the original data set. Missing values may be assigned; howevtre lled values may
not be able to fully represent what is missing in the data.

RSES provides rule postprocessing procedures which are \rulkker”, \rule shorten"
and \rule generalize". \Rule Iter" removes from the rule setrules that do not satisfy
certain support. \Rule shorten" shortens the length of the rule according to certain
parameters [12]. \Rule generalization" generalizes rulesccording to a system-provided
parameter on the precision level. Although these rule postprogsing approaches provide
an easier presentation of all the rule sets, these approaches doprovide ways to evaluate
which rules are more interesting, and which rules are higheuglity rules. These functions
cannot provide a rank of rules according to a rule's signi caze to the users.
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7.2.2 Enhanced Knowledge Discovery System based on Rough
Sets

We present an enhanced rough set based knowledge discovery systsnsteown in Fig-
ure 7.2, and indicate where the new techniques proposed inghhesis would be integrated.

Original Data ‘

ItemRSFit on
_prgdlctlng | Preprocessing
missing values
(Chapter 6)
Y
Processed
Data
v
Defining
Rule Generation (¢ Rule Template
Chapter 3
Rule (Chapter 3)
Importance Measures
(Chapter 4) v
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Reduct
Rules
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Figure 7.2: The Knowledge Discovery System Based on the RoughsS€heory

In this general purpose knowledge discovery system, data fromedent application do-
mains are rst imported into the system. Preprocessing includingnissing attribute values
processing and discretization are conducted in this stage. Afténe data is preprocessed,
attribute selections are conducted. Depending on the outputi erent attribute selection
approaches can be applied here. Rule generation algorithmstract rules. After the rule
sets are obtained, the important postprocessing of rule evaluan is performed in this
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stage. Rules are nally represented, possibly visualized in a t&n format, as knowledge
to the end users.

The three approaches from Chapter 4, 5, and 6 can be integrdténto this general
purpose KDD system as shown in Figure 7.2. The rst approadtemRSFit (as discussed in
Chapter 6) is used in the data preprocessing stage. The second aygmh, Rule Importance
Measure(as discussed in Chapter 4) is used to rank rules during the ruleadwation process.
It is also applied through the rule generation procedure. Théhird approach, rules-as-
attributes measure (as discussed in Chapter 5) is used only during the rule evaluatio
stage. We will elaborate on the utilities of these approaches #ollows.

I. Predicting missing attribute values based on Frequent It emsets.

The ItemRSFit approach is an approach on predicting missing &tbute values based on
association rules algorithm and rough sets theory. It has beenasin on both large scale real
world data set and UCI machine learning data sets on the improveatediction accuracies.

ItemRSFit approach is an integration of two other approach®efrom the association rule
algorithm and from rough sets theory. As a rst step in the associabn rule generation,
frequent itemsets are generated based on the item-item relatis from the large data set
according to a certainsupport Thus the frequent itemsets of a data set represent strong
correlations between di erent items. When considering a caain data set as a transaction
data set, the implications from frequent itemsets can be used tod which attribute value
any missing attributes are strongly connected to. Thus the fregpnt itemset can be used for
predicting the missing values. We call this approach the \items$epproach" for prediction.
The larger the frequent itemsets used for the prediction, the ane information from the
data set itself will be available for prediction; hence, the bher the accuracy that will
be obtained. However, generating frequent itemset for largeth sets is time-consuming.
Although itemsets with higher support need less computation tie, they restrict item-item
relationships; therefore, not all the missing values can be piieted. In order to balance
the tradeo between computation time and the percentage ofhe available predictions,
another approach is taken into consideration.

A reduct contains a subset of condition attributes that are su dent enough to represent
the whole data set. The intersection of all the possible reducts the core. Therefore the
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attributes contained in the reduct or core are more importanand representative than the
rest of the attributes. Thus by only examining attributes within the core or a reduct to
nd the similar attribute value pairs for the data instance coraining the missing attribute
values, we can assign the most relevant value for the missing attuile. Since this method
only considers a subset of the data set, which is either the coreareduct, the prediction is
quite fast. Our approach is called \RSFit" [55], and it is an alernative approach designed
for fast prediction. It can be used to predict missing attributeghat cannot be predicted
by the frequent itemset.

We integrate the prediction based on frequent itemsets and tHeSFit approach into a
new approachltemRSFit to predict missing attribute values. Frequent itemsets are rst
used to predict missing values as the knowledge base, and the R®fpiproach is then used
to predict the rest of the missing values that cannot be predicteby the frequent itemsets.
This approach can predict missing values from the data itselfherefore, less noise is brought
into the original data. The details on the ItemRSFit approab are presented in Chapter 6.

Properly processed data can improve the quality of the geneeat knowledge. Therefore
the ItemRSFit approach is used in this system at the preprocessirglage. It helps to
preserve the qualities of the original input data to this systemthus facilitating the rule
evaluation process.

[l. Rule Importance Measure.

The Rule Importance Measure (as introduced in Chapter 4) is seloped to provide a
diverse rank of how important the association rules are, alth@i this approach can also
be applied to rules generated by other rule discovery algdmins (such as classi cation rule
generations).

The association rule algorithm can be applied on this transacih data set to gener-
ate rules, which have condition attributes on the antecedermart and decision attributes
on the consequent part. Rules generated from di erent redudets can contain di erent
representative information. If only one reduct set is being osidered to generate rules,
other important information might be omitted. Using multiple reducts, some rules will be
generated more frequently than other rules. We consider thelas that are generated more
frequently to be more important.
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If a rule is generated more frequently across di erent rule sgetwe say this rule iamore
important than rules generated less frequently across those same rule sets.
The Rule Importance Measure is de ned as follows,

De nition 8

Number of times a rule appears in all
the generated rules from the reduct sets

Number of reduct sets
The Rule Importance Measure can be integrated into the curréemough sets based

knowledge discovery system to be used during the rule evaluatiprocess. A list of ranked
important rules can therefore be presented with their rule ifportance measures to facilitate
the understanding of the extracted knowledge.

Rule Importance Measure =

I1l. Rules-As-Attributes Measure.

The method of discovering and ranking important rules by condering rules as attributes
is introduced in Chapter 5. The motivation comes from the carept of reduct. A reduct
of a decision table contains attributes that can fully repres# the original knowledge. If
a reduct is given, rules extracted based on this reduct are negsentative of the original
decision table. Extending this concept of reduct to rule evahtions, if rules are considered
as condition attributes in a new decision table, the reduct dhis new decision table contains
important attributes, which are the rules.

We construct a new decision tableA,, (n+1), Where each record from the original de-
cision table ug; uy;::;;uyn 1 are the rows, and the columns of this new table consists of
Ruleg; Rules; ::;; Rule, 1 and the decision attribute. We say a rule can be applied to a
record in the decision table if both the antecedent and the cerquent of the rule appear
together in the record. For eachRule; (j 2 f0;::;;n  1g), we assign 1 to cellAfi;] ]
(i2f0;::;;m 1g) if the rule Rule; can be applied to the records;. We set O toAli; ] ] oth-
erwise. The decision attributeAfi;n] (i 2 0;:::;;m 1g) remains the same as the original
values of the decision attribute in the original decision talal.

We further de ne the Reduct Rule Setand Core Rule Set

De nition 9 Reduct Rule Set . We de ne a reduct generated from the new decision
table A asReduct Rule Set . A Reduct Rule Setcontains Reduct Rules
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The Reduct Rulesare representative rules that can fully describe the decisiontiabute.

De nition 10 Core Rule Set . We de ne the intersection of all the Reduct Rule Sets
generated from this new decision tabl@& asCore Rule Set A Core Rule SetcontainsCore
Rules.

The Core Rulesare contained in everyReduct Rule Set

By considering rules as attributes, reducts generated from ¢hnew decision table con-
tain all the important attributes, which represent the important rules generated from the
original data set; and it excludes the less important attribués. Core attributes from the
new decision table contain the most important attributes, whikb represent the most im-
portant rules.

This Rules-As-Attributes Measure can be integrated into the r@ evaluation stages,
after all the rules are generated from the original knowledg in order to help to understand
the essential knowledge of the input data.

Discussions on Rules Importance Measure and Rules-As-Attr ibutes Measure

The Rule Importance Measure and the Rules-As-Attributes Measuan both be applied to
the knowledge discovery system individually, although they ardi erent measures. They
are not to be used together, nor in any way do they compete withaeh other. Both
measures consider the input data as a decision table. The Rulegdortance Measure is
applied through the rule generation procedure, the input ofhis measure is the original
decision table, and the output is a set of rules ranked by theimportance. The Rules-As-
Attributes Measure takes any sets of rules as input, and it is tbe used after the rules are
generated. Such rules can be generated by various learnirigoaithms. The output of the
Rules-As-Attributes Measure is a set of important rules, which is aubset of the original
rule sets generated from the original data. Therefore, in sitions where the given input
is only a decision table, we can use the Rule Importance Measucegenerate a list of rules
with their rankings of importance; in the situations when thee exist a set of rules already,
we can use the Rules-As-Attributes Measure to extract the importd rules.
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Other Enhancements.

The utilities of the three approaches discussed in this thesis \@been demonstrated via
the enhanced rough sets based knowledge discovery system preseimtd-igure 7.2. They
are proposed to facilitate the evaluation of the rules. Therera other techniques that can
be used along with these approaches. For example, during the eujeneration process,
properly de ned rule templates (as discussed in Chapter 3) carohonly reduce the com-
putation of rule generations, but can also ensure high qualityutes, or interesting rules
generated according to the application purposes. Importantti@ibutes, such as probe at-
tributes [71], can be de ned in the data preprocessing stage fgenerating rules containing
such attributes for generating expected rules.

Our motivation is proposing approaches to enhance current kmwledge discovery system,
to facilitate the knowledge discovery of more interesting andigher quality rules.

7.3 Case Study

This section provides a case study to illustrate how a rough sets based knowledge dis-
covery system provides a useful mechanism for a real-world usentic personalization
system using the enhancements proposed in this thesis. We demonstréne rule evalua-
tion techniques proposed in the earlier chapters through aakworld application.

Personalization towards individuals recently became an ingptant focus for business ap-
plications, such as personalized home pages and a personalizegbpimg cart. In an online
shopping application, individuals' online purchasing pattars and online browsing experi-
ences may be personalized as well. Such personalization iphglto predict customers'
interests and to recommend relevant advertisements of intested products to facilitate
customers' online shopping experiences. However an online webrusarmally browses
hundreds of web pages before making a purchase online, andedéent users visit di erent
websites. Personalization based on other people's past histoneay not be very interesting
to another user. A user-centric personalization system based oniadividual user's search
histories is needed for precise personalization.

1The work shown in this section is a collaboration with the Decision Technobgy Department at Hewlett-
Packard Labs in Palo Alto, California. The author was employed as a sumrr intern in Summer 2006.
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The following Figure 7.3 illustrates the prototype of a potetial user-centric person-
alization system, combining data mining and machine learninglgorithms on predicting
online product purchases. User-centric data is collected and std in the databases. Fea-
tures related to user-centric clickstream data are selected édithe data is preprocessed for
the prediction engine. The search terms users input into the seh engines, and the search
terms they use on the leading shopping online stores are conseteras strong indications
of the purchasing interests, and the terms are categorized rsbtclassify potential users
into di erent product purchasing categories. Classi cation afjorithms such as decision
tree [77], logistic regression [5] and Nave Bayes [64], assoicatrules algorithms such as
apriori [3], and other prediction algorithms are applied inthe following steps to further
predict whether a user is an online buyer or non-buyer accortdj to the observed browsing
behaviours across multiple websites.

As part of the HP adaptive user-centric personalization projecshown in Figure 7.3,
one possible approach of modeling users' browsing behaviours asstudy their brows-
ing histories across multiple websites. Personalized productsdaadvertisements through
predictions generated by such models can be of great bene bin the business point of
view.

We rst survey the current personalization systems in Section 7.B. We discuss the
di erences between user-centric and site-centric data, andhé¢ di erences between the per-
sonalization techniques deployed for these two types of dataVe study the clickstream
data collected from an online audience measurement compary @ur test data. We show
through empirical experiments how the Rule Importance Mease, as an example of the
rule evaluation approaches proposed in this thesis to enhanbe knowledge discovery sys-
tems, can be applied towards the user-centric personalizatiegstem to extract important
rules on predicting online buyers.

7.3.1 Personalization Systems

Clickstream data collected across all the di erent websites aser visits re ect the user's
behaviours, interests, and preferences more completely thaatd collected from the per-
spective of a single website. For example, we would expect thaewould better model
and predict the intentions of users who we know not only searaheon Google but also
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!
4

Figure 7.3: Prototype for Online Product Purchasing System
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visited the HP shopping website and the Dell website, than if we kmoonly one of those
pieces of information. The complete data set is termed useratec data, which contains
site-centric data as a subset. Current research on clickstreamtdaanalysis is centered
around site-centric data [70]. The site-centric personalizain systems collect customers'
browsing histories based on the clickstream data from the indoual web site perspective,
and personalizations are generated according to these clickstm data to recommend items
to the internet users who browse this speci ¢ web site. Predictis can be generated for a
new customer based on the pro le matching of the existing customse(such as name, loca-
tion, gender, occupation, IP address, operating system and brser information), browsing
histories (such as the web pages the customers visited during atam period of time, ap-
plication tasks and their sequences the customers performedrithg a certain period of
time), and the preferences of the browsed items (such as some oustrs expressing great
interests on speci c items or tasks, whereas some customers showmterest on the same
items or tasks).

Each customer thus has his/her individual pro le collected. he more customer pro les
a personalization system collects, the more data becomes avaléafor precise recommenda-
tions. These user pro les are then saved either in at les or aredaded into the databases.
After the data is collected, preprocessing of the original data conducted, which includes
tasks such as missing values processing, discretization, normati@n and so on.

Then, personalizations are generated by certain rule gendoa algorithms, such as
association rule algorithms, clustering algorithms, classi catns and so on. The amount
of personalization can be huge when rst generated; thereforpost-processing for the
generated results is performed in this stage.

The rules generated based on customers' pro les therefore seagthe available knowl-
edge base for personalization systems. In the real world situatiomhen the personalization
system observes a new customer whose pro le is an exact match or sammatch to the
pro les in the databases, the recommendations from the persdization database are gen-
erated and provided to this new customer.

Figure 7.4 shows a model for a site-centric data personalizatisystem. Data collected
from di erent users, including the browsing histories, personalneferences and demographic
data, are sent for creating the personalization engine. Whenrnew customer comes, based
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on the browsing histories and the demographic information, thengine recommends per-
sonalized interesting items (such as web pages) to this new user.

Figure 7.4: Personalization for Site-Centric Data

7.3.2 User-Centric Personalization

The personalization systems introduced above are also calledtéscentric personalization
systems”. Such systems make predictions for \site-centric datalyhich is data collected
on one single server [70]. Site-centric personalization systeomlect customers' browsing
history from the clickstream data on the web site side, and persolieations are made based
on these clickstream data from the site to recommend items to theustomers who browse
this speci c web site.

Much current research on clickstream data personalization foses on site-centric per-
sonalization [70]. It is important to study the di erence between user-centric data and
site-centric data, to determine the potential value of the ugecentric approach. Due to
the limitations of site-centric data it is di cult to fully ca pture customers' online shopping

behaviours for precise personalization modeling and predmts. We explain one of the
di culties in the following example.
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Let us consider an online shopping and retail website such as shojgpcom or Ama-
zon.com as an example, which we call site-centric website. Gater the online clickstream
data collected by this site as site-centric data. Knowledge du@s customers' demographic
information, the web pages the customers visited, the time theustomers spent on each of
the particular web pages, the incoming and outgoing URLSs for el of the customers and so
on are collected on the server side. Information for the prewie web pages each customer
visited is collected, and recommendations based mostly on thayers'(customers who are
observed to make a purchase at this site) behaviours are suggestédr those customers
who visited but do not make a purchase at such sites, although latéhey may make a
purchase elsewhere (e.g., HP shopping websites), this site capsutiee browsing histories
for people who visited, but such browsing information is not camdered to be important
for making online product purchase predictions. The availabl information is thus not
fully captured and utilized. On the other hand, demographianformation for customers’
background are also taken into consideration for making recanendations. Therefore,
customers' privacies are not well protected.

User-centric studies are proposed for personalization based orstomers' individual
behaviours while greatly preserving customers' privacy issues. Usentric data is col-
lected to capture each of the individual customers' browsing haviours. Data contain-
ing customers' browsing histories, purchasing histories, and so oreahen processed for
personalization generation. In user-centric data personadition, the limitations of not ef-
fectively capturing complete information collected from oly certain sites no longer exist.
Users' web search histories across multiple websites are all usedamg the construction
of the engine. User-centric personalization has the advantagé protecting users' privacy
as well. By considering more complete information collectdtbm the users, without using
their demographic information, the personalized model canlfy capture the behaviours
while greatly taking care of the privacy issues without using th individual's demographic
information (such as users' login names, zip code, age, occupas and so on).

The personalization techniques for site-centric data are dei mature, which are tech-
niques originating from traditional web log mining, machie learning, data mining and so
on. Given the di erences between site-centric data and useeatric data, it is important to
study whether these site-centric personalization techniquesit be applied to user-centric
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data, and whether new issues (in terms of data collection, dagareprocessing, user be-
haviour modeling and so on) and new challenges should be takemoi consideration for
user-centric data personalization.

User-centric data is collected for each of the individual useiThe data contains users'
browsing histories on all the web sites they visit and their own pferences of interested
web sites. Figure 7.5 depicts a sample user-centric personaliaatsystem.

Figure 7.5: Personalization for User-Centric Data

7.3.3 Dierences between User-centric and Site-centric Data
We summarize the di erence between user-centric and site-ceictdata.

How is the data collected? Site-centric data is collected fmo a particular web site
due to the limitations of accessing other web sites. User-centri@td is collected
based on each of the individual users. The data contains clickeams from multiple
web sites that users browsed.

What is contained in a session? Given a session containing all the nssdorowsing
history within a limited time sequence (i.e., 30 minutes), the ssion data for site-
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centric data contains all the webpages a user visited on one \géb; the session data
for user-centric data contains webpages a user visited on mpleg websites.

7.3.4 Related Work

Zhu et al. [98] recently developed a user-side web personalization systeWeb-IC" to
predict information content (IC) pages that a web user will benterested to visit. The
motivation of this system is to help web users locate these IC pageverywhere on the web
for the users themselves based on their own behaviours. The womdstained in the web
pages a user visits, as well as the actions (such as back pages biogvor follow-up pages)
the user makes on such pages are taken into consideration as usetsrests for behaviour
modeling. It is shown that classi ers built from such features aextracted from user-side
browsing properties can e ectively predict the interested wapages for the users [99].

Although our work is similar in the fact that we both are interesed in personalization
towards the user-side, the purposes of our experiments and thadkground of the adaptive
web personalization project are di erent from this work. We @ not consider the content
information (words) inside the webpages; we do not collect thesar's web actions on the
web pages (such as back page browsing, follow-up pages). We aterested in predicting
online product purchases instead of predicting interested wglages. We are also interested
in studying how site-centric algorithms can be adapted for us@entric personalization.

Other researchers studying user-centric personalization inde Lieberman, who devel-
oped the Letizia web search agent for web page recommendat[68], Billsus and Pazzani,
who query users to get feedback for recommending news web afjel] and Ardissoncet
al. who customize the presentation of a website advertising a produo a user, based on a
monitoring of the user's interests [8]. These researchers aremnéocused on user modeling
and machine learning, whereas we are most interested in deyehy e ective data mining
techniques.
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7.3.5 Experimental Data

Nielsen//NetRatings MegaPanel data? is used as our testbed for this adaptive web per-
sonalization project. Nielsen is an online audience measurerneompany, which is the
premier provider of the media-quality internet data. The MgaPanel data o ers the over-
all, in-depth proles of customer behaviours. The data is cadcted over the complete
customers' online search experiences on both leading searchireg) (such as Google, Ya-
hoo) and shopping websites (such as Amazon, BestBuy). The datalection processes are
designed in such a way that the average customers' online behaw® and their retention
rate are consistent with the goal of representative sampling afternet users.

The data collected over 8 months (from November 2005 to June @) amounted to
approximately 1 terabyte from more than 100000 households. For each URL there are
time stamps for each internet user. Retailer transaction dataomtains more than 100 online
leading shopping destinations and retailer sites. The data alsomtains travel transaction
data, such as air plane, car and hotel reservation histories. Ti@eis also users' search
terms collected in the URL data. The search terms are collectdtbm top search engines
and comparison shopping sites. In addition, additional searchrtes are extracted and
customized by HP Labs (e.g., from Craigslist.org, which is a welsifor online classi ers
and forums).

7.3.6 Experimental Design

The essential purpose of this adaptive web personalization peat is to predict users'
online purchasing behaviours based on all the websites the usésited. The clickstream
data collected therefore includes not only clickstream dataom one single website, but also
all the other websites the users visited. The motivation of thex@eriment in this section
is to demonstrate the usage of the proposed rule evaluation appches in this thesis on
a real-world application as a case study. The Rule Importance @édsure from Chapter 4
is applied to rank the important rules which are extracted fom the experimental data to
predict the potential online buyers for certain products.

We rst describe the features constructed from the original userentric data used in

2http://lwww.nielsen-netratings.com/
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this experiment.

Feature Construction

Features are important elements representing the experimahdata. Feature construction
is usually conducted in the data collection process. In our expmental data, features
re ecting online purchases are not directly available fromhe original source of the data.
Since our purpose of this section is to predict online productupchases using user-centric
data, we focus on constructing features that can re ect the us& browsing and searching
behaviours across multiple websites. There are 26 online pradwcategories available in
our experimental data. In this experiment, we limit the onlhe purchasing product category
to be personal computers, including desktops and laptops.

The intuition for extracting such features towards our user-entric personalization task
is that, during an online purchasing event, in general, peapWwould rst search the product
category in general on the leading search engines (such as Geag Yahoo); then, they
would visit the retailer websites (such as Dell) who sell this pauct for detailed product
information. After knowing more about this product, people wuld check how other cus-
tomers consider this product in some review websites (such as CNEWhen they are close
to purchase, they would most likely look for coupons or discousfor a speci ¢ product.

Since site-centric data are collected as a subset of user-centtata, traditional features
for site-centric clickstream analysis are considered as partadr feature sets. Features such
as \the number of sessions the user spent on certain website", \thelsWRLSs visited", \the
total time spent per session of visit" and so on are extracted.

User-centric features related to searches across multiple websisuch as \search terms
used across multiple search engines and websites", \whether st retailer websites",
\whether visited review websites"”, \whether made an online pwhase" and so on are
extracted.

According to the above mentioned site-centric and user-centrirelated features, we
construct 28 features that are used in the following experimenfor predicting purchase of
personal computers, as shown in Table 7.1. December 2005 datased for this experiment.
In the feature descriptions, \NNR" stands for Nielsen//NetRating; HP customized sites
stand for additional searches or websites extracted and custaad by HP Labs (such as
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Craigslist). The HP customized sites includes all the sites preadsi ed by NNR.

Decision Table

December 2005 data is used for this experiment. We consider @ features as shown in
Table 7.1 as condition attributes, we consider whether a persas a buyer or non-buyer
for personal computers in December 2005 as the decision attrib. For a decision table
T = (C;D), C = ffeature sets containing 28 featurgs D = fbuyer, non-buyeg. With
83,635 users and 28 features, we create a decision table as shown inlef@.2.

After the data is processed in the format of a decision table, we ¢h apply the equal
frequency [18] approach to discretize the data.

Rule Importance Measures

Recall the generation of the Rule Importance Measure in Figar4.1 (Chapter 4). After
the input data is preprocessed, the multiple reducts are geratded. We use the genetic
algorithm provided by RSES [12] for multiple reducts geneton. The reducts are shown
in Table 7.3.

We use apriori association rule generation to obtain predictiorules. Since the goal of
this experiment is to predict whether an internet user is a p@ntial online buyer of personal
computers, our interest is to generate rules which lead to thegdictions of buyers or non-
buyers of computers. We specify the following two rule templas as shown in Eq. 7.1 and
Eq. 7.2 that are applied during rule generations.

First, we specify that only decision attributes (buyer or non-byer) can be on the
consequent part of a rule, and there may exist more than one fea¢ on the antecedent part
of the rule. The antecedent leads to a decision (buyer or nomser) which is represented
by the consequent part.

hFeature,; Feature,;:::; Feature,i ! h Decisioni (7.2)

Secondly, we specify the subsumed rules using the following caoastt. Given a rule
represented by Eq. 7.2.

hFeature,; Featuresi ! h Decisioni (7.2)
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Table 7.1: 28 User-Centric Features for Online Computer Purelses in December 2005
Data

No. Feature Feature Description No. of Users Value
ID who satisfy range
the feature

1 Gla Whether searched \laptop" before purchasing on Google 279 f Yes, No g

2 G1b # of sessions this user searched \laptop" 279 fo,...,Ng
before purchasing on Google

3 Glc # of sessions this user searched \laptop" 647 fo,...,Ng
before purchasing on all NNR

4 G1d # of sessions this user searched \laptop" 1,012 fo,...,Ng
before purchasing on all NNR & HP customized search

5 G2a # of page views on Google before purchasing 41; 778 fo,...,Ng

6 G2b # of page views on all NNR before purchasing 69; 219 fo,...,Ng

7 G2c # of page views on all HP customized search before purchasing 70; 192 fo,...,Ng

8 G3a # of sessions on Google before purchasing 41; 778 fo,...,Ng

9 G3b # of sessions on all NNR before purchasing 69; 219 fo,...,Ng

10 G3c # of sessions on all HP customized sites before purchasing 70; 192 fo,...,Ng

11 Gba # of page views per user who searched \laptop" 279 fo,...,Ng
on Google before purchasing

12 G5b # of page views per user who searched \laptop" 647 fo,...,Ng
on all NNR websites before purchasing

13 G5c # of page views per user who searched \laptop" on 1,012 fo,...,Ng
HP customized websites before purchasing

14 G6cl # of sessions a user visited a hardware manufacturers or 48; 130 fo,...,Ng

multi-category computers/consumer electronics sites
and NNR sites before purchasing

15 G6c2 # of sessions a user visited a hardware manufacturers 48; 627 fo,....,Ng
or multi-category computers/consumer electronics sites
and HP customized sites before purchasing

16 G6d1 # of page views a user visited a hardware manufacturers 48; 130 fo,...,Ng
or multi-category computers/consumer electronics sites
and NNR sites before purchasing

17 G6d2 # of page views a user visited a hardware manufacturers 48; 627 fo,...,Ng
or multi-category computers/consumer electronics sites
and HP customized sites before purchasing

18 G15 # of sessions the user searched \coupon" or 3,208 fo,...,Ng
\review" before purchasing
19 G6a Whether this user visited the hardware manufacturers 48; 627 f Yes, No g

or multi-category computers/consumer electronics sites
and HP customized sites before purchasing

20 G6éb Whether this user visited the hardware manufacturers 48; 130 f Yes, No ¢
or multi-category computers/consumer electronics sites
and NNR sites before purchasing

21 G20a Whether this user visited the hardware manufacturers 50; 041 f Yes, No g
or multi-category computers/consumer electronics sites
before purchasing

22 G20c # of sessions this user visited the hardware manufacturers 50; 041 fo,....,Ng
or multi-category computers/consumer electronics sites
before purchasing

23 G20d # of page views this user visited the hardware manufacturers 50; 041 fo,...,Ng
or multi-category computers/consumer electronics sites
before purchasing

24 Gl4a Whether this user made a purchase (of any product category) 25; 029 fo,...,Ng
in the past month (November)

25 G1l4b Whether this user made a purchase of computer hardware, 5; 400 f Yes, No ¢
or computer software, or consumer electronics categories i n the
past month (November)

26 Gl4c # of purchases of computer hardware, computer software, 5; 400 fo,...,Ng

or consumer electronics category the user made in the
past month (November)

27 G1l1 # of time (seconds) this user spent to visit the hardware manu facturers 50; 041 fo,...,Ng
or multi-category computers/consumer electronics sites
before purchasing

28 G16 Whether this user visited a review site before purchasing 12; 323 f Yes, No g
(In the URL table, pag _addres contain %cnet%)
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Table 7.2: Decision Table for Classi cations

User ID Condition Attributes Decision Attribute
28 Features f buyer, non-buyeg

ID G1aG1bhG1laG1ld:::G14¢G11|G16f buyer, non-buyeg

1 Yes2 |0 |2 [::7 |5200No |buyer

2 Yes5 |1 (7 [::2 413 [Yes|non-buyer

3 No|[O [0 |1 [::{0 |622|No |buyer

83,635|Yesil |0 (3 [::0 [342|No |buyer

Table 7.3: Reducts Generated by Genetic Algorithm for DecigioTable 7.2

No.Reduct Sets

f G2c, G3a, G3b, G14a, G11, G6b, G16
f G2a, G2c, G3b, G6d1, G14a, G11, Gj
f G2a, G2c, G3b, G6¢2, Gl4a, G11, Gg
f G2a, G2b, G2c, G6d1, G14a, G11, G§
f G2a, G2c, G3b, G14a, G11, G6a, Gi6
f G2a, G2c¢, G3b, G20a, G14a, G11, G
f G2c, G3a, G3b, G6¢2, G14a, G11, Gg
f G2b, G2c, G3a, G20c, Gl4a, G11, Gg
f G2c, G3a, G3b, G20d, G14a, G11, G§
f G2c, G3a, G3b, G20a, G14a, G11, Gf
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the following rules
hF eature;; Feature,; Featuresi ! h Decisioni (7.3)

hFeature,; Feature,; Featuregi ! h Decisioni (7.4)

can be removed because they are subsumed by Eq. 7.2.

The classes of online buyers and non-buyers are very imbalamhde this data set.
Among the 83635 number of users, only 449 are buyers, which takeb8% of the total
number of users. It is trivial to obtain higher con dence rulesy simply generating rules
to predict the non-buyers based on the features. However, thislhnot satisfy the purpose
of such research of predicting online buyers. We therefore setetlalues of support and
con dence to be lower in order to generate rules that can be ubéo predict both buyer
and non-buyers. We generate the rule sets based on these 10 redigts with support =
0:01% confidence = 5%.

There are 75 rules generated by using the Rule Importance Meassiand rule templates.
We rank their rule importance, as shown in Table 7.4. In compgon, without the rule
templates or using reducts, 16178 963 rules are generated.

How to Interpret the Rules

Let us take two rules from Table 7.4 as examples.

Rule No.1l: If an online user has not searched on any of the HP customizeshch sites,
but this user made an online purchase (of any product categoig)the previous month, and
this user spent more than 622 seconds visiting a hardware méacturer or multi-category
computers/consumer electronics sites, then this user may bepotential online buyer of
personal computers.

Rule No.3: If an online user did not visit any hardware manufacturer or mlti-category
computers/consumer electronics sites, then this user may tnbe a potential online buyer
of personal computers.

Discussions

The Rule Importance measures provide an e cient view for impant and representative
knowledge contained in this user-centric clickstream data.uSh extracted rules are useful to
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Table 7.4: The Rule Importance for Decision Table 7.2

No.Selected Rules Rule Importance
1 |G2c¢c=0, G14a=1, G11 622! buyer 100%
2 |[G16=0"! non-buyer 100%
3 |G11=0"! non-buyer 100%
4 |G3b=0, G11 622! buyer 80%
5 |G2c< 13, G3a=0, G14a=0, G11 622! buyer 50%
6 |G2a=0, G2c< 13, G14a=0, G11 622! buyer 50%
7 |G2b< 10! non-buyer 20%
8 [G2c< 13, G20a =1, Gl4a =1, G16=0' buyer 20%
9 |G2b< 10,1 G20c< 4, Gl4a=1! buyer 10%
10|G2a=0, G2c< 13, G11 622, G6a=1! buyer 10%

predict whether an online purchase will happen for certain useaccording to the observed
online searching and browsing behaviours.

In order to generate rules for possible online buyer predictipthe value of the support
is quite low. The following study explains this situation. Accading to a study published by
comScore® in December 2004 about the results for internet users' potentian purchasing
electronics and computer products, the results indicate thahe 92% of the internet users
purchase the products o ine after searching on the internet. @ly a small percentage of
internet users would make an online purchase eventually, atthgh 85% of such purchases
happen after 5 or 12 weeks of the initial search. The current parimental data we consider
contains users' online browsing behaviours occurring withinne month. Therefore the
occurrence of online purchasing in our data is low.

Through our case study, we also found certain user-centric feafis are more important
than others on predicting online purchases, namely the feaws that arise in the Rule
Importance Measure. For example, the number of page views artarnet user spent on

3http://www.comscore.com/press/release.asp?press=526
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search websites is an indication of this person's interests. Thact that some user made a
purchase online previously indicates such a user is more likety¢conduct online purchases.

Other Experiments

For this user-centric web personalization application, in atition to the case study of
using the Rule Importance Measure for evaluating important fes for online purchases,
we also conducted related experiments on using classi catiorgafrithms including decision
trees, logistic regression and Nawe Bayes for online product mmhasing prediction based
on this user-centric experiment data. We discuss brie y the exgimental design and the
classi cation algorithms as well as the experimental results. Hey serve as preliminary
work on applying classi cation algorithms for user-centric we personalization purchasing
predictions.

We use cross validation through the rest of the experiments. Fohé complete data in
the form of a decision table 83635 29 as shown in Table 7.2, we performed 2-fold cross
validation (with 50% for training, 50% as testing data, and ierating the process to average
the performance results). The experiments on decision tree stication are conducted
on Suse Linux v9.2. (Intel Xeon(TM) CPU 2.80GHz, 2 processor with.3G RAM). The
experiments on logistic regression and Nasve Bayes are condetton a PC with Pentium
M CPU 1.86GHz, 1.5G RAM.

Given a confusion matrix as shown in Table 7.5, we use the followj evaluation met-
rics [20] to evaluate classi cation performance. Below T starsdfor \true", F stands for
\false", P stands for \positive" and N stands for \negative".

Table 7.5: Confusion Matrix

Actual buyer | Actual non-buyer
Predicted buyer TP FP
Predicted non-buyer| FN TN
TP
Recall =

TP+ FN
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Precision = TP
~ TP+FP
. TP
TrueP ositiveRate = TP+ EN
FP
F alseP ositiveRate= ————
alseP ositiveRate FP T TN

Decision Tree Decision tree learning is an approach to approximate discretalued
functions that can be represented by a decision tree [77]. Theeeés can then be used to
construct classi ers for predictions. In a decision tree, the imtrior nodes stand for the
condition attributes, the leaves stand for the classes, the pathrdm the interior nodes
leading to a leaf stands for a rule which satis es the conjunctioof condition attributes on
this path and leads to a decision. A decision tree algorithm us@gormation gain to select
the attributes from which to start branching. The attribute with the highest information
gain is chosen as the splitting attribute for the current nodeFor a given decision attribute
C (we assume only buyer or non-buyer as the two classes in our discuskgithe information
gain is
X2
| (buyer;non buyer) = pilogp;
i=1
There are dierent decision tree implementations available We use C4.5 decision
tree [77] implementation for classi cation rule generatiorf. This implementation avoids
over tting of the data, performs rule post-pruning and is abé to handle continuous at-
tribute values as well.
The experimental results are shown in Table 7.6.

Table 7.6: Decision Tree Classi er

DecisionTree
Precision26.76%
Recall [8.48%

4Source code is downloaded fromittp:/iwww2.cs.uregina.ca/  dbd/cs831/notes/mi/dtrees/c4.5/tutorial.html
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The result indicates that a decision tree can be used as a classifer online product
purchasing prediction®. Classi ers can be created based on user-centric features to i
the potential buyers. The branching node in the decision tree Bfping a potential buyer
and non-buyer can be detected and be used for suggesting persaedirecommended
items such as potentially interesting products.

Logistic Regression  We use Weka's® logistic regression implementation for creating
the classi er based on logistic regression. This statistical regressi model can be used
for binary dependent variable predication. By measuring theapabilities of each of the
independent variables, we can estimate the probability of a lyer or non-buyer occurrence.
The coe cients are usually estimated by maximum likelihood, ad the logarithm of the

odds Ig(l—pp) is modeled as a linear function of the explanatory variab$e[5], which are the
28 features from our data. The probability of buyer can be estiated by

+ 1X1t+ 2Xot i+ nXn

P

1+ + 1X1t+ 2X2+ i+ nXp

The default cuto threshold of predicting a buyer is p = 0.5. The classi cation results
are shown in Table 7.7. By adjusting di erent cuto thresholds, we can obtain various sets
of classi cation performance according to di erent threshold.

Table 7.7: Logistic Regression Classi er

Logistic Regression (p=0.5)
Precision18.52%
Recall |2.23%

By varying the cuto threshold, we plot the following comparison curves. Figure 7.6
shows the precision and recall curve for the user-centric classi generated by logistic
regression. Figure 7.7 shows the ROC curve [76] (False Positivet®kas. True Positive

5These turn out to be respectable gures according to marketing executives at HP, comparedo other

non-data-mining methods such as using single SQL aggregation to calculate precisiomé recall.
5Downloaded from http://www.cs.waikato.ac.nz/ml/weka/
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Precision & Recall Curve (for 41,817 Customers with 224 Buyers)
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ROC Curve (for 41,817 Customers with 224 Buyers)
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Rate) for the user-centric classi er generated by logistic regssion.

Figure 7.8 shows the tradeo between the cuto threshold and pecision/recall for the
user-centric classi er generated by logistic regression. Thisgblcan be used for determining
the suggested cuto threshold in order to reach a satis ed precisioand recall towards
certain classi cation applications.

Nawve Bayes Previous studies have shown that a simple Nawve Bayesian classi bas
comparable classi cation performance with decision tree classis [42]. Nawve Bayes clas-
si ers [64] assume that the e ect of an individual attribute on agiven class is independent
of the values of the other attributes. LetH be the hypothesis that a person is a buyet,
the probability that H holds given the data setX is P(HjX), the Bayes theorem is

P(XjH)P(H)

PHIX) = =5y

Since the Nasve Bayes classi er assumes that the attribute valgeare conditionally inde-

pendent given the class valu€,
Y

Paj;ag;: 5 anja) = P(gja)
therefore Y

J
Based on the frequencies of the variables over the training tda the estimation corre-

sponds to the learned hypothesis, which is then used to classify amnmstance into either
buyer or non-buyer of certain product categories.

We use Weka's Nawe Bayes classi er implementation for our expenents [90]. We list
the classi cation results in Table 7.8. In comparison to logisticegression as a classi er,
for the same recall, Nasve Bayes has a lower precision.
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Table 7.8: Naswe Bayes Classi er

Nawve BayesLogistic Regression (P=0.035)
Precision3.52% 9.15%
Recall [23.2% 24.1%

Discussions

From our experiments, we observed that logistic regression prdeis a lower precision than
the Decision Tree, although it provides a exible option to aglst the precision and recall
for the classi ers. Nawve Bayes assumes the independence betweach of the features.
It is a simple classi cation model, although the precision is logr than logistic regression.
The classi cation experimental results we have obtained on thiuser-centric clickstream
data demonstrate e ective product level prediction.

7.4 Conclusions

In this chapter, we demonstrate how the proposed techniques this thesis can be used
to enhance current knowledge discovery systems. The work on exjhg the rule tem-
plates for choosing interesting rules in Chapter 3 can be apgdl to the system for limiting
the number of recommendations and generating recommendats towards the special re-
quirement of the applications. The Rule Importance Measuresitroduced in Chapter 4
are useful method for providing users various selections of oezmendations in di erent
degrees of importance and interestingness. The Rules-As-Attrites Measure discussed in
Chapter 5 can be used to choose representative and important oeemendations from large
recommendation databases. The privacy concerns for users iretbontext of a knowledge
discovery system are one of the common issues in the data colletsiof the real-world sys-
tems. In the situation when the users are not willing to release #ir personal information,
the system will have many occurrences of missing values in theginal data. Simply ignor-
ing such user pro les having missing values is not a good strategy utilizing the available
information; therefore, techniques on how to handle largeath sets containing missing at-
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tributes values are very important. The proposed ItemRSFit pproach in Chapter 6 are
shown to be well applied to large data sets for processing missindues.

Through a case study of using Rule Importance Measures on genergtimportant rules
from a user-centric personalization system, we show empiricathpw the Rule Importance
Measure, as a sample of proposed approaches in this thesis, can t&pted into a real
world application. Important rules ranked by the Rule Impotance Measure are e ective
on discovering potential online buyers. The other proposed afaches can also be applied
to this user-centric personalization system. For example, thaile templates introduced in
Chapter 3 can be used through the rule generation process to edt domain related rules.
Given a set of rules generated by existing learning algorithmshe Rules-As-Attributes
Measure in Chapter 5 can be applied for extracting importantules. In the situation when
there exist missing attribute values from the user-centric clistream data, we can use the
ltemRSFit approach in Chapter 6 to assign the missing values in éhdata preprocessing
stage. We also have interesting experimental results on discangr prominent features
for user-centric personalization applications. The featureoastruction problem for user-
centric applications is still a new area. Features that can lteer describe an online buyer
or non-buyer's intention still needs to be studied. In additia, we have some preliminary
results on a related topic in the area of online product purctsing prediction, namely how
to make use of classi cation algorithms in order to make these pietions.



Chapter 8

Conclusion and Future Work

8.1 Conclusions

We proposed rule evaluation measures to facilitate the knovdge understanding process
and data mining applications. We rst studied rule templates asone of the subjective
interestingness measures, and explained its application towdsr extracting interesting rec-
ommendations in a movie recommendation task (Chapter 3). Wenén introduced rough
sets theory, based on which two rule evaluation measures wer@posed, the Rule Impor-
tance Measure (Chapter 4), and the Rules-As-Attributes MeasureChapter 5). The Rule
Importance Measure was proposed to provide a ranking of how igpant the association
rules are. Since reducts contain the representative attrilbes of the original data, rules
generated based on reducts are therefore representative oé thriginal knowledge. Multi-
ple reducts generated multiple rules, and the more importantules were generated more
frequently across these rule sets. The Rule Importance Measura dee applied to evaluate
association rules. Itis an easy and objective measure. The Rules#t&ibutes Measure is
also designed to extract important rules, although it does notrpvide a list of rules ranked
by their importance. This measure instead provides a set of impgant rules, which are
from the reduct of a decision table that is constructed by consailing the rules generated
from original data as the condition attributes. Empirical stulies for both these rough set
based rule evaluation measures demonstrate their e ectivenesa extracting important
rules. These measures can be applied towards various applioas.

166
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In addition to the proposed rule evaluation measures, we also sied a data preprocess-
ing approach on handling missing attribute values (Chapter 6)The ItemRSFit approach
integrates both the association rule algorithms and the rougbets theory on assigning the
missing attribute values. We believe such studies on the preprasiéng of the knowledge
discovery system can contribute to the rule generations, thus ¢hrule evaluation process
can bene t from more complete and better quality data. We prpose this data preprocess-
ing approach be done prior to applying either our proposed Relllmportance Measure or
the Rules-As-Attributes Measure.

Finally, through a case study of an user-centric web personaltean system, we show
how the proposed techniques can be utilized and adapted to actaal system (Chapter 7).
The Rule Importance Measures are demonstrated throughout thgersonalization system
on how to extract important rules for purchasing predictions.The end results indicate the
extracted important rules are useful to predict whether an dme purchase will happen for
certain users according to the observed online searching anaWwsing behaviours.

Our contribution lies in a series of rule evaluation measuremd the explorations of
their empirical applications. We summarize our contributios as follows:

What's new? We have proposed two rough set based rule evaluatioreasures, the
Rule Importance Measure and the Rules-As-Attributes Measure; aew use of rule
templates to generate interesting rules, in the context of reemmender systems; and
a new approach ItemRSFit for preprocessing missing attribute ges. Such rule
evaluation techniques and missing attribute processing tectiues proposed in this
thesis are novel in the area of knowledge discovery in databases! data mining. We

also explored the usage of the proposed new techniques on a new-asatric web

personalization system.

What's di erent? The Rule Importance Measures are di erent fom the rule inter-
estingness measure or the rule quality measures proposed by ottesearchers in the
eld [17, 35]. The Rule Importance Measure is used to evaluatessociation rules.
It is an objective measure, which provides a more direct and wibus view for the
rules. The Rule Importance Measure can reduce the amount of datequired for the
rule generations by selecting only important attributes fra the original data. The
number of rules generated is thus greatly reduced. As an exalmpfor the geriatric
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care data set in Chapter 4, 218 rules are generated and rankesing the Rule Im-
portance Measure, however,; 526 392 rules are generated from the original data set
without considering the reduct sets or rule templates. Our metid e ciently extracts
important rules, and at the same time provides a ranking for imgrtant rules.

What's signi cant? The two rough set based rule evaluation meases, the Rule
Importance Measure and the Rules-As-Attributes Measure, are onnost signi cant
contributions of this thesis. They provide an automatic, e etive, and straightforward
way of extracting important knowledge. They can also be usedifaly with other
measures to facilitate the rule evaluations. These two measur@sorporate domain
related information into the rule evaluations. The signi carce of the Rule Importance
Measure is also reinforced in the case study presented in Chapter 7

What is better? The proposed techniques in this thesis can hefeople better un-
derstand the discovered knowledge from the original data. Tiehelp people auto-
matically select important and signi cant knowledge from a hge amount of data.
In case of incomplete knowledge, the proposed missing attribyteocessing approach
can be used to provide a complete data source for knowledge dissy. Therefore
rules generated from such complete data better represent theginal knowledge than
rules generated based on data with missing information.

8.2 Future Work

We plan to investigate the following future work.

Rule Evaluation Extensions. The rule evaluation approachesstussed in Chapter 4
and 5 are proposed and demonstrated in experiments based on assamn rule gen-
eration. We believe such measures can be widely applied towamther rule genera-
tions such as classi cation rules and sequential patterns [4]t Wwould be interesting
to conduct logic analysis on the Rule Importance Measure to makhis measure more
fundamental and useful. The Rule Importance Measure and the Rs-As-Attribute
Measure can also be integrated together to further evaluate les. For example, it
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would be interesting to consider the Rules-As-Attribute measuresaa transforma-
tion of rules into a decision table. In this decision table, we ay also nd multiple
reducts. Some rules would appear more frequently in some retiuthan others. The
Rule Importance Measure can be again applied. We can rank rslaccording to the
values of the Rule Importance Measure. This may provide furdr insight into the
inherent merit of the Rule Importance Measure.

We would also like to extend the proposed measures towards breadknowledge dis-
covery domains, such as survival analysis [11] in the medical rasgh eld. Patients'
survival status and survival time (such as days of survival after disease is diagnosed)
are the two main objectives for predictions. Such predictiaalso require rule genera-
tions based on the medical data. The rule evaluation measureisclissed in this thesis
can be applied to evaluate such prediction rules to facilitetthe doctors' diagnosis.
In addition to extending the proposed evaluations to more apigation domains, we
are also interested in exploring their values in a general rukvaluation framework.
Yao proposed a three-level framework for the theoretical fadations of measuring
and quantifying discovered knowledge based on utility theori®3, 94]. We would like
to explore the value of our proposed rule evaluation measuresthis framework and
to compare with other rule evaluation measures within that mework.

Cost-Sensitive Learning. The ItemRSFit approach proposed infapter 6 uses the
RSFit approach to predict the non-compatible records. We wad like to experiment
with other techniques on predicting missing values for the necompatible records,
such as the method of assigning the common attribute values, to pmove the overall
accuracies of the integrated ItemRSFit prediction. In ouresearch, we also adopt the
strategies used by Zhu and Wu [100] on balancing the computatial cost and the
prediction accuracy. A lower support value can bring a higheprediction accuracy;
however, frequent itemsets with lower support require morertie for computation
than frequent itemsets with higher support. In the future, we ee interested in ex-
ploring a satisfactory balance between the support value andéfprediction accuracy,
in order to obtain a satisfactory accuracy e ciently. Given the available computa-
tional cost and the a ordable computation time, it is interesing to explore what
percentage of the missing attributes can be predicted, and whare the most e ec-
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tive attributes to be predicted. In case of a higher predictio cost, the idea of giving
more important attributes higher priorities for predictions may be applied as heuris-
tics. Consider Table 7.1 in Chapter 7 as an example. Through thmase study, we
found feature G14a (i.e., whether the user made a purchase iretprevious month) is
a more important attribute than G14c (i.e., the number of puchases the user made
in the previous month) for predicting an online buyer of cedin product. In the
case of missing attribute values existing in both these two featels, we can predict
the missing value of G14a prior to G14c to see whether the overdharning task is
satisfactory.

New Challenges Facing the User-Centric Personalization Systein.this thesis, most
of the empirical experiments conducted in multiple chapter are towards the appli-
cations of personalization systems. In the case study of the usentiEe web per-
sonalization systems (Chapter 7), we experienced several chafies through our ex-
periment. For future work, we would like to expand on this exprimentation in its
own right, towards improved personalization for users. First,»@racting a terabyte
of data from a database is a long process. Secondly, classifyindpatanced data is
a challenging process. Since most people are not online buyenspur data set, the
majority class belongs to non-buyers, and a very small percegaare buyers. Out
of 83 635 number of users, the two classes of buyers and non-buyers axéddd as
449 vs. 83186 users. Without a controlling method (such as forcing the diston
tree to branch), the decision tree classi es all the users as ntwyers. We would like
to use the techniques [81, 83] from recent research on classiyimbalanced data to
help solve the classi cation di culties. Thirdly, feature constructions require a mix
of domain knowledge and a data miner's expertise. Featuresathcan better describe
an online buyer or non-buyer's intentions still need to be studd and brought into
the experiment. Fourthly, the search terms used by di erent wesites have di erent
indications, which made the extraction task di cult. Fifthly , the standard evaluation
for the user-centric personalization task is still yet to be diseered. As an emerging
research area, we are interested in exploring di erent probies in this area such as
developing richer user models, investigating techniques forgalicting approximate
purchasing time for user online purchases and exploring latentodels for user in-
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tentions and predicting demographic information based on us online searching
behaviours.

Evaluations with Human Users. For the rule evaluation measures weoposed in
Chapter 4 and 5, we compared the di erences between the Rulaportance Measures
and the con dence measures as an example of current interegfiress measures. We
also introduced some intuitive evaluations of \more interestig” rules. In the future,
we would like to study how e ective these measures are by perfoimy experiments
with human users who are experts in the domain. Certain user ssfaction studies
may be conducted for real people's evaluations with apprapte measures from across
a su ciently large sample of users in a restricted domain.
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Other Related Concepts in Rough
Sets Theory

We list a walk-through example to explain other related conges in rough sets theory that
might be of interest. The following discussions are based on [72].

A data set can be represented as a decision table, which is used teafy what condi-
tions lead to decisions. A decision table can be de ned 8s= (U; C; D), where U is the
set of objects in the table,C is the set of the condition attributes andD is the set of the
decision attributes. Table A.1 gives an example of the decisioalile. f a,b,a is the set of
condition attributes, and fdg is the set of decision attributes.

Here we only look at the situation when the value of the decisiorttabutes is either
0, or 1. And we will not discuss the situation when the condition d@tibutes have missing
values.

U is the set of objects we are interested in, wheld 6 . Let R be an equivalence
relation over U, then the family of all equivalence classes & is represented byU=R. [X]r
means a category irR containing an elementx 2 U. Supposé® R,andP 6 ,IND (P)
IS an equivalence relation oved. For any x 2 U, the equivalence class of of the relation
IND (P) is denoted as X]p. X is a subset ofU, R is an equivalence relation, the lower
approximation of X and the upper approximation ofX is de ned as:

RX =[f x2 Ujix]g Xg

172
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Table A.1: An Example of Decision Table
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RX = [f x2 Uj[x]r\ X 6 g

respectively.

Reduct and core are further de ned as follows [72R is an equivalence relation and let
S 2 R. We say,S is dispensable irR, if IND (R) = IND (R f Sg); S is indispensable in
Rif IND (R) 6 IND (R f Sg). We sayR is independent if eachS 2 R is indispensable
in R.

Q is a reduct of P if Q is independent,Q P, andIND (Q) = IND (P). An equiv-
alence relation over a knowledge base can have many reducts.eTihtersection of all the
reducts of an equivalence relatio® is de ned to be the Core, where

Core(P) = \ All Reducts of P:

The reduct and the core are important concepts in rough sets ¢ory. Reduct sets
contain all the representative attributes from the originaldata set. They are often used
in attribute selection process. The core is contained in all theeduct sets, and it is the
necessity of the whole data. Any reduct generated from the origl data set cannot exclude
the core attributes.

Let T = (U;C; D) be a decision table, the C-positive region of D is de ned to behe
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set of all objects ofU which can be classi ed intoU=D using attributes from C, which is,
POS (D)= [f CXjX 2 IND (D)g:

An attribute f 2 C is dispensable ifPOS:¢ 14(D) = POS: (D). All the core attributes
are indispensable.
The degree of dependency between the equivalent class R and ttecision attribute D

is de ned as o
cardinality of POSz(D)

cardinality of U
We use Table A.1 as an example to show how to calculate the degréelependency.

r(D) =

Example 8 In Table A.1, U = f1;2;3;:::;8g is a set of objects.C = fa;b;qg, D = fdg.
SupposelIND = fb;a@g. We have the equivalence classes of IN[E, = f1;4g, E, =
f2;5;79, E3 = f3;6;8g. The decision attribute d consists of two classed), = f2; 3;6; 79,
Do = f1;4;5;8g. The lower and upper approximation of D are,

RD; =

Py
O
Il

Eo[ Ez=123;5;6;7;,8g
RDy = E;=f1;4g
Eil E2[ Ez=f1,2,3,4,5,6;7;89

)
O
o

|

BecausdND (fb;a) = IND (fb;@ f cg), we saycis dispensable. FoP = fa;b;c; d),
Q P,Q=fa;ky. BecausdND (Q)= IND (P), Q = fa;hyis a reduct ofP.

IND (D) = ff 2;3;6;79;f1;4,5;,89g, IND (fb; @) = ff 1,4q;f2;5;7g;f3;6;8gg, there-
fore POS (D) = f1;40.

BecauseP OS .t g(D) = 6 POSh. (D), bis indispensable.

cardinality of POSp4(D) 2 1

fb;og(D) =

cardinality of U 4 2

This dependency evaluation is often used as the stopping cotialn for the reduct genera-
tion algorithm.
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Geriatric Care Data Set

We list the geriatric care data set used in Chapter 4, Chapter 5na Chapter 6 in Table B.1.

Table B.1: Attributes for the Geriatric Care Data Set

Order | Name Question

1 edulevel | Education level

2 eyesight | How is your eyesight?

3 hearing How is your hearing?

4 eat Can you eat?

5 dress Can you dress and undress yourself?

6 takecare | Can you take care of your appearance?
7 walk Can you walk?

8 getbed Can you get in and out of bed?

9 shower Can you take a bath or shower?

10 bathroom | Can you go to the bathroom commode?
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11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45

phoneuse
walkout
shopping
meal
housewk
takemed
money
health
trouble
livealone
cough
tired
sheeze
hbp
heart
stroke
arthriti
parkinso
eyetroub
eartroub
dental
chest
stomach
kidney
bladder
bowels
diabetes
feet
nerves
skin
fracture
ageb6
studyage
sex
livedead

Can you use the telephone?

Can you get places out of walking dist.?
Can you go shopping for groceries etc.1
Can you prepare your own meals?
Can you do your housework?

Can you take your own medicine?
Can you handle your own money?
How is your health these days?
Trouble with life?

Do you live here alone?

Often cough?

Easy feel tired?

Often sneeze?

High blood pressure?

Heart problem?

Stroke or e ects of stroke?

Arthritis or rheumatism?

Parkinson's disease?

Eye trouble not relieved by glasses?
Ear trouble?

Dental Problems?

Chest problems?

Stomach or digestive problems?
Kidney Problems?

Lose control of your bladder?

Lose control of you bowels?

Ever been diagnosed with diabetes?
Feet problems?

Nerve problems?

Skin problem?

Any fractures?

Age group by 5-year

Age at investigation

Sex

Survival status

]
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Data Sets Used in Chapter 4 and
Chapter 5

We list selected UCI data sets [21] A through M that are used in Chapt 4 and Chapter 5
as follows.

A. Abalone Data  This data set is used to predict the age of abalone from physical
measurements. There are;477 instances and 8 condition attributes in this data set.
There are no missing attribute values or inconsistent data instaes in the data set.

B. Breast Cancer Data This data set contains 9 condition attributes and 286 instanse
The date is used to diagnose the breast cancer disease. There aigsing attributes existing
in the data set. We ignore all the missing attribute values, and reove 9 records, we have
277 instances in the data. There are 12 inconsistent data recerctemoved from the data
as well.

C. Car Data The car data set contains 6 condition attributes, and ;1728 instances. We
apply association rules algorithm with rule templates, and the are 9 rules generated. We
rst use core algorithm to generate core attributes, and all thecondition attributes are
the core attributes. There is only one reduct generated for th data set, and the reduct
contains all the core attributes.
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D. Glass Data This data set is used for the study of classi cation of types of glass
by criminological investigation. At the scene of the crime, tb glass left can be used
as evidence. There are 214 instances and 9 condition attriest There are no missing
attribute values or inconsistent data instances.

E. Heart Data  This data set is related to heart disease diagnosis. There are 4 a@laases
in this data set, we use cleveland clinic foundation data in ouwxperiment because this is
the only one well processed and used by most researchers. This déek data contains

303 instances, and 13 condition attributes. We remove 6 missingtrébute values. There

IS no inconsistent data existing.

F. Iris Data  This data set concerns plants. For the Iris data set, there are 4urdition
attributes, 150 instances. There is no inconsistent data existinig the data. We rst use
core algorithm to generate core attributes, but the result israpty. This means none of
the attributes is indispensable. There are 4 reducts generdteWe apply association rules
algorithm with rule templates, and there are 50 rules generadl.

G. Lymphography Data The data set contains 148 instances and 18 condition at-
tributes. There are no missing attribute values in this data. Wecheck that there is no
inconsistent data. The core is empty for this data set. 147 redigcare generated from this
data set.

H. Pendigits Data This is a pen-based recognition of handwritten digits data sefThere

are 10 classes with 16 condition attributes in the data, and; 494 training instances and
3; 498 testing instances are in the data. We use training data to cdact our experiments.

Each instance represents a hand-written digit with 16 attribtes, which are coordinates
information. There is no reference on the 16 condition atfoutes. We useCi (1 i 16)

to represent these attributes in our experiments. There are noissing attribute values, or
inconsistent data in this data.

[. Pima Indians Diabetes Data The data comes from all female patients who are
at least 21 years old of the pima Indian heritage. The data is uddo diagnose whether
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patients show signs of diabetes according to a list of criteriaThere are 768 instances
and 8 condition attributes in this data set. There are no missingttribute values, and no
inconsistent data.

J. Spambase Data This data set originally contains 4601 instances and 57 condition
attributes. It is used to classify spam and non-spam emails. Most of éhattributes indi-
cate whether a certain word (such as, order, report) or charaat (such as !, #) appears
frequently in the emails. There are no missing attribute valuesThere are 6 inconsistent
data instances that are removed. After removing redundant datinstances as well, there
are 4 204 left in this data set. There are 110 reducts and 7 core atttites generated from
this data set. It is interesting to notice that, the core attributes, which are essential to
determine whether an email is not a spam email, are, the wordefjuency of \george",
\meeting", ‘re", \you", \edu", \I", and the total number of ¢ apital letters in the emalil.
In addition, it is interesting to pay attention to the reducts as well. They are important
information on identifying the possible spam emails.

K. Wine Recognition Data This data is about using chemical analysis to determine
the origin of wines. There are 13 attributes, 178 instances, andccisses in the data. There
are no missing attribute values or inconsistent data. The core ampty.

L. Yeast Data  This data set is used to predict the cellular localization sitesf proteins.
There are 1484 instances with 8 condition attributes in the data, and no mssing attribute
values. We remove 31 redundant instances.

M. Zoo Data This articial data set contains 7 classes of animals, 17 condih at-
tributes, 101 data instances, and there are no missing attributealues in this data set.
Since the rst condition attribute \animal name" is unique for each instance, and we con-
sider each instance a unique itemset, we do not consider this ate in our experiment.
There are no inconsistent data in this data set.

LFor the apriori association rule generation, we set the maximum number of iém per set to be 6.
Without this limitation, the rule generation gives an error of \out of memor y".
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