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Abstract

The discovery of carbon nanotubes by Iijima in 1991 has created a torrent of new research ac-
tivities. Research on carbon nanotubes ranges from studying their fundamental properties, such
as their electron band structure and plasma frequencies, to developing new applications, such
as self-assembled nano-circuits and field emission displays. Robust models are now needed to
enable a better understanding of the electronic response of carbon nanotubes. We use time-
dependent density functional theory to derive a two-fluid two-dimensional (2D) hydrodynamic
model describing the collective response of a multiwalled carbon nanotube with dielectric media
embedded inside or surrounding the nanotube.

We study plasmon hybridization of the nanotube system in the UV range, the stopping force
for ion channelling, the dynamical image potential for fast ions, channelled diclusters and point
dipoles, and the energy loss for ions with oblique trajectories. Comparisons are made of results
obtained from the 2D hydrodynamic model with those obtained from an extension of the 3D
Kitagawa model to cylindrical geometries.
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Chapter 1

Introduction

In 1991, it was Sumio Iijima who first interpreted the electron microscopy images shown in Fig.
1.1 as being “helical microtubules of graphitic carbon”, now known as carbon nanotubes (CNTs)
[1]. Although evidence for CNTs has since been found in microscopy images dating back to the
1950’s, it would take more than thirty years for these images to be properly understood. Since
the discovery of CNTs, this stable nanoscale material has been the subject of intensive research
efforts throughout the world. Potential applications include single wall CNT transistors [2, 3],
self assembled circuits [4], field emission displays [2, 5], particle detectors (SO2, NO, NO2)
[6], nano-beam extractors [7, 8], and light-bulb filaments [9]. The interest in CNTs is motivated
by their many interesting electronic properties. CNTs may be either semi-conducting or metallic
depending on the graphitic folding method of their construction, also called the CNT’s chirality,
shown in Fig. 1.1. It may even be possible to change a nanotube from a semiconductor to a metal
by applying a sufficiently high external magnetic field, based on the Aharonov-Bohm effect, as
discussed by Ajiki and Ando [10]. Ando also showed that metallic nanotubes may behave as near
ballistic conductors, even at room temperature [11], with an absence of back-scattering [12]. It
has also been shown that ion irradiation changes the structure of CNTs, with “straightening” of
nanotubes observed by Jung et al. [13] and induced defects observed by Nordlund et al. [14, 15].

The electronic properties of single-walled carbon nanotubes (SWNTs) have been probed by
Pichler et al. [16] via electron energy loss spectroscopy (EELS) and measurements of the plas-
mon energies as shown in Fig. 1.2. Single-electron excitations occur at energies of a few electron
volts, while collective excitations of the electron “fluid” occur for energies on the order of tens

1
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The metallic behaviour of our (12,3) tube is in agreement with the
prediction that ð2n þ mÞ=3 is an integer, and additionally suggests
that the indices for the tube in Fig. 2a are (11,2) rather than (12,2).
We have also characterized a metallic, achiral zigzag SWNT with a
diameter of 0:95 ! 0:05 nm. This diameter is very close to the
expected 0.94 nm diameter of a (12,0) tube, although possibly
indistinguishable from the 1.02 nm diameter expected for a (13,0)
tube. There are two other important points that these data address.
First, curvature in the graphene sheet of a SWNT should cause
the p/j bonding and p*/j* antibonding orbitals on carbon to
mix and create a small gap at the Fermi level in these metallic
tubes3,5. We have not observed evidence for this small gap,
although it is possible that the thermal energy at 77 K, 7 meV,
smears the gap structure predicted to be of the order of 8 meV
for a (12,0) tube3. Second, the LDOS recorded on metallic
SWNTs in a rope and isolated on the substrate are similar, thus
suggesting that inter-tube interactions do not perturb the
electronic structure on an energy scale of 77 K.

We have also characterized a number of semiconducting SWNTs
in our studies. Indeed, more than half of the SWNTs observed either
as isolated tubes or in ropes were found to be moderate gap
semiconductors. A typical example of the atomically resolved
structural and tunnelling spectroscopy data obtained from isolated
SWNTs is shown in Fig. 3. Analysis of the image (Fig. 3a) shows that
the upper tube has a chiral angle of 11:2 ! 0:5! (that is, opposite
helicity to the tubes in Fig. 2) and a diameter of 0:95 ! 0:05 nm.

These angle/diameter constraints agree best with the 11.7!/1.0 nm
for a (14,!3) tube, although the 10.9!/1.08 nm angle/diameter of the
next closest (15,!3) indices are close to our uncertainty. The I–V
data recorded with this atomic-resolution image (Fig. 3b inset)
shows distinctly different behaviour from the metallic tubes and is
consistent with a semiconductor; that is, the current is very small for
" 300 # V # þ400 mV but increases sharply when jV j is increased
further. The calculated (V/I)dI/dV shows sharp increases at !325
and þ425 mV that correspond to the conduction and valence band
edges in the LDOS, and thus we assign a bandgap of 750 meV.

The observed semiconducting behaviour is consistent with the
expectation that a (14,!3) tube should be a moderate gap semi-
conductor (that is, ð2n þ mÞ=3 is not an integer). In addition, we
have observed similar semiconducting behaviour for other chiral
and zigzag tubes characterized with atomic resolution. A summary
of the energy gaps (Eg) obtained from these measurements for tubes
with diameters between 0.6 and 1.1 nm is shown in Fig. 3c. These
results show the expected1 1/diameter (d) dependence, and can be
fitted to Eg ¼ 2g0aC–C=d, where g0 ¼ 2:45 eV is the nearest-neighbour
overlap integral and aC–C is the C–C distance. Significantly, this
value of g0 is in good agreement with the value (2.5 eV) determined
from calculations1, and provides an additional consistency check in
this work.

Our observation of semiconducting and metallic SWNTs with
subtle changes in structure clearly confirm the remarkable electro-
nic behaviour of the nanotubes that may be exploited in future

Figure2Atomic structureand spectroscopyof metallic SWNTs. STM images ofa,

a SWNT exposed at the surface of a rope and b, isolated SWNTs on a Au(111)

substrate. The images were recorded in the constant-current mode with bias

voltages of 50 and 150mV, respectively, and tunnelling current of 150 pA. The

images were low-pass filtered. The tube axes in both images are indicated with

solid, black arrows, and the zigzag direction are highlighted by dashed lines. A

portion of a two-dimensional graphene layer is overlaid in a to highlight the

atomic structure. The symbols in a and b correspond to the locations where

I–V were measured. The two parallel tubes in b could correspond to distinct

tubes or to an image of one tube by two tips, although the interpretation of our

results is not affected by either explanation. c, d, Calculated normalized

conductance, (V/I)dI/dV, and measured I–V (inset) from the locations indicated

in a, b: ——/X;…/B; - - -/O;…/!. The feature at !400mV in d was not observed for

every metallic tube, and may arise from a nanotube–substrate interaction.

Figure 1.1: Electron micrographs of (a) five-wall CNT with outer radius R5 = 33.5 Å, (b)
double-wall CNT with outer radius R2 = 27.5 Å, (c) seven-wall CNT with outer radius R7 =

32.5 Å and inner radius R1 = 11 Å [1, 2]. Scanning tunneling microscopy image of a SWNT on
the surface of a rope, showing a nanotube’s chirality [2, 17, 18].

of electron volts. To understand these collective plasmon excitations, a robust model for the
electronic properties of CNTs is needed.

The many interesting properties of CNTs (high tensile strength, ballistic conduction, semi-
conductivity, etc.) [2] have also motivated researchers to attempt to functionalize nanotubes
in various different materials. For example, silicon dioxide is often used as a substrate for
nanotube experiments, as well as an embedding matrix for the formation of nano-composites
[19, 20, 21]. On the other hand, although amorphous carbon is often created as a byproduct dur-
ing nanotube formation, Nishino et al. have also observed nanotubes surrounded by amorphous
carbon “walls”, a structure which they have named an amorphous carbon nanotube (α-CNT)
[22]. Also, SWNTs are typically formed in “bundle” or “rope” structures, as shown in Fig. 1.1,
which may be approximated by external amorphous carbon layers.
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In Fig. 1 we show the loss function !Im""" 2 1#e"q, E$$$$%
for the purified SWNTs measured as a function of q, af-
ter the subtraction of the quasielastic line and the effects
of multiple scattering. The inset shows the loss function
for q ! 0.15 Å21 over a wide energy range, in which the
p plasmon, which represents the collective excitation of
the p-electron system, can be clearly seen at an energy
of 5.2 eV, and the s 1 p plasmon (the collective exci-
tation of all valence electrons) at 21.5 eV. These values
for SWNTs are in agreement with the spatially resolved
EELS data mentioned above [12] and confirm theoretical
predictions that the p plasmon should occur in the energy
range of 5–7 eV in the EELS of these materials [18–20].
Figure 1 shows that we are able to reliably measure the q
dependence of excitations in SWNTs with energies as low
as 0.5 eV, which will be shown in the following to be vital
to the understanding of their dielectric response. We note
that these data provide a wealth of information not acces-
sible in spatially resolved EELS measurements, in which
the study of momentum dependence is excluded and the
broad quasielastic tail of the direct beam has only allowed
the extraction of reliable information for energies above
&3 eV [9–12].
The loss function measured in an EELS experiment is

a direct probe of the collective excitations of the sys-
tem under consideration. Thus, by definition, all peaks

FIG. 1. The loss function of purified SWNTs from EELS in
transmission for the different q values shown. The contribu-
tions from the elastic peak have been subtracted. The inset
contains the loss function over an extended energy range for
q ! 0.15 Å21, showing the p plasmon and the p 1 s plas-
mon at around 5 and 22 eV, respectively.

in the measured loss function should be considered as
plasmons. These peaks can, however, have different ori-
gins such as charge carrier plasmons and interband or in-
traband excitations. From the q dependence of the loss
function, we can distinguish directly between features
arising from localized or delocalized electronic states.
Localized states give rise to a vanishingly small disper-
sion of peaks in the loss function as has been observed,
for example, for the features related to the interband exci-
tations and both the p and p 1 s plasmons of C60 [21].
On the other hand, excitations between delocalized states
generally exhibit a band structure dependent dispersion
relation. Bearing these points in mind, the identification
of excitations between localized and delocalized states in
SWNTs is straightforward. At low momentum transfer,
features in the loss function are visible at about 0.85,
1.45, 2.0, 2.55, 3.7, 5.2, and 6.4 eV whose origin lies in
the p electron system of the SWNTs [22]. However,
two distinct behaviors of these features as a function
of q are observed. The p plasmon disperses strongly
from 5.2 eV at q ! 0.1 Å21 to 7.4 eV at q ! 0.6 Å21,
whereas all the other peaks have a vanishingly small
dispersion.
The momentum dependence of the peaks in the loss

function resulting from the four lowest-lying interband
transitions of the SWNTs, as well as those of the p and
p 1 s plasmons, is shown in Fig. 2. For comparison we
also show the dispersion of the p and p 1 s plasmons of
graphite with q parallel to the planes. In low-dimensional
systems, the nature of the plasmon excitations depends on
their polarization. This has been shown, for example, for
oriented transpolyacetylene, whereby a dispersive plasmon
is only visible in the one-dimensional direction [23].
Thus, in combination with the well-known one dimen-

sionality of nanotubes, we arrive at the following picture:
the nondispersive peaks in the loss function are due to ex-
citations between localized states polarized perpendicular
to the nanotube axis and thus resemble molecular inter-
band transitions such as those of C60. In contrast, the p
plasmon (at 5.2 eV for low q) represents a plasma oscil-
lation of delocalized states polarized along the nanotube
axis. As can be seen from Fig. 2, the dispersion relations
of both the p and the p 1 s plasmons in SWNTs and
graphite are very similar, which confirms the graphitic na-
ture of the axial electron system in carbon nanotubes.
By carrying out a Kramer-Kronig analysis (KKA) of

the loss function we can derive the real (e1) and imaginary
parts (e2) of the dielectric function. The results of such
a KKA are depicted in the upper panels of Fig. 3 for
C60, SWNTs, and graphite (measured in the plane). In
the lowest panel the corresponding real part of the optical
conductivity is plotted, whereby sr"E$ ! "E#h̄$eoe2 is
a measure of the joint density of states. For the KKA
of the SWNTs the loss function was normalized using an
estimated er"q, 0$ [24]—a procedure which has been used
successfully in the past for graphite [25,26].
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FIG. 2. The dispersion of the p , p 1 s plasmons (≤), and of
the features arising from interband transitions between localized
states (±) in purified SWNTs from EELS in transmission
measurements. When invisible, the error bars are within the
size of the symbols. For comparison the dispersion of the
p and p 1 s plasmons in graphite for momentum transfer
parallel to the planes is also shown as (¶).

In general, the optical conductivity of these sp2 conju-
gated carbon systems shows peaks due to transitions be-
tween the (p!s) and the (p!!s!) electronic states. In
C60 these peaks are very pronounced which is consistent
with the high symmetry of the molecule and the weak, van
der Waals interactions in the solid state [27], making C60
a prototypical zero-dimensional solid. In graphite three
broad features are observed at 4.5 6 0.05, 13 6 0.05,
and 15 6 0.05 eV. Their breadth is an expression of the
bandlike nature of the electronic states in the graphite
plane. For the SWNTs we also find three broad fea-
tures at energies slightly lower than those in graphite—i.e.,
4.3 6 0.1, 11.7 6 0.2, and 14.6 6 0.1 eV. Importantly,
the optical conductivity of the SWNTs also exhibits addi-
tional structures at low energy. This region is shown in
detail in the inset of Fig. 3, where three pronounced inter-
band transitions are seen at energies of 0.65 6 0.05, 1.2 6
0.1, and 1.8 6 0.1 eV. Three further features, which are
less pronounced, are located at 2.4 6 0.2, 3.1 6 0.2, and
6.2 6 0.1 eV.
As the SWNT data in the lowest panel (and inset)

of Fig. 3 represent joint densities of states, we can
directly relate the energy position of the features with
the energetic separation of the one-dimensional van Hove
singularities in their electronic density of states. It

FIG. 3. The real and imaginary parts of the dielectric function
(upper panels) and the real part of the optical conductivity
(sr) at low momentum transfer: SWNTs (2) at q ! 0.1 Å21,
C60 (2 ? 2) and graphite [polarized in plane (· · ·)] at q !
0.15 Å21, respectively. The inset shows sr for the four lowest-
lying interband transitions of SWNTs in an expanded range.

is known from x-ray diffraction that these samples of
SWNTs have a narrow diameter distribution around a
mean value of 1.4 nm [15]. The fact that we observe well
defined nondispersive features in the EELS data confirms
a narrow diameter distribution, as otherwise the sheer
number of energetically different interband transitions
would wash out all fine structure in this energy range,
both in the loss function or in the optical conductivity.
The feature at lowest energy (0.65 eV) is unambigu-

ous—for the nanotube diameter range relevant here, only
the gap transition in semiconducting nanotubes is pre-
dicted to lie at such low energies [4–6]. STS experi-
ments on single nanotubes, which were characterized
using STM, have recently confirmed these predictions [8].
The peak appearing in the optical conductivity at 1.8 eV,
corresponds directly to the “gap” between the DOS sin-
gularities straddling EF which have been observed ex-
perimentally in STS of metallic chiral and zigzag tubes
[8]. Thus the feature at 1.8 eV in the optical conductivity
clearly originates from metallic nanotubes. The origin of
the feature at 1.2 eV is less clear-cut. This energy cor-
responds to the separation observed between the second
pair of singularities in semiconducting, chiral nanotubes
[8], but is also consistent with a predicted energetic sepa-
ration of the first pair of singularities in metallic, armchair
nanotubes [14]. For the features at higher energies, an
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Figure 1.2: (a) Electron energy loss spectroscopy experimental results for CNTs [16]. (b) Plas-
mon energy experimental results for π+σ and π bands of CNTs (•) and graphite sheets (�), with
interband plasmon energies for CNTs (◦) [16].

The use of nanotubes as templates for the formation of nano-wires, both inside and surround-
ing the nanotube, has been realized by experimentalists for many different metals, as described
by Guerret-Piécourt et al. [23]. They were able to produce nickel “nanowire” coatings of nan-
otubes more than 1 µm in length. They suggest that the tendency of nickel to form long con-
sistent coatings is due to the metal’s morphology, and ability to bond with carbon. Considering
the encapsulating nickel to be a solid channel is justified by the work of Chen et al. [24] on
nano-composites, Zhang et al. [25] on nickel coatings of SWNTs, and Ninomiya et al. [26] on
nickel nano-channels. This differs from aluminum, which although of theoretical interest due to
its simple dielectric function, is found to “clump” into nano-ring type structures, as discussed by
Bagci et al. [27]. Nickel has also been intercalated inside CNTs to form wires of nickel carbide
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by Bao et al. [28] and pure nickel by Liang et al. [29]
Some of the most intriguing applications of CNTs are expected in the area of biomedical

research where they can be used, for example, for targeted drug delivery, or as artificial ion
channels in cell membranes. In that context, there has been a recent increase of interest in
the interactions of CNTs with aqueous environments, especially addressing the hydrophobic
properties of CNTs and how this affects the transport of water through and around CNTs. A
number of molecular dynamic (MD) simulations of the interactions between water and CNTs
have been conducted in recent years [30, 31]. Several interesting effects of water on SWNTs
have been studied experimentally in various contexts, such as CNT probes [32], their electrical
conductivity [33], CNT transistors [34], functionalization of CNTs with aqueous solutions [35],
CNT synthesis in water [36], flexibility of CNTs [37] and their alignment in aqueous solution
[38].

Studying hybridization among the resonant excitation modes in the components of complex
nanostructures is a continuing project aimed at engineering the optical properties of matter at the
nanoscale [39, 40, 41]. In particular, understanding of the dielectric response of nanotubes with
various materials may be applied in the UV region to model interactions with fast charged parti-
cles. Such interactions occur both in EELS [16, 42, 43] and the emerging field of ion transport
through nano-capillaries in solids [44, 45, 46]. Moreover, recent theoretical investigations of the
feasibility of ion channelling through CNTs, at both high [47, 48] and low energies [49], are con-
cerned with the practicality of “holding” a straight nanotube, or nanotube rope, effectively using,
e.g., metal “clamps”. In this context, we explore here how the stopping and dynamical image
forces on ions channelled through CNTs [50] will be affected by the presence of a polarizable
medium outside the nanotube. On the other hand, the recently discovered toroidal electron im-
age states around CNTs [51, 52] pose interesting questions regarding the existence of such states
when, e.g., a metallic nanowire is embedded in the nanotube, which we also briefly address here.

1.1 Modelling the Electronic Response of CNTs

Given the typically large size of complex nano-structures, ab initio methods such as time de-
pendent density functional theory (TDDFT) [40, 41, 53] are of limited use for describing the
dielectric response of carbon nanostructures. As a result, various versions of the hydrodynamic
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model of the dielectric response of carbon valence electrons are becoming increasingly used to
study plasmon excitations in such structures [42, 54, 55, 56, 57, 58]. It has been recently shown
that such two-dimensional (2D) hydrodynamic models give a good account of both the energy
loss due to collective electron excitations and the dynamic image interaction for fast point charges
moving perpendicular [42] or parallel to the axes of CNTs [55]. In particular, the hydrodynamic
model was found to give results in good agreement with those obtained from random-phase-
approximation (RPA) models [55, 56]. It should be noted that both the hydrodynamic [58] and
RPA models [59, 60, 61, 62, 63] for nanotubes have been formulated to include encapsulated
and surrounding dielectric media. However, only constant dielectric functions were used in these
calculations [58, 59, 60, 61, 62, 63].

The two-fluid version of the 2D hydrodynamic model was originally developed by Cazaux
to model σ and π plasmons in graphene [64, 65], and has since been used to model plasmon
hybridization in C60, C70 [66], and SWNTs [67, 68]. In these materials, the four carbon valence
electrons are sp2 hybridized, with three electrons per atom in planar σ hybridized orbitals, and
one electron per atom in out-of-plane 2pz hybridized π orbitals. As discussed by Weissbluth pp.
597–598 [69], the 2pz orbital is antisymmetric with respect to the molecular plane, while the
in-plane σ sp2 hybridized orbitals are symmetric with respect to the molecular plane, since they
are linear combinations of the 2s, 2px, and 2py orbitals. Since the Hamiltonian Ĥ is invariant
under reflection in the molecular plane, 〈2pz|Ĥ|sp2〉 must vanish. This means that all single
electron quantum mechanical internal interactions occur only between electrons in the same sp2

hybridized orbital, so that electrons in σ orbitals mainly interact electrostatically with electrons in
π orbitals. This behaviour is modelled in the two-fluid formalism by two different electron fluids,
called the σ and π fluids, consisting of 3/4 and 1/4 of the carbon valence electrons, respectively.
When the two electron fluids spatially coincide, they differ from a single electron fluid only
in the lack of internal interaction between electrons in different fluids. These interactions are
typically modelled by fitting free parameters to experimental data for graphene [66, 67]. In our
approach, these internal interactions are modelled by a separate treatment of the Thomas-Fermi
kinetic energy of each electron fluid. This approach gives rise to a hybridization of the collective
oscillations in each fluid, yielding a low energy π plasmon [68] and a high energy σ+π plasmon,
in qualitative agreement with experiment [16, 43]. When internal interactions are neglected, the
low energy π plasmon collapses to zero, while the high energy σ + π plasmon reduces to the
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single-fluid plasmon result.
Hydrodynamic models are most useful when describing the collective behaviour of an elec-

tron gas, while disregarding low energy single-electron excitations [70]. In the UV range, collec-
tive oscillations dominate the electric response of both fullerenes and CNTs, so that the two-fluid
hydrodynamic model has been found to describe the EELS rather well [16, 43, 66, 67, 68, 71].
Collective oscillations also dominate the response for ion channelling trajectories, since the ions
are steered away from the nanotube walls at distances typically larger than the π orbital size,
and undergo only distant collisions with the nanotube electrons. Also, channelled ions typically
have speeds well above those at which single-particle excitations and band structure effects dom-
inate [61, 72]. As well, the quantities of interest for ion channelling, namely the ion stopping
force and image potential, are well suited to calculation using hydrodynamic models [70], but
are impractical for calculation using ab initio type methods [73]. Perhaps just as importantly,
the hydrodynamic model is based on a clear physical intuition, which aids in the construction of
physical explanations of its predictions.

Similar semi-classical methods have been developed by Stöcli, Bonard, Stadelmann and
Châtelain [42, 74, 75], Yannouleas, Bogacheck, and Landman [58, 76], and Que and Kornyushin
[77, 78] for the calculation of plasmon excitations in CNTs. Semi-classical methods have also
been applied to CNTs by Slepyan et al. [79, 80, 81], to study their electromagnetic response,
by Granger, Král, Sadeghpour, Shapiro, and Segal [51, 82, 83, 84], and Thumm, Richard et al.
[52, 85] to study electron image states around CNTs, by Krčmar, Saslow, and Zangwill [86] to
calculate their capacitance and polarizability, and by Dedkov and Karamurzov [87, 88, 89] to
study ion channelling through CNTs.

One of the most often used methods for describing the electronic response of CNTs is the
random phase approximation. In this method, electrons are assumed to respond to only the total
electric potential, which is the sum of the external perturbing potential and a screening poten-
tial. The external perturbing potential is assumed to oscillate at a single frequency ω, so that
the model yields via a self-consistent field (SCF) method [90] a dynamic dielectric function
εRPA(k, ω). The contribution to the dielectric function from the total electric potential is as-
sumed to “average out”, so that only the potential at wave vector k contributes. This is what
is meant by the random phase approximation. The resulting dielectric function, also called the
Lindhard dielectric function [91, 92], correctly predicts a number of properties of the electron
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gas, including plasmons. A detailed derivation of the RPA dielectric function is given by Mahan
pp. 430–440 [93]. RPA has been used on CNTs by M. F. Lin et al. [94, 95, 96, 97, 98], Vasvári
[99], Tanatar [100], Longe and Bose [56] to model plasmons and plasma oscillations, Kobayashi
et al. [101] to model plasmons and the dielectric function, Gumbs et al. [60, 61, 62, 63, 102]
to model plasmons, stopping force, and image potential, Benedict, Louie, and Cohen [103] to
model polarizabilities, Que [104] to model the Littinger parameter g, and Woods and Mahan
[105] to model electron-phonon effects.

Another method often used to model the electronic response of carbon nanotubes is the pseu-
dopotential and transfer-matrix technique. This method uses a pseudopotential to model the po-
tential barrier to electron transmission through CNTs. The pseudopotential V pseudo, as discussed
by Ashcroft and Mermin pp. 208–210 [92] and Kittel pp. 252–254 [106], models the effective
potential that valence electrons will feel from the screened ion cores. It is assumed to be suffi-
ciently small to justify a nearly-free-electron calculation of the valence electron wave functions.
In the transfer-matrix method, the transfer-matrix transforms and mixes the modes (or wave func-
tions) in different regions to describe the rate of electron transmission [107]. The transfer-matrix
method has been used to model field emission from both metallic and semi-conducting CNTs by
Mayer et al. [108, 109, 110, 111, 112, 113], Nardelli [114], Han and Ihm [115].

The tight-binding model is often used to describe the equilibrium state of CNTs. In this
model, it is assumed that the full Hamiltonian of the system may be approximated by the Hamil-
tonian of an isolated atom centred at each lattice point. The atomic orbitals, which are eigen-
functions of the single atom Hamiltonian, are assumed to be of very small amplitude at distances
exceeding the lattice constant. This is what is meant by tight-binding. It is further assumed
that any corrections to the atomic potential which are required to obtain the full Hamiltonian of
the system are appreciable only when the atomic orbitals are small. The solution to the time-
independent single electron Schrödinger equation is then assumed to be a linear combination of
atomic orbitals. This leads to a matrix equation for the electronic problem in equilibrium. A de-
tailed derivation and discussion of the tight-binding model is given by Ashcroft and Mermin pp.
176–210 [92]. Since the tight-binding approach requires the Schrödinger equation to be solved
simultaneously for each atom in the unit cell, the case of chiral nanotubes, which may have thou-
sands of atoms in the unit cell, is particularly unsuited to a direct tight-binding approach. For
example, an (11,9) SWNT has 1204 atoms in its unit cell. However, various methods of simplifi-

http://www.phys.ncku.edu.tw/db/pweb/teacher.php?user_id=100175
http://www.fen.bilkent.edu.tr/~physics/html/tanatar.htm
http://www.physics.drexel.edu/directory/faculty/bose.html
http://read.jst.go.jp/ddbs/plsql/KNKY_eg_24?code=1000019305
http://www.ph.hunter.cuny.edu/faculty/gumbs/
http://www-phys.llnl.gov/Research/Metals_Alloys/People/Benedict/
http://tiger.berkeley.edu/louie/louie_index.html
http://tiger.berkeley.edu/cohen/cohen_index.htm
http://www.ryerson.ca/~wque/luttinger.pdf
http://www.mri.psu.edu/directory/displayrecord/1421.asp
http://perso.fundp.ac.be/~amayer/index_eng.html
http://www.physics.ncsu.edu/faculty/faculty.html?/faculty/buongiorno-nardelli.html
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cation, such as the use of a nanotube’s screw symmetry, may greatly reduce the number of atoms
which must be considered [116].

Tight-binding models have been applied to CNTs predominantly for the calculation of elec-
tronic band structure and energy gaps, by Hamada et al. [117], Ogloblya et al. [118], Popov
[116], Lieber et al. [18], Saito, Dresselhaus et al. [119, 2], Kane and Mele et al. [120]. To cal-
culate the dynamic response of CNTs, wave functions obtained from tight-binding Hamiltonians
are often used in the random phase approximation dielectric function εRPA(k, ω), as done by
Lin [121]. In this manner, the resonance Raman profile of the radial-breathing mode and opti-
cal transition energies for CNTs have been calculated by Henrard, Meunier and Lambin et al.
[122, 123, 124], the polarization by Amovilli and March [125], and the screened potential and
induced charge density by Léonard and Tersoff [126].

Density-functional theory (DFT), in the form of the Kohn-Sham (KS) equations using a local-
density approximation (LDA), is also often used to calculate the equilibrium state of CNTs.
This method involves iteratively solving the KS equations until self-consistency is reached. The
KS equations involve an effective potential veff(r) which is the sum of the external potential
Vext(r), the Coulomb potential

∫∫∫
d3r′ n(r′)

‖r−r′‖ and an exchange and correlation potential vxc(r),
a set of N orthonormal wave functions ψi(r, s) which are solutions to the Schrödinger equation
for N noninteracting electrons moving in the effective potential veff(r), and the electron density
n(r) which is a sum of the squared amplitudes of the wave functions ψi(r, s). However, an
explicit form for the exchange and correlation potential vxc(r) is needed to close the KS system
of equations.

In LDA, the electron exchange and correlation potential vLDA
eff (r) is assumed to depend only

“locally”, that is at the position r, on the exchange and correlation energy per particle. The
exchange and correlation potential may thus be written in terms of a uniform electron gas model,
involving the Dirac exchange energy and one of several empirical models for the correlation
energy. A detailed derivation of the KS equations and discussion of the LDA method is given by
Parr and Yang pp. 142–200 [127].

DFT-LDA models have been applied to CNTs by Mintmire et al. [128], Santucci, Delley
et al. [129], Ajayan et al. [130], Benedict, Louie et al. [131], D. Tománek et al. [59], Lou,
Nordlander, and Smalley [132], to calculate the electron structure, electrostatic potential, charge
density profile, and band gap in the static regime. By assuming that when time dependence is
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introduced into the electron density the KS equations are still satisfied, we may use the DFT-LDA
model to solve for the dynamic response of CNTs. TDDFT has also been used by A. Rubio, V.
Olevano, et al. [53, 133, 134] to model the structural properties, elasticity, vibrational properties,
optical absorption and energy loss spectra of CNTs. The interaction forces obtained from DFT
have also been employed in MD simulations of CNTs by Zhang et al. [135], by Moura and
Amaral [136], and by Udomvech, Kerdcharoen and Osotchan [137] to study ion channelling and
absorption.

The effective mass approximation (EMA) is also used to model the electronic properties of
CNTs. In this model, electrons in the periodic lattice potential are accelerated relative to the
nanotube lattice as if the electron mass were equal to its “effective mass”, which is determined
from the energy-wave vector relation. A detailed discussion of EMA is provided by Kittel pp.
209–214 [106]. EMA has been applied to CNTs by Mele, Král, and Tománek [138] to calculate
electronic excitations and band structure, by Ajiki and Ando [139] to calculate band structure
and band gaps, and by Margulis et al. [140, 141, 142] to calculate optical properties.

1.2 Thesis Outline

Using a density-functional approach, we derive from first principles the 2D hydrodynamic model
for an N -walled CNT [55, 68, 143, 144, 145, 146, 147, 148, 149] with dielectric media inside
and outside the nanotube. We accomplish this by modelling the walls of a CNT as a series of
electron fluids confined to infinitely thin (2D) cylinders, with internal interaction energies given
by DFT calculations on a 2D cylinder. Assuming the electron fluids are perturbed only slightly
from equilibrium, we linearize the continuity and momentum-balance equations for each electron
fluid. We include dielectric media inside and outside the nanotube by solving for the polarization
charge on each dielectric boundary, following the methodology described by Doerr and Yu [150].

While we model the dielectric response of silicon dioxide using a dielectric constant εSiO2 ≈
3.9, [151] all other materials considered are modelled using frequency-dependent, optical di-
electric functions in the UV part of their respective spectra. For example, the dielectric func-
tion of amorphous carbon is modelled by a sum of two Drude-type optical dielectric functions,
[152] using fitting parameters to experimental data [153]. Furthermore, we model the dielec-
tric response of aluminum as a single Drude-type dielectric function, with plasma frequency
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ωp ≈ 15.0 eV, as given by Abril et al. [153] This allows us to model the plasma energy of a
combined aluminum–nanotube system, generalizing the approach by Arista et al. to metal nano-
wires and nano-channels [44, 45, 154]. Finally, following the early models of nickel by sums of
Drude-type dielectric functions [155, 156, 157], we employ a sum of ten Drude-type dielectric
functions with the fitting parameters of Kwei et al. [158], which reproduce well the optical data
for nickel of Moravec et al. [159].

Our use of optical dielectric functions for nearby dielectric media, neglecting their momen-
tum dependence, is reasonable for both ion stopping force and image potential calculations, due
to the ion channelling condition of large separation between the ion and the nanotube wall. Fur-
thermore, it has recently been shown in a flat geometry that the momentum dependence of the
surface dielectric function has little effect on plasmon hybridization for sufficient separation be-
tween a 2D electron fluid and the dielectric surface [73]. On the other hand, models of the
momentum dependence of the surface dielectric function in curved geometries have not yet been
developed in a manner that generalizes the specular reflection model [160].

Ion channelling through single-wall carbon nanotubes (SWNTs), double-wall carbon nan-
otubes (DWNTs), and multiwalled carbon nanotubes (MWNTs) is modelled using the external
potential for an ion moving parallel to the nanotube axis with constant speed v. The plasma
hybridization process in single [56, 68], double [145], and multiwalled [148] CNTs is discussed
in detail, with particular emphasis on the effect of dielectric media inside or outside the nanotube
[147]. In this vein, we calculate the induced electron density and total electric potential using
the one [144] and two-fluid [68] hydrodynamic models, paying particular attention to wake ef-
fects. The plasma hybridization results are then used to explain our stopping force (or stopping
power) calculations for single [68], double [145], and multiwalled [148] CNTs with dielectric
media inside or outside the nanotube [147]. Calculations of the self-energy (or image potential)
are then compared for single [144], double [145], and multiwalled [148] CNTs with dielectric
media inside or outside the nanotube [147], noting the nanotube’s screening ability.

We then extend the 3D Kitagawa model [161] to cylindrical geometries, using Thomas-Fermi
[162], Thomas-Fermi-Dirac [163], Molière [164, 165], and Cruz [166, 167] models for a radially
dependent equilibrium electron density n0(r) [168]. Comparisons are made between the stopping
force for ion channelling obtained from the 2D hydrodynamic model and from the 3D Kitagawa
model, showing qualitative agreement for sufficiently high ion speeds and distances from the
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nanotube wall [168].
Channelling of diclusters and dipoles is then considered. The 2D hydrodynamic model is

used to model the total energy for a system of channelled ions using either a Doyle-Turner or
Molière model for the atomic potential of the nanotube. Calculations are made for the total
energy of diclusters with centre of mass on the nanotube axis and diclusters aligned with the
nanotube axis. The nanotube is shown to provide efficient screening between the ions. The
self-energy (or image potential) and stopping force are calculated for a point dipole, showing
position, speed, and direction dependence.

Ions with trajectories at oblique angles to the axes of CNTs are then studied, and expressions
for both the energy loss and deflection angle are given. Calculations of the plasmon excitation
probability P(ω) associated with undergoing energy loss ω, and the speed dependence of the
energy loss, are made.

Finally, we conclude with a discussion of our results, and potential extensions of the hydro-
dynamic model to three dimensions. We perform all numerical integrations using the adaptive
Gaussian-Lobatto quadrature code provided with Matlab, which is discussed by Abramowitz and
Stegun pp. 888–890 [169]. Unless stated otherwise, cylindrical coordinates r = {r, ϕ, z} and
atomic units are to be assumed, with } = ep = me = a0 = 1, where 2π} is Planck’s constant,
ep is the charge of a proton, me is the mass of an electron, and a0 is Bohr’s radius. We note that,
in atomic units, the speed of light c ≈ 137.03599. All equations are in Gaussian units, so that
4πε0 = 1.





Chapter 2

2D Hydrodynamic Model

In his 1933 paper [170], Bloch first introduced a method for deriving hydrodynamical equations
for a nonuniform electron gas using Thomas-Fermi theory. His approach was to use the Thomas-
Fermi kinetic energy to model the ground state energy of a hydrodynamic fluid. Using this
simple hydrodynamic model, Fetter found plasma oscillations and screening for electron layers
[171] and in periodic arrays [172]. However, the applicability of the hydrodynamic model to
non-classical systems was in doubt.

After the development of density functional theory (DFT), as discussed by Harbola and
Banerjee [173], Argaman and Makov [174], Parr and Yang [127], and Lundqvist and March
[175], the hydrodynamic model was further developed by Ying et al. [176, 177, 178, 179] to use
the full energy functional F [n] from DFT to approximate the ground state energy of the fluid.

2.1 Density Functional Theory

A fully quantum mechanical calculation of the ground state energy of a system of N elec-
trons would involve solving the Schrödinger equation for the many electron wave function
Ψ(r1, s1, r2, s2, . . . , rN , sN). This is a function of both the N electron positions and the N elec-
tron spins, making an exact solution intractable for many electron systems.

DFT allows us to reduce the problem of finding the ground state energy E0 from a many
electron problem to a problem in terms of the electron number density n(r), sometimes called
the one electron density. This simplification is justified by the Hohenberg-Kohn theorems, as

13
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discussed by Parr and Yang pp. 51–56 [127], which form the foundation of DFT. We will use the
following variation of the Hohenberg-Kohn theorem for a ground state system, as developed by
Levy [180, 181] and discussed in Appendix A.1.

Theorem 2.1 (Hohenberg-Kohn) A system with number density n(r) such that n(r) ≥ 0,∫∫∫
d3r n(r) = N , and

∫∫∫
d3r ‖~∇

√
n(r)‖2 <∞, will have energy

E = F [n] +

∫∫∫
d3r n(r)Vext(r) (2.1)

where Vext(r) is the potential energy per electron in the external fields and F [n] is a unique
functional of the electron density.

We may write the functional F [n] in terms of the kinetic energy operator T̂ and electron-
electron interaction potential operator V̂ee as

F [n] = min
Ψ→n

∫∫∫
d3r Ψ(r)(T̂ + V̂ee)Ψ

∗(r) = T [n] + Vee[n], (2.2)

where the minimization is performed over all wave functions Ψ which yield density n.
The aim of DFT is to find an approximation to the unknown functionals T [n] and Vee[n].

We will begin by finding an expression for the ground state energy E, using the Hartree-Fock
approximation.

Hartree-Fock Approximation

We begin by writing the Schrödinger equation for the ground state energy of a system of N
electrons as

ĤΨ(r1, s1, . . . , rN , sN) = EΨ(r1, s1, . . . , rN , sN) (2.3)

where Ĥ is the Hamiltonian operator defined in terms of an external potential Vext(ri) as

Ĥ =
∑

i

−1

2
∇2

ri
+ Vext(ri) +

∑
j<i

1

‖ri − rj‖
, (2.4)

and Ψ(r1, s1, . . . , rN , sN), or more compactly Ψ(rN , sN), is theN -electron wave function, where
ri is the position and si is the spin of the ith electron.
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By specifying that the wavefunctions are normalized, so that
∑
sN

∫∫∫
· · ·
∫∫∫

d3rN Ψ∗Ψ =

1, we obtain the integral equation for the ground state energy

E =
∑
sN

∫∫∫
· · ·
∫∫∫

d3rN Ψ∗(rN , sN)ĤΨ(rN , sN). (2.5)

We now apply the Hartree-Fock approximation to the wave function Ψ(rN , sN), to obtain
ΨHF. This is done by assuming the wave function may be written as a Slater determinant, as
discussed by Parr and Yang pp. 7–10 [127]. Thus ΨHF is an antisymmetrized product of the
N orthonormal single electron wave functions ψi(r, s) which are separable into the spatial wave
functions φi(r) and the spin functions σi(s), so that

ΨHF =
1√
N !

∣∣∣∣∣∣∣∣∣∣
φ1(r1)σ1(s1) φ2(r1)σ2(s1) · · · φN(r1)σN(s1)

φ1(r2)σ1(s2) φ2(r2)σ2(s2) · · · φN(r2)σN(s2)
...

...
...

φ1(rN)σ1(sN) φ2(rN)σ2(sN) · · · φN(rN)σN(sN)

∣∣∣∣∣∣∣∣∣∣
(2.6)

=
1√
N !

det[ψ1ψ2 · · ·ψN ]. (2.7)

We now substitute Eqn. (2.7) for ΨHF into the integral equation for the Hartree-Fock ground
state energy to obtain

EHF =
∑
sN

∫∫∫
· · ·
∫∫∫

d3rN Ψ∗
HF(rN , sN)ĤΨHF(rN , sN) (2.8)

= T + Vext +K (2.9)

=
∑

i

∑
s

∫∫∫
d3r ψ∗i (r, s)

[
−1

2
∇2

r + Vext(r)

]
ψi(r, s)

+
1

2

∑
i,j

∑
s,s′

∫∫∫
d3r

∫∫∫
d3r′

ψi(r, s)ψ
∗
i (r, s)ψ

∗
j (r

′, s′)ψj(r
′, s′)

‖r− r′‖

−1

2

∑
i,j

∑
s,s′

∫∫∫
d3r

∫∫∫
d3r′

ψ∗i (r, s)ψj(r, s)ψi(r
′, s′)ψ∗j (r

′, s′)

‖r− r′‖
. (2.10)
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If we now define the spin density matrix γ(r, s; r′, s′) as

γ(r, s; r′, s′) =
N∑

i=1

ψ∗i (r
′, s′)ψi(r, s), (2.11)

γ(r, s) = γ(r, s; r, s), (2.12)

we obtain in terms of γ(r, s; r′, s′)

EHF[γ] = −1

2

∑
s

∫∫∫
d3r ∇2

rγ(r
′, s; r, s)

∣∣
r′=r

+
∑

s

∫∫∫
d3r Vext(r)γ(r, s)

+
1

2

∑
s,s′

∫∫∫
d3r

∫∫∫
d3r′

γ(r, s)γ(r′, s′)

‖r− r′‖

−1

2

∑
s,s′

∫∫∫
d3r

∫∫∫
d3r′

γ(r, s; r′, s′)γ(r′, s′; r, s)

‖r− r′‖
. (2.13)

We now introduce the spinless density matrix, ρ(r, r′), which satisfies

ρ(r′, r) =
∑

s

γ(r′, s; r, s), (2.14)

ρ(r, r) = n(r), (2.15)

where n(r) is the electron number density. We thus obtain

EHF = −1

2

∫∫∫
d3r ∇2

rρ(r
′, r)
∣∣
r′=r

+

∫∫∫
d3r Vext(r)n(r) +

1

2

∫∫∫
d3r

∫∫∫
d3r′

n(r)n(r′)

‖r− r′‖

−1

2

∑
s,s′

∫∫∫
d3r

∫∫∫
d3r′

γ(r, s; r′, s′)γ(r′, s′; r, s)

‖r− r′‖
. (2.16)

If we now assume there is an even number of electrons so each atomic orbital is doubly
occupied, we have a nondegenerate closed-shell ground state, and we obtain

EHF[ρ] = −1

2

∫∫∫
d3r ∇2

rρ(r
′, r)
∣∣
r′=r

+

∫∫∫
d3r Vext(r)n(r)

+
1

2

∫∫∫
d3r

∫∫∫
d3r′

n(r′)n(r)

‖r− r′‖
− 1

4

∫∫∫
d3r

∫∫∫
d3r′

‖ρ(r′, r)‖2

‖r− r′‖
, (2.17)



CHAPTER 2. 2D HYDRODYNAMIC MODEL 17

where

ρ(r′, r) = 2

N/2∑
i=1

φ∗i (r
′)φi(r), (2.18)

with φi being the doubly occupied spatial wave functions.
We must now write the Thomas-Fermi kinetic energy, TTF[ρ], and the Hartree-Fock exchange

energy, K[ρ], given from Eqn. (2.17) as

TTF[ρ] = −1

2

∫∫∫
d3r ∇2

rρ(r, r
′)
∣∣
r′=r

(2.19)

K[ρ] =
1

4

∫∫∫
d3r

∫∫∫
d3r′

‖ρ(r, r′)‖2

‖r− r′‖
(2.20)

in terms of the electron number density n.

Density Functional Theory on a Cylinder

We begin by considering a uniform electron gas confined to a cylinder of radius R, with coor-
dinates on the 2D cylindrical surface of rR = {r = R;ϕ, z}. Thus our wave functions will be
approximated by the single electron solution to the Schrödinger equation for an infinite poten-
tial well of length L confining the electron to the cylinder. L represents the periodicity of the
cylindrical lattice along its length. The wavefunction solution is then

ψ`(k;ϕ, z) =
ei`ϕeikz

√
2πRL

, (2.21)

where ` = nϕ, k = 2π
L
nz;nϕ, nz ∈ {0,±1, . . .}. The energy is then given by the Schrödinger

equation as

E`(k) =
1

2

(
`2

R2
+ k2

)
. (2.22)

We consider the system to have all electron levels doubly occupied up to the Fermi energy,
EF . Thus we may introduce the maximum occupied ` value for a given Fermi energy, EF , as

`F = R
√

2EF . (2.23)
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The maximum occupied reciprocal wave vector k for a given Fermi energy, EF may then be
written as a function of ` as

kF (`) =

√
2EF −

`2

R2
. (2.24)

We may now write the density matrix ρ(rR, r
′
R) in terms of the wave functions ψ`(k;ϕ, z) as

ρ(r′R, rR) =

b`F c∑
`=−b`F c

∫ kF (`)

−kF (`)

ei`∆ϕeik∆z

2π2R
dk (2.25)

where ∆ϕ = ϕ − ϕ′, ∆z = z − z′, b`F c is the largest integer less than `F , and we have
approximated the summation over occupied wave functions by an integration over wave vectors.
Evaluating ρ(rR, r

′
R), we obtain

ρ(rR, r
′
R) =

1

π2R

b`F c∑
`=−b`F c

ei`∆ϕ

(
eikF (`)∆z − e−ikF (`)∆z

2i∆z

)
(2.26)

=
1

π2R

b`F c∑
`=−b`F c

ei`∆ϕ sin(kF (`)∆z)

∆z
. (2.27)

The density n(rR) = ρ(rR, rR) is calculated in Appendix A.3 from Eqn. (2.25) to be

n =
`2F

2πR2
+O

(
`
−3/2
F

)
≈ nplane, (2.28)

where nplane is the planar density with relative error εn
plane ≈ 0.302`

−3/2
F as discussed in Appendix

A.2. Thus we are justified in using the planar density, nplane, so long as `F � 0.45. For a typical
nanotube of radiusR = 7 Å≈ 13.23, the Fermi energy EF = v2

F/2 = πnatomicZC ≈ 9.15ZC eV,
where vF is the Fermi velocity, natomic ≈ 0.107 is the equilibrium atomic density on a nanotube,
and ZC is the number of conduction electrons per carbon atom [56]. Considering there to be one
conduction electron per atom, this calculation of the Fermi energy gives good agreement with
the density functional theory calculation of Mintmire et al. of EF ≈ 9.6 eV [128]. We then find
from Eqn. (2.23) that `F ≈ 11 � 0.45 so that n(rR) can be approximated by nplane.
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Thomas-Fermi Kinetic Energy

We may now use Eqn. (2.27) to calculate the Thomas-Fermi kinetic energy term. The Thomas-
Fermi kinetic energy term, TTF[ρ], can be written as

TTF[ρ] = −1

2

∫∫
d2rR ∇2

rR
ρ(rR, r

′
R)
∣∣
rR=r′R

. (2.29)

The diagonal elements of the Laplacian of the density matrix, −∇2
rR
ρ(rR, r

′
R)|r′R=rR

, are
calculated in Appendix A.4 to be

−∇2
rR
ρ(rR, r

′
R)|r′R=rR

= −1

4
∇2

rR
n(rR) +

`4F
πR4

+O(`
−3/2
F ) (2.30)

≈ −1

4
∇2

rR
n(rR) + πn2

plane(r∞), (2.31)

where r∞ = lim
R→∞

{r = R;ϕ, z} are planar coordinates, and nplane(r∞) is the planar density, with

relative error ε∇
2ρ

plane ≈ 0.3303`
−3/2
F .

Thus we may use the planar density relation so long as `F � 0.478. For a typical nanotube
of radius R = 7 Å ≈ 13.23 and Fermi energy EF ≈ 9.6 eV [128], we find from Eqn. (2.23) that
`F ≈ 11 � 0.478.

Assuming the density is well behaved so that
∫∫
d2rR ∇2

rR
n(rR) = 0, the Thomas-Fermi

kinetic energy on a cylinder is then

TTF[n] =
π

2

∫∫
d2rR n

2(rR). (2.32)

Exchange Energy Correction

The exchange energy correction K[ρ], from Eqn. (2.20), is given by

K[ρ] =
1

4

∫∫
d2rR

∫
d(∆z)

∫
d(∆ϕ)R

ρ2(rR, r
′
R)√

2R2(1− cos ∆ϕ) + ∆z2
, (2.33)

for an electron gas confined to a 2D cylinder.
Here we will show how this correction may be calculated for the case of electrons confined

to a plane, since n ≈ nplane. The planar density matrix ρ(r∞,∆r), discussed in Appendix A.2,
is given by

ρ(r∞,∆r) =

√
2πnplane

∆rπ
J1

(√
2πnplane∆r

)
, (2.34)
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where J1(z) is the first order Bessel function of the first kind. We obtain after dropping subscripts
and substituting Eqn. (2.34) into Eqn. (2.20),

K[n] =
1

4

∫∫
d2r∞

∫
d(∆r)

∫
d(∆θ)

2πn(r∞)

π2∆r2
J2

1

(√
2πn(r∞)∆r

)
(2.35)

=
4

3

√
2

π

∫∫
d2r∞ n3/2(r∞) (2.36)

as used by Zaremba [182] and discussed in Appendix A.5.
Although in theory the inclusion of the exchange energy correction should provide some im-

provement over a Thomas-Fermi model, it has often been found that a simple Thomas-Fermi
model often gives better qualitative agreement with experiment than more complicated models.
This is because the exchange energy correction lowers the ground state energy, while more com-
plicated electron correlation terms raise the ground state energy, providing a partial cancellation
of these contributions. Also, for our calculations of the plasmon energies for CNTs, we found
better agreement with the experimental results of Pichler et al. [16], shown in Fig. 1.2(b), was
obtained by neglecting the exchange energy correction. For these reasons, we neglect the ex-
change term in our 2D hydrodynamic formulation, restricting ourselves to the Thomas-Fermi
model.

Gradient Corrections

To provide a better approximation of the kinetic energy functional T [n], von Weizsäcker intro-
duced in his 1935 paper [183] a gradient correction term, TW [n]. This was obtained by consid-
ering modified plane waves of the form (1 + a · r)eik·r, where a is a constant vector and k is
the local wave vector, as discussed by Parr and Yang pp. 127–128 [127]. This gives the von
Weizsäcker correction to the Thomas-Fermi kinetic energy

TW [n] =
1

8

∫∫
d2rR

‖~∇n(rR)‖2

n(rR)
. (2.37)

The von Weizsäcker term may also be derived directly from the kinetic energy functional as
done in Appendix A.6 [184]. The kinetic energy functional for the Thomas-Fermi model with
the von Weizsäcker correction, TTFvW[n] is then

TTFvW[n] = TTF[n] + λWTW [n], (2.38)
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where λW is a parameter. In the original work by von Weizsäcker, λW = 1, and this is the
value we use in our model. However using a gradient-expansion approach as described by Parr
and Yang pp. 128–132 [127], one obtains λW = 1/9 in 3D, λW = 0 in 2D and λW = −1/3 in
1-D as discussed by Holas et al. [185]. Empirical values for λW have also been used, including
λW = 1/5 by Yonei and Tomishima [186], λW = 0.186 by Lieb [187], and λW = 1.4/9 by
Brack [188].

However, Kryachko and Ludeña [184] suggest that the von Weizsäcker term represents the
“local” contribution to the kinetic energy, so that λW = 1. Acharya et al. [189] found experimen-
tally that the contribution from the Thomas-Fermi term should instead be scaled as 1−C/N1/3,
where C = 1.332 ± 0.053 for ions, C = 1.412 ± 0.033 for neutral atoms, and N is the number
of electrons in the fluid. The neutral atom relation has also been derived by Gázquez and Robles
[190], and is discussed briefly by Parr and Yang pp. 138–139 [127] and Acharya [191]. For
our purposes, N → ∞, suggesting that the Thomas-Fermi term need not be scaled for the 2D
hydrodynamic model.

The von Weizsäcker correction is important in that it invalidates the Teller non-binding the-
orem [192]. This theorem states that in Thomas-Fermi theory, there are no stable molecular
systems, since binding cannot occur. This is remedied by the addition of the von Weizsäcker
correction, which allows molecular binding to occur.

Thus the energy functional we obtain for the ground state energy of an electron gas confined
to a 2D cylinder is

F [n] =

∫∫
d2rR

(
π

2
n2(rR) +

1

8

‖~∇n(rR)‖2

n(rR)
+

1

2

∫∫
d2r′R

n(rR)n(r′R)

‖rR − r′R‖

)
, (2.39)

from DFT.

2.2 Hamiltonian Dynamics

The key assumption made by Ying [178], as described by Deb and Ghosh [193], is the equation
for the density functional F [n], Eqn. (2.39), continues to hold when the density becomes time
dependent. This prescription has been justified by Runge and Gross [194], for certain general
types of densities, so that we may now let the electron density be time-dependent n(rR, t).
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Following the method described by Lundqvist [175], we consider our electron gas to be a
classical charged fluid with internal energy given by the energy functional from DFT. We may
now write the Hamiltonian for our electron fluid as the following function of the electron density
n(rR, t), the velocity field v(rR, t). and the time dependent energy functional F [n(rR, t)] as

H[n,v] = F [n(rR, t)] +

∫∫
d2rR

1

2
‖v(rR, t)‖2n(rR, t) +

∫∫
d2rR Vext(rR, t)n(rR, t). (2.40)

Since our electron fluid is assumed to be confined to a 2D cylinder, the velocity field v(rR, t)

must also be confined so that the radial component of the velocity field is identically zero.
Before applying the canonical equations to our Hamiltonian as described in Goldstein [195],

Broer [196], and Lurie [197], we must first cast our Hamiltonian in terms of conjugate variables
which satisfy the Legendre transformation. To do this, we introduce a scalar φ(rR, t) which is
conjugate to the electron density n(rR, t). This requires that we may express the velocity field as
a functional of the conjugate variable φ, so that

H[n, φ] = F [n(rR, t)] +

∫∫
d2rR

1

2
‖v[φ(rR, t)]‖2n(rR, t) +

∫∫
d2rR Vext(rR, t)n(rR, t).(2.41)

Choosing n(rR, t) to be the generalized momenta gives the Legendre transformation for the
Lagrangian

L =

∫∫
d2rR n(rR, t)

∂φ

∂t
−H[n, φ], (2.42)

so that n satisfies the generalized momenta definition

n(rR, t) =
δL

δφ̇
=
∂L

∂φ̇
(2.43)

where we use “δ” to denote functional derivative, “ ˙ ” to denote partial derivative with respect to
time t, and L to denote the integrand of the Lagrangian L, also called the Lagrangian density,
as discussed by Lurie [197].

Using H to denote the integrand of the Hamiltonian H , also called the Hamiltonian density,
we may now write the canonical equation in functional derivative form for ṅ as

∂n

∂t
= −δH

δφ
(2.44)

= − ∂H

∂v[φ]

δv[φ]

δφ
= −n(rR, t)v(rR, t)

δv[φ]

δφ
. (2.45)
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We now notice that by choosing φ such that it is the scalar potential of the transverse part of
the velocity field v, ie.

v[φ] = −~∇φ(rR, t) + vrot(rR, t) (2.46)

where vrot(rR, t) is the rotational part of the velocity field, and substituting Eqn. (2.46) for v into
the Hamiltonian given in Eqn. (2.41), the canonical equation for ṅ yields

∂n

∂t
= −~∇ · [n(rR, t)v(rR, t)] (2.47)

the continuity equation. Here we have performed an integration by parts of the integrand as
described by Lurie [197]. Since the electron fluid is confined to the 2D cylinder, we note that
the radial components of both the velocity field v, and hence the rotational part of the velocity
field vrot are identically zero from Eqn. (2.46). Further, since both Eqns. (2.46) and (2.47)
are evaluated on the 2D cylinder, the gradient operators in both these equations effectively act
tangentially to the 2D cylindrical surface.

The second canonical equation for φ, as described in Goldstein [195] and Lurie [197] gives

∂φ

∂t
=
δH

δn
=
∂H

∂n
− ~∇ · ∂H

∂~∇n

=
1

2
‖v‖2 + Vext(rR, t) + πn(rR, t) +

∫∫
d2r′R

n(r′R, t)

‖rR − r′R‖
+

1

8

‖~∇n‖2

n2
− 1

4

∇2n

n
. (2.48)

Substituting Eqn. (2.46) for ~∇φ into the canonical Eqn. (2.48) yields the momentum-balance
equation from Eguiluz [198] on the cylinder

∂v

∂t
+ (v · ~∇)v = −π~∇n(rR, t)− ~∇Vext(rR, t) + ~∇

[
1

4

∇2n

n
− 1

8

‖~∇n‖2

n2

]

−~∇
∫∫

d2r′R
n(r′R, t)

‖rR − r′R‖
+
∂vrot

∂t
− v × (~∇× vrot), (2.49)

where we have used the identity

1

2
~∇(v · v) = (v · ~∇)v + v × (~∇× v). (2.50)
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By now setting the rotational part of the velocity field, vrot(rR, t), equal to 1
c
A(rR, t) where

A(rR, t) is the vector potential, as done by Eguiluz [198], we obtain the electric field E and
magnetic field B in Eqn. (2.49), so that

dv

dt
= −~∇Vext(rR, t)−

(
E +

1

c
v ×B

)
− π~∇n(rR, t) + ~∇

[
1

4

∇2n

n
− 1

8

‖~∇n‖2

n2

]
,(2.51)

In terms of the density functional F [n] we have

dv

dt
= −~∇Vext(rR, t)− ~∇δF [n]

δn
+

1

c

∂A

∂t
− 1

c
v ×B. (2.52)

2.3 Perturbative Expansions

The external potential Vext is the potential energy per electron in fields external to the elec-
tron gas. As such, it is the sum of the confining potential −Φat(r), arising from the positive
background, and the electric potential −Φext(r, t) external to the system. The time-independent
confining potential Φat(r) puts the system in equilibrium, while the time-dependent potential
Φext(r, t) perturbs the system away from equilibrium, so long as on the cylinder r = R, |Φext| �
|Φat|. This is indeed the case when Φext(r, t) is the Coulomb potential of an external channelled
ion, for example.

We now introduce a “bookkeeping parameter” λ, which we use to denote terms of the same
“order” as the perturbing potential Φext(r, t) external to the system. The external potential is then
Vext(r, t) = −Φat(r)− λΦext(r, t), and we now assume that λ‖Φext(rR, t)‖∞ � ‖Φat(rR)‖∞ at
r = R so that we may perform a regular perturbation theory expansion of the surface number
density and velocity field in terms of the time-dependent perturbing potential λΦext(rR, t), (or
effectively λ), around the equilibrium number density per unit area n0(rR) and the equilibrium
velocity v0 = 0, respectively. We thus obtain for the surface number density and velocity field

n(rR, t) = n0(rR) + λn1(rR, t) + λ2n2(rR, t) + · · · , (2.53)

v(rR, t) = 0 + λv1(rR, t) + λ2v2(rR, t) + · · · , (2.54)

respectively. Here we have assumed that in equilibrium the electron gas has no velocity. We
would need to have some equilibrium velocity, as done by Eguiluz [198], or a constant external
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magnetic field B0, in order for there to be a linear order magnetic field contribution. We similarly
expand the density functional derivative as

δF [n]

δn
=

[
δF [n]

δn

]
0

+ λ

[
δF [n]

δn

]
1

+ λ2

[
δF [n]

δn

]
2

+ · · · , (2.55)

where we have used
[

δF [n]
δn

]
N

to denote theO(λN) coefficient of the density functional derivative.

We will denote the O(λN) coefficient of the electron charge density per unit volume by ρN(r, t),
which is related to the surface number density by ρN(r, t) = −nN(rR, t)δ(r −R).

Equilibrium Equation

In the 2D hydrodynamic model, we employ the jellium approximation, so that the equilibrium
density n0 is assumed to be constant along the length and around the nanotube. We further
consider the nanotube electrons to be confined to a thin cylindrical shell, so that the equilibrium
charge density per unit volume has the form ρ0(r) = −n0δ(r − R), where R is the nanotube
radius and n0 is a constant. The equilibrium surface density n0 is then obtained from the O(1)

equation

0 = ~∇
([

δF [n]

δn

]
0

− Φat

)
. (2.56)

Taking the gradient on the cylinder of the functional derivative of Eqn. (2.39) for the 2D density
functional F [n], we find from Poisson’s equation,

~∇
[
δF [n]

δn

]
0

= n0
~∇
∫∫

d2r′R
‖rR − r′R‖

. (2.57)

We now model the confining potential Φat using the jellium approximation, so that the positive
ionic background charge is confined to the same thin cylindrical shell and has atomic density
σa ≈ 0.107 and ZC valence electrons per carbon atom. Poisson’s equation for the confining
potential then yields throughout the volume

∇2Φat(r) = −4πZCσaδ(r −R), (2.58)

~∇Φat(rR) = ZCσa
~∇
∫∫

d2r′R
‖rR − r′R‖

. (2.59)
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Substituting Eqns. (2.57) and (2.59) into the O(1) equation, we find that the equilibrium charge
density per unit volume is ρ0(r) = −ZCσaδ(r−R), where ZC is the number of valence electrons
per atom in the electron gas.

Linear Equations

We are interested in studying the electronic response to the perturbing potential, and the linear
order corrections to the number density n1 and velocity v1. These are the solutions to the O(λ)

equations

∂2n1

∂t2
= ~∇ ·

[
n0
~∇
([

δF [n]

δn

]
1

− Φext

)]
, (2.60)

∂v1

∂t
= −~∇

([
δF [n]

δn

]
1

− Φext

)
. (2.61)

Taking the functional derivative of Eqn. (2.39) for the 2D density functional F [n] to O(λ), we
find [

δF [n]

δn

]
1

= πn1 −
1

4

∇2n1

n0

+

∫∫
d2r′R

n1(r
′
R, t)

‖rR − r′R‖
. (2.62)

Letting Φ(r, t) be the total electric potential, we find that

Φ(r, t) = Φext(r, t) +

∫∫∫
d3r′

ρ1(r
′, t)

‖r− r′‖
, (2.63)

where ρ1(r, t) = −n1(rR, t)δ(r−R) is the linear order correction to the electron charge density
per unit volume. The O(λ) equations then become

∂2n1

∂t2
= −n0∇2Φ(rR, t) + πn0∇2n1(rR, t)−

1

4
∇2∇2n1(rR, t) (2.64)

∂v1

∂t
= ~∇Φ(rR, t)− π~∇n1(rR, t) +

1

4

~∇∇2n1(rR, t)

n0

(2.65)

∇2Φ(r, t) = −4πρext(r, t)− 4πρ1(r, t), (2.66)

where ρext is the charge density external to the electron gas.
We now introduce into the momen-tum-balance equation (2.49) a frictional force −γv1, to

model scattering on the positive-charge background. Empirical values for the friction coefficient
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γ are often quite significant, but for carbon nanotubes values for the friction coefficient are not
readily available. For this reason we let the friction coefficient γ → 0+ numerically in order to
facilitate the numerical integrations used to solve for n1(rR).

The coefficient of the Thomas-Fermi term α ≡ πn0 = v2
F/2 is the square of the speed

of propagation of density disturbances in the fluid, while we define the coefficient of the von
Weizsäcker term as β ≡ 1/4. The O(λ) equations then simplify to

∂2n1

∂t2
+ γ

∂n1

∂t
= −n0∇2Φ(rR, t) + α∇2n1(rR, t)− β∇2∇2n1(rR, t), (2.67)

∂v1

∂t
+ γv1 = ~∇Φ(rR, t)−

α

n0

~∇n1(rR, t) + β
~∇∇2n1(rR, t)

n0

, (2.68)

∇2Φ(r, t) = −4πρext(r, t)− 4πρ1(r, t). (2.69)

Non-linear Equations

The generalized N th order corrections to the number density nN and velocity vN for N ≥ 2 are
the solutions to the O(λN) equations

∂2nN

∂t2
+ γ

∂nN

∂t
= ~∇ ·

(
n0
~∇
[
δF [n]

δn

]
N

+
N−1∑
`=1

(v` · ~∇)vN−` −
N−1∑
`=1

∂

∂t
n`vN−`

)
, (2.70)

∂vN

∂t
+ γvN = −~∇

[
δF [n]

δn

]
N

−
N−1∑
`=1

(v` · ~∇)vN−`. (2.71)

We have thus written the number density and velocity field to arbitrary order in terms of
the external potential Vext = −Φat − λΦext and the density functional F [n]. In the following
chapter, we will solve the O(λ) equations for the linear order correction to the number density
n1 induced by an external potential, for a multiwalled carbon nanotube with dielectric media
inside and outside.





Chapter 3

Electronic Response of Nanotubes

In Chapter 2, we obtained Eqns. (2.67) and (2.69) for the induced charge density per unit volume
ρ1(r, t) of an electron fluid confined to a 2D cylindrical shell. From the induced density, we
may calculate all quantities relevant to the electron fluid’s electronic response. These include the
induced electric potential Φind(r, t) due to an external charge perturbation ρext(r, t), the stopping
force on the external charge, and the image potential (or self-energy) of the external charge. To
solve Eqns. (2.67) and (2.69) for the induced density, we use the Fourier-Bessel transform.

3.1 Fourier-Bessel Transform

The solution to Poisson’s equation, Eqn. (2.69), for the total electric potential Φ(r, t), may be
written in terms of the charge density ρext(r, t) external to the electron gas, the electron charge
density per unit volume ρ1(r, t) induced on the electron gas, and the Coulomb potential 1

‖r−r′‖ ,
as

Φ(r, t) =

∫∫∫
d3r′

ρext(r
′, t) + ρ1(r

′, t)

‖r− r′‖
. (3.1)

Since we are concerned only with the linear response of the electron density on a “thin” cylin-
drical shell of radius Rj , we introduce the induced electron number density per unit area on the
jth cylindrical shell, nj(ϕ, z, t). We may express the electron charge density per unit volume
induced on the electron gas, ρ1(r, t), in terms of the electron density per unit area induced on the

29
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jth cylindrical shell, nj(ϕ, z, t), as

ρ1(r, t) = −δ(r −Rj)nj(ϕ, z, t). (3.2)

Using the method of Green’s functions discussed by Jackson pp. 125–127 [199] and shown
in detail in Appendix B, we find that the Coulomb potential may be written as a Fourier-Bessel
transform,

1

‖r− r′‖
=

∞∑
m=−∞

∫ ∞

−∞

dk

(2π)2
eim(ϕ−ϕ′)eik(z−z′)g(r, r′;m, k) (3.3)

where g(r, r′;m, k) is the radial Green’s function defined by

g(r, r′;m, k) ≡ 4πIm(|k|r<)Km(|k|r>), (3.4)

with r> ≡ max(r, r′) and r< ≡ min(r, r′). We define the Fourier-Bessel (FB) transform
Ã(r;m, k, ω) of an arbitrary function A(r, ϕ, z, t), by

A(r, ϕ, z, t) =
∞∑

m=∞

∫ ∞

−∞

∫ ∞

−∞

dkdω

(2π)3
eimϕ+ikz−iωtÃ(r;m, k, ω). (3.5)

With these facts as motivation, we now take the FB transform of Eqn. (2.67) on the nanotube
surface r = Rj , and obtain the constitutive algebraic equation

ω2ñj + iγωñj = −n0
j

(
k2 +

m2

R2
j

)
Φ̃ + αj

(
k2 +

m2

R2
j

)
ñj + β

(
k2 +

m2

R2
j

)2

ñj (3.6)

for the FB transform of the induced electron density ñj and the total potential Φ̃, where αj ≡ πn0
j

and n0
j is the equilibrium electron number density per unit area of the jth fluid. Taking the FB

transform of Eqn. (3.1), we obtain for Φ̃

Φ̃(r;m, k, ω) =

∫ ∞

0

g(r, r′;m, k)[r′ρ̃ext(r
′;m, k, ω)− δ(r′ −Rj)Rjñj(m, k, ω)]dr′. (3.7)

However, before Eqn. (3.6) may be solved for the induced electron density ñj on a cylinder of
radius Rj , we must first solve for the FB transform of the charge density external to the electron
gas ρ̃ext. This includes any perturbing charge density, the charge density induced by polarization
of any dielectric media, and the charge density induced on other electron fluids in the system.
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rin

ǫnt

ǫout

Rj

σout

ǫin

σin

rout

Figure 3.1: A MWNT with radii Rj and dielectric functions inside rin of εin(ω), in the nanotube
region between rin and rout of εnt(ω), and outside rout of εout(ω). The polarization charges on
the inner and outer dielectric boundaries are denoted by σin and σout respectively.

3.2 Incorporation of Dielectric Media

As shown in Fig. 3.1, our MWNT model consists of N cylindrical shells of radii Rj embedded
in a medium with dielectric function εnt(ω) encompassing the region rin ≤ r ≤ rout. The inner
region has dielectric function εin(ω) for r < rin, while the outer region has dielectric function
εout(ω) for r > rout. Consequently, our system has two dielectric boundaries at rin and rout with
surface polarization charge densities σin and σout, respectively. We first consider the situation at
the inner boundary.

Considering the case of no free charges on either boundary, and integrating Gauss’ Law for
the electric field, ~∇ · E = 4πρ, the total electric potential Φ(r, ω) satisfies

∂Φ

∂r

∣∣∣∣
r+
in

− ∂Φ

∂r

∣∣∣∣
r−in

= −4πσin, (3.8)

where ρ = σin(ϕ, z, ω)δ(r − rin) is the total charge density on the inner boundary. Similarly, we
may integrate Gauss’ Law for the electric displacement field, ~∇·D = 4πρf , where D ≡ ε(r, ω)E
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and ρf = 0 is the total free charge density on the inner boundary, to obtain

εnt(ω)
∂Φ

∂r

∣∣∣∣
r+
in

− εin(ω)
∂Φ

∂r

∣∣∣∣
r−in

= 0. (3.9)

The total electric potential is the work done to move a test charge at infinity to a position r. For
this reason, we require that the total electric potential be continuous across the inner boundary,

Φ(r−in, ϕ, z, ω) = Φ(r+
in, ϕ, z, ω). (3.10)

Following the method of Doerr and Yu [150], we now decompose the total electric potential
into the sum of the screened external perturbing potential Φsc (as defined in Sect. 4.3), the in-
duced potential from the nanotube Φnt, the potential due to the polarization charge on the inner
boundary Φin, and the potential due to the polarization charge on the outer boundary Φout, so that

Φ = Φsc + Φnt + Φin + Φout. (3.11)

Since each potential is uniquely defined only in a region for which it is a solution to Poisson’s
Equation, we choose each component of the total potential to be continuous across the bound-
aries, so that the continuity condition (3.10) is satisfied by construction. Further, defining Φin to
satisfy (3.8)

∂Φin

∂r

∣∣∣∣
r+
in

− ∂Φin

∂r

∣∣∣∣
r−in

= −4πσin, (3.12)

and Poisson’s Equation ∇2Φin = −4πσin(ϕ, z, ω)δ(r − rin), we may write the potential due to
the polarization charge on the inner boundary as

Φin(r, ω) =

∫
dr′
∫
dϕ′
∫
dz′

r′σin(ϕ
′, z′, ω)δ(r′ − rin)

‖r− r′‖
. (3.13)

This choice of Φin ensures that the total electric potential satisfies Eqn. (3.8). By applying Eqn.
(3.9), we may now find an expression for σin (and hence Φin), in terms of the remaining po-
tentials. Working with the Fourier-Bessel (FB) transform of the Green’s function in cylindrical
coordinates given in Eqn. (3.3), the FB transform of Φin(r, ω) is

Φ̃in = ring(r, rin;m, k)σ̃in(m, k, ω), (3.14)
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where σ̃in is the FB transform of the polarization charge on the inner boundary.
Substituting (3.14) via (3.11) into (3.9) we obtain for the FB transform of the polarization

charge

σ̃in = Rin
∂

∂r

[
Φ̃sc + Φ̃nt + Φ̃out

]
rin

, (3.15)

where

Rin ≡
εnt − εin

4π[εnt − (εnt − εin)κinI ′m(|κin|)Km(|κin|)]
(3.16)

is defined to be the response function of the polarization charge due to the external electric field
in the radial direction on the inner boundary, and κin ≡ krin.

Applying an analogous procedure on the outer boundary yields for the FB transform of the
polarization charge on that boundary

σ̃out = Rout
∂

∂r

[
Φ̃sc + Φ̃nt + Φ̃in

]
rout

, (3.17)

where

Rout ≡
εout − εnt

4π[εnt + (εnt − εout)κoutIm(|κout|)K ′
m(|κout|)]

, (3.18)

and κout ≡ krout.
Let us denote the induced electron number density per unit area on the jth cylindrical shell of

radius Rj of a MWNT by nj(ϕ, z, ω), so that the electric potential due to the nanotube satisfies
Poisson’s Equation∇2Φnt = 4π

∑
j nj(ϕ, z, ω)δ(r−Rj). Integrating Gauss’ Law for the electric

displacement field, ~∇ ·D = 4πρf , at Rj yields the boundary condition

εnt(ω)
∂Φnt

∂r

∣∣∣∣
R+

j

− εnt(ω)
∂Φnt

∂r

∣∣∣∣
R−j

= 4πnj. (3.19)

The FB transform of Φnt(r, ω) may now be written as

Φ̃nt = − 1

εnt(ω)

∑
j

Rjg(r, Rj;m, k)ñj(m, k, ω), (3.20)

where ñj is the FB transform of the induced electron number density nj .
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Solving the coupled equations (3.15) and (3.17) in terms of ñj using (3.20) and
∂Φ̃sc

∂r
, we

obtain

σ̃in = σ̃sc
in −

∑
`

ñ`

ε`
in

, and σ̃out = σ̃sc
out −

∑
`

ñ`

ε`
out

, (3.21)

where σ̃sc
in and σ̃sc

out are the polarization charges due to the external charge on the inner and outer
boundaries respectively and ε`

in and ε`
out behave as dielectric constants for the polarization charge

on the inner and outer boundaries respectively due to the induced charge on the `th cylinder ñ`.
We express the polarization charges due to the external charge as

σ̃sc
in ≡

Rin
∂ eΦsc

∂r
|rin

+ RinRoutroutg
′(rin, rout)

∂ eΦsc

∂r
|rout

1− routg′(rin, rout)ring′(rout, rin)RinRout

, (3.22)

σ̃sc
out ≡

Rout
∂ eΦsc

∂r
|rout + RinRoutring

′(rout, rin)
∂ eΦsc

∂r
|rin

1− routg′(rin, rout)ring′(rout, rin)RinRout

, (3.23)

where g′(r1, r2) is the derivative of the radial Green’s function g(r1, r2;m, k) with respect to the
first argument r1 and where we have dropped the labels m and k. We define ε`

in and ε`
out as

ε`
in ≡

εnt[R
−1
in R−1

out − routg
′(rin, rout)ring

′(rout, rin)]

R−1
outR`g′(rin, R`) + routg′(rin, rout)R`g′(rout, R`)

, (3.24)

ε`
out ≡

εnt[R
−1
in R−1

out − routg
′(rin, rout)ring

′(rout, rin)]

R−1
in R`g′(rout, R`) + ring′(rout, rin)R`g′(rin, R`)

. (3.25)

3.3 Nanotube’s Induced Electron Density

Following the procedure of solution described by Doerr and Yu [150], so that Φ = Φsc + Φnt +

Φin + Φout from Eqn. (3.11), we may now write the FB transform of the total electric potential
in terms of the induced electron density on the `th fluid as

Φ̃(Rj) = Φ̃sc −
∑

`

R`

εnt

g(Rj, R`)ñ` + ring(Rj, rin)σ̃
sc
in −

∑
`

rin
ε`
nt

g(Rj, rin)ñ`

+routg(Rj, rout)σ̃
sc
out −

∑
`

rout

ε`
nt

g(Rj, rout)ñ`. (3.26)



CHAPTER 3. ELECTRONIC RESPONSE OF NANOTUBES 35

We obtain by substituting Eqn. (3.26) into the constitutive equation for the jth cylinder, Eqn.
(3.6), a system of N coupled equations∑

`

[
δj`χ

−1
j +

R`

εnt

g(Rj, R`) +
rin
ε`
in

g(Rj, rin) +
rout

ε`
out

g(Rj, rout)

]
ñ`

= Φ̃sc(Rj) + ring(Rj, rin)σ̃
sc
in + routg(Rj, rout)σ̃

sc
out, (3.27)

where χj is the response function of the induced number density of the jth fluid to the total
electric potential, ñj = χjΦ̃, defined by

χj ≡
n0

j(k
2 +m2/R2

j )

αj(k2 +m2/R2
j ) + β(k2 +m2/R2

j )
2 − ω2 − iγω

, (3.28)

where we take the limit γ → 0+. We will also find it useful to write Eqn. (3.27) as a matrix
equation of the form

Mñ = Φ̃, (3.29)

where

Mj` ≡ χ−1
j δj` +

R`

εnt

g(Rj, R`) +
rin
ε`
in

g(Rj, rin) +
rout

ε`
out

g(Rj, rout), (3.30)

Φ̃j ≡ Φ̃sc(Rj) + ring(Rj, rin)σ̃
sc
in + routg(Rj, rout)σ̃

sc
out. (3.31)

Finally, once the external perturbing potential is defined, combining Eqn. (3.27) with the
definitions (3.22) and (3.23) of σ̃sc

in and σ̃sc
out respectively, gives a “material” equation to be solved

for the induced electron densities ñj in terms of the screened external potential. Using Eqns.
(3.20) and (3.21), along with Eqn. (3.14) and its counterpart on the outer boundary, we may then
find the total induced potential throughout the system.





Chapter 4

Ion Channelling through Nanotubes

In the following chapter, we apply the 2D hydrodynamic model for the electronic response of
CNTs, developed in Chapters 2 and 3, to ion channelling through CNTs. In other words, we
will be modelling an ion beam incident on the CNT in a direction approximately parallel to the
nanotube axis.

Although not yet realized experimentally, several studies have already been made of ion chan-
nelling through CNTs, bundles, and ropes [7, 8, 87, 88, 89, 200, 201, 202, 203], predicting its
feasibility and advantages when compared with traditional single crystal channelling methods.
Because atoms in a single crystal typically are densely packed, ions channelled through the crys-
tal will eventually undergo Rutherford scattering or energy losses which force the ion out of the
channel. This is often called the dechannelling process. However, CNTs have much wider chan-
nels (∼ 14 Å), when compared with crystal lattices. This should mean a weaker dechannelling
process, and hence longer channelling distances will be observed in CNTs when compared with
single crystal channels. This also means that CNTs should have a wider acceptance angle (∼ 1

rad), and require lower minimum ion energies (. 100 eV). Finally, the ability of CNTs to bend
should allow for full 3D control of the incoming ion beam’s deflection, something which is not
possible with the planar channelling of bent single crystals.

The potential applications of ion channelling through CNTs include the creation and transport
of highly focused nanoscale ion beams and their use for ion implantation and manufacturing
of electronics at the nanoscale, targeted drug delivery and radiation therapy in medicine at the
cellular level, manipulation of low-energy ions in plasma deposition technologies, control of
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Figure 4.1: Schematic of ion channelling through an (11,9) nanotube.

molecular transport in biological research, and the extraction, steering and collimation of ion
beams from high-energy particle accelerators [204].

To model ions being channelled through a CNT, shown schematically in Fig. 4.1, we consider
the screened external potential in Eqn. (3.27) to be due to an ion of charge Q moving parallel to
the nanotube axis with speed v at position r0 = {r0, ϕ0, vt}, having intermediate energy of ∼ 1

MeV. This yields a FB transform of the screened external potential of

Φ̃sc(r;m, k, ω) =
2π

εnt(ω)
Qg(r, r0;m, k)δ(ω − kv)e−imϕ0 . (4.1)

However, before calculating the electronic response of CNTs to channelled ions, we calculate
the intrinsic properties of a nanotube-dielectric system given via plasmon hybridization.

4.1 Plasmon Dispersion

A plasmon is the quantum or quasi-particle of collective oscillation of an electron fluid’s charge
density. The plasmon energies of a system may be calculated via a dispersion relation between
the frequency ω, or plasma frequency, and the angular and longitudinal wave numbers m and k
respectively. This dispersion relation yields the plasma frequencies ω, or plasmon energies }ω,
at which “peaks” occur in the induced charge density in Eqn. (3.27), or simply the normalized
intensity as shown in Fig. 1.2. The dispersion relation is obtained by letting γ = 0 and setting
the denominator of M−1Φ̃ from Eqn. (3.29) equal to zero, giving

det |M|[R−1
in R−1

out − routg
′(rin, rout)ring

′(rout, rin)] = 0 (4.2)
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where from Eqns. (3.16) and (3.18)

R−1
in =

4π

εnt − εin
[εnt − (εnt − εin|κin|I ′m(|κin|)Km(|κout|)] , (4.3)

R−1
out =

4π

εout − εnt

[εnt + (εnt − εout|κout|Im(|κout|)K ′
m(|κout|)] , (4.4)

with κin ≡ krin and κout ≡ krout.

SWNTs with Dielectrics

We now restrict consideration to a SWNT. Using the two-fluid hydrodynamic model [64, 65,
70, 66, 67, 68] we consider the CNT to consist of π and σ fluids superimposed on the cylinder
r = R (we take R = 7 Å throughout) with equilibrium densities per unit area n0

π ≈ 0.107

and n0
σ ≈ 0.321 respectively. Bose and Longe [56] have shown that such classical models

give results in agreement with RPA models when 1 � kFR, where kF =
√

2πn0 is the Fermi
momentum. For the CNT system we shall consider, we find kFR ≈ 22, which justifies our use
of the hydrodynamic model. Equation (3.27) then simplifies to

ñ1 =
Φ̃sc(R) + ring(R, rin)σ̃

sc
in + routg(R, rout)σ̃

sc
out

χ−1 + R
εnt
g(R,R) + rin

εin
g(R, rin) + rout

εout
g(R, rout)

, (4.5)

where χ = χπ +χσ is the two-fluid response function and ñ1 = ñπ +ñσ is the sum of the induced
electron densities of each fluid.

We may obtain from (4.5) a plasmon dispersion relation for ω in terms of the plasmon ener-
gies Ωw and Ωc for a Drude metal wire and channel respectively, with ε = 1− ω2

p/ω2, [44]

Ω2
w = +ω2

p|κ|%inI
′
m(|κ|%in)Km(|κ|%in) (4.6)

Ω2
c = −ω2

p|κ|%outIm(|κ|%out)K
′
m(|κ|%out) (4.7)

and the plasmon energies ω+ and ω− for the σ+π and π branches respectively of a CNT obtained
from the two-fluid model, [68]

ω2
± =

(
ω2

π + ω2
σ

2

)
±

√(
ω2

π − ω2
σ

2

)2

+ ∆2, (4.8)
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where

ω2
π,σ = Ω2

π,σ(κ2 +m2)

[
1

4R
+ β

κ2 +m2

Ω2
π,σR

4
+ Im(|κ|)Km(|κ|)

]
(4.9)

are respectively the plasmon energies of the non-interacting π and σ fluids, whereas

∆ = ΩπΩσ(κ2 +m2)Im(|κ|)Km(|κ|) (4.10)

gives the electrostatic interaction between those fluids, with Ωπ,σ =
√

4πn0
π,σ/R, and κ ≡ kR.

The dispersion relations for a CNT encapsulating a metallic wire or encapsulated by a metal-
lic channel are then

(ω2 − Ω2)Ω2
pΩ

2
w(κ2 +m2)Im(|κ|%in)K

2
m(|κ|)/Km(|κ|%in) = (ω2 − Ω2

w)(ω2 − ω2
+)(ω2 − ω2

−)

(4.11)

and

(ω2 − Ω2)Ω2
pΩ

2
c(κ

2 +m2)I2
m(|κ|)Km(|κ|%out)/Im(|κ|%out) = (ω2 − Ω2

c)(ω
2 − ω2

+)(ω2 − ω2
−),

(4.12)

respectively, where

Ω2 =
Ω2

πΩ2
σ

2RΩ2
p

(κ2 +m2) +
β

R4
(κ2 +m2)2 (4.13)

and Ω2
p = Ω2

π +Ω2
σ = 4πn0/R with n0 = n0

π +n0
σ ≈ 0.428 being the equilibrium number density

per unit area of carbon valence electrons in graphene.
Figure 4.2 is an energy-level diagram of plasmon hybridization in a composite nanotube and

metal wire/channel system, explained in three stages. First, plasmon hybridization occurs in the
nanotube between the σ and π electron fluids, with frequencies ωπ and ωσ respectively from
(4.8), yielding the σ + π and π plasmons, with frequencies ω+ and ω− respectively from (4.9),
as shown in Fig. 4.3(a) [68]. Second, plasmon hybridization occurs between the σ + π nan-
otube plasmon and the metal wire/channel plasmon branches with frequencies Ωw/c from (4.6)
and (4.7) respectively as shown in Fig. 4.3(b), yielding antisymmetrically coupled (antibonding)
and symmetrically coupled (bonding) metal-(σ + π) plasmons with frequencies ωa

D+ and ωs
D+
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Figure 4.2: Energy-level diagram describing plasmon hybridization in a CNT (left) between
(1) the σ and π electron fluids yielding the σ + π and π plasmons and in a nanotube and metal
wire/channel (right) between (2) the σ+π nanotube plasmon and the metal wire/channel plasmon
branches, yielding antisymmetrically coupled (antibonding) and symmetrically coupled (bond-
ing) metal-(σ+π) plasmons and (3) the symmetrically coupled (bonding) metal-(σ+π) plasmon
and the π nanotube plasmon, yielding antisymmetrically coupled (antibonding) and symmetri-
cally coupled (bonding) π-metal-(σ + π) plasmons [39, 147].

respectively. Third, plasmon hybridization occurs between the symmetrically coupled (bonding)
metal-(σ + π) plasmon and the π nanotube plasmon, yielding antisymmetrically coupled (anti-
bonding) and symmetrically coupled (bonding) π-metal-(σ+π) plasmons, with frequencies ωa

D±

and ωs
D± respectively.

The plasmon hybridization between the π and symmetrically coupled metal-(σ + π) plas-
mons is a much weaker coupling than those between the nanotube fluids or the σ + π and metal
plasmons, due to the large energy separation between the π plasmon and the higher energy σ+π

and metal plasmons. The antisymmetrically and symmetrically coupled metal-(σ + π) plasmon
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Figure 4.3: The plasmon energy ω in eV versus longitudinal wave number k in Å−1, of (a) a
CNT from our model [68] with experimental points (•) from Pichler et al. [16, 43] (see Fig.
1.2) of radius R = 7 Å showing the kinematic resonance condition ω = kv, (b) an aluminum
wire of radius rin = 7 Å and channel of radius rout = 7 Å [154], a CNT of radius R = 7 Å
encapsulating an aluminum wire of radius (c) rin = 7 Å and (d) rin = 6 Å, and a CNT of radius
R = 7 Å encapsulated in an aluminum channel of radius (e) rout = 7 Å and (f) rout = 8 Å,
using ωp ≈ 15.0 eV from Abril et al. [153] plotted versus k in Å−1 for m = 0 ( ), 1 ( ), 2

( ), 3 ( ), and 4 ( ) [147].
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branches will thus have the same qualitative behaviour as the plasmon branches obtained from a
single-fluid model. Although in principle a coupling exists between the higher energy antisym-
metrically coupled metal-(σ + π) plasmon and the two lower energy antisymmetrically coupled
and symmetrically coupled π-metal-(σ+π) plasmons, this coupling is very weak due to the large
energy separation between these modes [39].

The plasmon energies from the two-fluid model [68] and experimental points [16, 43] for
a CNT are shown along with the kinematic resonance condition ω = kv [62] in Fig. 4.3(a),
while those for a metallic channel [44, 45] and a metallic wire [154] are shown in Fig. 4.3(b).
The low energy interband plasmon energies measured by Pichler et al. are related to excitations
of localized electrons, arising from the van Hove singularities in the nanotube band structure
[16, 43]. Since these band structure effects occur at such low energies, by applying the kinematic
resonance condition ω = kv, we may argue that the band structure will contribute to the ion
stopping force and self energy only at low velocities. For ion channelling, we are primarily
interested in fast ion interactions, where the ions have velocities paraxial to the nanotube larger
than the Fermi velocity (v > vF =

√
2πn0), so that band structure effects may be neglected. Note

that both the σ + π and π plasmon branches in the cylindrically symmetric m = 0 mode vanish
at k = 0, which disagrees with results obtained when band structure contributions are included.
However, when performing calculations for off-axis ion channelling, cylindrical symmetry is
broken and higher order m modes, which do not vanish at k = 0, begin to dominate.

To improve our model of the combined system, we use both zero and 1 Å as a separation
distance between the layers of the dielectric materials and the nanotube, as done by Östling et al.
[59]. Figures 4.3(c) and 4.3(d) show a CNT of radius R = 7 Å encapsulating metallic wires of
radii rin = 7 Å and rin = 6 Å respectively, while Figs. 4.3(e) and 4.3(f) show a CNT encapsulated
in metallic channels of radii rout = 7 Å and rout = 8 Å respectively.

Note the elevation of the high energy antisymmetrically coupled metal-(σ + π) plasmon
branches ωa

D+ in the combined systems shown in Figs. 4.3(c–f), when compared with the σ + π

and metallic plasmon branches shown in Figs. 4.3(a) and 4.3(b) respectively. In particular, the
m = 0 mode of the antisymmetrically coupled metal-(σ + π) plasmon for a nanotube encap-
sulated in a metal channel, shown in Fig. 4.3(e), has a plasma frequency of ωa

D+ ≈ ωp +
κ2

2ωp

[
Ω2

p − ω2
p/2
]
[− ln(|κ|/2)− γ0] for κ = kR � 1, where γ0 is Euler’s constant. How-

ever, as k increases, we find the antisymmetrically coupled metal-(σ + π) plasmon exhibits
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quasi-acoustic behaviour. Conversely, in Figs. 4.3(c) and 4.3(e) the antisymmetrically cou-
pled π-metal-(σ+π) plasmon branches appear remarkably unchanged from the carbon nanotube
quasi-acoustic π branches ω− shown in Fig. 4.3(a). This is due to the large energy separation be-
tween the π branches ω− and the metal wire and channel branches Ωw and Ωc. However, at long
wavelengths (k � 1), the antisymmetrically coupled π-metal-(σ + π) plasmon branches differ
substantially from the nanotube π branches. For rout = rin = R, the m = 0 antisymmetrically
coupled π-metal-(σ + π) plasmon branch, shown in Figs. 4.3(c) and 4.3(e), has a quasi-acoustic
plasma frequency of ωa

D± ≈
√

6
4
kvF for k � 1. As k increases, the plasma frequency approaches

the nanotube’s quasi-acoustic π plasma frequency, so that ωa
D± ≈ ω− ≈

√
3

4
kvF [68]. Physically,

at long wavelengths, the metal wire/channel will interact collectively with the entire electron
gas, so that even the weak coupling with the π fluid will have an effect on the low-energy plasma
frequencies.

We also find in Figs. 4.3(c) and 4.3(e) that the presence of a metal wire or channel suppresses
the symmetrically coupled π-metal-(σ+π) plasma frequency branches ωs

D± below the nanotube
π branches ω− shown in Fig. 4.3(a). Physically, this is because the electrostatic interaction
between the σ and π electron fluids is much weaker than the electrostatic interaction between
the nanotube electron fluids and the perfectly conducting metal boundary layers when rout =

rin = R. At long wavelengths, the m = 0 mode of the symmetrically coupled π-metal-(σ + π)

plasmon shows quasi-acoustic behaviour, with plasma frequency ωs
D± ≈

√
2

4
kvF for k � 1.

As k increases, we find that the symmetrically coupled π-metal-(σ + π) plasmon exhibits 1-D
behaviour.

All m modes from the metallic channel system are higher than those from the metallic wire
system, with the separation decreasing with increasing m, as shown in Figs. 4.3(c–e). This is as
expected from observing the metallic systems alone as shown in Fig. 4.3(b). It is remarkable that
the nanotube π branches with frequencies ω− and the antisymmetrically coupled metal-(σ + π)
channel/wire branches with frequencies ωa

D+ are independent of the size of the gap between the
nanotube and the metal boundary, whereas the symmetrically coupled metal-(σ + π) branches
with frequencies ωs

+ are strongly affected by this gap. As the separation between the nanotube
and the dielectric boundary ∆rb = |R − rin,out| increases, the coupling between the nanotube
σ + π plasmon branch and the metal wire/channel branches weakens. The symmetrically cou-
pled metal-(σ + π) plasmon branch moves from an energy below that of the π plasmon branch
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k [Å−1]
∆r [Å]
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Figure 4.4: The plasmon energy ω in eV of a CNT of radius R = 7 Å plotted versus k in Å−1

and the tube-boundary gap ∆rb = |R− rin,out| in Å for m = 0. Each pair of branches arise from
an aluminum channel (upper) and wire (lower) respectively with ωp ≈ 15.0 eV from Abril et al.
[153, 147]

for ∆rb = 0 to one crossing the π plasmon branch for ∆rb ≈ 1 Å. The antisymmetrically and
symmetrically coupled π-metal-(σ + π) plasmons thus “bounce” between the plasma frequen-
cies ωs

D+ and ω−, due to avoided crossings, illustrated in the inset of Fig. 4.3(f), maintaining a
minimal separation of ≈ 0.2 eV.

These avoided crossings induce a cutoff wave number kC for m = 0 in the symmetrically
coupled metal-(σ+π) channel plasmon branch with frequency ωs

D±, which occurs when ω2
+ω

2
− =
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Ω2Ω2
pκ

2I2
0 (|κ|)K0(|κ|%out)/I0(|κ|%out). For ∆rb ≈ 1 Å, this cutoff is kC ≈ 0.06 Å−1, below

which the symmetrically coupled π-metal-(σ + π) plasmon branch is completely imaginary.
Thus overdamping occurs at large wavelengths for nanotubes encapsulated in metal channels.
This is further illustrated in Fig. 4.4, which shows how the plasmon dispersions for m = 0 of the
combined system change as the tube-boundary gap ∆rb increases. We note that the upper two
antisymmetrically coupled metal-(σ+π) branches for a wire/channel are only weakly dependent
on ∆rb, while the persistence of the nanotube’s two degenerate acoustic π branches gives rise
to a plane-like structure. Conversely, the two nearly degenerate symmetrically coupled metal-
(σ + π) branches undergo a series of avoided crossings due to plasmon hybridization with the
π branches, moving from underneath the corresponding π plane at ∆rb = 0 to lying above that
plane at ∆rb = 1 Å for the range of wave numbers 0 < k < 1 Å−1.

DWNTs and MWNTs in Vacuum

We will now consider the case of a DWNT in vacuum, which we model as two electron fluids,
each with equilibrium density n0

1,2 ≈ 0.428, confined to cylindrical shells of radii R1 and R2

respectively. In this case, εin = εout = εnt = 1, so that the dispersion relation of Eqn. (4.2) yields
expressions for the DWNT plasmon branches analogous to the σ + π and π branches of Eqn.
(4.8). These are for each m

ω2
± =

ω2
1 + ω2

2

2
±

√(
ω2

1 − ω2
2

2

)2

+ ∆2, (4.14)

where

ω2
1,2 = Ω2

1,2(κ
2
1,2 +m2)

[
1

4R1,2

+
κ2

1,2 +m2

4Ω2
1,2R

4
1,2

+ Im(|κ1,2|)Km(|κ1,2|)
]

(4.15)

are the squares of the plasma frequencies of the individual electron fluids on the cylinders,
whereas

∆2 = Ω2
1Ω

2
2(κ

2
1 +m2)(κ2

2 +m2)I2
m(|κ1|)K2

m(|κ2|) (4.16)

describes the electrostatic interaction between the two fluids, with κ1 ≡ kR1 and κ2 ≡ kR2.
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Figure 4.5: The plasmon energy ω in eV versus longitudinal wave number k in Å−1 for (a)
DWNT with radiiR1 = 3.6 Å andR2 = 7 Å and (b)N = 10 MWNT with radiiRn = 3.6+3.4n

Å for m = 0 ( ), 1 ( ), 2 ( ), 3 ( ), and 4 ( ) [145, 148].

In Fig. 4.5(a), we consider a DWNT with the inner and outer radiiR1 = 3.6 Å, andR2 = 7 Å,
respectively, with a separation d = R2 −R1 = 3.4 Å, chosen to match the typical inter-wall dis-
tance in MWNTs. The two groups of resonant plasmon dispersions from Eqn. (4.14), ω+(m, k)

and ω−(m, k), are shown in Fig. 4.5(a) versus the longitudinal wave number k for angular wave
numbers m = 0, 1, 2, 3, and 4. It is apparent in Fig. 4.5(a) that the splitting between the two
groups of plasmon frequencies in Eqn. (4.14) is rather substantial owing to the strong electro-
static interaction between the two charged fluids. While the upper group of plasmon dispersions
exhibits a characteristic dimensional cross-over from a 2D to a one-dimensional electron system
[96, 58], the lower group of plasmon frequencies exhibits weaker dispersions with less spread-
ing among the various m-modes. In particular, the m = 0 mode in the lower-energy plasmon
group exhibits a quasi-linear dispersion in the limit of long wavelengths, which may be derived

analytically in the form ω− ≈

√
2R1R2

R1 +R2

ln

(
R1

R2

)
kvF ≈ 4k. This quasi-acoustic plasmon

mode seems to be a common occurrence when a splitting of plasmon frequencies happens due to
the electrostatic interaction, e.g., in the electron-hole plasma of a CNT [205], or in the coupling
between two parallel nanotubes [61].

To illustrate the effects of multiple walls on plasmon dispersion, we choose the example of
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an N = 10 walled CNT with radius of the nth wall given by Rn = 3.6 + 3.4n Å, where we have
used an inner radius of R1 ≈ 3.6 Å and separation d = Rn+1 −Rn ≈ 3.4 Å, as was done for the
DWNT case.

Since we are considering the nanotube to be in vacuum, so that εin = εout = εnt = 1,
the dispersion relation given by Eqn. (4.2) yields 2N positive roots for ω defining the plasmon
dispersions which are clearly separated into a high-frequency, ωj,+(m, k), and a low-frequency,
ωj,−(m, k), group (where 1 ≤ j ≤ N ) for each angular wave number m, as shown in Fig. 4.5(b)
for N = 10 with m = 0 and 1. These groupings are reminiscent of the experimental plasmon
branches describing longitudinal oscillations of σ + π and π electrons on CNTs shown in Fig.
1.2 [16]. Interestingly, the low-frequency π plasmons are much more tightly packed than the
high-frequency group. In particular, the m = 0 modes of the π plasmons are degenerate with
the quasi-acoustic SWNT π plasmon branch ω− ≈

√
3

4
kvF at long wavelengths. This again

reinforces the stability of the π plasmon branch, even when significant hybridization occurs
between plasmons from the various nanotube walls.

Comparing Fig. 4.5(a) and Fig. 4.5(b), we see that plasma hybridization between the electron
fluids of different nanotube walls leads to a “thickening” of the high-frequency σ + π plasmon
group at medium wavelengths, while the qualitative behaviour of the plasmon branches remains
unchanged at small and long wavelengths.

4.2 Electron Density and Electric Potential

Using the induced electron density per unit area, n1(rR, t), on a nanotube of radius R, where
rR = {R,ϕ, z} is the coordinate on the cylinder, we may determine all quantities relevant to ion
channelling, such as the induced potential Φind(r, t), the stopping force, and the image potential.
Beginning with the simple model of a single electron fluid, of equilibrium density n0 ≈ 0.428,
confined to a cylindrical shell of radius R, we will calculate the electron density perturbation
induced by an ion of charge Q moving paraxially with speed v at position r0 = {r0, ϕ0, vt} in
the laboratory frame of reference. Employing this single-fluid model, we obtain by substituting
Eqn. (4.1) for Φ̃sc into Eqn. (3.27) and performing the inverse FB transform, the induced electron
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Figure 4.6: The axial dependence of the surface electron density n1 in in the plane ϕ = ϕ0 on a
single wall carbon nanotube with radius R = 7.4 Å, induced by protons moving paraxially with
speed v = 0 at radial distances r0 = R/2 ( ) and r0 = 3R/2 ( ), and speed v = 3 at
radial distances r0 = R/2 ( ) and 3R/2 ( ) [144].

density

none(rR, t) =
Q

R2

∑
m

∫
dκ

(2π)2

Ω2
p(κ

2 +m2)eim(ϕ−ϕ0)eiκ(z/R−$t)Im(|κ|%0<)Km(|κ|%0>)

Ω2
p(κ

2 +m2)
[

1
4R

+ κ2+m2

4Ω2
pR4 + Im(|κ|)Km(|κ|)

]
− κ$(κ$ + iγ)

(4.17)

where we have used the plasma frequency for a non-interacting electron gas of density n0, Ωp ≡√
4πn0/R, $ ≡ v/R, and the dimensionless variables κ ≡ kR, %0< ≡ min(1, r0/R), %0> ≡

max(1, r0/R).
In Fig. 4.6 we show the z-dependence of the induced electron density calculated using the

single-fluid model. We consider a nanotube of radiusR = 7.4 Å, with an ion travelling paraxially
with speed v = 0 and v = 3 at r0 = R/2 and r0 = 3R/2. For a stationary ion, we find that
the induced electron density has a bell-like shape, which is stationary in the ion’s moving frame
of reference. For ions travelling at speeds much higher than the electron fluid’s Fermi velocity
vF =

√
2πn0 ≈ 1.6, electrons in the fluid are unable to “keep up” with the moving ion’s electric

field, and oscillations in the induced electron density occur. These oscillations, called the “wake
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Figure 4.7: Electron number density n1 on an (11,9) SWNT of radius R = 6.89 Å, induced by
an ion moving paraxially with speed v = 3 at r0 = R/2 (top) and r0 = 3R/2 (bottom).

effect”, can be seen in Fig. 4.6 for the induced electron density due to an ion moving paraxially
with speed v = 3.

In Fig. 4.7, we show calculations of the single-fluid induced electron density on an (11,9)
SWNT of radius R = 6.89 Å, due to an ion travelling paraxially with speed v = 3 to the
nanotube at r0 = R/2 and r0 = 3R/2. Regions of higher and lower electron density are darker
and lighter respectively. The two left panes show the induced electron density superimposed on
the lattice structure of an (11,9) SWNT. The two right panes of Fig. 4.7 are plots of the induced
electron density after being “unraveled” into a 2D plot. The 2D plots of the induced electron
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In
d
u
ce

d
d
en

si
ty

[a
.u

.]

v = 3

Figure 4.8: Induced electron densities none ( ) and ntwo ( ) from the single-fluid and two-
fluid models respectively, versus distance (z − vt) in Å, for a proton moving along the axis of a
nanotube with radius R = 7 Å, at speeds v = 2, 2.5, 2.75 and 3 [68].

density both clearly show a “V” shape wake pattern trailing the ion’s position, which begins
to interfere with itself at z0 − vt ≈ 40 Å behind the ion, once the wake pattern encircles the
nanotube. In comparing the induced electron density for r0 = R/2 (upper) and r0 = 3R/2

(lower), we notice that the wake pattern is more localized when the ion is outside the nanotube,
due to the nanotube’s cylindrical geometry.

We now compare the single-fluid model for the induced electron density with the two-fluid
model for the induced electron density in a vacuum, from which we obtain by substituting Eqn.
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(4.1) for Φ̃sc into Eqn. (4.5)

ntwo(rR, t) =
Q

R2

∑
m

∫
dκ

(2π)2

Ω2
p(κ

2 +m2)eim(ϕ−ϕ0)eiκ(z/R−$t)Im(|κ|%0<)Km(|κ|%0>)

[ω2
+(m,κ)− κ$(κ$ + iγ)][ω2

−(m,κ)− κ$(κ$ + iγ)]
(4.18)

where ω2
± are given by Eqn. (4.8).

Figures 4.8 and 4.9 show the induced electron density on a SWNT of radius R = 7 Å due
to an ion travelling along the nanotube axis, calculated using both the single-fluid and two-fluid
models. Since Im(0) = δm0 [169], by cylindrical symmetry, only the m = 0 terms contribute in
our calculations of the induced electron density.

In Fig. 4.8, we see that the threshold for excitations of the σ + π plasmon is v & 2. We
find that above this threshold, both the single-fluid and two-fluid models exhibit the usual wake
effect trailing the ion with increasing v. Apart from minor differences in the periods and phases
of these oscillations, the single-fluid and the two-fluid models give remarkably similar results for
speeds v & 2. On the other hand, for almost all v values in the low-speed range, 0 < v < 2,
our calculations show that none and ntwo are practically on top of each other, as shown in Fig.
4.8(a), both describing a symmetrical, bell-shaped accumulation of electrons on the nanotube
wall which screens the channelled ion.

In Fig. 4.9 we show the induced electron density for an ion moving at speeds near the π
plasmon phase velocity, given by the kinematic condition to be v =

√
3

4
vF ≈ 0.71. This reveals

expected, yet qualitatively surprising, differences in the z dependences of the single-fluid and
two-fluid induced electron densities, none and ntwo respectively. Namely, while the single-fluid
model maintains an almost rigidly-shaped bell curve none(z− vt), the two-fluid model gives rise
to the development of a strong asymmetry in the induced electron density ntwo(z−vt) in the range
of speeds shown in Fig. 4.9. The most surprising result is that ntwo(z − vt) exhibits oscillations
for v ≈ 0.72, shown in Fig. 4.9(b), which precede the ion (z − vt > 0). In contrast, the wake
patterns shown in Fig. 4.8(b), Fig. 4.8(c) and Fig. 4.8(d) all trail the ion. Our calculations show
that this physically puzzling behaviour of the two-fluid model is accompanied by the strong, out-
of-phase individual polarizations of the σ and π fluids, similar to the earlier observations in the
electron-hole plasma on nanotubes [205]. We finally note that the calculations also show that,
while both induced densities none and ntwo are insensitive to the variations in (small) values of
γ for high speeds, v > 2, shown in Fig. 4.8, the oscillations in ntwo, shown in Fig. 4.9(b), are
heavily damped when both the friction γ and the nanotube radius R increase.
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Figure 4.9: Induced electron densities none ( ) and ntwo ( ) from the single-fluid and two-
fluid models respectively, versus distance (z − vt) in Å, for a proton moving along the axis of a
nanotube with radius R = 7 Å, at speeds v = 0.70, 0.71, 0.72, and 0.74, near the group velocity
of the π plasmon, vg =

√
3

4
vF ≈ 0.71 [68].

The induced electric field from a nanotube due to an ion moving parallel to the nanotube
axis, may be calculated using the FB transform of the induced electron density from a single-
fluid model, from Eqn. (3.20), to obtain

Φind(r, t) (4.19)

=−4πQ

R

∑
m

∫
dκΩ2

p(κ
2 +m2)eim(ϕ−ϕ0)eiκ(z/R−$t)Im(|κ|%0<)Im(|κ|%<)Km(|κ|%0>)Km(|κ|%>)

(2π)2Ω2
p(κ

2 +m2)
[

1
4R

+ κ2+m2

4Ω2
pR4 + Im(|κ|)Km(|κ|)

]
− κ$(κ$ + iγ)
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z − vt [Å]
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Figure 4.10: Total potential Φ in eV plotted versus r in Å and (z − vt) in Å in the plane φ = φ0

for a proton moving paraxially at r0 = R/2 ≈ 3.7 Å in a SWNT of radius R = 7.4 Å, at speed
(a) v = 0 and (b) v = 3. The level curves show the increments ∆Φ = 0.5 eV [144].
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Figure 4.11: Total potential Φ in eV plotted versus r in Å and (z − vt) in Å in the plane ϕ = ϕ0

for a proton moving paraxially at r0 = 3R/2 ≈ 11.1 Å outside a SWNT of radius R = 7.4 Å, at
speed (a) v = 0 and (b) v = 3. The level curves show the increments ∆Φ = 0.5 eV [144].

where %< ≡ min(1, r/R) and %> ≡ max(1, r/R).
We now use Eqn. (4.19) to calculate the 3D spatial variation of the total potential Φ for an

ion with charge Q = 1 at the distances r0 = 3.7 Å and r0 = 11.1 Å from the axis of a nanotube
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of radius R = 7.4 Å, and show the results in Fig. 4.10 and Fig. 4.11 for the r and z dependence
of Φ in the plane ϕ = ϕ0 (defined by the position of the particle). In Fig. 4.10, we show the
cases of particles inside the nanotube (r0 = 3.7 Å) at speeds (a) v = 0 and (b) v = 3. One can
observe from Fig. 4.10(a) that, in the static case, the Coulomb potential of the charged particle is
effectively screened by the nanotube, so that there is very little “leakage” of that potential outside
the nanotube wall. Nevertheless, the magnitude of the leaking potential in Fig. 4.10(a) may be
sufficient to provide longitudinal localization for the toroidal image states around nanotubes, as
suggested in Ref. [51]. On the other hand, the case of a charge moving at v = 3 in Fig. 4.10(b)
shows a wake potential trailing the particle with quite pronounced oscillations along the z-axis.
These are radially localized at the nanotube surface (r = R) and are effectively decayed at the
axis of the nanotube (r = 0) and at radial distances of r & 2R. In particular, one notices in Fig.
4.10(b) the development of a relatively deep and long-ranged potential well, lying outside the
nanotube in the proximity of the charged particle, which results from the electron fluid “over-
compensating” in screening the Coulomb potential of the particle inside the nanotube. Such a
well may capture another charged particle outside the nanotube and drag it in a state which has
been identified in the case of the bulk solid as a “wake riding” state [206]. Of course, other
potential minima seen in the wake potential in Fig. 4.10(b) can give rise to a similar effect.
Finally, the results for the total potential Φ in the case of charged particles outside the nanotube
with R = 7.4 Å, which are placed at r0 = 11.1 Å, are shown in Fig. 4.11 for the speeds (a) v = 0

and (b) v = 3. The results shown in this figure are surprisingly symmetric with respect to those
in Fig. 4.10 for particles inside the nanotube of the same radius, so that similar conclusions may
be drawn from Fig. 4.11.

4.3 Stopping Force

The stopping force on an ion of charge Q travelling paraxially to the SWNT with speed v at
r0(t) = {r0, ϕ0, vt}, in the laboratory frame of reference, is the force opposing the ion’s motion.
Its magnitude equals the usual (wrongly-named) “stopping power”, defined by S ≡ Q ∂Φind

∂z

∣∣
r=r0

.
This quantity describes, in our model, the energy loss of a channelled particle per unit path
length due to the collective electron excitations on the nanotube wall, which are modified by the
electrostatic coupling with the polarization of any dielectric media inside or outside the nanotube,
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giving rise to the effective surface charge σin or σout on the dielectric boundary at r = rin or
r = rout respectively.

For a single ion of charge Q at r = r0(t), moving with speed v paraxially to the nanotube,
the screened perturbing potential is

Φ̃sc =
2πQ

εsc(ω)
g(r, r0;m, k)δ(ω − kv)e−imϕ0 , (4.20)

where εsc(ω) is the dielectric function of the region the ion is travelling in. The stopping force
S may be calculated using the definition S = Q ∂

∂z
Φind

∣∣
r=r0(t)

, where Φind = Φnt + Φin +

Φout + Φbulk is the total potential induced by the ion in the system, with Φbulk = (1 − εsc)Φsc

being the potential due to the polarization of the region in which the ion travels. Note that at
large wave number, kR� 1, where any momentum dependence in the dielectric function would
be expected to contribute, the FB transform of the stopping force has a factor of e−k|R−r0|/k,
so that the effects of momentum dependence on the dielectric function may be neglected when
k � 1/|R− r0|.

SWNTs in Vacuum

From Eqn. (4.19) for the induced electric potential on a SWNT from a single-fluid model, we
obtain for the single-fluid stopping force, Sone,

Sone =
4πQ

R2
Im

∑
m

∫
dκ

(2π)2

Ω2
pκ(κ

2 +m2)I2
m(|κ|%0<)K2

m(|κ|%0>)

Ω2
p(κ

2 +m2)
[

1
4R

+ κ2+m2

4Ω2
pR4 + Im(|κ|)Km(|κ|)

]
− κ$(κ$ + iγ)

.
(4.21)

Similarly, from Eqn. (4.18), we obtain for the two-fluid stopping force, Stwo,

Stwo =
4πQ

R2
Im

[∑
m

∫
dκ

(2π)2

Ω2
pκ(κ

2 +m2)I2
m(|κ|%0<)K2

m(|κ|%0>)

[ω2
+(m,κ)− κ$(κ$ + iγ)][ω2

−(m,κ)− κ$(κ$ + iγ)]

]
,

(4.22)

where ω±(m,κ) are the σ+ π and π plasma frequencies from the two-fluid model, given in Eqn.
(4.8).
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Figure 4.12: Stopping forces Sone ( ) and Stwo with friction coefficient γ = 10−3Ωp ( )
and γ = 10−2Ωp ( ) in eV/Å from the single-fluid and two-fluid models respectively, plotted
versus speed v for a proton moving paraxially at (a) r0 = 0 and (b) r0 = R/2 to a single wall
CNT of radius R = 7 Å [68].

We first show in Fig. 4.12(a) the results for a proton moving along the axis (r0 = 0) of a
SWNT with radius R = 7 Å, in which case, by cylindrical symmetry, only the m = 0 angular
wave numbers contribute to either Sone or Stwo. In Fig. 4.12(a), we have used a friction coefficient
of γ = 10−3Ωp and, not surprisingly, the two curves Sone and Stwo are found to be almost on top
of each other, except for a narrow peak in Stwo at v =

√
3

4
vF ≈ 0.71, which is absent from

Sone. It can be argued that the broad parts of both curves in Fig. 4.12(a) describe the excitation
of the high-energy σ + π plasmon with m = 0 for speeds v & 2, whereas the solitary peak in
Stwo describes the excitation of the low-energy acoustic π plasmon with m = 0 when the proton
speed satisfies the kinematic condition for the π plasma frequency of ω− ≈

√
3

4
vFk ≈ 0.71k at

long wavelengths. As was shown earlier for Sone [55, 144], we have also verified here that the
bulk parts of the stopping force curves for v & 2 in Fig. 4.12(a) are insensitive to the variations
in (small) values of γ. However, owing to the linear dispersion of the acoustic π plasmon with
m = 0, the peak structure at v ≈ 0.71 is quite sensitive to this variation, which is illustrated in the
inset of Fig. 4.12(a) for two values of the friction constant, γ = 10−3Ωp and γ = 10−2Ωp. These
results suggest a possibility of having a drift instability at v =

√
3

4
vF [61], which could provide

a means of probing the collective electron excitations on nanotubes. However, these results also
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point to the need of a careful examination of the role of various damping mechanisms for the
low-frequency plasmon modes.

Finally, in order to illustrate the effects of the plasmon excitations withm 6= 0 on the stopping
force, we show in Fig. 4.12(b) the results for Sone and Stwo for an proton moving at a distance
r0 = R/2 from the axis of a SWNT of radius R = 7 Å. Again, the two curves are on top of
each other in Fig. 4.12(b) for speeds v above the threshold for σ + π plasmon excitations, and
they both closely reproduce the data obtained earlier, including those based on the dielectric
function in RPA [55]. In the low-speed region, Stwo displays multiple peaks, which are shown
in the inset of Fig. 4.12(b) for γ = 10−3Ωp and γ = 10−2Ωp, exhibiting the sensitivity of these
peaks to damping. For the smaller γ value, one can easily identify in Fig. 4.12(b) several peaks
corresponding to the excitations of the π plasmons with angular wave numbers m = 0, 1, 2, and
3, in a nice correspondence with the π plasmon dispersion curves shown in Fig. 4.3(a).

SWNTs with Encapsulating Dielectrics and Metal Clamps

Using the two-fluid model, we now study the case of a CNT of radius R = 7 Å encapsulated
by either insulating or metallic media and look for the corresponding effect on the stopping
force for ions moving paraxially. As encapsulating materials we consider silicon dioxide (SiO2),
amorphous carbon, aluminum, and nickel. We model silicon dioxide as a dielectric medium
restricted from the inter-tube region, as found experimentally [19, 20, 21], so that εin = εnt = 1

and εout = εSiO2 , where we use a dielectric constant of εSiO2 ≈ 3.9 [151].
In Appendix C we provide a detailed discussion of the optical dielectric functions we used

to model amorphous carbon, aluminum, and nickel surrounding the nanotube, with dielectric
boundary separation ∆rb = |rout−R| between the outside dielectric boundary and the nanotube
radius. Fig. 4.13 shows a schematic of a metal clamp encapsulating an (11,9) SWNT.

Figure 4.14(a) shows the effect of an insulating dielectric medium of SiO2 encapsulating
a CNT of radius R = 7 Å, on the stopping force for protons moving paraxially at r0 = 0.
From this figure we find a significant reduction in the high-speed stopping force, accompa-
nied by an increase in low-speed stopping, giving rise to reductions in both the magnitude
and the position of the main stopping peak. For example, for a model of a “thin” nanotube,
rin = R = rout, we find the stopping force peak position is reduced to half the value in vac-
uum. On the other hand, the inset displayed in Fig. 4.14(a) shows that the low-speed peak in
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Figure 4.13: Schematic of an (11,9) SWNT encapsulated by a metal clamp.

stopping is only mildly affected by encapsulating the nanotube in SiO2. Physically, the encapsu-
lating dielectric medium “screens” the electrostatic potential induced on the nanotube by a factor
Θ ≡ 1 +

(εSiO2
−1)|κout|Im(|κout|)K′

m(|κout|)
1−(εSiO2

−1)|κout|Im(|κout|)K′
m(|κout|)

Im(|κ|)Km(|κout|)
Im(|κout|)Km(|κ|) , where 0 < Θ < 1 and κout ≡ krout .

When R = rout, this simplifies to Θ = 1
1−(εSiO2

−1)|κ|Im(|κ|)K′
m(|κ|) . This “screening” lowers the

upper nanotube σ + π plasmon branch shown in Fig. 4.3(a) and reduces both the position and
magnitude of the main high-speed stopping peak. However, the location of the lower π plasmon
branch in Fig. 4.3(a) is independent of the electrostatic potential and thus the encapsulating SiO2,
with ω− ≈

√
3

4
kvF for m = 0 [68]. This means that the presence of silicon dioxide has little ef-

fect on the low-speed stopping peak’s position. Since the magnitude of the low-speed stopping
peak, shown in the inset of Fig. 4.14(a), is mainly dependent on the friction coefficient γ as pre-
viously discussed [68], the magnitude of the low-speed stopping peak is only mildly affected by
encapsulating the nanotube in SiO2.

The presence of amorphous carbon surrounding nanotubes, named α-CNTs by Nishino et al.
[22] often occurs during their formation. Figure 4.14(b) shows the effect of an amorphous carbon
layer surrounding the nanotube on the stopping force for protons moving along the nanotube axis,
using εC(ω). We find that the amorphous layer causes a reduction in the stopping force’s peak,
while significantly raising the high-speed “tail”. This is due to the optical nature of the high
energy antisymmetrically coupled dielectric-(σ + π) channel plasmon, which tends to the bulk
plasma frequency ωp at long wavelengths as shown in Figs. 4.3(e) and 4.3(f), as expected for
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(a) silicon dioxide
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(b) amorphous carbon
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(c) aluminum
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(d) nickel

Figure 4.14: The stopping force in eV/Å on an proton travelling paraxially at r0 = 0 with speed
v in due to a CNT of radius R = 7 Å in vacuum ( ) and encapsulated by a channel with
radius rout = 7 Å ( ), and rout = 8 Å ( ), of (a) silicon dioxide, εin = εnt = 1 and
εout = εSiO2 ≈ 3.9, (b) amorphous carbon, εin = εnt = 1 and εout = εC(ω), (c) aluminum,
εin = εnt = 1 and εout = εAl(ω), and (d) nickel, εin = εnt = 1 and εout = εNi(ω). We make use of
a Drude type dielectric function [152] for amorphous carbon εC(ω), aluminum εAl(ω), and nickel
εNi(ω), using the fitting parameters given in Tables C.1, C.2, and C.3 respectively from Abril et
al. [153] and Kwei et al. [158, 147].

a Drude model dielectric. Applying the kinematic resonance condition, we notice that the high
energy plasmon is crossed as v increases, which raises the high-speed stopping “tail”. The quasi-
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acoustic behaviour of the high energy plasmon acts to “smooth” the high-speed peak lowering the
peak height. This suggests that when amorphous carbon surrounds the nanotube, the stopping
force is not negligible (≈ 0.1 eV/Å) even at higher speeds (v ≈ c/8). Since an amorphous
carbon layer is a potential model for CNT “bundles” and “ropes”, these results have important
applications to the area of ion channelling [47, 48, 49, 200, 87, 201]. In addition, the inset shows
that the low-speed peak in stopping is also reduced in magnitude by the presence of amorphous
carbon around the nanotube.

In Fig. 4.14(c), we show the stopping force on an ion moving with speed v along the axis
of a CNT in an aluminum channel, modelled using the Drude model dielectric function εAl(ω).
Although less physically realizable than other metallic coatings [23], due to aluminum’s tendency
to “clump” into nano-rings [27], the single sharp peak of aluminum’s dielectric function provides
a means of comparison with the plasmon energy calculations shown in Figs. 4.3 and 4.4. The
elevation of the antisymmetrically coupled metal-(σ + π) channel plasmon branches to higher
frequencies, seen in Fig. 4.3(e) and 4.3(f), causes a shift of the main stopping force peak to
higher speeds, while the lowering of the symmetrically coupled metal-(σ + π) branches causes
a reduction of stopping at lower speeds, when compared to stopping in a nanotube alone. The
intricacies of the avoided crossings due to plasmon hybridization between the symmetrically
coupled σ + π-metallic and π branches in the presence of the aluminum channel, shown in Fig.
4.3(f) and Fig. 4.4, gives rise to multiple low-speed peaks in the stopping force, as well as to
a peculiar nonmonotonic shift of the main low-speed peak derived from the quasi-acoustic π
plasmon branch m = 0, as shown in the inset of Fig. 4.14(c), and the suppressed low-speed
peaks at v ≈ 0.2 for ∆rb = 0 and v ≈ 1.579 for ∆rb = 1 Å derived from the symmetrically
coupled metal-(σ + π) plasmon branch for m = 0.

In Fig. 4.14(d) and Fig. 4.15 we model the stopping force due to a metallic channel of nickel
[26, 24, 25] using εNi(ω), with an encapsulated CNT of radius R = 7 Å, for protons moving
paraxially at r0 = 0, 3 Å, and 5 Å. The stopping forces given previously for a metallic channel
by Arista [44], and a CNT [68] are provided for comparison with the coupled nanotube–metallic
channel system. One can observe a reduction of the main stopping peak in the combined system
in comparison with the nanotube alone, as well as a rise in the high-speed tail, due to the quasi-
acoustic antisymmetrically coupled metal-(σ + π) branch, as discussed for amorphous carbon.
However, these effects are less pronounced than in the cases of amorphous carbon and aluminum
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(a) nickel channel rout = 7 Å
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(b) nickel channel rout = 8 Å

Figure 4.15: The stopping force in eV/Å on a proton travelling paraxially at r0 = 0 (lower), 3 Å
(middle), and 5 Å (upper) with speed v, due to a CNT of radius R = 7 Å in vacuum ( ) and
encapsulated by a nickel channel, εin = εnt = 1, and εout = εNi(ω), plotted for (a) rout = 7 Å
( ), and (b) rout = 8 Å ( ), and for metallic channels alone of radius (a) rout = 7 Å ( )
and (b) rout = 8 Å ( ) [44]. We make use of a Drude type dielectric function [152] for nickel,
εNi(ω), using the fitting parameters given in Table C.3 from Kwei et al. [158, 147].

channels, shown in Figs. 4.14(b) and 4.14(c), respectively. This is due to the broadness of the
nickel dielectric function, when compared with the simpler dielectrics functions of amorphous
carbon and aluminum, as shown in Fig. C.1 of Appendix C. It is interesting to note that, for zero
gap between the nanotube and the channel, the presence of nickel strongly amplifies the low-
speed stopping of the nanotube as the proton gets closer to the nanotube walls, yielding a third
peak due to the symmetrically coupled metal-(σ + π) plasmon branches. However, for ∆rb = 1

Å, the peak due to the symmetrically coupled metal-(σ + π) plasmon branches is completely
suppressed in a nickel channel, unlike the case of an aluminum channel shown in Fig. 4.14(c).

In Fig. 4.16 we model the stopping force due to a metallic wire of nickel [28, 26, 23, 29],
using εNi(ω) from Kwei et al. [158] for the dielectric function of nickel, encapsulated by a CNT
of radius R = 7 Å. The stopping forces given previously for a metallic wire by Arista, [154]
and a CNT [68], are provided for comparison with the coupled nanotube–metallic wire system.
In Fig. 4.16, we see a broadening of the main stopping peak of the combined system towards
higher speeds, when compared to an isolated nanotube, which represents a significant reduction
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Figure 4.16: The stopping force in eV/Å on an proton travelling paraxially at r0 = 3R/2 = 10.5

Å with speed v due to a carbon nanotube of radius R = 7 Å in vacuum ( ) and encapsulating
nickel wire of radius rin = 7 Å ( ), and rin = 6 Å ( ), and for metallic wires alone of
radius rin = 7 Å ( ) and rin = 6 Å ( ) [44]. We make use of a Drude type dielectric
function [152] for nickel, εNi(ω), using the fitting parameters given in Table C.3 from Kwei et al.
[158, 147].

of the low-speed stopping and an even more substantial increase in the high speed stopping of
the nickel wire alone. This indicates that nanotubes should provide effective “insulation” for
encapsulated nano-wires, especially at low speeds. The low-speed inset of Fig. 4.16 shows the
stopping force in the range v ∈ [0.08, 0.09]ΩpR ≈ [0.67,0.76]. The substantial stopping force
due to a bare nickel wire is nearly completely suppressed by the presence of the encapsulating
nanotube, whereas the two peaks coming from them = 0 andm = 1 branches of the π plasmons
appear to be substantially broadened by the presence of nickel.

As discussed in Appendix C, we may model a CNT immersed in water, as shown schemati-
cally in Fig. 4.17, using the Drude-type dielectric function for water developed by Emfietzoglou
et al. [207, 208] based on the optical data of Hayashi et al. [209]. We find that the stopping force
for SWNTs surrounded by water is strongly effected by both the dielectric boundary separation
∆rb ≡ |rout −R| between the dielectric boundary layer and the nanotube wall, and the cutoff of
the dielectric function at the ionization energy Ec = 7 eV.

Figure 4.18 shows the stopping force in eV/Å versus speed v of an proton travelling paraxially
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Figure 4.17: Schematic of an (11,9) SWNT immersed in water.
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Figure 4.18: The stopping force in eV/Å, plotted versus speed v in on an proton travelling
paraxially at r0 = 0 due to an (11,9) SWNT of radius R = 6.89 Å alone ( ), and surrounded
by water with boundary separation ∆rb = |rout −R| = 0 and 3.4 Å, calculated using a dielectric
function with a sharp cutoff ( ), no cutoff ( ), and a smoothed cutoff ( ) [149].

at r0 = 0 , for a dielectric boundary separation of ∆rb = 0 and 3.4 Å, calculated using a sharp
cutoff, smooth cutoff, and no cutoff of the ionization energy at Ec = 7 eV. One notices from this
figure that the stopping force at the axis of the nanotube is rather insensitive to the presence of
water for low proton speeds, as opposed to the high-speed region. More interestingly, structures
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Figure 4.19: The stopping force in eV/Å plotted versus (a) speed v for a proton travelling parax-
ially at r0 = 0, 3, and 5 Å, and (b) radial distance r0 in Å for a proton travelling paraxially with
speed v = 0, 3, 5, 7, and 9 due to a single-walled (11,9) CNT of radius R = 6.89 Å alone ( ),
and in water with boundary at rout = 10.29 Å ( ) [149].

appear in the stopping force curve related to the ionization threshold at EC in the imaginary part
of the dielectric function. These structures are more pronounced for sharper transition regions ∆

of the cutoff at EC as defined in Appendix C, and their positions depend on the separation ∆rb

between the nanotube and the water boundary. Given the strong dependence of our results on the
parameters ∆ and ∆rb, it is desirable to physically motivate the values to be used in modelling
the effects of water on the nanotube’s dielectric response.

Figure 4.19(a) shows the stopping force in eV/Å versus speed v for a proton travelling parax-
ially at r0 = 0, 3, and 5 Å, for a dielectric boundary separation of ∆rb ≈ 3.4 Å, calculated using
a smooth cutoff of the ionization energy at EC = 7 eV. Figure 4.19(b) shows the stopping force
in eV/Å versus radial distance r0 in Å for an ion travelling paraxially with speed v = 0, 3, 5,
7, and 9, for a dielectric boundary separation of ∆rb ≈ 3.4 Å, calculated using a smooth cutoff
of the ionization energy at EC = 7 eV. These figures confirm that the above conclusions on the
effects of water on stopping force are also true when the proton gets close to the nanotube wall.

As shown in Fig. 4.18 and Fig. 4.19, the main effect of the surrounding water is to reduce the
magnitude of the stopping force for protons channelled at high speeds. This may be explained by
considering the resonance condition, ω = kv, for electronic excitations in the system by the pro-
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Figure 4.20: Stopping force in eV/Å versus speed v for a proton moving along the axis of a
SWNT with radius R = 3.6 Å ( ), R = 7 Å ( ), DWNT with radii R1 = 3.6 Å and
R2 = 7 Å ( ), MWNTs with radii Rn = 3.6+3.4n Å, with N = 10 walls ( ) and N = 20

walls ( ) [145, 148].

ton moving paraxially at speed v, as follows. At low frequencies (say, ω ≈ 5 eV), the dielectric
function of water may be approximated as εw ≈ 1.9, so that the surrounding water “screens” the
electrostatic interaction between the nanotube electrons. This suppresses the nanotube’s plasmon
frequency at long wavelengths, thus reducing the high-speed magnitudes of the stopping force
and self energy. On the other hand, at high frequencies (say, ω > 17 eV), the real part of the
dielectric function of water tends to one, so that, at shorter wavelengths, the nanotube’s plasmon
frequency is unchanged by the presence of water. This leaves both the stopping force and self
energy for protons channelled at low speeds largely unaffected by the surrounding water.

DWNTs and MWNTs in Vacuum

We now calculate the velocity dependence of the stopping force for a particle moving along the
axis (r0 = 0) of a DWNT, and show the results in Fig. 4.20(a). For the sake of comparison,
also shown in Fig. 4.20(a) are the stopping forces for the cases of a particle moving along the
axis of SWNTs, having radii R = 3.6 Å and R = 7 Å. It should be noted that only the m = 0

plasmon modes can contribute to the energy losses in the case r0 = 0, since Im(0) = δm,0
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due to cylindrical symmetry. Clearly, there exists an overall threshold of v & 2 for the plasmon
excitation. While the SWNT cases show the characteristic, broadly peaked structures seen earlier
[55, 143], the stopping in the DWNT shows some novel structure at v ≈ 4 in the form of a
relatively narrow peak superimposed on the low-velocity slope of a broad structure. This broad
structure takes intermediate values between the two SWNT cases at the intermediate velocities,
but clearly surpasses them both at higher speeds, indicating a strong positive interference, or in-
phase motion of the two fluids on a DWNT. On the other hand, the narrow peak at phase speed
v ≈ 4 is likely a consequence of a large-amplitude, out-of-phase motion of those fluids [61, 205],
which is triggered by the close matching of the projectile speed and the phase velocity of the
quasi-linear, lower m = 0 plasmon mode in Fig. 4.5(a). This resonant increase of the energy
deposition into the collective excitation modes indicates the onset of a possible drift instability
of the charged fluids on a DWNT [61].

The results shown in Fig. 4.20(b) display unexpectedly strong effects of the increasing num-
ber of nanotube walls, in the form of uneven interference patterns. We find that the bulk of
its high- and intermediate- speed dependence comes from the high-frequency group of σ + π

plasmons in Fig. 4.5(b), with an apparent threshold at about v & 2. On the other hand, the
low-frequency m = 0 mode of degenerate π plasmons gives much weaker stopping force in the
sub-threshold region in the form of a narrow peak for proton speeds v satisfying the kinematic
condition for the π plasmon ω− =

√
3

4
vFk ≈ 0.71k.

In Fig. 4.21, we study situations where the projectile still moves parallel to the nanotube
axis, but at finite radial distances of r0 = R1 − d/2 = 1.9 Å, (inside the inner cylinder), r0 =

(R1 +R2)/2 = 5.3 Å, (midway between the two cylindrical surfaces), and r0 = R2 + d/2 = 8.7

Å, (outside the outer cylinder), so that it always stays at the fixed distance d/2 = 1.7 Å, from the
nearest wall(s) of the DWNT. In such cases, all m modes contribute to the plasmon excitations.
The results for stopping forces in these three cases are shown in Fig. 4.21, indicating that the
narrowly-peaked structure at v ≈ 4 has been partly merged into the broad structures in the
cases of the particle travelling inside or outside the nanotube, whereas the particle moving in
between the two cylindrical surfaces shows the most massive energy losses with the narrow peak
completely disappeared, or immersed into the broad structure.

In Fig. 4.22, we show how the stopping force S depends on radial distance r0 in a MWNT
with N = 10 walls for proton speeds v = 1, 6 and 10. S is seen to increase sharply at all
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Figure 4.21: Stopping force in eV/Å versus speed v for a proton moving parallel to the axis of
a DWNT with radii R1 = 3.6 Å and R2 = 7 Å at the radial distances r0 = R1 − d/2 ( ),
r0 = R2 + d/2 ( ), and r0 = (R1 +R2)/2 ( ), where d = R2 −R1 = 3.4 Å [145].
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Figure 4.22: Stopping force in eV/Å versus radial distance r0 in Å for a proton moving paraxially
through a N = 10 walled nanotube at speeds v = 1 ( ), v = 6 ( ), and v = 10 ( )
[148].

displayed speeds as the proton approaches the nanotube walls. More interestingly, although the
sub-threshold stopping at v = 1 is obviously suppressed in the central region and outside the
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nanotube, it is seen to take small but non-negligible values in the inter-wall regions, owing to
increasing contributions of the m > 0 modes of π plasmons as r0 takes increasing values.

4.4 Self Energy (Image Potential)

The self energy, or image potential Eself , for a single ion of charge Q at r = r0(t) is defined by
Eself = (Q/2)Φind(r0(t), t), where Φind = Φnt +Φin +Φout +Φbulk is the total potential induced
by the ion on the system, and Φbulk = (1− εsc)Φsc is the potential induced in the bulk by the ion,
with Φsc defined via (4.20). As with the stopping force, for large wave numbers, kR � 1, the
FB transform of the image potential has a factor of e−k|R−r0|/k, so that the dielectric function’s
momentum dependence may be neglected when k � 1/|R− r0|.

CNTs in Vacuum

The most important quantities, relevant to the effects of the nanotube polarization on the motion
of the external charge, are its self-energy and the energy loss rates, which are calculated from
the local properties of the “induced” potential at the position of the charge. We show in Fig.
4.23(a) and 4.24(a) the dependence of the self-energy on the radial position r0 and the speed v
for a proton moving parallel to the axis of a nanotube with radius R = 7.4 Å. For low speeds,
one can identify in Figs. 4.23(a) and 4.24(a) the potential well outside the nanotube which gives
rise to the toroidal image states [51] and [82], whereas an approximately symmetrical well exists
inside the nanotube, which would provide a force pulling away a channelled charged particle
toward the walls of the nanotube [202]. Once the speed exceeds the threshold value for the onset
of the wake effect, it appears from Figs. 4.23(a) and 4.24(a) that the potential wells on both sides
become substantially shallower but nevertheless remain rather long-ranged. The dependence
of the self-energy on the projectile velocity v and the radial distance r0 from the axis of the
DWNT is shown in Figs. 4.23(b) and 4.24(b), clearly exhibiting attractive wells close to the
surfaces of each of the two cylinders, which become shallower with increasing projectile speed.
An intriguing ridge in the self-energy occurs for all radial distances (except midway between
the two cylinders), at a speed of v ≈ 4, which is clearly in correlation with the onset of a drift
instability seen in the stopping force in Fig. 4.20(a) and Fig. 4.21.
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r0 [Å]v [a.u.]

E
s
e
lf

[e
V

]

(b)

0 5 10 15 20 25 30 35 400

5

10
−6

−4

−2

0

r0 [Å]
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Figure 4.23: The self energy (image potential) Eself in eV versus position r0 in Å and speed v
for a proton moving paraxially to (a) SWNT of radius R = 7.4 Å, (b) DWNT of radii R1 = 3.6

Å and R2 = 7 Å, and (c) N = 10 MWNT with radii Rn = 3.6 + 3.4n Å. The level curves show
the increments ∆Eself = 1 eV [144, 145, 148].

In Figs. 4.23(c) and 4.24(c), we show the dependences of self-energy on speed v and on radial
distance r0 for a proton traversing paraxially a MWNT with N = 10 walls. It is interesting to
notice that the interference patterns in the v-dependence, which are most pronounced inside the
innermost cylinder, gradually disappear when the proton trajectory traverses the outer walls, so
that the proton self-energy outside the outermost wall resembles the dynamical image potential
above the surface of a thick slab of graphite. It is also interesting to note that the proton self-
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Figure 4.24: The self energy (image potential) Eself in eV versus position r0 in Å and speed v
for a proton moving paraxially to (a) SWNT of radius R = 7.4 Å, (b) DWNT of radii R1 = 3.6

Å and R2 = 7 Å, and (c) N = 10 MWNT with radii Rn = 3.6 + 3.4n Å. The level curves show
the increments ∆Eself = 1 eV [144, 145, 148].

energy is consistently much lower in the inter-wall regions than outside of the nanotube or inside
its central region, especially at low proton speeds, indicating that the inter-wall regions may be
energetically more favourable for proton intercalation in MWNTs.

In order to illustrate the differences in the self-energy among SWNTs, DWNTs, and MWNTs,
we next consider a proton moving along the axis (r0 = 0) of anN -walled nanotube, and calculate
the dependences of self-energy on proton speed v for N = 1, 2, 10, and 20 walls. The results,
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Figure 4.25: The self energy (image potential) in eV versus speed v for a proton moving along
the axis of a SWNT with radius R = 3.6 Å ( ), DWNT with radii R1 = 3.6 Å and R2 = 7

Å ( ), MWNTs with radii Rn = 3.6 + 3.4n Å, with N = 10 walls ( ) and N = 20 walls
( ) [145, 148].

shown in Fig. 4.25, display unexpectedly strong effects of the increasing number of nanotube
walls, in the form of uneven interference patterns. While the effects of π plasmons are seen to
be quite negligible at v ≈

√
3

4
vF ≈ 0.71, one notices that the self-energy can take positive values

for certain high speeds, v � 1, depending on the number of nanotube walls.

SWNTs with Dielectrics

The optical dielectric function of a nickel clamp surrounding a SWNT, shown schematically in
Fig. 4.13, or a nickel clamp embedded in a SWNT, is described in detail in Appendix C. Figure
4.26 shows the speed dependence of the self energy for a proton travelling paraxially at r0 = 0,
3, and 5 Å inside a CNT of radius R = 7 Å encapsulated in nickel channels of radii rout = 7 Å
and rout = 8 Å respectively, with the self energies for the nanotube and nickel channels alone
provided for comparison. We notice that the image potentials for the nanotube alone and the
nickel channels alone are quite different, so that the image potential for the combined system
interpolates between them in such a way that it follows the potential for the nanotube alone in
the low-speed regime, v . 0.25 ΩpR ≈ 2, and approaches the channel potentials at high speeds.
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(a) nickel channel rout = 7 Å
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(b) nickel channel rout = 8 Å

Figure 4.26: The self energy (image potential) in eV on a proton travelling paraxially at r0 = 0
(upper), 3 Å (middle), and 5 Å (lower), with speed v, due to a CNT of radius R = 7 Å in vacuum
( ) and encapsulated by a nickel channel of radius (a) rout = 7 Å ( ), and (b) rout = 8

Å ( ), and for metallic channels alone of radius (a) rout = 7 Å ( ) and (b) rout = 8 Å
( ). We make use of a Drude type dielectric function [152] for nickel, εNi(ω), using the fitting
parameters given in Table C.3 from Kwei et al. [158, 147].

This may be explained by applying the kinematic resonance condition ω = kv to the dielectric-
(σ + π) channel plasmons shown in Fig. 4.3(e) and Fig. 4.3(f), and noticing that they behave
qualitatively like the nanotube σ + π plasmon branches at low speeds, and the metal channel
plasmon branches at very high speeds.

Figure 4.27 shows the radial dependence of the self energy for a proton travelling paraxially
with speed v = 0, 0.5 ΩpR ≈ 4.217, and 1 ΩpR ≈ 8.435, inside a nanotube encapsulated in a
nickel channel Fig. 4.27(a) and Fig. 4.27(b) and outside a nanotube encapsulating a nickel wire
Fig. 4.27(c) and Fig. 4.27(d). The cases for a nanotube alone are also shown for comparison.
While the effects of the nickel channel are seen in Fig. 4.27(a) and Fig. 4.27(b) to be fairly
strong except at zero speed, one notices in Fig. 4.27(c) and Fig. 4.27(d) that, even at higher
speeds, for a proton sufficiently far from the nanotube, the nanotube almost completely screens
the encapsulated nickel wire. At low speeds, which are of interest for toroidal electron image
states around CNTs [51, 52], our results indicate that there will be very little, if any, influence on
the wave function and the energy levels of such states coming from an embedded nickel wire.
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(b) nickel channel rout = 8 Å
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(c) nickel wire rin = 7 Å
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v = 1 ΩpR

v = 1 ΩpR

v = 0.5 ΩpR

v = 0.5 ΩpR

v = 0

v = 0

Figure 4.27: The self energy (image potential) in eV on a proton travelling paraxially at r0 in
Å, with speed v = 0, 0.5 ΩpR ≈ 4.217, and 1 ΩpR ≈ 8.435, due to a CNT of radius R = 7 Å
in vacuum ( ) and encapsulated by a nickel channel of radius (a) rout = 7 Å ( ) and (b)
rout = 8 Å ( ), and encapsulating a nickel wire of radius (c) rin = 7 Å ( ) and (d) rin = 6

Å ( ) [44]. We make use of a Drude type dielectric function [152] for nickel, εNi(ω), using
the fitting parameters given in Table C.3 from Kwei et al. [158, 147].

As discussed in Appendix C and Sect. 4.3, we may model a CNT immersed in water as
shown in Fig. 4.17, using the Drude-type optical dielectric function for water developed by Em-
fietzoglou et al. [207, 208] based on the optical data of Hayashi et al. [209]. As with the stopping
force, we find that the image potential for SWNTs surrounded by water is strongly effected by
both the dielectric boundary separation between the dielectric boundary layer and the nanotube
wall, and the method of cutoff of the dielectric function at Ec = 7 eV.
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Figure 4.28: The self energy in eV, plotted versus speed v of a proton travelling paraxially at r0
= 0 due to an (11,9) SWNT of radius R = 6.89 Å alone ( ), and surrounded by water with
boundary separation ∆rb = |rout − R| = 0 and 3.4 Å, calculated using a dielectric function with
a sharp cutoff ( ), no cutoff ( ), and a smoothed cutoff ( ) [149].
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Figure 4.29: The self energy (image potential) in eV plotted versus (a) speed v for a proton
travelling paraxially at r0 = 0, 3, and 5 Å and (b) radial distance r0 in Å for a proton travelling
paraxially with speed v = 0, 3, 5, 7, and 9 due to a single-walled (11,9) CNT of radius R = 6.89

Å alone ( ), and in water with boundary at b = 10.29 Å ( ) [149].
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Figure 4.28 shows the self energy in eV versus speed v of a proton travelling paraxially at
r0 = 0 for a dielectric boundary separation of ∆rb = 0 and 3.4 Å, calculated using a sharp
cutoff, smooth cutoff, and no cutoff of the ionization energy at Ec = 7 eV. As with the stopping
force calculations shown in Fig. 4.18, one notices in Fig. 4.28 that the self energy at the axis
of the nanotube is insensitive to the presence of water for low proton speeds, as opposed to the
high-speed region. There also appear structures in the self-energy curve related to the ionization
threshold atEC in the imaginary part of the dielectric function. As with the stopping force shown
in Fig. 4.18, these structures are more pronounced for sharper transition regions ∆ of the cutoff
at EC discussed in Appendix C, and their positions depend on the separation ∆rb between the
nanotube and the water boundary. Given the strong dependence of both the stopping force and
self energy on the parameters ∆ and ∆rb, it is desirable to physically motivate the values to be
used in modelling the effects of water on the nanotube’s dielectric response.

Figure 4.29(a) shows the self energy in eV versus speed v for a proton travelling paraxially
at r0 = 0, 3, and 5 Å, for a dielectric boundary separation of ∆rb ≈ 3.4 Å, calculated using a
smooth cutoff of the ionization energy at EC = 7 eV. Figure 4.29(b) shows the self energy in
eV, versus radial distance r0 in Å for an ion travelling paraxially with speed v = 0, 3, 5, 7, and
9, for a dielectric boundary separation of ∆rb ≈ 3.4 Å, calculated using a smooth cutoff of the
ionization energy at EC = 7 eV. These figures confirm that the above conclusions on the effects
of water on stopping and image force are also true when the proton gets close to the nanotube
wall.



Chapter 5

3D Kitagawa Model

In the development of the 2D hydrodynamic model, we assumed that all valence electrons on the
CNT were confined to a thin cylindrical shell. This same assumption is used in 2D RPA models
[102] and in the study of thin macroscopic cylindrical conductors. However, SWNTs typically
have radii of ∼ 7 Å, whereas the “atomic radius” of a carbon atom is ∼ 0.7 Å. This makes the
assumption of a 2D equilibrium electron density questionable for the case of CNTs.

In the following chapter we will use a Thomas-Fermi [162], Thomas-Fermi-Dirac [163],
Molière [164, 165], and Cruz [166, 167] model to calculate the radial equilibrium electron den-
sity n0(r) on a CNT in the jellium approximation for the carbon ions. Using these densities in a
3D Kitagawa model [161], we calculate the total stopping force on ions moving paraxial to the
nanotube, which we shall compare with the stopping force obtained via the 2D hydrodynamic
model.

5.1 Density Functional Theory in 3D

Following Parr and Yang’s method (pp. 105–109 [127]), which was outlined in Chapter 2, we
now obtain a density functional for the ground state energy of a 3D electron gas. Once again,
we must obtain expressions for the Thomas-Fermi kinetic energy, TTF, and the Dirac exchange
energy, K, given in Eqns. (2.19) and (2.20) respectively, in terms of the 3D electron density n.

77
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As we did in Chapter 2, we begin by assuming the spatial orbitals are plane waves, so that

ψ(k; r) =
eik·r
√
V
, (5.1)

ρ(r, r′) =
2

V

∑
occupied k

eik·(r−r′) (5.2)

=
1

4π3

∫ kF

0

dkk2

∫
dφ

∫
dθeik·(r−r′) sin θ, (5.3)

where we have approximated the summation over occupied atomic levels by an integration over
wave vector k. The density n(r) = ρ(r, r) is then given by

n(r) =
k3

F

3π2
. (5.4)

Using Eqn. (5.3) for the 3D electron density matrix in Eqn. (2.19) we find the Thomas-Fermi
kinetic energy term TTF[n] can be written

TTF[n] =
3

10
(3π2)2/3

∫∫∫
d3r n5/3(r), (5.5)

as shown in Appendix D.1 following the procedure of Parr and Yang pp. 106–108 [127]. The
3D Dirac exchange energy term may be obtained from Eqn. (2.20) to be

K[n] =
3

4

(
3

π

)1/3∫∫∫
d3r n4/3(r), (5.6)

as shown in Appendix D.2. The full 3D Thomas-Fermi-Dirac-von Weizsäcker density functional
is then given by

F [n] =

∫∫∫
d3r

(
CTFn

5/3(r)− Cxn
4/3(r) +

λW

8

‖~∇n(r)‖2

n(r)
+

1

2

∫∫∫
d3r′

n(r′)n(r)

‖r− r′‖

)
, (5.7)

where CTF ≡ 3
10

(3π2)2/3, Cx ≡ 3
4

(
3
π

)1/3, and λW is the von Weizsäcker coefficient discussed in
Chapter 2.
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5.2 Equilibrium Electron Density

In the 2D hydrodynamic model, we assume that the electron density is confined to a thin cylin-
drical shell. Using this assumption, in Chapter 2 we obtained via Eqn. (2.56), the O(1) equation,
an equilibrium electron density of n0(r) = Zσaδ(r−R), where Z is the number of valence elec-
trons per atom in the electron fluid, and σa is the atomic density. To evaluate the validity of this
2D approximation, we now employ a jellium approximation to calculate the radial equilibrium
electron density per unit volume n0(r).

Thomas-Fermi Model

Following the method of Leys et al. [162], we begin by calculating the radial equilibrium electron
density n0(r) numerically using the O(1) equation for the electron density, Eqn. (2.56). The
functional derivative of the 3D density functional from Eqn. (5.7) is given by

δF [n]

δn
=

5

3
CTFn

2/3(r)− 4

3
Cxn

1/3(r) +
λW

8

[
‖~∇n(r)‖2

n2(r)
− 2

∇2n(r)

n(r)

]
+

∫∫∫
d3r′

n(r′)

‖r− r′‖
.

(5.8)

Substituting Eqn. (5.8) for n0(r) into the gradient of Eqn. (2.56), we find

∇2Φat = ∇2 δF [n0]

δn0

, (5.9)

so that

− 4πZσaδ(r −R) =
5

3
CTF∇2n

2/3
0 (r)− 4

3
Cx∇2n

1/3
0 (r)

+
λW

8
∇2

[
‖~∇n0(r)‖2

n2
0(r)

− 2
∇2n0(r)

n0(r)

]
− 4πn0(r), (5.10)

where the confining atomic potential Φat has been modelled using the jellium approximation for
a SWNT.

Considering a simplified Thomas-Fermi model, Cx = λW = 0, we may write Eqn. (5.10) for
n0(r) as

4πn0(r) =
(3π2)2/3

2

[
∂2

∂r2
+

1

r

∂

∂r

]
n

2/3
0 (r), r 6= R. (5.11)
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It is shown in Appendix E from Eqn. (5.10) that the boundary condition

− ZσaR =
(3π2)2/3

8π

[
∂n

2/3
0 (r)

∂r

∣∣∣∣∣
R+

− ∂n
2/3
0 (r)

∂r

∣∣∣∣∣
R−

]
, (5.12)

holds on the nanotube wall, while the normalization condition∫ ∞

0

n0(r)rdr = ZσaR, (5.13)

ensures there is a unique solution n0(r).
By exploiting the symmetry of the system, we find the radial electric field on the nanotube

axis should be zero, giving the further condition, as discussed in Appendix E, that

∂n0(r)

∂r

∣∣∣∣
r=0

= 0. (5.14)

We may now solve the system of Eqns. (5.11–5.14) for n0(r) numerically using a backward
difference scheme employing a “shooting” method. In this scheme, using a small step ∆rs/R�
1, we make the approximations

∂n0(j∆rs)

∂r
≈ nj − nj−1

∆rs

(5.15)

∂2n0(j∆rs)

∂r2
≈ nj+1 − 2nj + nj−1

∆r2
s

(5.16)

where nj ≡ n0(j∆rs). Employing Eqns. (5.15) and (5.16) we may approximate Eqn. (5.11) by

nj+1 ≈
12π

(3π2)2/3
n

4/3
j ∆r2

s +

[
2− 1

j

]
nj +

[
1

j
− 1

]
nj−1 +

1

3nj

(nj − nj−1)
2 (5.17)

The boundary condition at the nanotube wall, Eqn. (5.12) may similarly be approximated by

njR+1 ≈ − 12π

(3π)2/3
Zσan

1/3
jR

∆rs + 2njR
− njR−1, (5.18)

where jR ≡ R/∆rs. To close our numerical scheme, we need to impose the two boundary
conditions given by Eqns. (5.13) and (5.14). We may impose Eqn. (5.14) by requiring

n1 = n0(0), (5.19)
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but we may not impose the normalization condition∑
j

j∆rsnj∆rs

ZσaR
= 1 (5.20)

a priori. We instead impose the normalization condition by employing a “shooting” method. We
begin by choosing the value for the equilibrium electron density at the origin to be the mid-point
of a suitable range, i.e. [0, 1], so that we use the starting value ns = 1/2. The electron density is

then calculated via the numerical scheme, and its “norm”,
∑

j

j∆rsnj∆rs

ZσaR
, is calculated. If the

calculated density has a norm greater than one, we know the starting value used was too large,
and we calculate again choosing the value for the equilibrium electron density at the origin to be
the mid-point of the range [0, ns]. If the calculated density has a norm less than one, we know the
starting value used was too small, and we calculate again choosing the value for the equilibrium
electron density at the origin the be the mid-point of the range [ns, 1]. This procedure is repeated
until the normalization condition is satisfied. By employing this form of shooting method, it will
take a logarithmic number of steps, log(1/ε), to obtain the starting value ns = n0(0) within an
error ε.

Figure 5.1 shows the radial equilibrium electron density calculated for four valence electrons
(Z = 4) and six valence electrons (Z = 6) using the Thomas-Fermi model. As shown in Fig. 5.1,
the Thomas-Fermi model gives an unrealistically long-ranged electron density, as is discussed
by March [163]. To obtain a more realistic radial equilibrium electron density, we employ the
Thomas-Fermi-Dirac model.

Thomas-Fermi-Dirac Model

The Thomas-Fermi-Dirac model is obtained by neglecting the von Weizsäcker term in Eqn.
(5.10), to obtain in analogy to Eqns. (5.11) and (5.12),

4πn0(r) =
(3π2)2/3

2

[
∂2

∂r2
+

1

r

∂

∂r

]
n

2/3
0 (r)−

(
3

π

)1/3 [
∂2

∂r2
+

1

r

∂

∂r

]
n

1/3
0 (r), (5.21)
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Figure 5.1: The radial equilibrium density n0, versus radial distance r in Å on an (11,9) SWNT
of radius R = 6.89 Å, calculated for four valence electrons using a Thomas-Fermi model ( ),
Thomas-Fermi-Dirac model ( ), and Molière model ( ), and for six valence electrons using
a Thomas-Fermi model ( ), Thomas-Fermi-Dirac model ( ), Molière model ( ), and
Cruz model ( ) [168].

with the boundary condition, as discussed in Appendix E, of

− 4πZσaR =

[
∂

∂r

[
(3π2)2/3

2
n

2/3
0 (r)−

(
3

π

)1/3

n
1/3
0 (r)

]∣∣∣∣∣
R+

− ∂

∂r

[
(3π2)2/3

2
n

2/3
0 (r)−

(
3

π

)1/3

n
1/3
0 (r)

]∣∣∣∣∣
R−

]
, (5.22)

and Eqns. (5.13) and (5.14). Employing a backward difference scheme using the shooting
method, as discussed for the Thomas-Fermi model, we may solve the approximations to Eqns.
(5.21) and (5.22) of

nj+1 ≈
[
2− 1

j

]
nj −

[
1− 1

j

]
nj−1 +

1

3nj

(nj − nj−1)
2

+
12πn

4/3
j ∆r2

s +
(

3
π

)1/3 1

3n
4/3
j

(nj − nj−1)
2

(3π2)2/3 −
(

3
π

)
1

n
1/3
j

(5.23)
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njR+1 ≈ 2njR
− njR−1 −

12πZσa∆rsn
2/3
jR

(3π2)2/3n
1/3
jR
−
(

3
π

)1/3
(5.24)

However, the Thomas-Fermi-Dirac model gives an unphysical truncation of the electron density
away from the surface, as discussed by March [163]. For this reason, our numerical scheme is
unable to satisfy the normalization condition when we start our calculation at the nanotube axis.
To account for this truncation, we “shoot” for the location of truncation, in a manner similar to
that used for the calculation of the starting value. This truncation is due to cancellation between
the positive Thomas-Fermi kinetic energy and the negative Dirac exchange energy. Figure 5.1
shows the radial equilibrium electron density calculated for four valence electrons (Z = 4) and
six valence electrons (Z − 6) using the Thomas-Fermi-Dirac model. As shown in Fig. 5.1,
the Thomas-Fermi-Dirac model yields an unphysical truncation of the electron density, as is
discussed by March [163].

Thomas-Fermi-Molière Model

Alternatively, we may use the Molière approximation [164, 165] to the radial equilibrium elec-
tron density, n0(r), which is obtained by assuming the total electrostatic potential for a single
carbon atom ΦC(r), has the form

ΦC(r) =
ZC

r
ϕ(r/am), (5.25)

where ZC is the number of valence electrons per carbon atom, am is a screening length, given
in Thomas-Fermi theory by am = (9π2/128ZC)1/3 ≈ 0.8853Z

−1/3
C , and ϕ(r/am) is a screening

function, which is a sum of exponentials,

ϕ(r/am) =
3∑

`=1

α`e
−β`r/am , (5.26)

where α` ≈ {0.1, 0.55, 0.35} and β` ≈ {6.0, 1.2, 0.3}.
By assuming that the carbon atoms are “smeared out” into a 2D cylindrical distribution, that

is applying the jellium approximation to the atomic density, we find that the total electrostatic
potential due to the positive ionic background Φat(r) is given by

Φat(r) =

∫∫∫
d3r′ σaδ(r

′ −R)ΦC(r′). (5.27)
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Using from Ref. [210]∫∫∫
d3r′ δ(r′ −R)

e−λ‖r−r′‖

‖r− r′‖
= 4πRI0 (λr<)K0 (λr>) (5.28)

where r< ≡ min(r, R) and r> ≡ max(r, R), we find

Φat(r) = 4πσaZCR
3∑

`=1

α`I0

(
β`r<

am

)
K0

(
β`r>

am

)
(5.29)

from Ref. [210]. Employing Poisson’s equation, we find n0(r) = 1
4π
∇2Φat(r), so that

n0(r) =
σaZCR

a2
m

3∑
`=1

α`β
2
` I0

(
β`r<

am

)
K0

(
β`r>

am

)
. (5.30)

Figure 5.1 shows the radial equilibrium density n0(r) obtained from the Molière model, for
ZC = 4 valence electrons and ZC = 6 valence electrons, on a single-wall CNT of radius R =

6.89 Å. Since the Molière model is derived from Thomas-Fermi theory, it is not surprising to
note the substantial “tails” in the equilibrium electron density, which even surpass those obtained
numerically from the Thomas-Fermi model. We may then say that the Molière model yields an
equilibrium electron density which differs the most from a 2D jellium model. For this reason,
we generally use the Molière model for the equilibrium electron density when comparing the
stopping force obtained from the 3D Kitagawa model [161] with that obtained using the 2D
hydrodynamic model.

Cruz Model

The equilibrium electron density n0(r) may also be calculated by employing the electron density
for a free carbon atom at position r′, ρat(‖r − r′‖), obtained using the Cruz approximation
[166, 167]. In this model, the electron density for a free carbon atom is assumed to be a sum of
the squares of angularly averaged Slater-type atomic orbitals,

ρat(‖r− r′‖) = 2
∑

i

|φi(‖r− r′‖)|2, (5.31)

where the sum is taken over doubly occupied normalized non-orthogonal orbitals,

φi(‖r− r′‖) =

√
22ni+1ζ2ni+1

i

4π(2ni)!
‖r− r′‖ni−1e−ζi‖r−r′‖, (5.32)



CHAPTER 5. 3D KITAGAWA MODEL 85

where ni is the principal atomic number of the ith atomic orbital and ζi are variational parameters
which are obtained by minimizing the 3D Thomas-Fermi-Dirac-von Weizsäcker energy func-
tional with λW = 1/8. For carbon, the 1s, 2s and 2p orbitals are doubly occupied, so that Cruz
et al. obtained for the variational parameters ζ1s = 5.57071, ζ2s = 2.70341, and ζ2p = 1.23526

[167]. The electron density for a free carbon atom is then

ρat(‖r− r′‖) =
2ζ3

1s

π
e−2ζ1s‖r−r′‖ +

2ζ5
2s

3π
‖r− r′‖2e−2ζ2s‖r−r′‖ +

2ζ5
2p

3π
‖r− r′‖2e−2ζ2p‖r−r′‖.

(5.33)

We model the equilibrium electron density of a CNT, n0(r), by again employ the jellium approx-
imation as was done for the Molière model, so that

n0(r) =

∫∫∫
d3r′ σaδ(r

′ −R)ρat(‖r− r′‖). (5.34)

We now evaluate the equilibrium electron density using Eqn. (5.28) by rewriting the electron
density for a free carbon atom as

ρat(‖r− r′‖) = −ζ
3
1s

π

∂

∂ζ1s

e−2ζ1s‖r−r′‖

‖r− r′‖
− ζ5

2s

12π

∂3

∂ζ3
2s

e−2ζ2s‖r−r′‖

‖r− r′‖
−

ζ5
2p

12π

∂3

∂ζ3
2p

e−2ζ2p‖r−r′‖

‖r− r′‖
. (5.35)

The equilibrium electron density from the Cruz model is then given by

n0(r) = −4σaRζ
3
1s

∂

∂ζ1s
I0(2ζ1sr<)K0(2ζ1sr>)

−σaR

3

[
ζ5
2s

∂3

∂ζ3
2s

I0(2ζ2sr<)K0(2ζ2sr>) + ζ5
2p

∂3

∂ζ3
2p

I0(2ζ2pr<)K0(2ζ2pr>)

]
. (5.36)

Figure 5.1 shows the radial equilibrium electron density calculated using Cruz’s model. We
see in Fig. 5.1 that Cruz’s model gives a much shorter-ranged equilibrium electron density, espe-
cially when compared with the Thomas-Fermi and Molière models. Further, the Cruz approxi-
mation yields an electron density which “interpolates” the Thomas-Fermi-Dirac model electron
density, without truncation.

5.3 Induced Electron Density

The induced electron density is the linear order correction n1(r, t) satisfying Eqn. (2.61), the
O(λ) equation. We shall now find it useful to define the reduced density functional G[n] as the
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energy density functional F [n] with the classical Coulomb interaction energy removed, so that

δG[n]

δn
=

5CTF

3
n2/3(r)− 4Cx

3
n1/3(r) +

λW

8

(
‖~∇n(r)‖2

n2(r)
− 2

∇2n(r)

n(r)

)
. (5.37)

Substituting Eqn. (5.37) into the O(λ) equation, we find

∂2n1

∂t2
+ γ

∂n1

∂t
= ~∇ ·

(
n0
~∇
[(

δG[n]

δn

)
1

+

∫∫∫
d3r′

n1(r
′)

‖r− r′‖
− Φext

])
. (5.38)

Given that n0 is a function of r alone in cylindrical coordinates, we take the Fourier transform
with respect to {t, ϕ, z} → {ω,m, k}, and use Poisson’s equation for Φind and Φext, to obtain

ω(ω + iγ)ñ1(r) = −
[
n0

∂2

∂r2
+
n0

r

∂

∂r
+
∂n0

∂r

∂

∂r

] [
δG[ñ]

δñ

]
1

+

(
k2 +

m2

r2

)[
δG[ñ]

δñ

]
1

+ 4πn0[ñ1(r)− ρ̃ext(r)]

−∂n0

∂r

∂

∂r

∫
dr′r′g(r, r′;m, k)[ñ1(r

′)− ρ̃ext(r
′)], (5.39)

where g(r, r′;m, k) = 4πIm(|k|r>)Km(|k|r<), r< = min(r, r′), and r> = max(r, r′). In Eqn.
(5.39) and hereafter, for compactness we drop the dependence on r in n0(r) and the dependences
on m, k, and ω in ñ1 and ρ̃ext.

Considering a simplified perfect conductor model, CTF = Cx = λW = 0, letting ωp(r)

denote the local plasma frequency , given by ω2
p(r) ≡ 4πn0(r), employing the dimensionless

units κ ≡ kR and % ≡ r/R where R is the nanotube radius, and the combined frequency
Ω2 ≡ ω(ω + iγ), we may derive Kitagawa’s [161] expression for the induced density,

ñ1(r) =
ω2

pρ̃ext

ω2
p − Ω2

−
∂ω2

p

∂%

∫
d%′%′

|κ|g′(%, %′;m,κ)[ρ̃ext(%
′)− ñ1(%

′)]

4π(ω2
p(%)− Ω2)

, (5.40)

where g′(%, %′;m,κ) ≡ I ′m(|κ|%)Km(|κ|%′)Θ(%′− %) + Im(|κ|%′)K ′
m(|κ|%)Θ(%− %′), where Θ is

the Heaviside step function.
Employing Picard’s method to solve this first order integral equation, we assume the integral

operator in the second term of (5.40) is a contractive mapping, so that ñ1 = ñ
(0)
1 +ñ

(1)
1 +ñ

(2)
1 +· · ·,
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where

ñ
(0)
1 =

ω2
pρ̃ext

ω2
p − Ω2

(5.41)

ñ
(1)
1 = −

∂ω2
p

∂%

∫
d%′

%′|κ|g′(%, %′;m,κ)[ρ̃ext(%
′)− ñ

(0)
1 (%′)]

4π[ω2
p(%)− Ω2]

(5.42)

=
∂ω2

p

∂%

∫
d%′

%′Ω2ρ̃ext(%
′)|κ|g′(%, %′;m,κ)

4π[ω2
p(%)− Ω2][ω2

p(%
′)− Ω2]

(5.43)

ñ
(j)
1 =

∂ω2
p

∂%

∫
d%′

%′|κ|g′(%, %′;m,κ)ñ(j−1)
1 (%′)

4π[ω2
p(%)− Ω2]

. (5.44)

In Appendix F we show that the second term of (5.40) is indeed a contractive mapping in the
high frequency regime, that is, provided Ω � ωp(0) ≈ 0.036.

The FB transform of the linearized induced potential Φ̃ind is given in terms of the density
correction ñ1 by

Φ̃ind(%;m,κ, ω) = −R2

∫
d%′%′g(%, %′;m,κ)ñ1(%

′;m,κ, ω). (5.45)

We now separate the induced potential into a local and non-local contribution. The local con-
tribution to the induced potential is the potential due to electrons at the location of the external
charge, so that

Φ̃l
ind(%;m,κ, ω) = −R2

∫
d%′%′g(%, %′;m,κ)ñ

(0)
1 (%′;m,κ, ω) (5.46)

= −R2

∫
d%′%′g(%, %′;m,κ)

ω2
p(%

′)ρ̃ext(%
′)

ω2
p(%

′)− Ω2
. (5.47)

This means that as the ion approaches the nanotube wall, where the equilibrium electron density
is highest, the local contribution to the induced potential will begin to dominate. The non-local
contribution to the induced potential is the potential due to distant collisions with the nanotube
electrons, i.e. ñ(1)

1 , so that

Φ̃n
ind(%;m,κ, ω) = −R2

∫
d%′%′g(%, %′;m,κ)ñ

(1)
1 (%′;m,κ, ω) (5.48)

= −R2

∫
d%′
∫
d%′′%′′%′

∂ω2
p

∂%′
Ω2ρ̃ext(%

′′)g(%, %′;m,κ)|κ|g′m(%′, %′′;m,κ)

4π[ω2
p(%

′)− Ω2][ω2
p(%

′′)− Ω2]
. (5.49)
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This means that in near the nanotube axis, where the equilibrium electron density is “small”,
the non-local contribution to the induced potential will begin to dominate. Applying Kitagawa’s
approximation [161], the induced potential Φ̃ind ≈ Φ̃l

ind + Φ̃n
ind for ω2

p � Ω2.

5.4 Stopping Force

Defining the stopping force as S ≡ Q ∂Φind

∂z

∣∣
r=r0

, we find is the sum of a local and non-local
stopping force, S = Sl + Sn, so that

S =
∑
m

∫∫
dκdω

(2π)3R
eimϕ0eiκz0/Re−iωtS̃(%0;m,κ, ω), (5.50)

S̃l = −QRi
∫
d%
%κgm(%0, %;m,κ)ω

2
p(%)ρ̃ext(%)

ω2
p(%)− Ω2

, (5.51)

S̃n = −QRi
∫
d%

∫
d%′

∂ω2
p

∂%

κ|κ|Ω2ρ̃ext(%
′)g(%0, %;m,κ)g

′(%, %′;m,κ)%′%

4π[ω2
p(%)− Ω2][ω2

p(%
′)− Ω2]

. (5.52)

If we assume our external perturbative potential, Φext, is due to an ion travelling paraxi-
ally with constant speed v = R$, the Fourier transform of the external charge density is then
ρ̃ext(%;m,κ, ω) = 2π

R2%
Qδ(%− %0)δ(ω − κ$)e−imϕ0 .

Local Stopping Force

The local stopping force is then

Sl = − Q2i

4π2R2

∑
m

∫
dκ

κg(%0, %0;m,κ)ω
2
p(%0)

ω2
p(%0)− κ$(κ$ + iγ)

(5.53)

=
Q2

4π2R2
Im

[∑
m

∫
dκ

κg(%0, %0;m,κ)ω
2
p(%0)

ω2
p(%0)− κ$(κ$ + iγ)

]
. (5.54)

In Appendix G, by employing the Sokhotsky-Plemelj Formula described by Vladimirov pp. 75–
79 [211], the above integral is found to be

Sl =
Q2ω2

p(%0)

v2

∞∑
m=−∞

Im

(
%0
ωp(%0)

$

)
Km

(
%0
ωp(%0)

$

)
. (5.55)



CHAPTER 5. 3D KITAGAWA MODEL 89

The above classical expression for the local stopping force diverges since we are calculating the
stopping force arising from electrons at the same position as the ion. This is often remedied by
truncating the series in m at mc ∼ Rvme/} for example. However, following the method of
Vager and Gemmell [212], we note that quantum mechanically, the channelled ion wave packet
is “smeared out” with an extension ∼ }/mev = λe, that is, the electron’s de Broglie wavelength.
To calculate the local stopping force, we evaluate the derivative in the z direction of the induced
potential at r′0 = {r0 + λe, ϕ, z}, so that

Sl =
Q2ω2

p(%0)

v2

∞∑
m=−∞

Im

(
%0ωp(%0)

$

)
Km

(
%0ωp(%0)

$
+
λeωp(%0)

R$

)
. (5.56)

From Prudnikov (5.9.2.9) [213], we have

∞∑
m=−∞

Im(w)Km(z) = K0

(√
w2 + z2 − 2wz

)
(5.57)

so that using v = R$,

Sl =
Q2ω2

p(%0)

v2
K0

(
λeωp(%0)

v

)
. (5.58)

Non-Local Stopping Force

The non-local contribution to the stopping force is given by

Sn = − Q2i

16π3R2

∑
m

∫
dκ

∫
d%
∂ω2

p

∂%

%|κ|κ3$2g(%0, %;m,κ)g
′(%, %0;m,κ)

[ω2
p(%)− κ2$2][ω2

p(%0)− κ2$2]
(5.59)

=
Q2

16π3R2
Im

[∑
m

∫
dκ

∫
d%
∂ω2

p

∂%

%|κ|κ3$2g(%0, %;m,κ)g
′(%, %0;m,κ)

[ω2
p(%)− κ2$2][ω2

p(%0)− κ2$2]

]
. (5.60)
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Again employing the Sokhotsky-Plemelj Formula, as discussed in Appendix G, we obtain for the
non-local stopping force

Sn =
Q2

16π2v2

∑
m

∫
d%%

∂ω2
p

∂%

1

$[ω2
p(%0)− ω2

p(%)][
ω3

p(%)g

(
%0, %;m,

ωp(%)

$

)
g′
(
%, %0;m,

ωp(%)

$

)
− ω3

p(%0)g

(
%0, %;m,

ωp(%0)

$

)
g′
(
%, %0;m,

ωp(%0)

$

)]
(5.61)

=
Q2

16π2v2

∑
m

∫
d%%

∂ω2
p

∂%
F (%, %0, ωp(%), ωp(%0), $), (5.62)

where

F =


f
(

ωp(%)

$

)
− f

(
ωp(%0)

$

)
[ω2

p(%0)− ω2
p(%)]/$

2
, ωp(%) 6= ωp(%0)

∂f(x)

∂x

∣∣∣∣
x=ωp(%0)/$

otherwise

(5.63)

f(x) = x3gm(%0, %;m,x)g
′(%, %0;m,x). (5.64)

In Fig. 5.2 we have shown the speed dependence of the stopping force for protons moving
paraxially at r0 = 0, 3, and 5 Å to an (11,9) SWNT of radius R = 6.89 Å. Comparison is made
between the stopping force obtained from the 2D hydrodynamic model and that obtained using
a 3D Kitagawa model [161] employing a Molière equilibrium electron density. We find that the
non-local contribution to the stopping force gives fairly close agreement with the 2D model for
sufficiently high speeds (v & 5). This agrees with Kitagawa’s suggestion [161] that the non-local
contribution to the stopping force is due to distant collisions with the target electrons. However,
we find that at shorter distances from the nanotube wall (r0 & 3 Å), the local contribution to
the stopping force becomes significant, giving a much higher total stopping force from the 3D
Kitagawa model [161] in the near-wall region. This may be explained by noting that the local
contribution to the stopping force is due to the electrons at the protons location. We may see
this effect more clearly in Fig. 5.3, which shows the radial dependence of the stopping force for
protons with paraxial speeds v = 5, 7, and 9, since the 3D Kitagawa model applies to only the
high frequency regime (ωp(0) � Ω) [161].
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Å

]

r0 = 5Å
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Figure 5.2: The total stopping force S = Sl + Sn ( ), with the non-local stopping force
contribution Sn ( ), and the 2D hydrodynamic model stopping force ( ), plotted versus
speed v for an proton moving paraxially at r0 = 0, 3 Å, and 5 Å to a single wall (11,9) CNT of
radius R = 6.89 Å [168].
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Figure 5.3: The total stopping force S = Sl+Sn ( ), the non-local stopping force contribution
Sn ( ), and the 2D hydrodynamic model stopping force ( ), plotted versus radial distance
r0 in Å for an proton moving paraxially with speed v = 5, 7, and 9, in an (11,9) SWNT of radius
R = 6.89 Å [168].

In Fig. 5.4 we explore how the 3D Kitagawa model for the stopping force depends on the
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Figure 5.4: The total stopping force S = Sl + Sn ( ), the local stopping force contribution
Sl ( ), the non-local stopping force contribution Sn ( ), from the Thomas-Fermi-Molière
(Molière) and Thomas-Fermi-Dirac (Dirac) models, and the 2D hydrodynamic (2D Fluid) model
stopping force ( ), plotted versus (a) speed v for a proton at r0 = 0, and (b) radial distance r0
in Å for a proton moving paraxially with speed v = 7, in an (11,9) SWNT of radius R = 6.89 Å
[168].

choice of equilibrium electron density model, by employing both the Molière and Thomas-
Fermi-Dirac models. Figure 5.4(a) shows the speed dependence of the stopping force for a
proton travelling on the axis of an (11,9) SWNT of radius R = 6.89 Å, for the Molière, Thomas-
Fermi-Dirac (Dirac), and 2D hydrodynamic (2D Fluid) models. We note that both the Molière
and Dirac total stopping forces are in fair agreement with the 2D hydrodynamic model stopping
force on the nanotube axis, as seen in Fig. 5.4(a). We also note that the truncation of the Dirac
equilibrium electron density results in no contribution from the local stopping force being felt
for protons more than 4 Å from the nanotube wall. For this reason, the non-local Molière and
the total Dirac stopping forces are in close agreement for protons near the axis (r0 . 3 Å), as
seen in Fig. 5.4(b) for protons travelling paraxially with speed v = 7. We also see in Fig 5.4(b)
that at sufficiently high speeds, the relative importance of the local and non-local stopping force
contributions switches near the nanotube wall (r0 & 4 Å). While this change is smooth for the
Molière model, the truncation of the equilibrium electron density in the Dirac model introduces
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a “jump” in the total stopping force at r0 ≈ 4.2 Å.





Chapter 6

Dicluster and Dipole Channelling through
Nanotubes

In the previous chapters, we considered the electronic response of CNTs to channelled ions. We
now consider their electronic response to ion and molecular clusters under channelling condi-
tions. In particular, the Coulomb explosion of H+

2 and H+
3 molecules under channelling condi-

tions, as studied by Zhou et al. [214], is of great interest to the area of hydrogen storage in CNTs.
Also, the channelling of water molecules through CNTs may be studied by employing a point
dipole model.

Using the single-fluid 2D hydrodynamic model for the induced electric potential of a SWNT,
which we derived in Chapter 4, we may obtain the image potential, total potential, dynamic-
polarization force, and total stopping force for channelled diclusters and dipoles.

6.1 Induced Electric Potential

Applying the single-fluid 2-D hydrodynamic model for a SWNT, discussed in Chapters 3 and
4, we may write the total induced potential at position r in the laboratory frame of reference, in
terms of the FB transform of the linearized induced electron number density per unit area on the
nanotube, ñ1(m,κ, ω), as

Φind(r, t) = −4π
∑
m

∫∫
dκdω

(2π)3
ei(mϕ+κz/R−ωt)Im(|κ|%<)Km(|κ|%>)ñ1(m,κ, ω), (6.1)
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where Im and Km are Modified Bessel functions of the first and second kind respectively, with
%< ≡ min(1, r/R) and %> ≡ max(1, r/R).

Using the 2-D Hydrodynamic Model, we obtain for the FB transform of the linearized in-
duced electron density

ñ1(m,κ, ω) =
Φ̃ext(R;m,κ, ω)

χ−1(m,κ, ω) + 4πRIm(|κ|)Km(|κ|)
(6.2)

where Φ̃ext(R;m,κ, ω) is the FB transform of the external potential from the ions and χ is the
susceptibility, χ−1ñ1 = Φ̃. From Eqn. (3.28), the susceptibility in a single-fluid model is

χ(m,κ, ω)=

[
α

n0

+
β

n0

κ2 +m2

R2
− R2

n0

ω(ω + iγ)

κ2 +m2

]−1

, (6.3)

where n0 ≈ 0.428 is the equilibrium electron number density on the nanotube, α ≡ πn0, and
β ≡ 1/4.

The FB transform of the external potential from the N ions is the sum of Coulomb potentials
for the pth ion of charge Qp moving parallel to the nanotube axis with speeds vp = R$p at
positions rp = {%pR,ϕp, zp} in the moving centre of mass frame of reference, is then given by

Φ̃ext(R;m,κ, ω) =
N∑

p=1

8π2Qpδ(ω − κ$p)Im(|κ|%p<)Km(|κ|%p>)e−imϕpe−iκzp/R, (6.4)

where %p< ≡ min(1, rp/R) and %p> ≡ max(1, rp/R).
Substituting Eqn. (6.4) for Φ̃ext(R;m,κ, ω) into Eqns. (6.2) and (6.1), we obtain for the total

induced potential

Φind(r, t) =

−
N∑

p=1

4πQp

R

∑
m

∫
dκ

π

eim(ϕ−ϕp)+iκ(z/R−zp/R−$pt)Im(|κ|%<)Km(|κ|%>)Im(|κ|%p<)Km(|κ|%p>)

R−1χ−1(m,κ, κ$p) + 4πIm(|κ|)Km(|κ|)
.

(6.5)
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6.2 Total Potential Energy

As discussed in Chapter 4 and by Zhou et al. [214], the total self-energy of a cluster of N ions,
Eself , is given by

Eself =
1

2

N∑
q=1

QqΦind(rq + vqtez, t) (6.6)

=−
N∑

p,q=1

4πQpQq

R

∑
m

∫
dκ

2π

eim∆ϕq
p+iκ(∆zq

p/R+∆$q
pt)Im(|κ|%q<)Km(|κ|%q>)Im(|κ|%p<)Km(|κ|%p>)

R−1χ−1(m,κ, κ$p) + 4πIm(|κ|)Km(|κ|)
,

(6.7)

where ∆ϕq
p ≡ ϕq − ϕp, ∆zq

p ≡ zq − zp, ∆$q
p ≡ $q − $p, and ez is a unit vector parallel to

the nanotube axis. The total self-energy includes a contribution from each ion’s non-interacting
self-energy, and vicinage parts coming from interferences in the self-energy due to the spatial
correlation among the constituent ions [214].

The total potential energy of the system UT is the sum of the repulsive atomic potential
arising from the interaction between the ions and individual carbon atoms on the nanotube, Uat,
the Coulomb interaction potential between the N ions, VC, and the total self-energy, Eself .

The total potential energy is then

UT =
N∑

p=1

N∑
q=p+1

QpQq

‖rp − rq‖
+ Uat + Eself (6.8)

If we now consider the problem of two ions of equal coaxial speed v = R$, with separation
∆ρ ≡ ‖r1 − r2‖, our problem simplifies to

UT =
Q1Q2

∆ρ
+ Uat −

4π

R

∑
m

∫
dκ

2π

[
Q2

1I
2
m(|κ|%1<)K2

m(|κ|%1>) +Q2
2I

2
m(|κ|%2<)K2

m(|κ|%2>)

R−1χ−1(m,κ, κ$) + 4πIm(|κ|)Km(|κ|)

+
2Q1Q2 cos(m∆ϕ+ κ∆z/R)Im(|κ|%1<)Km(|κ|%1>)Im(|κ|%2<)Km(|κ|%2>)

R−1χ−1(κ,m, u) + 4πIm(|κ|)Km(|κ|)

]
. (6.9)

To model the atomic potential energy for the ion cluster, Uat, we employ either a Molière
atomic potential, as used by Zhou et al., or a Doyle-Turner atomic potential, as employed by
Borka et al. when modelling the rainbow effect in ion channelling through SWNTs [215] and
DWNTs [216].
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Molière Atomic Potential

The Molière atomic potential, UM, is given from Eqn. (5.29) to be

UM = 4π
N∑

p=1

QpσaZC

3∑
`=1

α`I0

(
β`rp<

am

)
K0

(
β`rp>

am

)
, (6.10)

where ZC = 6 is the atomic number of carbon, and Qp is the charge of the pth ion in the cluster.
As discussed in Chapter 5 and by March [163], the Molière model gives an unrealistically long-
ranged potential energy. For ions travelling at intermediate speeds, the Doyle-Turner atomic
potential may provide more realistic results.

Doyle-Turner Atomic Potential

The Doyle-Turner atomic potentialUDT, has been applied to CNTs by both Zhevhago and Glebov
[217] and Borka et al. [215, 216]. In cylindrical coordinates, the radial Doyle-Turner atomic
potential has the form

UDT =
N∑

p=1

32πQpZCR

33/2`2C

4∑
j=1

ajb
2
je
−b2j (r2+R2)I0(2b

2
jrR), (6.11)

where ZC = 6 is the atomic number of carbon, `C ≈ 0.144 nm is the atomic spacing in the nan-
otube, aj ≡ {3.222, 5.270, 2.012, 0.5499}×10−4 nm2 and bj ≡ {10.330, 18.694, 37.456, 106.88}
nm−1 are fitting parameters. For r/R � 0, the Doyle-Turner atomic potential can be approxi-
mated by a sum of Gaussians of the form

UDT ≈
N∑

p=1

32πQpZCR

33/2`2C

4∑
j=1

ajb
2
je
−b2j (r−R)2 . (6.12)

The Doyle-Turner atomic potential is therefore rather short-ranged, and most applicable at high
ion speeds.



CHAPTER 6. DICLUSTER AND DIPOLE CHANNELLING THROUGH NANOTUBES 99

Figure 6.1: Schematic of two ions centred at the origin of an (11,9) nanotube.

6.3 Diclusters – Two Ions of Equal Charge Q1 = Q2 = Q

When both ions are inside the nanotube at equal radial distances, so that r1, r2 ≤ R the total
potential energy is then

UT =
Q1Q2

∆ρ
+ Uat −

2

R

∑
m

∫
dκ

[Q2
1I

2
m(|κ|%1) +Q2

2I
2
m(|κ|%2)]K

2
m(|κ|)

R−1χ−1(m,κ, κ$) + 4πIm(|κ|)Km(|κ|)

− 4

R

∑
m

∫
dκ
Q1Q2 cos(m∆ϕ+ κ∆z/R)Im(|κ|%1)Im(|κ|%2)K

2
m(|κ|)

R−1χ−1(m,κ, κ$) + 4πIm(|κ|)Km(|κ|)
. (6.13)

For the case of two ions of equal charge Q1 = Q2 = Q at equal distances x0 from the
nanotube axis, so that %1 = %2 = %0 ≡ x0/R, our expression for the total potential energy
simplifies further to

UT =
Q2

∆ρ
+ Uat −

4Q2

R

∑
m

∫
dκ
I2
m(|κ|%0)K

2
m(|κ|)[1 + cos(m∆ϕ+ κ∆z/R)]

R−1χ−1(m,κ, κ$) + 4πIm(|κ|)Km(|κ|)
. (6.14)

Centre of Mass on Nanotube Axis

When the two ions have their centre of mass located on the nanotube axis as shown in Fig. 6.1,
so that ∆ϕ = π and %1 = %2 = %0 ≤ 1, their positions in Cartesian coordinates are given by
r1,2 = ±(x0ex + z0ez) ≡ ±{x0, 0, z0}, where ex is a unit vector perpendicular to the nanotube
axis, and ez is a unit vector in the longitudinal direction. The problem then simplifies further to

UT =
Q2

∆ρ
+ Uat−

4Q2

R

∑
m

∫
dκ
I2
m(|κ|%0)K

2
m(|κ|))[1 + (−1)m cosκ∆z/R]

R−1χ−1(m,κ, κ$) + 4πIm(|κ|)Km(|κ|)
. (6.15)
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Figure 6.2: The total potential, UT = UDT +Eself +VC, in eV, for a Doyle-Turner potential, with
contours separated by 0.2 eV, for two protons at positions r1,2 = ±{x0, 0, z0}, in the moving
centre of mass frame of reference, with speed v = 0, 3, 5, and 7, where R = 7 Å is the nanotube
radius.

Figures 6.2 and 6.3 are contour plots of the total potential energy, using the Doyle-Turner
and Molière atomic potentials respectively, for two protons with centre of mass at the origin,
positions r1,2 = ±(x0ex + z0ez) ≡ ±{x0, 0, z0}, and common coaxial speeds (a) v = 0, (b)
v = 3, (c) v = 5, and (d) v = 7.

We note that the potential “wells” in Fig. 6.2 and Fig. 6.3 are due to collective oscillations
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Figure 6.3: The total potential, UT = UM + Eself + VC, in eV, for a Molière potential, with
contours separated by 0.2 eV, for two protons at positions r1,2 = ±{x0, 0, z0}, in the moving
centre of mass frame of reference, with speed v = 0, 3, 5, and 7, where R = 7 Å is the nanotube
radius.

of the electron gas on the nanotube. These minima in the total potential occur when the trailing
proton is “wake riding”, that is, following in the potential wells of the leading proton’s wake.
These minima indicate that diclusters moving with common paraxial speeds v & 2, that is at
speeds above that at which collective oscillations of the electron fluid occur, are loosely “bonded”
when they are channelled through the nanotube. In comparing Fig. 6.2 and Fig. 6.3, we note that
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Figure 6.4: The effective potential Veff in units of the Coulomb potential VC = Q2

2z0
, for two

protons at positions r1,2 = ±{0, 0, z0}, in the moving centre of mass frame of reference, moving
paraxially with speed v = 0 ( ), v = 3 ( ), v = 5 ( ), and v = 7 ( ), to a CNT of
radius R = 7 Å.

the shorter ranged Doyle-Turner atomic potential gives much deeper potential wells than the
longer-ranged Molière atomic potential.

We note here that the dynamic-polarization force from the nanotube on the dicluster may be
obtained by taking the gradient of the induced potential. This dynamic-polarization force has two
contributions. First, the stopping force in the −z-direction, which is obtained by differentiating
the potential with respect to the axial coordinate z. Second, the image force in the radial r-
direction, which is obtained by differentiating the potential with respect to the radial coordinate
r. Since the integrand of the induced potential is an even function of the angular wave numberm,
and differentiating with respect to the angular coordinate ϕmultiplies the integrand by a factor of
im, we know that there can be no force due to the induced potential which acts in the ϕ-direction.

If both ions are on the nanotube axis, so that %0 = 0, and their separation is ∆ρ = ∆z, using
that Uat(0) is a constant, and Im(0) = δm0 from Abramowitz and Stegun [169], we obtain

UT =
Q2

∆z

[
1− ∆z

πR

∫
dκ

K2
0(|κ|)[1 + cosκ∆z/R]

1
4πR

χ−1(0, κ, κ$) + I0(|κ|)K0(|κ|)

]
+ Uat(0). (6.16)
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Figure 6.5: Schematic of two ions aligned with the axis of an (11,9) nanotube

Up to a constant factor, the effective potential between the ions is then given by

Veff =
Q2

∆z

[
1− ∆z

πR

∫
dκ

K2
0(|κ|) cos(κ∆z/R)

1
4πR

χ−1(0, κ, κ$) + I0(|κ|)K0(|κ|)

]
. (6.17)

The calculation of Veff is shown in Fig. 6.4, for an ion separation of zero to five radii. We find
that the ions are nearly completely screened from each other by the nanotube after a separation
of three radii.

In Fig. 6.4 we see that at high speeds, v & 5, the minima of the effective potential is at
∆z ≈ 10 Å and ∆z ≈ 30 Å when v = 5 and ∆z ≈ 15 Å when v = 7.

If both ions are at z = 0, so that ∆z = 0 and ∆ρ = 2r0, the problem simplifies to

UT =
Q2

2r0
+ Uat −

Q2

πR

∑
m

∫
dκ

I2
m(|κ|%0)K

2
m(|κ|)[1 + (−1)m]

1
4πR

χ−1(0, κ, κ$) + Im(|κ|)Km(|κ|)
. (6.18)

Only when m is even is the integral non-zero, so that

UT =
Q2

2r0
+ Uat −

2Q2

πR

∑
m

∫
dκ

I2
2m(|κ|%0)K

2
2m(|κ|)

1
4πR

χ−1(0, κ, κ$) + I2m(|κ|)K2m(|κ|)
. (6.19)

Aligned with Nanotube Axis

When the two ions are in a coaxial orientation inside the nanotube as shown in Fig. 6.5, so that
∆ϕ = 0, ∆ρ = ∆z, and %1 = %2 = %0 ≤ 1, their positions in Cartesian coordinates are given by
r1,2 = x0ex ± z0ez ≡ {x0, 0,±z0}. The problem then simplifies to

UT =
Q2

∆z
+ Uat −

4Q2

R

∑
m

∫
dκ

I2
m(|κ|%0)K

2
m(|κ|)[1 + cosκ∆z/R]

R−1χ−1(m,κ, κ$) + 4πIm(|κ|)Km(|κ|)
. (6.20)
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x
0

[Å
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Figure 6.6: The total potential, UT = UDT +Eself +VC, in eV, for a Doyle-Turner potential, with
contours separated by 0.2 eV, for two protons at positions r1,2 = {x0, 0,±z0}, in the moving
centre of mass frame of reference, with speed v = 0, 3, 5, and 7, where R = 7 Å is the nanotube
radius.

Figures 6.6 and 6.7 are contour plots of the total potential energy, using the Doyle-Turner
and Molière atomic potentials respectively, for two protons oriented parallel to the nanotube
axis, with positions r1,2 = x0ex ± z0ez ≡ {x0, 0,±z0} and common coaxial speeds v = 0,
v = 3, v = 5, and v = 7. Considering Fig. 6.6, we note the deep potential wells for v = 5 of
approximately 4.6 eV, which occur when the protons are radially aligned at r1,2 ≈ ±5ex. These
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Figure 6.7: The total potential, UT = UM + Eself + VC, in eV, for a Molière potential, with
contours separated by 0.2 eV, for two protons at positions r1,2 = {x0, 0,±z0}, in the moving
centre of mass frame of reference, with speed v = 0, 3, 5, and 7, where R = 7 Å is the nanotube
radius.

potential wells are somewhat shallower than for v = 3, and located closer to the nanotube axis.
For v = 7, their potential wells are of approximately 4.0 eV, located at r1,2 ≈ ±4.55ex + 6.30ez

Å. We also note the much broader and shallower wells shown in Fig. 6.7, due to the longer-ranged
Molière atomic potential.
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Figure 6.8: Spherical coordinate angles φ and θ relative to the nanotube axis (z-axis) and the
dipole position x0 (x-axis).

6.4 Dipoles – Ions of Opposite Charge Q1 = −Q2 = Q

We now consider two ions of opposite charges,Q1 = −Q2 = Q, at positions in the moving centre
of mass frame of reference r1 and r2. In cylindrical coordinates their positions are given by r1,2 =

{x0 ± 1
2
∆r,±1

2
∆ϕ,±1

2
∆z} with separation ∆ρ =

√
∆r2 + (4x2

0 −∆r2) sin2(∆ϕ/2) + ∆z2.
The electrostatic dipole moment, µ, for a system with charge density ρ(r) is defined by Jackson
[199] as

µ =

∫∫∫
d3r′ r′ρ(r′). (6.21)

For our system of two opposite charges µ = Q(r1 − r2) = {µr, µϕ, µz}, so that ‖µ‖ = Q∆ρ =

µ =
√
µ2

r + µ2
ϕ + µ2

z, where µr = Q∆r, µϕ = Q
√

4x2
0 −∆r2 sin(∆ϕ/2), and µz = Q∆z. If

both ions are located inside the nanotube, so that x0 ± 1
2
∆r < R, the self energy when the ions

have equal paraxial speeds v = R$ is

Eself = −8Q2

R

∑
m

∫
dκ

sin2
(

m
2
∆ϕ+ 1

2
κ∆z/R

)
Im(|κ|[%0 + 1

2
∆%])Im(|κ|[%0 − 1

2
∆%])K2

m(|κ|)
R−1χ−1(m,κ, κ$) + 4πIm(|κ|)Km(|κ|)

−2Q2

R

∑
m

∫
dκ

[Im(|κ|[%0 + 1
2
∆%])− Im(|κ|[%0 − 1

2
∆%])]2K2

m(|κ|)
R−1χ−1(m,κ, κ$) + 4πIm(|κ|)Km(|κ|)

, (6.22)
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where we have used the dimensionless units %0 ≡ x0/R, ∆% ≡ ∆r/R and κ ≡ kR.
To calculate the self energy for a point dipole, we take the limit Q→∞ and ∆ρ→ 0 while

their product µ remains constant. Substituting ∆r = µr/Q, ∆ϕ = 2 arcsin (µϕ/
√

4Q2x2
0−µ2

r) ≈
µϕ/Qx0 +O(Q−2), and ∆z = µz/Q while taking the limit Q→∞ we find

Eself = − 2

R3

∑
m

∫
dκ

[( m
κ%0
µϕ + µz)

2I2
m(|κ|%0) + µ2

r[I
′
m(|κ|%0)]

2]κ2K2
m(|κ|)

R−1χ−1(m,κ,$) + 4πIm(|κ|)Km(|κ|)
(6.23)

= −2µ2

R3

∑
m

∫
dκ

[( m
κ%0

sinφ sin θ + cos θ)2I2
m(|κ|%0) + cos2 φ sin2 θ[I ′m(|κ|%0)]

2]κ2K2
m(|κ|)

R−1χ−1(m,κ,$) + 4πIm(|κ|)Km(|κ|)
,

(6.24)

where the dipole orientation angles in spherical coordinates, {φ, θ}, are depicted in Fig. 6.8.
In Fig. 6.9 and Fig. 6.10, we show the dependence of the self energy on orientation of the

dipole, for a point dipole located at x0 = R/2 = 3.5 Å inside a SWNT of radius R = 7 Å.
Figure 6.9 shows the relative magnitude of the self-energy at each paraxial speed v = 0, 3, 5,
and 7. Alternatively Fig. 6.10 shows the self-energy via the shape of each 3D surface, allowing
comparison between the self-energies for each paraxial speed v = 0, 3, 5, and 7. We note that
for v = 0, 5, and 7, the self energy is minimized when the dipole is oriented perpendicular to the
nanotube axis, that is, the direction of motion. However, at medium speeds, v = 3, we find the
self-energy is minimized when the point dipole is oriented parallel to the radial direction, that is,
the x-direction, while the self-energy is independent of the angle of orientation in the yz-plane.

Figure 6.11 shows the radial position dependence of the self-energy for a dipole oriented in
the yz-plane, so that φ = 90◦, and θ is the angle in the yz-plane relative to the direction of motion.
Figure 6.12 shows the radial position dependence of the self-energy for a dipole oriented in the
xz-plane, so that φ = 0◦, and θ is the angle in the xz-plane relative to the direction of motion.
Figure 6.13 shows the radial position dependence of the self-energy for a dipole oriented in the
xy-plane, so that θ = 90◦, and φ is the azimuthal angle in the xy-plane relative to the radial
direction. We note that the absolute values of the self-energies shown in Fig. 6.11, Fig. 6.12, and
Fig. 6.13, are two orders of magnitude smaller than those obtained for single ions in Chapter 4
and diclusters in Sect. 6.3, for dipole moments µ ∼ 1.
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Figure 6.9: The self energy Eself for a point dipole with dipole vector µ at x0 = 3.5 Å, inside a
nanotube of radius R = 7 Å, moving with paraxial speed v = 0 (−13.6× 10−3 eV/µ2 ≤ Eself ≤
−6.88 × 10−3 eV/µ2), v = 3 (−21.6 × 10−3 eV/µ2 ≤ Eself ≤ −14.4 × 10−3 eV/µ2), v = 5

(−11.2 × 10−3 eV/µ2 ≤ Eself ≤ 1.6 × 10−3 eV/µ2), and v = 7 (−5.6 × 10−3 eV/µ2 ≤ Eself ≤
4.0× 10−3 eV/µ2).
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Figure 6.10: The self energy Eself for a point dipole with dipole vector µ at x0 = 3.5 Å, inside a
nanotube of radius R = 7 Å, moving with paraxial speed v = 0 (−13.6× 10−3 eV/µ2 ≤ Eself ≤
−6.88 × 10−3 eV/µ2), v = 3 (−21.6 × 10−3 eV/µ2 ≤ Eself ≤ −14.4 × 10−3 eV/µ2), v = 5

(−11.2 × 10−3 eV/µ2 ≤ Eself ≤ 1.6 × 10−3 eV/µ2), and v = 7 (−5.6 × 10−3 eV/µ2 ≤ Eself ≤
4.0× 10−3 eV/µ2).
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Figure 6.11: The self energy Eself in eV for a point dipole µ at φ = 90◦, so that θ is an angle in
the yz-plane relative to the direction of motion, located at radial position x0 in Å, and moving
with speed v = 0, 3, 5, and 7 parallel to the axis of a CNT of radius R = 7 Å.

6.5 Stopping Force

Using the definition of stopping force described in Chapter 4, for the case of two ions of equal
charge Q1 = Q2 = Q at equal radial distances, so that %1 = %2 = %0, the stopping force of the
dicluster is given by

S =
8Q2

R2
Im

[∑
m

∫
dκ
κI2

m(|κ|%0)K
2
m(|κ|)[1 + cos(m∆ϕ+ κ∆z/R)]

R−1χ−1(m,κ, κ$) + 4πIm(|κ|)Km(|κ|)

]
. (6.25)
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Figure 6.12: The self energy Eself in eV for a point dipole µ at φ = 0, so that θ is an angle in the
xz-plane relative to the direction of motion, located at radial position x0 in Å, and moving with
speed v = 0, 3, 5, and 7 parallel to the axis of a CNT of radius R = 7 Å.

The stopping force on a point dipole may be similarly calculated from the induced electric
potential by S ≡ Q ∂

∂z
Φind

∣∣
r=r0

, so that

S =
4µ2

R3
Im

[∑
m

∫
dκ

[( m
κ%0

sinφ sin θ + cos θ)2I2
m(|κ|%0) + cos2 φ sin2 θ[I ′m(|κ|%0)]

2]κ3K2
m(|κ|)

R−1χ−1(m,κ,$) + 4πIm(|κ|)Km(|κ|)

]
,

(6.26)

where the dipole orientation angles in spherical coordinates, {φ, θ}, are depicted in Fig. 6.8.
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Figure 6.13: The self energy Eself in eV for a point dipole µ at θ = 90◦, so that φ is an angle in
the xy-plane relative to the radial position x0 in Å, moving with speed v = 0, 3, 5, and 7 parallel
to the axis of a CNT of radius R = 7 Å.

Figure 6.14 shows the dependence of the stopping force in eV/Åµ2 on the dipole’s paraxial
speed v. We find that, as with the self energy, the stopping force on dipoles is approximately two
orders of magnitude smaller than the stopping for single ions. This suggests that the dynamic-
polarization force has little effect on channelled molecules such as water molecules. Further,
for v & 6, the stopping force is much greater when the dipole is oriented perpendicular to
the direction of motion (z-direction). We find that at these high speeds, the stopping force is
independent of the azimuthal angle φ in the xy-plane. However, for medium speeds (3 . v . 5),
the stopping force is minimized when the dipole is oriented in the angular direction (y-direction).
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Å

µ
2
]

θ = 90◦

x0 = 3.5 Å
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Figure 6.14: The stopping force in eV/Åµ2 for a point dipole µ in the (a) z-direction (θ = 0◦)
and in the (b) x-direction (θ = 90◦, φ = 0◦) and y-direction (θ = 90◦, φ = 90◦), at x0 = 0 and
3.5 Å, moving with speed v parallel to the axis of a CNT of radius R = 7 Å.

We also find that the stopping force is generally maximized for all orientations when the dipole
is travelling with paraxial speed v ≈ 4





Chapter 7

Oblique Ion Trajectories Near Nanotubes

In the previous chapters, we have concentrated on ions under near-channelling conditions, so that
their velocities were nearly parallel to the nanotube axis. However, such an experimental setup
has yet to be realized. Predominantly, the electronic interaction between ion beams and CNT, via
EELS or atomic force microscopy (AFM), consists of ion beams at oblique angles to the nanotube
axis. For this reason, EELS at oblique trajectories has been both modelled [42, 218, 219, 220]
and measured [16]. In this chapter, we give expressions for both the energy loss, ∆Eloss, and
deflection angle, ∆θ, for ions travelling at oblique angles outside a SWNT, shown schematically
in Fig. 7.1, where the 2-D hydrodynamic model is most applicable. We also assume that the ions
travel uniformly with constant velocity

7.1 Energy Loss

We define the energy loss, ∆Eloss, as the work done by the induced force on the external perturb-
ing charge moving on trajectory r = r0(t). This may be written as the negative integral of the
induced force along the path length,

∆Eloss =−
∫

Find · dr (7.1)

=−
∫ ∞

−∞
dtFind(r0(t), t) · v0(t), (7.2)

115
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Figure 7.1: Schematic of an (11,9) SWNT and an ion with an oblique trajectory.

where v0(t) ≡
dr0

dt
.

Considering the induced force to be the Lorentz force due to the induced charge density, we
may write Find as

Find(r0(t), t) =QEind(r0(t), t) (7.3)

where Q is the charge of the perturbing ion.
Writing this in terms of the induced scalar potential, Φind, we obtain

Find(r0(t), t) = −Q
[
~∇Φind(r, t)

]
r=r0(t)

. (7.4)

We can thus express the energy loss in terms of the scalar and vector potential as

∆Eloss =Q

∫ ∞

−∞
dt

[(
v0 · ~∇+

∂

∂t

)
Φind(r, t)

]
r=r0(t)

−Q
∫ ∞

−∞
dt

[
∂

∂t
Φind(r, t)

]
r=r0(t)

(7.5)

Since d
dt

= v0 · ~∇+ ∂
∂t

, by setting the potential to be equal to zero for t = ±∞, i.e. Φind → 0

as t→ ±∞, we obtain

∆Eloss = −Q
∫ ∞

−∞
dt

[
∂

∂t
Φind(r, t)

]
r=r0(t)

(7.6)

Introducing the Fourier time transform

Φind(r, t) =

∫ ∞

−∞

dω

2π
e−iωtΦ̂ind(r, ω), (7.7)
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we obtain

∆Eloss = −Q
∫ ∞

−∞

dω

2πi
ω

∫ ∞

−∞
dte−iωtΦ̂ind(r0(t), ω). (7.8)

We may now define the plasmon excitation probability function, also called the energy-loss
probability per energy unit, P(ω) as 2i times the imaginary, or odd, part of the ω integrand in
equation (7.8) by

∆Eloss =

∫ ∞

0

dωωP(ω), (7.9)

P(ω) = −Q
π

Im

[∫ ∞

−∞
dte−iωtΦ̂ind(r0(t), ω)

]
. (7.10)

From the two-fluid 2-D Hydrodynamic model for a SWNT of radius R, the induced electric
potential on the nanotube is given by

Φ̂ind = −
∑
m

∫
dk

(2π)2

eimϕeikzRg(r, R;m, k)Φ̃ext(R;m, k, ω)

χ−1(m, k, ω) +Rg(R,R;m, k)
(7.11)

where g(r, r′;m, k) is the radial Green’s function in cylindrical coordinates, derived in Appendix
B, χ ≡ χπ +χσ is the sum of the susceptibilities of the two fluids, and χ−1

π and χ−1
σ are given by

χ−1
π,σ ≡

απ,σ

n0
π,σ

+
β(k2 + m2

R2 )

n0
π,σ

− ω(ω + iγ)

n0
π,σ(k2 + m2

R2 )
, (7.12)

with n0
π ≈ 0.107 , n0

σ ≈ 0.321.
We may express the external perturbing ion’s velocity in Cartesian coordinates as v0 =

v⊥ey + v‖ez, where v⊥ey is the ion’s velocity component perpendicular to the nanotube axis,
and v‖ez is the ion’s velocity component parallel to the nanotube axis. The ion’s position in the
laboratory frame of reference is then r0(t) = {r0(t), ϕ0(t), z0(t)}, where

r0(t) =
√
r2
min + v2

⊥t
2, (7.13)

ϕ0(t) = arctan

(
v⊥t

rmin

)
, (7.14)

z0(t) = v‖t, (7.15)
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Figure 7.2: The probability function P(ω) of undergoing energy loss ω in eV for a proton
travelling perpendicular to the nanotube with speed v⊥ = 1, 2, 3, and 4 and closest approach
rmin = 10.5 Å to the nanotube of radius R = 7 Å.

and rmin = min
t
r0(t) is the ion’s distance of closest approach to the nanotube axis, which we

take to be in the x-direction of our Cartesian coordinate system. We find the Fourier transform
of the ion’s potential is then given by

Φ̃ext = Q

∫ ∞

−∞
dτeiωτe−imϕ0(τ)e−ikz0(τ)g(r, r0(τ);m, k). (7.16)

The integral over time t in P(ω) for an ion outside the SWNT, that is rmin > R, is then

JE(m, k, ω) ≡
∫ ∞

−∞
dte−iωteimϕ0(t)eikz0(t)Km(|k|r0(t)), (7.17)

and the Fourier transform of the ion’s potential is

Φ̃ext(r;m, k, ω) = 4πQIm(|k|r)JE(m, k, ω). (7.18)

In Appendix H, the integral JE(m, k, ω) is evaluated to be

JE(m, k, ω) = π
e
− rmin

v⊥

√
(ω−kv‖)2+k2v2

⊥√
(ω − kv‖)2 + k2v2

⊥

(
ω − kv‖ +

√
(ω − kv‖)2 + k2v2

⊥
kv⊥

)m

. (7.19)
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Figure 7.3: The energy loss, ∆Eloss, in eV for a proton travelling perpendicular to the nanotube
with speed v⊥ in atomic units and closest approach rmin = 10.5 Å to the nanotube of radius
R = 7 Å.

The probability function P(ω) thus simplifies to

P(ω) =
Q2

π2
Im

[∑
m

∫
dk

I2
m(|k|R)J2

E(m, k, ω)

(4πR)−1χ−1(m, k, ω) + Im(|k|R)Km(|k|R)

]
. (7.20)

In Fig. 7.2, we show the probability function P(ω) of undergoing energy loss ω in eV for a
proton travelling perpendicularly to the nanotube. We note the significant peaks in P(ω) due to
the higher m modes of the plasmon branches, which begin to dominate the electronic response
outside the nanotube.

Figure 7.3 shows calculations of the energy loss for a proton moving perpendicular to the
nanotube axis with a closest approach of rmin = 3R/2 to a nanotube of radius R = 7 Å. A
naı̈ve comparison with stopping force calculations, which give the energy loss per unit path
length, suggests the energy loss calculations shown in Fig. 7.3 are in qualitative agreement with
our stopping force calculations. By comparing Fig. 7.3 with the stopping force at 3R/2 for a
proton moving parallel to the nanotube axis, we find that our energy loss calculation behaves
qualitatively as a stopping force acting over ∼ 10 Å, which is of the order of the nanotube
diameter of ∼ 14 Å.
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7.2 Deflection Angle

The change in the ion’s momentum perpendicular to it’s trajectory, ∆p⊥, is given by

∆p⊥ =

∫ ∞

−∞
dtF⊥

ind(r0(t), t), (7.21)

where F⊥
ind is the component of the induced force which acts perpendicularly to the ion’s trajec-

tory, given by F⊥
ind =

(v0 × Find)× v0

v2
0

.

The angle of the ion’s deflection by the nanotube, ∆θ, may be approximated for small de-
flection angles, by

∆θ ≈ ∆p⊥
p0

=
1

Mv0

∫ ∞

−∞
dtF⊥

ind(r0(t), t), (7.22)

where p0 = Mv0 is the ion’s total momentum, M is the ion’s mass, and v0 =
√
v2
‖ + v2

⊥ is the
ion’s speed.

Considering the ion to be outside the SWNT, rmin > R, with the x-axis of our Cartesian
coordinate system in the direction of closest approach rmin, we now restrict consideration to
the case of trajectories perpendicular to the nanotube axis, so that the ion’s velocity is in the
y-direction, with v0 = v⊥ex and v‖ = 0. The ion’s deflection angle ∆θ is then in the xy-plane,
so that ∆θ = ∆θxex, and is given by

∆θx ≈
∆px

p0

=
1

Mv0

∫ ∞

−∞
dtFind · ex,= − Q

Mv0

∫ ∞

−∞
dt
[
(ex · ~∇)Φind(r, t)

]
r=r0(t)

, (7.23)

where ∆px is the component of the change in the ion’s momentum in the x-direction.
Working with the Fourier transform of the induced potential Φ̃ind, which from Eqn. (7.11) is

Φ̃ind = −4πRIm(|k|R)Km(|k|r)Φ̃ext(R;m, k, ω)

χ−1(m, k, ω) +Rg(R,R;m, k)
, (7.24)

we find that when the ion remains outside the nanotube, rmin > R, the gradient of the induced
potential is then given by

~∇Φind =
∑
m

∫∫
dkdω

(2π)3
eimϕeikze−iωtΦ̃ind(r;m, k, ω)

[
|k|K

′
m(|k|r)

Km(|k|r)
er + i

m

r
eϕ + ik ez

]
(7.25)
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where

er = cosϕ ex + sinϕ ey, (7.26)

eϕ = sinϕ ex − cosϕ ey. (7.27)

The ion’s velocity is then

v0 = v⊥ey =
v2
⊥t√

r2
min + v2

⊥t
2
er −

v⊥rmin√
r2
min + v2

⊥t
2
eϕ. (7.28)

Working with the Fourier transform of the induced potential, given by equation (7.25), we
find

∆θx ≈ − Q

Mv0

∫ ∞

−∞
dt

[(
cosϕ

∂

∂r
+

sinϕ

r

∂

∂ϕ

)
Φind(r, t)

]
r=r0(t)

(7.29)

∆θx ≈ − Q

Mv0

∫ ∞

−∞
dt
∑
m

∫∫
dkdω

(2π)3
eimϕ0(t)e−iωtΦ̃ind(r0(t);m, k, ω)

×
[
|k|K

′
m(|k|r0(t))

Km(|k|r0(t))
cosϕ0(t) + i

m sinϕ0(t)

r0(t)

]
. (7.30)

The integral over time t in ∆θx thus becomes for rmin > R

Jθ(m, k, ω) ≡
∫ ∞

−∞
dteimϕ0(t)e−iωt

[
|k|K ′

m(|k|r0(t)) cosϕ0(t) + imKm(|k|r0(t))
sinϕ0(t)

r0(t)

]
.

(7.31)

After substitution of Eqn. (7.24) for Φ̃ind and Eqn. (7.18) for Φ̃ext into Eqn. (7.30), we may
express the deflection angle in the xy-plane in terms of JE(m, k, ω) and Jθ(m, k, ω) as

∆θx ≈
Q2

2π2Mv0

∫ ∞

−∞
dω
∑
m

∫
dk

I2
m(kR)JE(m, k, ω)Jθ(m, k, ω)

(4πR)−1χ−1(m, k, ω) + Im(|k|R)Km(|k|R)
. (7.32)

Although Eqn. (7.32) is a closed form expression for the deflection angle in the xy-plane, the
sum over angular wave number m, and the three integrals over frequency ω, longitudinal wave
number k, and time t, make a direct numerical calculation of (7.32) difficult using a language
such as Matlab. For this reason, we have begun porting our numerical codes to Fortran, with the
anticipation of a substantial improvement in our code’s runtime.





Chapter 8

Conclusion

8.1 Summary of Results

We have derived a simple, parameter free version of the two-fluid hydrodynamic model for the
electronic response of the electrons on a SWNT, which treats the σ and π electrons as separate
2D charged fluids constrained to the same cylindrical surface. The strong electrostatic interaction
between the fluids gives rise to splitting of the collective-excitation frequencies into two sets
which closely follow the experimental dispersion curves for the high-energy σ+π plasmons and
the low-energy π plasmons. In particular, the m = 0 mode of the π plasmons exhibits a quasi-
acoustic, linear dispersion versus the longitudinal wave number [68]. Calculations of the induced
electron density on the nanotube and the stopping force for a charged particle moving parallel to
the nanotube axis show that, at particle speeds above the threshold for σ+π plasmon excitations,
the two-fluid model essentially follows the results of the single-fluid model. Conversely, the
low particle speed range reveals some novel effects due to π plasmon excitations in the two-
fluid model. In particular, when the particle speed matches the phase velocity of the acoustic π
plasmon, the induced density shows oscillations which precede the position of the particle, in
contrast to the usual wake oscillations, whereas the speed-dependence of the stopping force of
the particle displays peaked structures around that phase velocity. It has been found that, while
the high-speed stopping force is insensitive to the friction coefficient, the low-speed peaks are
quite dependent on it. This finding points to a need to further improve the proposed two-fluid
model by carefully examining the role of damping at lower plasmon frequencies.

123
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We have also formulated a hydrodynamic model for the dielectric response of a MWNT,
represented by a set of concentric cylindrical surfaces, each occupied by a 2D electron fluid.
Calculations have been completed for a two-cylinder nanotube, showing that the strong electro-
static interaction between the two fluids on these cylinders gives rise to splitting of the collective-
excitation frequencies into two sets for various angular modes m, with the lower m = 0 mode
exhibiting a quasi-acoustic, linear dispersion versus the longitudinal wave number k. Calcula-
tions of the stopping force for a charged particle, which moves at speed v, parallel to the nanotube
axis at radial distances inside, outside, or in between the two cylinders, show typical broad peaks
above the plasmon-excitation threshold phase speed of v ≈ 2, as well as a narrow peak at v ≈ 4,
matching the phase velocity of the quasi-acoustic low-energy plasmon. Calculations of the self-
energy of a charged particle moving paraxially show the typical long-ranged attractive wells for
radial distances close to the cylinder walls, which diminish with increasing speed v, with an
intriguing jump in the self-energy across the speed v ≈ 4 for all radial distances.

These findings indicate that richness in the plasmon dispersions of MWNTs may exert a
profound influence on the dynamics of charged-particle interactions with MWNTs, especially
when conditions are met for a drift instability of the electron fluids. The multitude of plasmon
dispersion curves in the presence of multiple walls gives rise to rather strong interference patterns
in the velocity dependences of both the stopping force and the self-energy for fast ions moving
paraxially inside the nanotube. It is expected that, if larger values of the friction coefficients
in those fluids are used, the interference patterns would be significantly washed-out [68]. As
the radial position of an ion increases into regions between the nanotube walls, and eventually
reaches regions far outside the nanotube, the interference patterns also tend to disappear. The
low-frequency group of π plasmons exerts relatively weak effects on the low-speed stopping
force and self-energy, so that the bulk of these quantities at intermediate and high speeds may be
satisfactorily described by a single-fluid model [144] for the combined σ+π electron oscillations.

We have studied the plasmon hybridization in the UV region taking place when a single-
walled CNT either is encapsulated in a solid channel or encapsulates a solid nano-wire. For the
case of aluminum, we have shown that the antisymmetrically coupled plasmon dispersion curves
are always above the nanotube curves, whose low-energy, quasi-acoustic plasmon π branches
exhibit a remarkable insensitivity to the presence of metal, due to their large separation from
the metallic wire and channel branches. Conversely, the symmetrically coupled metal-(σ + π)
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branches occur at low energies and are forced through plasmon hybridization to undergo avoided
crossings with the π branches, depending on the size of the gap between the nanotube and the
metal.

Further, we have studied the energy losses and the dynamical image potential, which are both
determined by the plasmon excitations, for fast ions moving parallel to the nanotube axis. In the
case of insulating materials, such as SiO2, the nanotube’s high-speed stopping is significantly
suppressed and its low-speed stopping raised, whereas in the cases of amorphous carbon and
metals, the opposite is generally true. We have paid particular attention to nickel, as it is known
to be one of the metals that most readily binds to CNTs, both inside and outside. Moreover,
we have found that the dynamical image potential inside a nanotube encapsulated in a nickel
channel follows the potential inside an isolated nanotube at low speeds, but approaches the po-
tential inside an isolated nickel channel at high speeds. For an ion moving parallel to a nanotube
encapsulating a nickel nanowire, we have found that the dynamical image potential at large dis-
tance from the nanotube closely follows that of an isolated nanotube, indicating that an efficient
shielding of the embedded metal takes place.

However, near the nanotube wall, the accuracy of the 2D hydrodynamic model becomes
questionable. To better model channelling in the near wall region, and determine the region of
validity of the 2D hydrodynamic model, we have also studied the 3D Kitagawa model. Given
the limitation of the 3D model of the electron gas to high frequencies, and therefore high ion
speeds, one can deduce with a reasonable degree of confidence several conclusions of relevance
for ion channelling at the energies of about 1 MeV/amu, or higher. In the central regions of CNTs
where the electron density is low, the stopping due to distant collisions with target electrons is
reasonably well described by both the 2D hydrodynamic model and the non-local contribution
of the 3D model. As the ion approaches the nanotube wall, close collisions with the nanotube
electrons give a significant increase in energy losses, which is well described by the local con-
tribution from the 3D model, whereas the 2D model becomes increasingly inadequate already
within several ångströms of the nanotube wall.

We have also applied the 2D hydrodynamic model to dicluster channelling, where we find
that for diclusters with common paraxial speed v & 2, the collective oscillations of the induced
electric potential give rise to “wells” in the total electric potential. These minima occur when the
trailing ion is located in a potential well of the leading ion’s wake, often called “wake riding”. We
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also find that the longer-ranged Molière atomic potential provides a more substantial reduction
of the electron fluid’s screening ability, when compared with the shorter-ranged Doyle-Turner
atomic potential. This leads to narrower and deeper potential wells when using the Doyle-Turner
atomic potential when compared with the wide shallow wells obtained from the Molière atomic
potential.

We have found that both the self-energy and stopping force for point dipole channelling are
approximately two orders of magnitude smaller than the respective values for single ions or di-
clusters, when µ ∼ 1. Since the dipole moment of water is µH2O ≈ 0.73, this suggests that indi-
vidual water molecules should have minimal electrostatic interactions with CNTs. However, the
well-known hydrophobicity of CNTs [38] brings the point-dipole model into question, suggest-
ing that other interactions, such as the induced dipole moment, may dominate the electrostatic
interaction between water molecules and nanotubes.

Finally, we have considered the energy losses and deflection angles for ions travelling at
oblique angles to the nanotube axis. We find that the plasmon excitation probability function,
P(ω), also called variously the frequency dependent loss probability and the energy-loss prob-
ability per energy unit, consists of a series of sharp peaks arising from various m modes of the
plasmon energies. We also find that the energy loss ∆Eloss, is substantial when compared with
the stopping force for ions travelling paraxially at the same distance from the nanotube. Al-
though we are able to provide a closed form expression for the deflection angle, calculation of
the sum over angular wave number m, and the three integrals over frequency ω, longitudinal
wave number k, and time t, make a numerical result difficult to obtain.

8.2 Applications of the 2D Hydrodynamic Model

In general, our results are possibly very relevant for the ongoing studies of ion channelling
through CNTs, which may be part of a rope assembled on a solid substrate and clamped by
a metal, since both the ion stopping and the image force may be quite sensitive to the presence
of a polarizable medium surrounding a nanotube. In that context, it is interesting to mention
that Fink et al. recently grew CNTs in etched ion tracks in films of SiO2 and other materials,
providing a system in which ion channelling in CNTs may be realized [221]. Also quite recently,
Zhu et al. published the first evidence of ion channelling in carbon nanotubes, by incorporating
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an array of well-ordered carbon nanotubes in a porous anodic aluminum oxide membrane [222].
The 2D hydrodynamic model has already been used in MD simulations of proton and cluster
channelling through long SWNTs by Zhou et al. [50, 214], and MD simulations of the rainbow
effect in proton channelling through SWNTs and DWNTs by Borka et al. [215, 216]. On the
other hand, our results also imply that an embedded metal wire in a CNT will probably exert
very little influence on the electron image states around the nanotube.

8.3 Future Work

Many potential applications and extensions of the 2D hydrodynamic model are open at present,
but we shall mention here only a few of immediate interest.

It is worth noting that the 3D Kitagawa model assumes that internal interactions between
electrons contribute only to the equilibrium electron density, and may be neglected when calcu-
lating the linear correction to the induced electron density. This apparent inconsistency could be
resolved by retention of the δG[n]

δn
term in Eqn. (5.39) when calculating the induced electron den-

sity. Such a calculation would amount to use of the full 3D density functional F [n]. This should
provide more accurate calculations of the induced electron density, especially in the “near wall”
region, since the cylindrical geometry of the density functional F [n] is retained. Such accurate
calculations of both the image potential and stopping force in the near wall region are needed
for the MD simulation of ion channelling through nanotubes [214, 50], and the calculation of
the rainbow effect in such systems [215, 216]. However, the “shooting method”, which was
used to calculate the radial equilibrium electron density, becomes intractable for the 3D prob-
lem, since the boundary condition on the induced electron density is an integral over all three
spatial coordinates

∫∫∫
n(r)rdrdϕdz = Q, where Q is the ion’s charge.

The 2D hydrodynamic model could also be improved by allowing the equilibrium electron
density to be a function of angular and longitudinal position, so that n0 ≡ n0(ϕ, z). This amounts
to removal of the jellium approximation. The use of a 2D position dependent equilibrium elec-
tron density would allow the incorporation into our calculation of a nanotube’s chirality, which
determines whether a nanotube is semiconducting or metallic [2]. The results we have presented
here are most applicable to chiral nanotubes with large unit cells, such as an (11,9) SWNT with a
unit cell of ≈ 70 Å in length. For these nanotubes, the jellium approximation is highly accurate
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for fast ion channelling, since the electron density contains no “grooves”. However, “grooves”
are found in the electron density of non-chiral nanotubes such as the (10,10) armchair SWNT.

Briefly, other possible extensions and applications of the present study of carbon nanotubes
include

• Calculation of ion self-energy in channelling based on a 3D model

• Calculation of ion deflection angles for oblique trajectories

• Channelling and oblique incidence of polarizable molecules

• Modelling of boron nitride nanotubes

• Non-linear corrections to the hydrodynamic model

• Modelling dielectric response of CNT ropes or bundles

• Ion charge-state effects on channelling and oblique incidence

• Modelling dielectric response of finite-length CNTs

• Effects of external laser and magnetic fields

• Modelling CNTs in a plasmon sheath region



Appendix A

2D Density-Functional Theory
Calculations

A.1 Hohenberg-Kohn Theorem

We will begin our discussion of DFT by proving the following simplified version of Theorem
2.1 given by Hohenberg and Kohn [223], and discussed by Parr and Yang pp. 51–56 [127].

Theorem A.1 (First Hohenberg-Kohn)
The external potential Vext(r) is determined, within a trivial additive constant, by the electron
density n(r).

Proof
Let Ψ and Ψ′ be wavefunctions for the electron number density n(r) = Ψ∗(r)Ψ(r) =

Ψ′∗(r)Ψ′(r). Now let Ψ and Ψ′ be ground state wavefunctions for the Hamiltonians Ĥ and
Ĥ′ with ground state energies E0 and E ′

0 respectively. We now assume that E0 6= E ′
0, so that the

129
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ground state energy is not unique for a given electron number density n(r).

E0 =

∫∫∫
d3r Ψ∗(r)ĤΨ(r) (A.1)

<

∫∫∫
d3r Ψ′∗(r)ĤΨ′(r) (A.2)

=

∫∫∫
d3r Ψ′∗(r)Ĥ′Ψ′(r) +

∫∫∫
d3r Ψ′∗(r)(Ĥ − Ĥ′)Ψ′(r) (A.3)

= E ′
0 +

∫∫∫
d3r n(r)[Vext(r)− V ′

ext(r)], (A.4)

where Vext(r) and V ′
ext(r) are the external potentials for the Hamiltonians Ĥ and Ĥ′ respectively.

Similarly for E ′
0 we find

E ′
0 < E0 −

∫∫∫
d3r n(r)[Vext(r)− V ′

ext(r)], (A.5)

so that summing Eqns. (A.4) and (A.5) we find E0 + E ′
0 < E ′

0 + E0, which is a contradiction.
Thus there cannot be two different external potentials Vext(r) that give the same electron density
n(r) for their ground states.

A.2 Density n(r∞) on a Plane

For an electron gas confined to a 2D plane, with Cartesian coordinates r∞ ≡ {x, y; z = 0}, we
may approximate the wave functions by

ψ(kx, ky;x, y) =
eikxxeikyy

L
, (A.6)

where kx = 2πnx/L, ky = 2πny/L; nx, ny ∈ {0,±1, . . .}, and L is the length of the infinite po-
tential well which confines the electron gas to the plane. The energy is then from the Schrödinger
equation

E(kx, ky) =
k2

x + k2
y

2
. (A.7)

The density matrix in terms of the wavefunctions ψ(kx, ky;x, y) is then

ρ(r∞,∆r) =
1

2π2

∫
dk

∫
dθkeik∆r cos θ. (A.8)
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The planar density is then given by

n(r∞) = ρ(r∞, r∞) =
1

2π2

∫ kF

0

dkk

∫ π

−π

dθ =
kF

2π
=
EF

π
. (A.9)

We may calculate ρ(r∞,∆r) by utilizing the integral form of the Bessel function of the first kind

J0(z) =
1

π

∫ π

0

dθeiz cos θ, (A.10)

given by Abramowitz and Stegun [169]. We then find

ρ(r∞,∆r) =
1

π

∫ kF

0

dkkJ0(k∆r). (A.11)

Employing the recurrence relation

znJn−1(z) =
d

dz
znJn(z) (A.12)

from Abramowitz and Stegun [169], we find

ρ(r∞,∆r) =
kF

π∆r
J1(kF ∆r) =

√
2πn

∆rπ
J1(
√

2πn∆r). (A.13)

A.3 Density n(rR) on a Cylinder

The electron density n(rR) = ρ(rR, rR) on a cylinder may be written in terms of the Fermi
energy EF using Eqn. (2.25) as

n(rR) =
1

π2R

b`F c∑
`=−b`F c

√
2EF −

`2

R2
(A.14)

=
1

π2R2

b`F c∑
`=−b`F c

√
`2F − `2 (A.15)

We now rewrite our summation using the Euler-Maclaurin formula
n∑

k=m

f(k) =

∫ n

m

f(x)dx+
1

2
(f(n) + f(m)) +

1

12
(f ′(n)− f ′(m)) + ε(f,m, n) (A.16)

|ε(f,m, n)| ≤ 1

120

∫ n

m

|f ′′′(x)|dx. (A.17)
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to obtain

n(rR) =
1

π2R2

(∫ b`F c−1

−b`F c+1

√
`2F − `2d`+ 2

√
`2F − b`F c2 +

√
`2F − (b`F c − 1)2

−1

6

b`F c − 1√
`2F − (b`F c − 1)2

+ ε (`F , b`F c)

)
(A.18)

=
`2F
π2R2

(
arcsin

(
b`F c − 1

`F

)
+
b`F c
`F

√
1− (b`F c − 1)2

`2F

+
2

`F

√
1− b`F c2

`2F
+

b`F c − 1

6`2F
√
`2F − (b`F c − 1)2

+
1

`2F
ε (`F , b`F c)

)
(A.19)

where

|ε (`F , b`F c) | ≤
1

60

`2F
(`2F − (b`F c − 1)2)3/2

(A.20)

We now define a parameter ε2 = `F − b`F c < 1. Expanding in terms of 1
`F

we obtain

n(rR) =
`2F
π2R2

[
π

2
+

[
2
√

2ε− 16ε4 + 20ε2 + 3

6
√

2ε2 + 2

]
`
−3/2
F +

1

`2F
ε (`F , b`F c) +O

(
`
−5/2
F

)]
(A.21)

= nplane

[
1 +

[
4
√

2

π
ε− 16ε4 + 20ε2 + 3

3π
√

2ε2 + 2

]
`
−3/2
F +

2

π`2F
ε (`F , b`F c) +O

(
`
−5/2
F

)]
(A.22)

where the error is bounded above by∣∣∣∣ 2

π`2F
ε (`F , b`F c)

∣∣∣∣ ≤ 1

30π

(
`2F − (b`F c − 1)2

)−3/2 (A.23)

=
(ε2 + 1)−2

60π
√

2ε2 + 2
`
−3/2
F +O

(
`
−5/2
F

)
. (A.24)

The density n(rR) may thus be approximated by the planar density nplane(r∞ with relative
error εn

plane given by

εn
plane =

∥∥∥∥n(rR)− nplane(r∞)

nplane(r∞)

∥∥∥∥
∞

(A.25)

=
2

π
max

ε

∣∣∣∣2√2ε− 16ε4 + 20ε2 + 3

6
√

2ε2 + 2
± 1

60(2ε2 + 2)3/2

∣∣∣∣ `−3/2
F +O

(
`
−5/2
F

)
(A.26)

≈ 0.302`
−3/2
F +O

(
`
−5/2
F

)
. (A.27)
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A.4 −∇2
rR
ρ(rR, r

′
R)|r′R=rR

on a Cylinder

To calculate the diagonal elements of the Laplacian of the density matrix −∇2
rR
ρ(rR, r

′
R), we

first make the following change of coordinates

rR =
1

2
(rR + r′R) (A.28)

∆rR = rR − r′R = {0,∆ϕ,∆z}, (A.29)

so that we may write the Laplacian in the new coordinates as

∇2
rR

=
1

4
∇2

rR
+ ~∇rR

~∇∆rR
+∇2

∆rR
(A.30)

using the Chain Rule. We may rewrite the Thomas-Fermi term in the new coordinates as

TTF = −1

2

∫∫
d2rR

(
1

4
∇2

rR
+ ~∇rR

~∇∆rR
+∇2

∆rR

)
ρ(rR,∆rR)

∣∣∣
∆rR=0

(A.31)

Evaluating the integrand of TTF term by term, we find

~∇∆rR
ρ(rR,∆rR)|∆rR=0 =

1

π2R

∫ b`F c

−b`F c
d`

(
1

R

∂

∂∆ϕ
+

∂

∂∆z

)
ei`∆ϕ sin(kF (`)∆z)

∆z

∣∣∣
∆rR=0

(A.32)

=
1

π2R

∫ b`F c

−b`F c
d`ei`∆ϕ

[[
i`

R
− 1

∆z

]
sin(kF ∆z)

∆z
+

cos(kF ∆z)kF

∆z

]
d`
∣∣∣
∆rR=0

= 0 (A.33)

since kF (`) is an even function of `.
For the ∇2

∆rR
term we find

−∇2
∆rR

ρ(rR,∆rR)|∆rR=0

=
1

π2R

b`F c∑
`=−b`F c

ei`∆ϕ

[
`2

R2
+ k2

F −
2

∆z2
+

2 cos(kF ∆z)

sin(kF ∆z)∆z

]
sin(kF ∆z)

∆z

∣∣∣
∆rR=0

(A.34)

=
1

π2R

b`F c∑
`=−b`F c

(
`2

R2
+

1

3
k2

F (`)

)
kF (`) (A.35)

=
1

π2R4

b`F c∑
`=−b`F c

`2
√
`2F − `2 +

1

3

(
`2F − `2

)3/2 (A.36)
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Applying the Euler-Maclaurin summation formula as before, we obtain the following expan-
sion in terms of `−1

F where ε2 = `F − b`F c < 1,

−∇2
∆rR

ρ(rR,∆rR)|∆rR=0

=
`4F
π2R4

(
π

4
+

(
2
√

2ε− 16ε4 + 20ε2 + 5

6
√

2ε2 + 2

)
`
−3/2
F +

1

`4F
ε (`F , b`F c) +O

(
`
−5/2
F

))
(A.37)

= πn2
plane

(
1 +

(
8
√

2

π
ε− 32ε4 + 40ε2 + 10

3π
√

2ε2 + 2

)
`
−3/2
F +

4

`4Fπ
ε(`F , b`F c) +O

(
`
−5/2
F

))
(A.38)

where the error ε (`F , b`F c) satisfies∣∣∣∣ 1

`4F
ε(`F , b`F c)

∣∣∣∣ ≤ 1

60
(2ε2 + 2)−3/2`

−3/2
F +O

(
`
−5/2
F

)
(A.39)

Thus we are justified in using the planar density relation, πn2
plane, with relative error ε∇

2ρ
plane

ε∇
2ρ

plane =

∥∥∥∥∥∇2
∆rR

ρ(rR,∆rR)|∆rR=0 + πn2
plane

πn2
plane

∥∥∥∥∥
∞

(A.40)

=
4

π
max

ε

∣∣∣∣2√2ε− 16ε4 + 20ε2 + 5

6
√

2ε2 + 2
± 1

60(2ε2 + 2)3/2

∣∣∣∣ `−3/2
F +O

(
`
−5/2
F

)
(A.41)

≈ 0.3303`
−3/2
F +O

(
`
−5/2
F

)
. (A.42)

A.5 Exchange Energy Correction on a Plane

The exchange energy correction K[ρ] on a plane is given by

K[ρ] =
1

4

∫∫
d2r∞

∫
d(∆r)

∫
d(∆θ)∆r

ρ2(r∞,∆r)

∆r
(A.43)

=
1

4

∫∫
d2r∞

∫
d(∆r)

∫
d(∆θ)

2πn

π2∆r2
J2

1 (
√

2πn∆r) (A.44)

=

∫∫
d2r∞ n(r∞)

∫
d(∆r)

J2
1 (
√

2πn∆r)

∆r2
(A.45)

=
4

3

√
2

π

∫∫
d2r∞ n3/2(r∞). (A.46)
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A.6 von Weizsäcker Kinetic Energy Term

Following the procedure outlined by Kryachko and Ludeña pp. 66, 173, 291–292 [184], we may
write the kinetic energy term of the Hartree-Fock ground state energy as

T [ρ] = −1

2

∫∫
d2rR ∇2

rR
ρ(rR, r

′
R)|rR=r′R

(A.47)

= −1

2

∫∫
d2rR

∫∫
d2r′R δ(rR − r′R)∇2

rR
ρ(rR, r

′
R). (A.48)

We now assume that the two-electron density matrix ρ(rR, r
′
R) is an antisymmetric function of the

electron positions, so that ρ(rR, r
′
R) = −ρ(r′R, rR). Then employing the expansion of ρ(rR, r

′
R)

in terms of spatial wave functions φi, so that ρ(rR, r
′
R) = 2

N/2∑
i=1

φ∗i (rR)φi(r
′
R), we find

T [ρ] =
1

2

∫∫
d2rR

∫∫
d2r′R δ(rR − r′R)~∇rR

~∇r′R

2

N/2∑
i=1

φ∗i (rR)φi(r
′
R)

 (A.49)

=

∫∫
d2rR

N/2∑
i=1

~∇rR
φ∗i (rR) · ~∇r′R

φi(r
′
R)
∣∣∣
r′R=rR

(A.50)

=

∫∫
d2rR

N/2∑
i=1

~∇rR
φ∗i (rR)φi(rR) · ~∇r′R

φ∗i (r
′
R)φi(r

′
R)

4φi(rR)φ∗i (r
′
R)

∣∣∣∣∣
r′R=rR

(A.51)

=
1

8

∫∫
d2rR

N/2∑
i=1

[2~∇φ∗i (rR)φi(rR)]2

2φi(rR)φ∗i (rR)
. (A.52)

When the electron fluid consists of only one doubly occupied orbital, so thatN = 2 and n(rR) =

2φ(rR)φ∗(rR), we obtain the von Weizsäcker term directly from the kinetic energy term, so that

T [n] =
1

8

∫∫
d2rR

[~∇n(rR)]2

n(rR)
. (A.53)





Appendix B

Green’s Functions in Cylindrical
Coordinates

The method of Green’s functions in cylindrical coordinates, as discussed by Jackson pp. 125–127
[199], involves finding a function G(r, r′) which satisfies

∇2G(r, r′) = −4π

r
δ(r − r′)δ(ϕ− ϕ′)δ(z − z′), (B.1)

and is symmetric in r and r′, so thatG(r, r′) = G(r′, r). Once such a function, called the Green’s
function, is found, the solution to Poisson’s equation, Eqn. (2.69), is given by

Φ(r, t) =

∫∫∫
d3r′ G(r, r′)[ρext(r

′, t)− ρ1(r
′, t)]. (B.2)

This is seen by calculating the Laplacian of Eqn. (B.2)

∇2
rΦ(r, t) = ∇2

r

∫∫∫
d3r′ G(r, r′)[ρext(r

′, t)− ρ1(r
′, t)] (B.3)

=

∫∫∫
d3r′ ∇2

rG(r, r′)[ρext(r
′, t)− ρ1(r

′, t)] (B.4)

= −
∫
dz′
∫
dr′
∫
dϕ′r′

4π

r
δ(r − r′)δ(ϕ− ϕ′)δ(z − z′)[ρext(r

′, t)− ρ1(r
′, t)] (B.5)

= −4π[ρext(r, t)− ρ1(r, t)]. (B.6)

From Fourier analysis, we know that the Fourier transform of the delta function is the unit
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function, so that

δ(z − z′) =

∫ ∞

−∞

dk

2π
eik(z−z′), (B.7)

and since the polar angle ϕ is a periodic function,

δ(ϕ− ϕ′) =
∞∑

m=−∞

1

2π
eim(ϕ−ϕ′). (B.8)

We now introduce a radial Green’s function g(r, r′;m, k) so that

G(r, r′) =
∑
m

∫
dk

(2π)2
eik(z−z′)eim(ϕ−ϕ′)g(r, r′;m, k). (B.9)

Employing Eqn. (B.1), we find after some simplification that g(r, r′;m, k) must satisfy

1

r

∂

∂r

(
r
∂g(r, r′;m, k)

∂r

)
−
(
k2 +

m2

r2

)
g(r, r′;m, k) = −4π

r
δ(r − r′). (B.10)

Letting κ ≡ kr, we obtain by multiplying Eqn. (B.10) by r2,

κ2 ∂
2g

∂κ2
+ κ

∂g

∂κ
− (κ2 +m2)g = 0, (B.11)

when r 6= r′. As discussed by Abramowitz and Stegun pp. 374–379 [169], Eqn. (B.11) is
the differential equation for modified Bessel’s functions, and has linearly independent solutions
Im(|κ|) and Km(|κ|). At r = r′, the delta function in Eqn. (B.10) introduces a discontinuity in
the slope, so that

∂

∂r
g(r, r′;m, k)

∣∣∣∣
r=r′+

− ∂

∂r
g(r, r′;m, k)

∣∣∣∣
r=r′−

= −4π

r′
. (B.12)

Using the symmetric property of the Green’s function, and that the Wronskian of Im(|κ|) and
Km(|κ|) is

Im(|κ|)K ′
m(|κ|)− I ′m(|κ|)Km(|κ|) = − 1

|κ|
, (B.13)

the radial Green’s function is given by

g(r, r′;m, k) = 4πIm(|k|r<)Km(|k|r>) (B.14)
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where r> ≡ max(r, r′) and r< ≡ min(r, r′).
The solution to Poisson’s equation, Eqn. (2.69), is then in terms of the radial Green’s function

Φ(r, t) =

∫∫∫
d3r′

∑
m

∫
dk

(2π)2
eim(ϕ−ϕ′)eik(z−z′)g(r, r′;m, k)[ρext(r

′, t)− ρ1(r
′, t)]. (B.15)

We now introduce the Fourier-Bessel (FB) transform of the Coulomb potential as

1

‖r− r′‖
=
∑
m

∫
dk

(2π)2
eim(ϕ−ϕ′)eik(z−z′)g(r, r′;m, k). (B.16)





Appendix C

Modelling Dielectric Media

In the following appendix, we give a brief overview of the dielectric functions and types of
materials to be considered when modelling embedding and encapsulating dielectric media in
stopping force and image potential calculations.

We model the dielectric function of a channel of amorphous carbon and aluminum using a
Drude model for their optical dielectric functions [152, 153] εC(ω) and εAl(ω), which gives a
loss function of the form

Im
[
−ε−1(ω)

]
=


∑

i

Aiω
2
i γiω

(ω2 − ω2
i )

2 + γ2
i ω

2
, if ω < ωi edge∑

i

Ai shω
2
i shγi shω

(ω2 − ω2
i sh)

2 + γ2
i shω

2
, otherwise

(C.1)

where Ai, γi, ωi, Ai sh, γi sh, ωi sh, and ωi edge are reproduced in Table C.1 and Table C.2 from
Abril et al. [153]. In Fig. C.1(a) and Fig. C.1(b) we show the energy-loss functions for amorphous
carbon and aluminum, respectively. Note the single high peak in Fig. C.1(b) for aluminum, with
Im
[

−1
εAl(ωp)

]
≈ 20, where ωp ≈ 15.0 eV is the plasma frequency of aluminum. This justifies

our use of a dispersionless Drude model for the optical dielectric function of aluminum, that is
εAl(ω) ≈ 1− ω2

p

ω2 , in Sect. 4.1.
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Table C.1: Drude model parameters for carbon (Ref. [153])

i ωi γi Ai

1 0.230 0.21 0.2362
2 0.945 0.49 0.7088

ωi edge ωi sh γi sh Ai sh

10.45 10.5 7.9 0.004078

Table C.2: Drude model parameters for aluminum (Ref. [153])

i ωi γi Ai

1 0.551 0.035 1.1178

ωi edge ωi sh γi sh Ai sh

2.664 3.9 3.0 0.0666

One obtains Re [ε−1(ω)] using the Kramers-Kronig relation [224, 153]

Re

[
1

ε(ω)

]
= 1 +


∑

i

Aiω
2
i (ω

2 − ω2
i )

(ω2 − ω2
i )

2 + γ2
i ω

2
, if ω < ωi edge∑

i

Ai shω
2
i sh(ω

2 − ω2
i sh)

(ω2 − ω2
i sh)

2 + γ2
i shω

2
, otherwise

. (C.2)

Figure 4.13 shows a schematic of a nickel clamp being used to facilitate ion channelling
through CNTs. The dielectric function for nickel εNi(ω) is modelled by Kwei et al. as a super-
position of damped linear oscillators [158]. Here εNi(ω) = ε1(ω) + iε2(ω), with

ε1(ω) = εB −
∑

i

A′
i (ω

2 − ω2
i )

(ω2 − ω2
i )

2
+ ω2γ2

i

, (C.3)

ε2(ω) =
∑

i

A′
iγiω

(ω2 − ω2
i )

2
+ ω2γ2

i

, (C.4)

where εB, A′
i, γi and ωi are given in Table C.3. In Fig. C.1(c) we see that the energy-loss function

for nickel has a much more substantial “width” than either the aluminum or amorphous carbon
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Figure C.1: The energy-loss function Im
[
−1
ε(ω)

]
plotted versus ω in eV, for (a) amorphous carbon

εC(ω) ( ) using the fitting parameters given in Table C.1 from Abril et al. [153], (b) aluminum
εAl(ω) ( ) using the fitting parameters given in Table C.2 from Abril et al. [153], (c) nickel
εNi(ω) ( ) using the fitting parameters given in Table C.3 from Kwei et al. [158], and (d)
water εH2O with a sharp cutoff ( ), no cutoff ( ), and a smoothed cutoff ( ) using the
fitting parameters given in Table C.4 from Emfietzglou et al. [208, 209].

dielectric functions. This arises from the many oscillators, ten in all, used in its construction. For
this reason, simple plasmon based analysis of the stopping force and image potential becomes
difficult for metals with complicated optical dielectric functions.

We model a SWNT in water, shown schematically in Fig. 4.17, using the Drude-type dielec-
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Table C.3: Drude model parameters for nickel, εB = 1.02 (Ref. [158])

A′
i [eV2] γi [eV] ωi [eV]

25 0.01 0
50 2.00 0.45
30 4.00 1.50
60 6.00 3.60
18 1.30 4.60
37 4.20 8.30
95 7.20 14.60

200 18.00 24.00
200 70.00 45.00
545 80.00 58.00

Table C.4: The Drude model parameters for the IXS optical data (Refs. [207, 208, 209])

Transition, j Ej [eV] γj [eV] fj

Excitations
1 (A1B1) 8.10 1.90 0.0045
2 (B1A1) 10.10 1.95 0.0046
3 (Ryd A+B) 12.10 2.94 0.0030
4 (Ryd C+D) 13.51 5.06 0.0190
5 (diffuse bands) 14.41 2.64 0.0050

Ionizations
6 (1b1) 16.30 14.00 0.2300
7 (3a1) 17.25 10.91 0.1600
8 (1b2) 28.00 27.38 0.1890
9 (2a1) 42.00 28.68 0.2095

10 (K shell)1 450.00 360.00 0.3143

tric function for water developed by Emfietzoglou et al. [207, 208], εw(ω) = ε1(ω) + iε2(ω),
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where

ε1(ω) = 1 + E2
p

ioniz∑
j

[
fj(E

2
j − ω2)

(E2
j − ω2)2 + (γjω)2

]
+ E2

p

excit∑
j

[
fj(E

2
j − ω2)[(E2

j − ω2)2 + 3(γjω)2]

[(E2
j − ω2)2 + (γjω)2]2

]
,

(C.5)

ε2(ω) = E2
pH(ω − EC ,∆)

ioniz∑
j

[
fjγjω

(E2
j − ω2)2 + (γjω)2

]
+ E2

p

excit∑
j

[
2fjγ

3
jω

3

[(E2
j − E2)2 + (γjω)2]2

]
,

(C.6)

whereEp is the nominal free-electron plasma energy of liquid water (∼ 21.46 eV) and fj , γj , and
Ej , are the oscillator strength, damping energy, and transition energy coefficients, respectively,
given in Table C.4 based on the optical data of Hayashi et al. [209]. The ionization energy
cutoff at EC = 7 eV in water is ensured by the function H(ω − EC ,∆) defined by H(x,∆) =

1/(1+ e−x/∆). As shown in Fig. C.1(d) for the energy-loss function, a sharp cutoff, as employed
by Emfietzoglou et al., is obtained by letting ∆ → 0+, a smoothed cutoff, as employed by
Dingfelder et al. [226], is obtained by taking ∆ ≈ 0.64 eV, and a dielectric function without an
ionization energy cutoff is obtained by letting ∆/x → 0+. Moreover, since CNTs are known to
be hydrophobic [38], we model the encapsulating water by a dielectric boundary at both rout = R

and rout = R + ∆rb, using ∆rb ≈ 3.4 Å, as found from MD simulation by Moulin et al. [31].





Appendix D

3D Density-Functional Theory
Calculations

D.1 Thomas-Fermi Kinetic Energy

The Thomas-Fermi kinetic energy term, TTF[ρ], may be written as

TTF[ρ] = −1

2

∫∫∫
d3r ∇2

rρ(r, r
′)
∣∣
r=r′

. (D.1)

To simplify our expression for the spinless density matrix in 3D, we make the following
change of coordinates

r =
1

2
(r + r′) (D.2)

∆r = r− r′ = {∆r,∆ϕ,∆z}, (D.3)

so that from Eqn. (5.3), we find

ρ(r,∆r) =
1

2π2

∫ kF

0

dkk2

∫ π

0

dθeik‖∆r‖ cos θ sin θ, (D.4)

=
1

π2

∫ kF

0

dkk
sin(k‖∆r‖)

r
(D.5)

= 3n(r)
sin(kF‖∆r‖)− kF‖∆r‖ cos(kF‖∆r‖)

k3
F‖∆r‖3

(D.6)
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We may write the Laplacian in the new coordinates as

∇2
r =

1

4
∇2

r + ~∇r
~∇∆r +∇2

∆r (D.7)

using the Chain Rule, so that we may rewrite the Thomas-Fermi term in the new coordinates as

TTF = −1

2

∫∫∫
d3r

(
1

4
∇2

r + ~∇r
~∇∆r +∇2

∆r

)
ρ(r,∆r)

∣∣∣
∆r=0

. (D.8)

Letting s ≡ kF‖∆r‖, so that in terms of s, the 3D density matrix has the form

ρ(r, s) = 3n(r)
sin s− s cos s

s3
. (D.9)

We now evaluate the gradient of ρ(r,∆r) with respect to ∆r, as

~∇∆rρ(r,∆r)|∆r=0 = 3n(r)kF (r)
∂

∂s

sin s− s cos s

s3

∣∣∣∣
s=0

(D.10)

= 3n(r)kF (r)
∂

∂s

∞∑
n=0

(−1)ns2n−2

(2n+ 1)!
− (−1)ns2n−2

(2n)!

∣∣∣∣∣
s=0

(D.11)

= 3n(r)kF (r)
∞∑

n=0

(−1)n(2n− 2)s2n−3

(2n+ 1)!
− (−1)n(2n− 2)s2n−3

(2n)!

∣∣∣∣∣
s=0

(D.12)

= 3n(r)kF (r)

[
−2

s3
+

2

s3
+

0

s
− 0

s
+

2s

5!
− 2s

4!
+O(s3)

]
s=0

= 0. (D.13)

The Laplacian of ρ(r,∆r) with respect to ∆r is similarly obtained as

∇2
∆rρ(r,∆r) = 3n(r)kF (r)

1

s2

∂

∂s
s2 ∂

∂s

sin s− s cos s

s3

∣∣∣∣
s=0

(D.14)

= 3n(r)kF (r)
1

s2

∂

∂s

∞∑
n=0

(−1)n(2n− 2)s2n−1

(2n+ 1)!
− (−1)n(2n− 2)s2n−1

(2n)!

∣∣∣∣∣
s=0

(D.15)
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= 3n(r)kF (r)
1

s2

∞∑
n=0

(−1)n(2n− 2)(2n− 1)s2n−2

(2n+ 1)!
− (−1)n(2n− 2)(2n− 1)s2n−2

(2n)!

∣∣∣∣∣
s=0

(D.16)

= 3n(r)kF (r)
∞∑

n=0

(−1)n(2n− 2)(2n− 1)s2n−4

(2n+ 1)!
− (−1)n(2n− 2)(2n− 1)s2n−4

(2n)!

∣∣∣∣∣
s=0

(D.17)

= 3n(r)kF (r)
∞∑

n=0

(−1)n(2n− 2)(2n− 1)s2n−4

(2n+ 1)!
− (−1)n(2n− 2)(2n− 1)s2n−4

(2n)!

∣∣∣∣∣
s=0

(D.18)

= 3n(r)kF (r)

[
2

s4
− 2

s4
+ 0− 0 +

6

5!
− 6

4!
+O(s2)

]
s=0

(D.19)

= −3

5
(3π)2/3n5/3(r) (D.20)

Assuming that the 3D electron density is well-behaved, so that
∫∫∫
d3r ∇2n(r) = 0, the Thomas-

Fermi kinetic energy term is given by

TTF[n] =
3

10
(3π)2/3

∫∫∫
d3r n5/3(r). (D.21)

D.2 Dirac Exchange Energy

The Dirac exchange energy is given by Eqn. (2.20) to be

K[n] =
1

4

∫∫∫
d3r

∫∫∫
d3r′

‖ρ(r, r′)‖2

‖r− r′‖
. (D.22)

Employing the coordinates

r =
1

2
(r + r′) (D.23)

∆r = r− r′ = {∆r,∆ϕ,∆z}, (D.24)
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with s ≡ kF ∆r, we may substitute Eqn. (D.9) into our expression for the Dirac exchange energy
to obtain

K[n] =
1

4

∫∫∫
d3r

∫∫∫
d3∆r

‖ρ(r,∆r)‖2

‖∆r‖
(D.25)

= π

∫∫∫
d3r

∫
ds
‖ρ(r, s)‖2

s

s2

k2
F

(D.26)

= 3

(
3

π

)1/3∫∫∫
d3r n4/3(r)

∫ ∞

0

ds
(sin s− s cos s)2

s5
(D.27)

= 3

(
3

π

)1/3∫∫∫
d3r n4/3(r)

[
2s2 + 1

8s4
− cos 2s

8s4
− sin 2s

4s3

]
s=0

(D.28)

=
3

4

(
3

π

)1/3∫∫∫
d3r n4/3(r). (D.29)



Appendix E

Boundary Conditions for the Equilibrium
Electron Density n0(r)

For a cylindrical shell of radius R, with atomic density σaδ(r −R), and Z valence electrons per
atom, the electric potential has the following boundary conditions. First, the electric potential is
chosen to be continuous, so that

Φ(R−) = Φ(R+). (E.1)

Letting G[n] be the reduced density function, defined as the energy density functional F [n] with
the classical Coulomb interaction energy

∫∫∫
d3r

∫∫∫
d3r′ n(r′)n(r)

‖r−r′‖ removed, we obtain, from mini-
mizing the electron energy, that

µ0 =
δG[n]

δn
− Φ, (E.2)

where Φ is the total electric potential and µ0 is the chemical potential. Let n0 be a solution of
Eqn. (E.2). Since Φ is continuous at r = R and µ0 is a constant, we have δG[n]

δn
, and hence n0, are

continuous at r = R. Next, by integrating Poisson’s equation for the total electric potential,

1

r

∂

∂r

(
r
∂Φ

∂r

)
= −4πZσaδ(r −R) + 4πn0(r), (E.3)

151



152 HYDRODYNAMIC MODELLING OF CARBON NANOTUBES

with respect to the radial coordinate from R− to R+, we find∫ R+

R−

∂

∂r
r
∂Φ

∂r
dr = −4πZσaR (E.4)

∂Φ

∂r

∣∣∣∣
R+

− ∂Φ

∂r

∣∣∣∣
R−

= −4πZσa, (E.5)

where we have used the fact that the continuity of n0 at r = R implies
∫ R+

R−
n0(r)dr = 0.

Rewriting Eqn. (E.5) in terms of the equilibrium radial electron density, we obtain an explicit
boundary condition for n0 at r = R of

∂

∂n0

[
δG[n0]

δn0

]
r=R

[
∂n0

∂r

∣∣∣∣
R+

− ∂n0

∂r

∣∣∣∣
R−

]
= −4πZσa. (E.6)

By cylindrical symmetry, the radial component of the electric field must be zero on the cylin-
der’s axis, so that

∂Φ

∂r

∣∣∣∣
r=0

= 0. (E.7)

Differentiating Eqn. (E.2) at r = 0, we obtain a condition on n0 on the cylinder’s axis of

∂

∂n0

δG[n0]

δn0

∂n0

∂r

∣∣∣∣
r=0

= 0. (E.8)

The Thomas-Fermi model gives a reduced density functional G[n0] such that ∂
∂n0

δG[n0]
δn0

6= 0, so
that

∂n0

∂r

∣∣∣∣
r=0

= 0. (E.9)

However, for the Thomas-Fermi-Dirac model, the derivative of the functional derivative ofG[n0]

does satisfy ∂
∂n0

δG[n0]
δn0

= 0 for some r greater than zero, due to cancellation between the Thomas-
Fermi and Dirac exchange terms. This is what causes the unphysical “truncation” of the electron
density discussed by March [163].



Appendix F

Region of Validity for Kitagawa’s
Approximation

To determine the region of validity of Kitagawa’s approximation [161], we must find when Eqn.(
5.44), that is

ñ
(j)
1 =

∂ω2
p

∂%

∫
d%′

%′|κ|g′(%, %′;m,κ)ñ(j−1)
1 (%′)

4π[ω2
p(%)− Ω2]

. (F.1)

for ñ(j)
1 as a function of the previous density term ñ

(j−1)
1 , is a contractive mapping.

Employing the norm ‖ · ‖ over functions on [0,∞)

‖f(x)‖ =

∫ ∞

0

dx|f(x)|, (F.2)

we will determine for which values of Ω (F.1) is a contractive mapping, ie. ‖ñ(j)
1 (%)%‖ ≤

k‖ñ(j)
1 (%)%‖, where 0 ≤ k < 1.

‖ñ(j)
1 (%)%‖ =

∥∥∥∥∥∂ω2
p

∂%

∫ ∞

0

d%′
%′% ∂

∂%
Im(|κ|%<)Km(|κ|%>)ñ

(j−1)
1 (%′)

ω2
p(%)− Ω2

∥∥∥∥∥ (F.3)

≤

∥∥∥∥∥∥
∂ω2

p

∂%

ω2
p(%)− Ω2

[
|κ%K ′

m(|κ|%)|
∫ %

0

d%′|Im(|κ|%′)ñ(j−1)
1 (%′)%′|

+ |κ%I ′m(|κ|%)|
∫ ∞

%

d%′|Km(|κ|%′)ñ(j−1)
1 (%′)%′|

]∥∥∥∥ (F.4)
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≤
∥∥∥∥[ ∂∂% ln |ω2

p(%)− Ω2|
]
|κ|%[I ′m(|κ|%)Km(|κ|%)− Im(|κ|%)K ′

m(|κ|%)]
∫ ∞

0

d%′|ñ(j−1)
1 (%′)%′|

∥∥∥∥ .
Employing the identity I ′ν(z)Kν(z) − Iν(z)K

′
ν(z) = 1/z [227], and the norm of ñ(j−1)

1 (%)%

defined by Eqn. (F.2), we find

‖ñ(j)
1 (%)%‖ ≤

∫ ∞

0

∣∣∣∣ ∂∂% ln |ω2
p(%)− Ω2

∣∣∣∣ d%‖ñ(j−1)
1 (%)%‖ (F.5)

= ln

∣∣∣∣ −Ω2

ω2
p(0)− Ω2

∣∣∣∣ ‖ñ(j−1)
1 (%)%‖ (F.6)

= − ln

∣∣∣∣1− ω2
p(0)

Ω2

∣∣∣∣ ‖ñ(j−1)
1 (%)%‖ (F.7)

≈
[
ω2

p(0)

Ω2
+

1

2

ω4
p(0)

Ω4
+O

(
ω6

p(0)

Ω6

)]
‖ñ(j−1)

1 (%)%‖ (F.8)

so that to ensure k = − ln
∣∣∣1− ω2

p(0)

Ω2

∣∣∣ < 1, we require ωp(0) < 0.795Ω. Thus when ωp(0) � Ω,
we have a contraction mapping, and our series for ñ1 converges. Kitagawa neglects corrections
to the induced density ñ(j)

1 for j ≥ 2, letting ñ1 ≈ ñ
(0)
1 + ñ

(1)
1 , including “local” and “non-local”

contributions [161]. We may estimate the error introduced by truncating the density series as∫∞
0

∑∞
j=2 |ñ

(j)
1 (%)|%d%∫∞

0
|ñ(1)

1 (%)|%d%
≤ −

ln |1− ω2
p(0)

Ω2 |

1 + ln |1− ω2
p(0)

Ω2 |
≈
ω2

p(0)

Ω2
+

3

2

ω4
p(0)

Ω4
+O

(
ω6

p(0)

Ω6

)
. (F.9)

Numerical calculations of n0(r) as shown in Fig. 5.1 may be used to estimate k using ωp(0) =√
4πn0(0) ≈ 0.036. Our series for the linearized induced density applies only for frequencies

Ω > 0.0453.



Appendix G

Calculation of Local and Non-local
Stopping Forces

G.1 Sokhotsky-Plemelj Formula

The Sokhotsky-Plemelj formula is often used in mathematical physics applications to evaluate
analytically integrals of the form

∫∞
−∞

f(x)
x−x0±iΓ

, in the limit Γ → 0+. See Vladimirov pp. 75–79
[211] for a more complete discussion.

Formula 1 (Sokhotsky-Plemelj)
Let f(x) be a continuous function such that f(x) → 0 as x→ ±∞. Then

lim
Γ→0+

∫
dx

f(x)

x− x0 ± iΓ
= P.V.

∫
dx

f(x)

x− x0

∓ iπ

∫
dxδ(x− x0)f(x). (G.1)

Here P.V.
∫
dx f(x)

x−x0
denotes the principal value of the integral of f(x)

x−x0
, which is defined to be

P.V.

∫ b

a

dx
f(x)

x− x0

= lim
ε→0+

∫ x0−ε

a

dx
f(x)

x− x0

+

∫ b

x0+ε

dx
f(x)

x− x0

. (G.2)

We may easily prove the Sokhotsky-Plemelj formula for the case of integration over the real line
as follows.
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Proof of Formula 1

lim
Γ→0+

∫ ∞

−∞
dx

f(x)

x− x0 ± iΓ

= f(x0) lim
Γ→0+

∫ ∞

−∞
dx

x− x0 ± Γ

(x− x0)2 + Γ2
+ lim

Γ→0+

∫ ∞

−∞
dx
f(x)− f(x0)

x− x0 ± iΓ
(G.3)

= f(x0) lim
Γ→0+

[
ln |(x− x0)

2 + Γ2| ∓ i arctan

(
x− x0

Γ

)]∞
−∞

+ lim
ε→0+

∫ x0−ε

−∞
dx
f(x)− f(x0)

x− x0

+

∫ ∞

x0+ε

dx
f(x)− f(x0)

x− x0

(G.4)

= ∓iπf(x0) + P.V.

∫ ∞

−∞
dx

f(x)

x− x0

− f(x0)P.V.

∫ ∞

−∞
dx

1

x− x0

(G.5)

= P.V.

∫ ∞

−∞
dx

f(x)

x− x0

∓ iπ

∫ ∞

−∞
dxδ(x− x0)f(x), (G.6)

as required.

G.2 Calculation of Local Stopping Force Sl
The local stopping force Sl, due to an ion travelling paraxially with constant speed v = R$, is
given by Eqn. (5.53) to be

Sl = −Q2i

πR2

∑
m

∫
dκ
κIm(|κ|%0)Km(|κ|%0)ω

2
p(%0)

ω2
p(%0)− κ$(κ$ + iγ)

. (G.7)

Before we may employ the Sokhotsky-Plemelj formula for the calculation of the above integral,
we must first manipulate the integrand into the form f(x)

x−x0+iΓ
. This may be done by employing

partial fraction decomposition, and dropping terms of order O(γ2), so that

Sl = −Q2i

πR2

∑
m

∫
κIm(|κ|%0)Km(|κ|%0)ω

2
p(%0)dκ

ω2
p(%0)− γ2/4− (κ$ + iγ/2)2

(G.8)

=
Q2iωp(%0)

2πR2

∑
m

∫
dκ
κIm(|κ|%0)Km(|κ|%0)

κ$ + iγ/2− ωp(%0)
− κIm(|κ|%0)Km(|κ|%0)

κ$ + iγ/2 + ωp(%0)
. (G.9)
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Taking the limit γ → 0+, and employing the Sokhotsky-Plemelj formula (G.1), we find

Sl =
Q2iωp(%0)

2πR2

∑
m

[
P.V.

∫
dκ
κIm(|κ|%0)Km(|κ|%0)

κ$ − ωp(%0)
− P.V.

∫
dκ
κIm(|κ|%0)Km(|κ|%0)

κ$ + ωp(%0)

−iπ
∫
dκ [δ(κ$ − ωp(%0))− δ(κ$ − ωp(%0))]κIm(|κ|%0)Km(|κ|%0)

]
. (G.10)

Combining the two principal value integrals we find

Sl =
Q2ω2

p(%0)

v2

∑
m

Im

(
%0
ωp(%)

$

)
Km

(
%0
ωp(%0)

$

)
−
Q2iω2

p(%0)

πR2

∑
m

P.V.

∫
dκ
κIm(|κ|%0)Km(|κ|%0)

κ2$2 − ω2
p(%0)

(G.11)

=
Q2ω2

p(%0)

v2

∑
m

Im

(
%0
ωp(%)

$

)
Km

(
%0
ωp(%0)

$

)
, (G.12)

since the integral is of an odd function.

G.3 Calculation of Non-local Stopping Force Sn
The non-local stopping force Sn, due to an ion travelling paraxially with constant speed v = R$,
is given by Eqn. (5.59) to be

Sn = − Q2i

16π3R2

∑
m

∫
dκ

∫
d%
∂ω2

p

∂%

%|κ|κ3$2g(%0, %;m,κ)g
′(%, %0;m,κ)

[ω2
p(%)− (κ$ + iγ/2)2][ω2

p(%0)− (κ$ + iγ/2)2]
. (G.13)

Using the fractional decomposition for constants A and B of

1

[x2 − A2][x2 −B2]
=

1

A2 −B2

[
1

x2 − A2
− 1

x2 −B2

]
, (G.14)

and employing our results for the local stopping force Sl, we find

Sn =
Q2

16π2v2

∑
m

∫
d%%

∂ω2
p

∂%

1

$[ω2
p(%0)− ω2

p(%)][
ω3

p(%)g

(
%0, %;m,

ωp(%)

$

)
g′
(
%, %0;m,

ωp(%)

$

)
− ω3

p(%0)g

(
%0, %;m,

ωp(%0)

$

)
g′
(
%, %0;m,

ωp(%0)

$

)]
(G.15)
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as required.



Appendix H

Calculation of JE(m, k, ω)

Let us define the integral over time t in P(ω) for rmin > R as

JE(m, k, ω) ≡
∫ ∞

−∞
dte−iωteimϕ0(t)eikz0(t)Km(|k|r0(t)). (H.1)

Rewriting in dimensionless variables w(t) ≡ − v⊥t

rmin

, u(k) ≡ krmin, and ξ(k, ω) ≡ rmin

v⊥
(ω−

kv‖), we obtain

JE =
rmin

v⊥

∫ ∞

−∞
dweiξw

(
1− iw√
1 + w2

)m

Km(u
√

1 + w2) (H.2)

=
rmin

v⊥

[
1− d

dξ

]m∫ ∞

−∞
dweiξwKm(u

√
1 + w2)

(1 + w2)m/2
(H.3)

=
rmin

v⊥

[
1− d

dξ

]m

2

∫ ∞

1

d`
`1−m cos(ξ

√
`2 − 1)Km(u`)√
`2 − 1

, (H.4)

where we have used the substitution ` ≡
√

1 + w2.
From Glasser [228] and Prudnikov et al. (pp. 362, Formula 2.16.16(7)) [213]∫ ∞

a

x1±ν cos(b
√
x2 − a2)Kν(cx)dx√
x2 − a2

=

√
π

2
a

1
2
±νc±ν(b2 + c2)

∓2ν−1
4 K∓ν− 1

2
(a
√
b2 + c2), (H.5)

so that

JE =

√
2πrmin

v⊥um

[
1− d

dξ

]m

(ξ2 + u2)
2n−1

4 Km− 1
2
(
√
ξ2 + u2). (H.6)
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Let ζ ≡
√
ξ2 + u2 =

rmin

v⊥

√
(ω − kv‖)2 + (kv⊥)2, so that

JE =

√
2πrmin

v⊥um

[
1− ξ

ζ

d

dζ

]m

ζm− 1
2Km− 1

2
(ζ) (H.7)

For ease of notation, let D ≡ −1

ζ

d

dζ
and Fm(ζ) ≡ ζm− 1

2Km− 1
2
(ζ), and consider (1 +

ξD)mFm(ζ).
We must first prove the proposition

(ξD)m =

[m/2]∑
k=0

(−1)k(2k − 1)!!

(
m

2k

)
ξm−2kDm−k. (H.8)

For m = 0, we find

(ξD)0 = (−1)0(2(0)− 1)!!

(
0

2(0)

)
x0−2(0)D0−0 = 1 (H.9)

since (−1)!! ≡ 1, as required.
We assume that the proposition holds for m ≤ n, and we must be sure that the proposition is

true for m = n+ 1, i.e.

(ξD)n+1 =

[n+1
2

]∑
k=0

(−1)k(2k − 1)!!

(
n+ 1

2k

)
ξn+1−2kDn+1−k.

We find by the inductive hypothesis that

(ξD)n+1 = (ξD)(ξD)n (H.10)

= (ξD)

[n/2]∑
k=0

(−1)k(2k − 1)!!

(
n

2k

)
ξn−2kDn−k, (H.11)

=

[n/2]∑
k=0

(−1)k(2k − 1)!!

(
n

2k

)
(ξD)ξn−2kDn−k. (H.12)
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Using that ξD = − d

dξ
, we find

(ξD)n+1 =

[n/2]∑
k=0

(−1)k(2k − 1)!!

(
n

2k

)
ξn+1−2kDn+1−k

+

[n/2]∑
k=0

(−1)k(2k − 1)!!

(
n

2k

)
(−1)

d

dξ
(ξn−2k)Dn−k (H.13)

=

[n/2]∑
k=0

(−1)k(2k − 1)!!

(
n

2k

)
ξn+1−2kDn+1−k

+

[n/2]∑
k=0

(−1)(k+1)(2k − 1)!!

(
n

2k

)
(n− 2k)ξn−2k−1Dn−k. (H.14)

By definition of the choose notation(
n

2k

)
(n− 2k) =

n!(n− 2k)

(n− 2k)!(2k)!
(H.15)

=
n!(2k + 1)

(n− (2k + 1))!(2k + 1)!
(H.16)

= (2k + 1)

(
n

2k + 1

)
, (H.17)

for 2k 6= n, so that by changing the limits of for the second summation from 0 ≤ k ≤ n

2
to

0 ≤ k ≤ n− 1

2
, we obtain

(ξD)n+1 =

[n/2]∑
k=0

(−1)k(2k − 1)!!

(
n

2k

)
ξn+1−2kDn+1−k

+

[n−1
2

]∑
k=0

(−1)(k+1)(2k + 1)!!

(
n

2k + 1

)
ξn−2k−1Dn−k. (H.18)

Changing the limits of the second summation again from 0 ≤ k ≤ n− 1

2
to 1 ≤ k ≤ n+ 1

2
,
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with k ∈ Z we obtain

(ξD)n+1 =

[n/2]∑
k=0

(−1)k(2k − 1)!!

(
n

2k

)
ξn+1−2kDn+1−k

+

[n+1
2

]∑
k=1

(−1)k(2k − 1)!!

(
n

2k − 1

)
ξn+1−2kDn+1−k. (H.19)

Using Pascal’s Formula (
p

q − 1

)
=

(
p+ 1

q

)
−
(
p

q

)
, (H.20)

and combining the two summations, we find

(ξD)n+1 =

[n+1
2

]∑
k=0

(−1)k(2k − 1)!!

(
n+ 1

2k

)
ξn+1−2kDn+1−k (H.21)

as required.
From the Binomial Theorem,

(1 + ξD)m =
m∑

n=0

(
m

n

)
(ξD)n. (H.22)

Applying (H.8), we obtain

(1 + ξD)m =
m∑

n=0

(
m

n

) [n/2]∑
k=0

(−1)k(2k − 1)!!

(
n

2k

)
ξn−2kDn−k. (H.23)

Letting p = m− (n− 2k), 0 ≤ p ≤ m, so that n = m− p+ 2k, 0 ≤ k ≤ p

2
,

=
m∑

p=0

ξm−p

(
m

p

) [p/2]∑
k=0

(−1)k(2k − 1)!!

(
p

2k

)
Dm−p+k. (H.24)

From Abramowitz and Stegun (pp. 444, Formulas 10.2.18 & 10.2.22) [169], we have

Fn+2(ζ) = (2n+ 1)Fn+1(ζ) + ζ2Fn(ζ) (H.25)

DkFn(ζ) = Fn−k(ζ) (H.26)
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so that

(1 + ξD)mFm(ζ) =
m∑

n=0

(
m

n

)
ξm−nSn(ζ), (H.27)

where we define Sn(ζ) by

Sn(ζ) ≡
[n/2]∑
k=0

(−1)k(2k − 1)!!

(
n

2k

)
Dm−n+kFm(ζ) (H.28)

=

[n/2]∑
k=0

(−1)k(2k − 1)!!

(
n

2k

)
Fn−k(ζ). (H.29)

using (H.26).
Applying the recursion relation (H.25), we find

ζ2Sn(ζ) =

[n/2]∑
k=0

(−1)k(2k − 1)!!

(
n

2k

)
ζ2Fn−k(ζ) (H.30)

=

[n
2
]∑

k=0

(−1)k(2k − 1)!!

(
n

2k

)
Fn+2−k(ζ)

+

[n
2
]∑

k=0

(−1)k+1(2k − 1)!!

(
n

2k

)
(2(n− k) + 1)Fn+1−k(ζ). (H.31)

Using that (
n

2k

)
2(n− k) + 1

2k + 1
=

(
n+ 2

2(k + 1)

)
−
(

n

2(k + 1)

)
(H.32)

by the definition of the choose notation and using Pascal’s Formula (H.20), we obtain by relabel-
ing the second summation from k + 1 → k

ζ2Sn(ζ) =

[n
2
]∑

k=0

(−1)k(2k − 1)!!

(
n

2k

)
Fn+2−k(ζ)

+

[n+2
2

]∑
k=1

(−1)k(2k − 1)!!

[(
n+ 2

2k

)
−
(
n

2k

)]
Fn+2−k(ζ). (H.33)
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Combining the two summations yields

ζ2Sn(ζ) =

[n+2
2

]∑
k=0

(−1)k(2k − 1)!!

(
n+ 2

2k

)
Fn+2−k(ζ)

ζ2Sn(ζ) = Sn+2(ζ). (H.34)

Noting that S1(ζ) = F1(ζ), and by the definition of Fm(ζ), we find that

S1(ζ) = ζ1− 1
2K1− 1

2
(ζ) = ζ[ζ−

1
2K− 1

2
(ζ)] = ζF0(ζ), (H.35)

using that Km(ζ) is an even function of m [169]. Applying (H.34) recursively, we find that

Sm(ζ) = ζmF0(ζ), (H.36)

giving

(1− ξD)mFm(ζ) = (ξ + ζ)mF0(ζ) = (ξ + ζ)m
K− 1

2
(ζ)

ζ−
1
2

=

√
π

2
(ξ + ζ)m e

−ζ

ζ
, (H.37)

where we have used from Abramowitz and Stegun [169], K− 1
2
(ζ) =

√
π

2

e−ζ

√
ζ

. Substituting

(H.37) into equation (H.7), we obtain for the integral

JE(m, k, ω) =
πrmin

v⊥

e−ζ

ζ

(
ξ + ζ

u

)m

(H.38)

= π
e
− rmin

v⊥

√
(ω−kv‖)2+k2v2

⊥√
(ω − kv‖)2 + k2v2

⊥

(
ω − kv‖ +

√
(ω − kv‖)2 + k2v2

⊥
kv⊥

)m

. (H.39)
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[55] Y.-N. Wang and Z. L. Mišković, “Interactions of fast ions with carbon nan-
otubes: self-energy and stopping power”, Phys. Rev. A 69, 022901 (2004),
doi:10.1103/PhysRevA.69.022901.

[56] P. Longe and S. M. Bose, “Collective excitations in metallic graphene tubules”, Phys. Rev.
B 48(24), 18239 (1993), doi:10.1103/PhysRevB.48.18239.

[57] S. M. Bose, “Low energy plasmon peaks in the electron energy loss spectra of single-wall
carbon nanotubes”, Phys. Lett. A 289, 255 (2001), doi:10.1016/S0375-9601(01)00585-0.

[58] C. Yannouleas, E. N. Bogachek, and U. Landman, “Collective excitations of multi-
shell carbon microstructures: Multishell fullerenes and coaxial nanotubes”, Phys. Rev.
B 53(15), 10225 (1996), doi:10.1103/PhysRevB.53.10225.
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description of wakes and stopping powers in solids”, Phys. Rev. A 58(1), 357 (Jul. 1998),
doi:10.1103/PhysRevA.58.357.

[154] J. L. Gervasoni and N. R. Arista, “Plasmon excitations in cylindrical wires
by external charged particles”, Phys. Rev. B 68(23), 235302 (Dec. 2003),
doi:10.1103/PhysRevB.68.235302.

[155] S. Roberts, “Optical properties of nickel and tungsten and their interpretation according to
Drude’s formula”, Phys. Rev. 114(1), 104 (Apr. 1959), doi:10.1103/PhysRev.114.1959.

http://dx.doi.org/10.1103/PhysRevB.74.195435
http://dx.doi.org/10.1016/j.radphyschem.2005.09.020
http://dx.doi.org/10.1119/1.1624115
http://dx.doi.org/10.1016/S0168-583X(99)00650-3
http://dx.doi.org/10.1016/S0168-583X(99)00650-3
http://dx.doi.org/10.1016/0040-6090(79)90082-8
http://dx.doi.org/10.1103/PhysRevA.58.357
http://dx.doi.org/10.1103/PhysRevB.68.235302
http://dx.doi.org/10.1103/PhysRev.114.1959


BIBLIOGRAPHY 181

[156] P. B. Johnson and R. W. Christy, “Optical constants of transition metals: Ti, V, Cr, Mn,
Fe, Co, Ni, Pd”, Phys. Rev. B 9(12), 5056 (Jun. 1974), doi:10.1103/PhysRevB.9.5056.

[157] P. B. Johnson and R. W. Christy, “Optical constants of copper and nickel as a function of
temperature”, Phys. Rev. B 11(4), 1315 (Feb. 1975), doi:10.1103/PhysRevB.11.1315.

[158] C. M. Kwei, Y. F. Chen, C. J. Tung, and J. P. Wang, “Electron inelastic mean free paths
for plasmon excitations and interband transitions”, Surf. Sci. 293(3), 202 (Aug. 1993),
doi:10.1016/0039-6028(93)90314-A.

[159] T. J. Moravec, J. C. Rife, and R. N. Dexter, “Optical constants of nickel, iron, and
nickel-iron alloys in the vacuum ultraviolet”, Phys. Rev. B 13(8), 3297 (Apr. 1976),
doi:10.1103/PhysRevB.13.3297.

[160] R. H. Ritchie and A. L. Marusak, “The surface plasmon dispersion relation for an electron
gas”, Surf. Sci. 4(3), 234 (1966), doi:10.1016/0039-6028(66)90003-3.

[161] M. Kitagawa, “Calculation of the stopping power at the surface of a solid”, Nucl. Instrum.
& Methods Phys. Res. B 33, 409 (1988), doi:10.1016/0168-583X(88)90595-2.

[162] F. E. Leys, C. Amovilli, I. A. Howard, N. H. March, and A. Rubio, “Surface charge model
of a carbon nanotube: self-consistent field from Thomas-Fermi theory”, J. Phys. Chem.
Solids 64(8), 1285 (2003), doi:10.1016/S0022-3697(03)00133-1.

[163] N. H. March, Electron density theory of atoms and molecules (Academic Press, London,
1992).

[164] D. S. Gemmell, “Channeling and related effects in the motion of charged particles through
crystals”, Rev. Mod. Phys. 49(1), 129 (Jan. 1974), doi:10.1103/RevModPhys.46.129.

[165] G. Molière, “Therorie der Streuung schneller geladener Teilchen I. Einzelstreuung am
abgeschirmten Coulomb-Feld”, Z. Naturforsch. A 2(3), 133 (1947).

[166] S. A. Cruz, C. Dı́az-Garcı́a, A. P. Pathak, and J. Soullard, “Pressure dependence of the
mean excitation energy of atomic systems”, Nucl. Instrum. & Methods Phys. Res. B 230,
46 (Apr. 2005), doi:10.1016/j.nimb.2004.12.015.

http://dx.doi.org/10.1103/PhysRevB.9.5056
http://dx.doi.org/10.1103/PhysRevB.11.1315
http://dx.doi.org/10.1016/0039-6028(93)90314-A
http://dx.doi.org/10.1103/PhysRevB.13.3297
http://dx.doi.org/10.1016/0039-6028(66)90003-3
http://dx.doi.org/10.1016/0168-583X(88)90595-2
http://dx.doi.org/10.1016/S0022-3697(03)00133-1
http://dx.doi.org/10.1103/RevModPhys.46.129
http://dx.doi.org/10.1016/j.nimb.2004.12.015


182 HYDRODYNAMIC MODELLING OF CARBON NANOTUBES

[167] S. A. Cruz, C. Dı́az-Carcı́a, and G. Covarrubias, “Statistical atomic models with complete
neglect of differential overlap for the study of free and confined systems”, Interntl. J.
Quant. Chem. 102(5), 897 (2005), doi:10.1002/qua.20452.
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Nomenclature

2D two dimensional
3D three dimensional

a0 Bohr radius
}2/(mee

2
p) atomic units in length

≈ 5.29177249× 10−11 metres
AFM atomic force microscopy
Ai oscillator strength see Tables C.1, C.2, C.4
A′

i oscillator strength see Table C.3
aj ≈ {3.222, 5.270, 2.012, 0.5499} × 10−4 nm2

α Thomas-Fermi coefficient
πn0 atomic units

α-CNT carbon nanotube surrounded by amorphous car-
bon

αj Thomas-Fermi coefficient for jth electron fluid
πn0

j atomic units
α` ≈ {0.1, 0.55, 0.35} atomic units
am screening length

(9π2/128ZC)1/3

≈ 0.8853Z
−1/3
C atomic units

Å 1 ångström
≈ 1.778726 atomic units of length
10−10 metres
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B(r, ω) magnetic field
β von Weiszäcker coefficient

≈ 1/4 atomic units
β` ≈ {6.0, 1.2, 0.3} atomic units
bj ≈ {10.330, 18.694, 37.456, 106.88} nm−1

c speed of light
≈ 137.03599 atomic units of speed

χ(m,κ, ω) susceptibility
Φ̃/ñ

χj(m,κj, ω) susceptibility of jth fluid with induced density nj

Φ̃/ñj

CNT carbon nanotube
CTF 3D Thomas-Fermi coefficient

3

10
(3π2)2/3

Cx 3D Dirac exchange coefficient
3

4

(
3

π

)1/3

D −1

ζ

d

dζ
D(r, ω) electric displacement field
∆ cutoff parameter for H(ω − EC ,∆)

∆(m,κ) electrostatic interaction between π and σ electron
fluids
ΩπΩσ(κ2 +m2)Im(|κ|)Km(|κ|)

δF [f ]

δf
functional derivative of the functional F [f ] with
respect to the function f

δ(x− x0) Dirac delta function
∞ if x = x0
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0 if x 6= x0∫ ∞

−∞
dx f(x)δ(x− x0) = f(x0)

∆Eloss energy loss
−
∫

Find(r0(t), t) · v0dt

∆Eself increments of level curves for self energy see Fig.
4.24

δF [n]

δn
functional derivative of the density functional
F [n] with respect to density n[

δF [n]

δn

]
0

functional derivative of the density functional
F [n0] with respect to equilibrium density n0[

δF [n]

δn

]
1

linear order coefficient of the functional deriva-
tive of the density functional F [n] with respect
to density n[

δF [n]

δn

]
N

O(λN) coefficient of the functional derivative of
the density functional F [n] with respect to den-
sity n

δij Kronecker delta
1 if i = j

0 if i 6= j

∆ϕ ϕ− ϕ′

∆ϕq
p ϕq − ϕp

∆$q
p $q −$p

∆p⊥ ion momentum change perpendicular to trajec-
tory∫
F⊥

ind(r0(t), t)dt

∆px change of ion’s momentum for ion trajectory per-
pendicular to nanotube axis

∆r r − r′

∆rb boundary separation |rout −R|
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∆% ∆r/R

∆rs radial step size
∆r separation in 2D cylindrical coordinates

rR − r′R
∆rR separation in 3D cylindrical coordinates

r− r′

∆θ θ − θ′

∆θ angle of ion’s deflection by nanotube

≈ ∆p⊥
p0

for small deflections

∆θx angle of deflection by nanotube for ion trajectory
perpendicular to nanotube axis

≈ ∆px

p0

for small deflections

∆z z − z′

∆zq
p zq − zp

DFT density-functional theory
ḟ partial derivative with respect to time t of the

function f ,
∂

∂t
f

DWNT double-walled carbon nanotube

E energy
E(r, ω) electric field
E0 ground state energy
EC ionization energy threshold for the imaginary

part of the dielectric function of water
≈ 7 eV

EELS electron energy loss spectroscopy
EF Fermi energy

maximum energy of an electron in the ground
state system
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EHF[ρ] Hartree-Fock ground state energy as functional
of spinless density matrix ρ

Ej transition energy see Table C.4
Ep free-electron plasma energy of liquid water

≈ 21.46 eV
E`[k] energy at angular wave number ` and longitudi-

nal wave number k
1

2

(
`2

R2
+ k2

)
EMA effective mass approximation
ep proton charge

1 atomic units of charge
≈ 14.4 eV Å
≈ 1.6021773× 10−19 Coulombs

ε(ω) optical dielectric function (k = 0)
ε0 permittivity of free space

1
4π

atomic units
≈ 8.85× 10−12 C2/Nm2

ε1(ω) real part of optical dielectric function for nickel
Re[εNi(ω)]

εB −
∑

i

A′
i(ω

2 − ω2
i )

(ω2 − ω2
i )

2 + ω2γ2
i

ε2(ω) imaginary part of optical dielectric function for
nickel Im[εNi(ω)]∑

i

A′
iγiω

(ω2 − ω2
i )

2 + ω2γ2
i

εAl(ω) optical dielectric function for aluminum see Ta-
ble C.2

εB background dielectric function in solid see Table
C.3



194 HYDRODYNAMIC MODELLING OF CARBON NANOTUBES

εC(ω) optical dielectric function for amorphous carbon
see Table C.1

εH2O(ω) optical dielectric function for water see Table C.4
εin(ω) optical dielectric function of inner region for r <

rin

ε`
in(m,κ, ω)

εnt[R
−1
in R−1

out − routg
′(rin, rout)ring

′(rout, rin)]

R−1
outR`g′(rin, R`) + routg′(rin, rout)R`g′(rout, R`)

εout(ω) optical dielectric function of outer region for r >
rout

εNi(ω) optical dielectric function for nickel see Table
C.3
ε1(ω) + iε2(ω)

εnt(ω) background optical dielectric function for nan-
otube

ε`
out(m,κ, ω)

εnt[R
−1
in R−1

out − routg
′(rin, rout)ring

′(rout, rin)]

R−1
in R`g′(rout, R`) + ring′(rout, rin)R`g′(rin, R`)

εn
plane relative error between the cylindrical and planar

densities∥∥∥∥n(rR)− nplane(r∞)

nplane(r∞)

∥∥∥∥
∞

≈ 0.302`
−3/2
F atomic units

ε∇
2ρ

plane relative error between ∇2ρ for cylindrical and
planar geometries∥∥∥∥∥∇2

∆rR
ρ(rR,∆rR) + πn2

plane(r∞)

πn2
plane(r∞)

∥∥∥∥∥
∞

≈ 0.3303`
−3/2
F atomic units

εRPA(k, ω) Lindhard dielectric function from random phase
approximation (RPA)

Eself self energy or image potential
1
2
QΦind(r0(t))

eV 1 electron volt
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≈ 27.211396 atomic units of energy
eϕ angular unit vector

sinϕ ex − cosϕ ey

er radial unit vector
cosϕ ex + sinϕ ey

ex unit vector perpendicular to nanotube axis and
ion’s trajectory, in direction of ion’s closest ap-
proach to nanotube axis

ey unit vector parallel to component of ion’s trajec-
tory perpendicular to nanotube axis

ez unit vector parallel to nanotube axis

Find force induced by ion
F⊥

ind component of induced force perpendicular to ion
trajectory
‖(v0 × Find)× v0‖/v2

0

F⊥
ind component of force induced by ion perpendicular

to ion’s trajectory
fj oscillator strength see Table C.4
F [n] energy density functional see Eqns. (2.39) and

(5.7)∫∫
d2rR

[
π

2
n2(rR) +

1

8

‖~∇n‖2

n
+

1

2

∫∫
d2r′R

n(rR)n(r′R)

‖rR − r′R‖

]

g(%, %′;m,κ) radial Green’s function in cylindrical coordinates
4πIm(%<κ)Km(%>κ), where %< = min(%, %′)

and %> = max(%, %′)

γ friction coefficient
γ0 Euler’s constant

≈ 0.577215664901532
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lim
n→∞

(
1 +

1

2
+

1

3
+ · · ·+ 1

n
− lnn

)
γi damping constant see Tables C.1, C.2, C.3
γj damping energy see Table C.4
γ(r, s) diagonal elements of spin density matrix, that is

γ(r, s; r, s)

γ(r, s; r′, s′) spin density matrix
N∑

i=1

ψ∗i (r
′, s′)ψi(r, s)

G[n] reduced energy density functional

F [n]−
∫∫∫

d3r

∫∫∫
d3r′

n(r′)n(r)

‖r− r′‖
~∇ gradient operator in cylindrical coordinates

∂

∂r
er +

1

r

∂

∂ϕ
eϕ +

∂

∂z
ez

H(ω − EC ,∆) cutoff function see Eqns. (C.5) and (C.6)
H[n, φ] Hamiltonian

F [n] +

∫∫∫
d3r

1

2
n(r, t)‖v[φ(r, t)]‖2 +∫∫∫

d3r n(r, t)Vext(r, t)

h Planck’s constant
2π atomic units of action

} reduced Planck’s constant
h

2π
= 1 atomic units of action

H integrand of the Hamiltonian H
Hamiltonian density

Ĥ Hamiltonian operator∑
i

−1

2
∇2

ri
+ Vext(ri) +

∑
j<i

1

‖ri − rj‖
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Im[−ε−1(ω)] energy-loss function∫∫
d2rR integration over 2D spatial coordinate rR∫

Rdϕ

∫
dz∫∫∫

d3r integration over 3D spatial coordinate r∫
dr

∫
rdϕ

∫
dz

Iν(z) modified Bessel function of the first kind of order
ν

JE(m, k, ω) integral over time t in P(ω)

πrmin

v⊥

e−ζ

ζ

(
ξ + ζ

u

)m

Jθ(m, k, ω) integral over time t in ∆θx see Eqn. (7.31)
Jν(z) Bessel function of the first kind of order ν

k longitudinal wave number
Fourier transform of z
2π

L
nz

κ kR dimensionless longitudinal wave number
κj kRj dimensionless longitudinal wave number
kC cutoff wave number for m = 0

kF (`) maximum occupied reciprocal wave vector√
2EF −

`2

R2

K[n] Dirac exchange energy
4}2

3me

√
2

π

∫∫
d2rR n

3/2(rR)

Kν(z) modified Bessel function of the second kind of
order ν, MacDonald function

KS Kohn-Sham
k 3D wave vector
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Fourier transform of r

L length of electron’s longitudinal confinement
L[n, φ] Lagrangian∫∫∫

d3r n(r, t)
∂φ

∂t
−H[n, φ]

` angular wave number
nϕ

λ bookkeeping parameter used to denote terms of
the same “order” as the external perturbing po-
tential Φext

λe de Broglie wavelength of an electron
}
mev

λW von Weizsäcker coefficient taken to be one
}2/me throughout
≈ 1/9 atomic units in 3D, 0 in 2D, ≈ −1/3 atomic
units in 1D

∇2 Laplacian operator in cylindrical coordinates
∂2

∂r2
+

1

r

∂

∂r
+

1

r2

∂2

∂ϕ2
+

∂2

∂z2

∇2
rR

Laplacian operator in 2D cylindrical coordinates
1

R2

∂2

∂ϕ2
+

∂2

∂z2

`C atomic spacing in nanotube
≈ 0.144 nm

LDA local density approximation
`F maximum occupied ` value for Fermi energy EF

R
√

2EF

b`F c largest integer less than `F
L integrand of the Lagrangian L

Lagrangian density



NOMENCLATURE 199

n(r, t)
∂φ

∂t
−H [n, φ]

`(t)
√

1 + w2

M ion mass
M matrix form for the density response function

Mñ = Φ̃ see Eqn. (3.30)
m angular wave number

Fourier transform of ϕ
MD molecular dynamics
me electron mass

1 atomic units of mass
≈ 9.1093897× 10−31 kilograms

µ dipole vector
µH2O dipole moment of water

≈ 0.73 atomic units of charge length
≈ 6.2× 10−30 Coulomb metres

µ magnitude of the dipole moment ‖µ‖
1 atomic units = epa0

≈ 8.4783578× 10−30 Coulomb metres
µ0 chemical potential
µϕ angular dipole Q

√
4x2

0 −∆r2 sin(∆ϕ/2)

µr radial dipole Q∆r

µz longitudinal dipole Q∆z

MWNT multiwalled carbon nanotube

n0 equilibrium electron number density
≈ 0.428 atomic units of surface density

n0(r) radially dependent equilibrium electron number
density per unit volume

n0(rR) equilibrium electron number density per unit area
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n1(rR, t) linearized induced electron number density per
unit area

ni principal atomic number of the ith atomic orbital
ñj(m,κ, ω) Fourier transform of induced charge density on

jth cylinder, nj

nN(rR, t) O(λN) coefficient of electron number density per
unit area

none(rR, t) single-fluid induced electron density per unit area
on a cylinder of radius R see Eqn. (4.17)

‖f(x)‖ norm of the function f(x)∫ ∞

0

dx|f(x)|

‖f(x)‖∞ infinity norm of the function f(x)

max
x
|f(x)|

‖Φat(rR)‖∞ infinity norm of the time-independent confining
potential
max
rR

|Φat(rR, t)|

‖Φext(rR, t)‖∞ infinity norm of the time-dependent perturbing
potential
max
rR,t

|Φext(rR, t)|

nϕ angular orbital occupation number
n0

π equilibrium density of π electron fluid
≈ 1

4
n0 ≈ 0.107 atomic units of surface density

nplane planar density
EF

π
=

`2F
2πR2

n(r) electron number density per unit volume at posi-
tion r

diagonal elements of spinless density matrix, that
is ρ(r, r)

n0
σ equilibrium density of σ electron fluid
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3
4
n0 ≈ 0.321 atomic units of surface density

ntwo(rR, t) two-fluid induced electron density per unit area
on a cylinder of radius R see Eqn. (4.18)

ñ vector form of the induced electron surface den-
sity of a MWNT with elements ñj see Eqn.
(3.29)

nz longitudinal orbital occupation number

Ω2 combined frequency
ω(ω + iγ)

Ω2(m,κ)
Ω2

πΩ2
σ

2RΩ2
p

(κ2 +m2) +
β

R4
(κ2 +m2)4

ω plasma frequency
Fourier transform of t

ω2
+(m,κ) plasma frequencies of σ + π nanotube branches

ω2
π+ω2

σ

2
+

√(
ω2

π−ω2
σ

2

)2

+ ∆2

ω2
−(m,κ) plasma frequencies of π nanotube branches

ω2
π+ω2

σ

2
−
√(

ω2
π−ω2

σ

2

)2

+ ∆2

Ωc(m,κ) plasma frequencies for metal channel
ωp

√
κ%outIm(|κ|%out)|K ′

m(|κ|%out)|
ωa

D+(m,κ) antisymmetrically coupled (antibonding) metal-
(σ + π) plasma frequency

ωa
D±(m,κ) antisymmetrically coupled (antibonding) π-

metal-(σ + π) plasma frequency
ωs

D±(m,κ) symmetrically coupled (bonding) π-metal-(σ+π)
plasma frequency

ωs
D+(m,κ) symmetrically coupled (bonding) metal-(σ + π)

plasma frequency
ωi critical-point energy see Tables C.1, C.2, C.3
Ωp

√
4πn0/R atomic units of frequency
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ωp plasma frequency√
4πn atomic units of frequency

Ωπ

√
4πn0

π/R

ωπ(m,κ) plasma frequencies of π electron fluid

Ω2
π(κ2 +m2)

[
1

4R
+ β κ2+m2

Ω2
πR4 + Im(|κ|)Km(|κ|)

]
Ωσ

√
4πn0

σ/R

ωσ(m,κ) plasma frequencies of σ electron fluid

Ω2
σ(κ2 +m2)

[
1

4R
+ β κ2+m2

Ω2
σR4 + Im(|κ|)Km(|κ|)

]
Ωw(m,κ) plasma frequencies for metal wire

ωp

√
κ%inI ′m(|κ|%in)Km(|κ|%in)

p0 ion momentum
Mv0

Φ(r, t) total electric potential
φ spherical polar angle see Fig. 6.8
ϕ angular coordinate
ϕ0(t) angular coordinate of ion

arctan

(
v⊥t

rmin

)
Φat(r) time-independent confining potential arising

from the positive charge background
ΦC(r) Molière approximation for total electrostatic po-

tential for a single carbon atom
ZC

r
ϕ(r/am)

Φext(r, t) time-dependent perturbing potential external to
the system

Φin(r, t) potential due to polarization charge on inner di-
electric boundary

Φind(r, t) induced electric potential see Eqn. 6.1
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Φ̃ind(r,m, κ, ω) Fourier transform of induced electric potential
Φind

Φ̂ind(r, ω) Fourier transform of the induced electric poten-
tial with respect to time t

Φnt(r, t) induced potential from nanotube
Φ̃nt(r, t) Fourier transform of induced potential from nan-

otube
−ε−1

nt (ω)
∑

j

Rjg(%, %j;m,κ)ñj(m,κ, ω)

Φout(r, t) potential due to polarization charge on outer di-
electric boundary

φi(r) single electron spatial wave function
σi(s) single electron spin function
ϕ(r/am) screening function

3∑
`=1

α`e
−β`r/am

φi(‖r− r′‖) doubly occupied normalized non-orthogonal or-
bitals√

22ni+1ζ2ni+1
i

4π(2ni)!
‖r− r′‖ni−1e−ζi‖r−r′‖

φ(r, t) scalar conjugate variable satisfying Legendre
transformation with n(r, t)

scalar potential of transverse part of the fluid ve-
locity v(r, t)

Φsc(r, t) screened external perturbing potential
Φ̃ vector form of the external potential, with ele-

ments Φ̃ext(Rj;m, k, ω) see Eqn. (3.31)
$ v/R atomic units of frequency
$p vp/R atomic units of frequency
P(ω) plasmon excitation probability function of ω
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ΨHF(rN , sN) Hartree-Fock approximation to N -electron anti-
symmetric wave function Ψ(rN , sN) given by

1√
N !

det[ψ1ψ2 · · ·ψN ]

where ψi are single electron wave functions
ψi(r, s) single electron orthonormal wave functions
Ψ(r1, s1, . . . , rN , sN) N -electron wave function

(also denoted by Ψ(rN , sN))
Ψ(rN , sN) N -electron wave function

(also denoted by Ψ(r1, s1, . . . , rN , sN))

P.V.

∫ b

a

dx principal value of the integral see Eqn. (G.2)

Q ion charge
QC atomic charge of carbon ZCep

Qp charge of the pth ion

R nanotube radius
r {r, ϕ, z}

cylindrical coordinates aligned with nanotube
axis

rR {r = R;ϕ, z}
cylindrical coordinates on cylinder of radius R
aligned with nanotube axis

r radial coordinate
Rj radius of jth wall of multiwalled nanotube
r0 ion position {r0, ϕ0, z0}
r0(t) radial coordinate of ion in laboratory frame of

reference√
r2
min + v2

⊥t
2

r average position in 3D cylindrical coordinates
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1
2
(r + r′)

rR average position in 2D cylindrical coordinates
1
2
(rR + r′R)

r> max(r, r′)

ρ(r, ω) total charge density
ρ0(r) equilibrium charge density per unit volume of an

electron fluid confined to a cylinder of radius R
−n0δ(r −R)

ρ1(r, t) linear order correction to equilibrium charge den-
sity per unit volume of an electron fluid confined
to a cylinder of radius R
−n1(rR, t)δ(r −R)

ρat(‖r− r′‖) electron density for a free carbon atom see Eqn.
(5.35)

ρext(r, ω) external charge density
ρf (r, ω) total free charge density
ρN(rR, t) O(λN) coefficient of equilibrium charge density

per unit volume of an electron fluid confined to a
cylinder of radius R
−nN(rR, t)δ(r −R)

ρ(r′, r) spinless density matrix∑
s

γ(r′, s; r, s) = 2

N/2∑
1

φ∗i (r
′)φi(r)

% r/R dimensionless radial coordinate
%0 r0/R dimensionless radial position of ion
%0> max(1, r0/R)

%0< min(1, r0/R)

%in rin/R dimensionless radial position of inner di-
electric boundary
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%out rout/R dimensionless radial position of outer di-
electric boundary

%j r/Rj dimensionless radial coordinate
Rin(m,κ, ω) response function of polarization charge due to

external electric field in radial direction on inner
boundary rin

εout − εnt

4π[εnt + (εnt − εout)κ%outIm(|κ|%out)K ′
m(|κ|%out)]

rin radius of inner dielectric boundary (wire)
r∞ 2D planar coordinate

lim
R→∞

{r = R;ϕ, z}

r< min(r, r′)

rmin distance of ion’s closest approach to nanotube
axis
min

t
r0(t)

d3rN d3r1 · · · d3rN

rN r1, . . . , rN

sN s1, . . . , sN

Rout(m,κ, ω) response function of polarization charge due to
external electric field in radial direction on outer
boundary rout

εnt − εin
4π[εnt − (εnt − εin)κ%inI ′m(|κ|%in)Km(|κ|%in)]

rout radius of outer dielectric boundary (channel)
RPA random phase approximation
rRj

position on the cylinder of radius Rj

{r = Rj;ϕ, z}

s dimensionless separation
kF‖∆r‖

SCF self-consistent field
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σa surface atomic density
≈ 0.107 atomic units of surface density

σin surface polarization charge density on inner di-
electric boundary

σ̃in Fourier-Bessel transform of surface polarization
charge density on inner dielectric boundary

Rin
∂

∂r

[
Φ̃sc + Φ̃nt + Φ̃out

]
rin

= σ̃sc
in −

∑
`

ñ`

ε`
in

σ̃sc
in(m,κ, ω) polarization charge on inner boundary due to ex-

ternal charge
Rin

∂ eΦsc

∂r
‖rin

+ RinRoutroutg
′(rin, rout)

∂ eΦsc

∂r
‖rout

1− routg′(rin, rout)ring′(rout, rin)RinRout

σ̃sc
in(m,κ, ω) polarization charge on inner boundary due to ex-

ternal charge
Rout

∂ eΦsc

∂r
‖rout + RinRoutring

′(rout, rin)
∂ eΦsc

∂r
‖rin

1− routg′(rin, rout)ring′(rout, rin)RinRout

σout surface polarization charge density on outer di-
electric boundary

σ̃out Fourier-Bessel transform of surface polarization
charge density on outer dielectric boundary

Rout
∂

∂r

[
Φ̃sc + Φ̃nt + Φ̃in

]
rout

= σ̃sc
out −

∑
`

ñ`

ε`
out

Sone single-fluid stopping force see Eqn. (4.21)
sp2 hybridization of an atom’s 2s, 2px, and 2py or-

bitals producing three planar σ orbitals separated
by 120◦

S stopping force
Q ∂

∂z
Φind

∥∥
r0(t)

Sl local stopping force contribution
Sn non-local stopping force contribution
Stwo two-fluid stopping force see Eqn. (4.22)



208 HYDRODYNAMIC MODELLING OF CARBON NANOTUBES

SWNT single-walled carbon nanotube

t time
TD-DFT time-dependent density-functional theory
Θ screening factor due to dielectric media sur-

rounding nanotube

1+
(ε− 1)xoutIm(xout)K

′
m(xout)

1− (ε− 1)xoutIm(xout)K ′
m(xout)

Im(|κ|)Km(|κout|)
Im(|κout|)Km(|κ|)

θ azimuthal angle see Fig. 6.8
Θ(x) Heaviside step function

1 if x > 0
1
2

if x = 0

0 if x < 0∫ x

−∞
dxδ(x)

TTF[n] Thomas-Fermi kinetic energy
π

2

∫∫
d2rR n

2(rR) atomic units of energy

π}2a0

2me

∫∫
d2rR n

2(rR)

TTFvW[n] kinetic energy functional for Thomas-Fermi
model with von Weizsäcker gradient correction
TTF[n] + λWTW [n]

TW [n] von Weizsäcker gradient correction
1

8

∫∫∫
d3r

‖~∇n(r)‖
n(r)

}2

8me

∫∫∫
d3r

‖~∇n(r)‖
n(r)

Uat repulsive atomic potential
UDT(r) Doyle-Turner atomic potential

N∑
p=1

32πQpZCR

33/2`2

4∑
j=1

ajb
2
je
−b2j (r2+R2)I0(2b

2
jrR)
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u(k) krmin

UM(r) Molière atomic potential

4π
N∑

p=1

QpσaZC

3∑
`=1

α`g(r, R; 0, β`/am)

UT total potential energy
UV ultra-violet energy spectrum

V volume of electron’s confinement
v ion speed parallel to nanotube axis
v0 velocity of an ion with trajectory at an oblique

angle to nanotube axis
v1(rR, t) linearized induced velocity of the electron fluid

on cylinder of radius R
VC Coulomb potential

Q

‖r− r′‖
Vee electron-electron interaction potential
veff(r) effective potential from KS equations

Vext(r) +

∫∫∫
d3r′

n(r′)

‖r− r′‖
+ vxc(r)

Vext(r) external potential
vF Fermi velocity

√
2πn0 atomic units of speed

vj(rRj
, t) velocity of jth electron fluid on cylinder of radius

Rj

vN(rR, t) O(λN) coefficient of electron fluid velocity tan-
gential to a cylinder of radius R

v‖ez ion speed parallel to nanotube axis
v⊥ey ion speed perpendicular to nanotube axis
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V pseudo pseudopotential which models the effective po-
tential felt by electrons from the screened ion
cores

vrot(r, t) rotational part of fluid velocity v(r, t)

vxc(r) exchange and correlation potential from KS
equations

vLDA
xc (r) LDA approximation of exchange and correlation

potential from KS equations

w(t) − v⊥t

rmin

x0 radial distance from the nanotube axis

ξ(k, ω)
rmin

v⊥
(ω − kv‖)

Z number of valence electrons per atom in electron
fluid

z longitudinal coordinate
z0 longitudinal coordinate of ion in moving frame

of reference
z0(t) longitudinal coordinate of ion in laboratory

frame of reference
v‖t

ZC number of valence electrons per carbon atom
ζ(k, ω)

√
ξ2 + u2

ζ1s variational parameter for 1s orbital of free carbon
atom
≈ 5.57071 atomic units of inverse length

ζ2p variational parameter for 2p orbital of free carbon
atom
≈ 1.23526 atomic units of inverse length
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ζ2s variational parameter for 2s orbital of free carbon
atom
≈ 2.70341 atomic units of inverse length

ζi variational parameter for Cruz free atom electron
density model
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