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Abstract 

An elliptic fully coupled numerical fire mode1 has been developed and 

applied to simulate the behavior of different laboratory scale pool kes. The 

new fire model uses the Eddy Dissipation Concept for combustion, a mod- 

ified Fi-€ mode1 for turbulence and a modified constant fraction model for 

radiation. The temperature dependency of the physical properties axe ac- 

counted for and the correlations involving density fluctuations are included 

in the present fire model. The numerical implementation of the model is such 

that the strong coupling between the temperature and velocity fields in the 

physical problern is reflected and preserved in the model. The present fire 

model is applicable to both 2D planar and axisymmetric &es. 

The present fire model has been used to numerically simulate the pulsat- 

ing behavior of a 30-cm-diameter propane fire. The unique transient results 

presented in the thesis clearly dernonstrate the capability of the present fire 

model in simulating such complicated phenornena. The quantitative agree- 

ment between numerical results and experimental observation is very promis- 

ing and predicted frequencies for the propane fire agree very weU with the 

reported values in the literature. 

A cornparison between the predicted results and experimental data for 

three different laboratory scale pool fies show that the use of a constant Cp 

in fire calculations has a rather s i w c a n t  deleterious effect on the accuracy 

of the results and should be avoided. In addition, it is shown that the use of 

the standard parameters in the turbulence model produces poor results. To 

improve the accuracy of the results, new modifications based on an analysis of 

the University of Waterloo pool £ire laboratory data base have been proposed 



and tested. The results obtained using the modified turbulence model show 

significant improvernents compared to that of the standard turbulence model 

and agree very well with experimental data. 
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volume of a control volume [m3] 

displacement vector 

active coefficient in the discretized equations 

source term in the discretized equations 

thermal diffusion coefficient for species i 

binary diffusion coefficient for species i and j 
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Schmidt number 

extemal force vector per unit mass acting on species i 

gas conductivity 
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distance between nodes 

Peclet number 

mass flux 
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Chapter 1 

Introduction 

Although fire has provided mankind with warmth and power since the eady 

days of its discovery, the uncontrolled fire has cost many lives and incurred 

significant property damage. Even now, with advanced technologies in fire 

alarm systems and fire fighting techniques and facilities, statistics indicate 

that damages due to accidental fires are high. For example, the bulletin of 

the World Fire Statistics Center indicates that the cost of fire losses' during 

the period of 1992 to 1994 was 0.64 and 0.49 percent of the GDP in Canada 

and the USA, respectively. Therefore, the motivation behind fire research is 

quite clear. 

Despite the public notion of what is meant by fi, giving a precise sci- 

entific definition for fire, which includes d the intended reacting flows and 

excludes other types of combustion processes, is not simple [l]. However, 

fire can be adequately defined as an exothermic reaction of some oxîàizable 
-- - -- 

'These losses %lude costs of Direct Fire Losses, costs of Fie FightUig Organization 

and costs of Fie insuance Admhhtration 
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structure or material in air [2]. 

In a typical fire scenario of interest here, pyrolysis of a burning solid 

or liquid fuel provides volatiles for the fire plume. These generally mix with 

ambient air and in almost al1 practical fires burn as turbulent dgwion fimes. 

One of the prominent features of natural fires is the positive heat feedback 

from the fire plume to the fuel surface. Flame radiation and convective heat 

transfer from the hot gases enhance the pyrolysis process and consequently 

more combustible gases become available to the fire which, in turn, increases 

the heat feedback. This cycle continues until the oxidizer or fuel is expended 

or the system is cooled sufficiently to thermally quench the reaction. 

Many physical and chernicd processes such as heat and mass transfer, 

fluid dynamics, chernical kinetics, turbulence and buoyancy effects are in- 

volved in the fire phenomenon. A theoretical fire mode1 should not only in- 

corporate these processes but also account for the very cornplex interactions 

between thern. However, current knowledge of many of these interactions 

is still very limited. For example, the interaction between turbulence and 

chernical kinetics, the effects of buoyancy on turbulence, and the effect of 

temperature fluctuations on radiation are not well understood. It is the goal 

of fire science to unravel these cornplex interactions and provide a sound 

understanding of fire phenomenon such that accurate and reliable predictive 

methods can be developed to anticipate f i e  behavior undor a wide range of 

situations, 

These predictive tools could then be used to describe for example, struc- 

tural fire behavior, i.e., fire spread and smoke movement based on material 

properties, the geometry of the surroundings and ambient conditions. With 
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the help of such predictive tools fire engineers will be able to: 

design more effective fire detection-protection systems and develop bet- 

ter fire control techniques for structural tires, 

develop fire suppression attack methodologies in training and practice, 

provide a physical basis for fire postmortem assessrnent to determine 

cause and legal responsibility, and 

0 provide a basis for the design of fire safety codes and fire resistant 

structures. 

Ultimately, they might contribute 

0 to understanding of environmental issues related to the release of toxic 

and/or particulate contaminants from a fire to the atmosphere, 

0 to the design and interpretation of fire test procedures for materials, 

and most importantly, to the (partial) replacement of expensive field 

fire experiments which, because of the hostile environment for instm- 

rnentation and the variable, generally uncontrollable, ambient condi- 

tions, can be unreliable and often provide only incomplete results. 

Because of the importance and also the immediate need for improving fire 

d e @  in buildings, fire scientists and engineers have focused on modeling ke 

behavior in enclosures and cornpartments and have developed a number of 

fire models. A fire mode1 is umally comprised of several modules. One 

module, which will be referred to as the gas phase module, deais with the 
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gaseous combustion, air entrainment into the fire plume and movement of 

hot gases from the fire plume. Other modules take care of processes such as 

heat feed back to the fuel surface, fuel gasification, heat transfer to and from 

any enclosure boundaries and effects of walls on fire behavior. 

For the most part, existing fire models c m  be divided into two major 

classes, zone modeki and field models. Although the focus of the present 

work is on a particular aspect of the more general subject of field modeüng 

of fires (i.e. modeling of the gas phase in the vicinity of the fire source), 

it is instructive to briefly discuss the basics of zone and field models and 

compare the merits and disadvantages of applying them in the prediction of 

fire behavior. 

1.1 Zone Models 

In zone modeling, the fire enclosure is divided into several sections or zones 

each of which are assumed to have uniform properties. Each section describes 

a recognized component of the overall system. For example, the fire plume, 

the layer of hot gases below the ceihg, and the cool region near the floor of 

the cornpartment, are separate zones commonly considered in these models. 

Each zone is described separately by a set of equations, usually for con- 

servation of mass and energy. The interaction between zones is described by 

global equations which are deduced from semi-empiricai laws based on di- 

mensional analysis and/or fire experiments, and heat balance equations are 

applied to the enclosure walis. Zone models depend heavily on a prion as- 

sumptions which are assumed from experience and observation. in addition, 
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they utilize some model constants which are obtained from fire experiments. 

There have been many zone models reported in the literature, e.g. [3, 4, 

5, 61; however, the basics of most of these models are similar. For instance, 

Enimons [3, 41 started the development of a series of fire zone models which 

can be used not only to calculate the smoke movement in multiple compart- 

ment buildings but also allow the user to account for the coupling between 

radiant heat feedback and the rate of hiel pyrolysis and the spread of flame 

over the fuel surface. It is beyond the scope of the present section to provide 

a comprehensive review of fire zone models and interested readers may refer 

to reviews provided by Friedman [7] and Harmathy and Mehaffey [8]. 

The main advantages of zone models are that the caicdations can be 

done relatively quickly, and they provide usehl information about overall 

fire behavior and spread of heat and toxic gases. However, because of the 

treatment of the fire plume as a homogeneous zone, they can not be used to 

predict the details of the fire behavior in its developing stage. In addition, 

the applicability of zone models is limited to those cases which lie within the 

range of experiments used to obtain any empirical parameters included in the 

model [5, 91. Finally, since fire behavior strongly depends on the geometry 

and size of the fire enclosure, different zone components should be used for 

prediction of difîerent fire scenarios. 

For example, the smoke movement in domestic-sized enclosures ciiffers 

significantly fkom that inside a very large atrium. In the former case, it may 

be perfectly reasonable to assume that smoke fills the enclosure fiom top to 

bottom. However, such an assumption may not be valid for the latter case 

and the f ie  behavior would need to be represented by different zona1 compo- 
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nents. Therefore, no single zone model should be expected to be applicable 

to al1 fire cases (1). 

1.2 Field Models 

A different fire model strategy, i.e. field modeling, eliminates many of the a 

priori assumptions required in zone models by solving the conservation laws 

governing the fire behavior and smoke movement as described by appropriate 

partial differential equations subjected to varying degrees of simplification 

and specified boundary conditions. 

In field modeling, techniques of computational fluid dynamics (CFD) are 

used to discretize and nurnerically solve the field equations. Because of the 

heavy computations involved, these models critically depend upon the amil- 

ability of suitable computational power, which has proven a major obstacle 

in the development and progress of numerical fire field modeling. However, 

due to recent advances in computer technology and availability of affordable 

fast computers with large memory, there is an expanding interest in the use 

of field modeling for fire simulations, to the extent that their use may surpass 

that of zone models for fire safeQ engineering in the near future [IO]. 

Several fire field models have been developed and used to predict fire be- 

havior in two and three dimensional configurations. A short review of the 

reported results will demonstrate the potentiai power and &O the wide a p  

plicability of these models, as well as current deficiencies. The main objective 

of the following review is to present some evidence uidicating the use of field 

modeling for a wide range of different fire scenarios and to introduce the 
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state-of-the-art submodels used in fire field models. A critical discussion on 

the suitability of these submodels is given in later sections where numericd 

simulation of laboratory scale pool fires is reviewed. 

1.2.1 Examples of Fire Field Modeling 

Markatos et al. [Il] developed a two dimensional model for prediction of 

buoyancy-induced flows in enclosures using the k-E turbulence model. This 

model was further developed to be used for three dimensional fire simulations 

and is now known as JASMINE. Cox et al. (121 added a six flux model for 

radiation to JASMINE and used it to model the fire behavior in several 

experimental configurations including a fire test cell, a long railway tunnel 

and a six bed hospital ward. 

JASMINE has also been applied by Cox and Kumar [13] for the prediction 

of conditions in a forced ventilated fire test. Satisfactory agreement between 

predictions and limited experimental data is reported in al1 cases [I l ,  12, 131; 

however, the need for îurther model irnprovements to enhance the accuracy of 

the results in the immediate vicinity of the fire source has been emphasized. 

Another field model called UNDSAFE was developed by Ku et al. [14]. 

This two dimensional rnodel solves the field equations in an elliptic formu- 

lation and uses an algebraic turbulence mode1 to determine the effective 

viscosity, pd.  Ku et al. [14] used this model to predict the fire induced ve- 

locity and temperature fields in an enclosure with an exit door and aiso in a 

room with a connecting corridor. Either a heat source or experimental floor 

temperatures were used to simulate the fire source in these cases. Using the 

same principle, Satoh [15] developed a three dimensional version of U N D  
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SAFE and used it to analyze the growth of the hot gas layer and the ceiling 

jet 'T' pattern induced by a flame burning upward dong a corner. 

Field models are also used to predict tire behavior inside aircrsft cabins. 

Yang et al. [16] used a two dimensional version of UNDSAFE and studied the 

smoke movement inside the cabin under different seating configurations and 

several fire locations, whereas Galea and Markatos [17] used a three dimen- 

sional model. These authors have also provided a review of mathematical 

modeling for aircraft cabin fires (181. 

Joh et al. [19] have reported transient three dimensional fire simulations 

of a cornpartment fire from burn-up to flashover. They have used the k-E 

mode1 for turbulence, a fast chernistry assumption for combustion, simplified 

formulae to calculate radiation to the walls and experimental relations for 

one-step gasification of the solid fuel. 

KAMELEON, which is another three dimensional field model based on 

the k-E turbulence model, Eddy Dissipation Concept (EDC) for combustion 

and Discrete Transfer Model for radiation was used by Holen and Magnussen 

[20, 211 to calculate fire development inside a simplified module of an offshore 

petroleum production platform as well as for open &es with and without 

wind. 

Fire behavior and smoke filling of single large compartrnents with forced 

ventilation are studied by Chandrasekaran et al. [22] using FIRE3D, a model 

which is again based on the k-E model for turbulence. Other field models have 

been developed by Chow and Leung [23] to study the solid-wall boundary 

effects in fires and by Hadjisophocleous and Cacambouras [9] to investigate 

the efTects of enclosure opening, fire position and interior objects on fire 
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growth and development. 

In cornparison with zone models, field models should be more universally 

applicable to the prediction of fire behavior, especially those which incorpo- 

rate a combustion submodel for the gas phase [12, 13, 19, 20, 221 instead 

of relying on the simplified approach of treating the fire as a heat source 

[9, 14, 161. So far, field models have been used to predict some of the gross 

features of fire behavior in specific situations, but surprisingly none have 

been shown to predict accurately the thermal development of the fire plume 

in the vicinity of its source. 

A review of the results generated by fire field models show that the ac- 

curacy of the solution for the velocity and temperature fields2 in the gas 

phase is of primary concern for fire engineers. This is because the solution 

for the velocity and temperature fields determines, for instance, how the £ire 

extends in the enclosure and how the hot gases and smoke migrate through 

the structure. In addition, prediction of other quantities of interest, such as 

m a s  flux from the fire, heat transfer to the walls, heat feed back to the fuel 

surface. etc., al1 depend on a detailed solution for gas phase fire behavior. 

It is clear that the success of any fire model depends on how well the 

gas phase is modeled. Although the treatment of other processes is also 

important in a complete simulation of red fire scenarios, they all depend on 

the solution of the gas phase in the fire. Hence, further development of field 

models requires closer attention to the accuracy and validity of submodels 

used to model the gas phase flow development in a fire. 
- 

2anda&o species concentrations in cases where prediction of M a c  gares and srnoke 

concentration is important 
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In particular, the accuracy of predictions in the near field region of a fire 

plays a central role in more accurate fire field modeling. This near field region 

is of great importance in overall fire behavior for it contains the source of heat 

and buoyancy. Development of an appropnate model for this critical region, 

and validation studies of the diffemnt subrnodels nivolved, are the main focw 

of the present work. 

1.3 Laboratory Scale Fire Models 

In order to evaluate and eventually validate any numerical fire rnodel includ- 

ing the present model, for the gas phase developrnent of a fire, particularly 

in the vicinity of the fire source where reaction occurs, detailed experimental 

data must be available for comparison. However, due to practical difEcu1- 

ties involved in making detailed measurements in full scale fires, laboratory 

scale fire experiments and models are often used for such investigations. The 

question remains as to the role of laboratory pool fire results as a basis for 

full scale field/stnictural fires. 

nirbulent diffusion flames stabilized on laboratory scale pools of liquid 

fuel or on gas burners with very low exit F'roude numbers (10m4 - WB), 
to a large extent, exhibit characteristics similar to the behavior of natural 

fires of larger scale. Therefore, they can be considered as simplified, yet 

realistic, models of the fundamental dynamics of field fires in their developing 

stages. As such, they have been used in theoretical modeling as well as for 

experimental investigations in fire research. 

Small scale fires can be studied under controiled laboratory conditions, 
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and so allow detailed measurements of quantities such as gas velocity, tem- 

perature and mean species concentration, as well as turbulent shear stresses, 

turbulent fluxes, etc. Such data provide an excellent resource through which 

to improve current understanding of the physics of natural fires. Moreover, 

the performance of theoretical and numerical fire models in accurately pre- 

dicting the gas phase development of fires can be examined and even to some 

extent, ''tuned" using such data. 

A uniqueness of the present work is that physical input and mode1 eval- 

uation is based in large part on the recently published detailed data base 

measured in medium scale liquid pool fires in the University of Waterloo 

pool fire facility [24, 25, 261. This is the first available compilation of data 

from controlled experiments from which a detailed description of the phys- 

ical processes controlling the thermal/fluid evolution of pool fires has been 

proposed [25, 27, 281 and represents a major step forward from that of the 

pioneering work of McCaffrey [29]. Thus, for the first time it is possible to 

assess the important physical features that a computational fire code should 

possess in its submodels and to reliably test its ultimate accuracy. 

Having addressed the relevance of laboratory scale fire modeling to fidl 

scale f i e  modeling, the need and importance of validation studies and the 

availability of a detailed set of laboratory scale pool fke data, i t  is tirne to 

review previous work on the numerical simulation of laboratory scale fies. 
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1.4 Review of Laboratory Scde Fire Simula- 

tions 

Fires are essentidy turbulent difision flames and although there is a rich 

literature on numerical simulation of turbulent diffusion flames, many of the 

existing studies are related to jet diffusion flames which Iack any significant 

effect of buoyancy on the structure and development of the Bame. Effects of 

buoyancy on the structure of diffusion flames were shown by Pergament and 

Fishburne [30]. In their numerical modeling of a wide range of Hz/& flames 

with burner diameters of 0.5 to 68 cm, they showed that when buoyancy is 

neglected, centerline temperature scales wit h non-dimensional axial distance. 

But for Fkoude numbers smaller than 9 x 105, rather substantial departures 

from the scaled curve is observed if buoyancy is included. This departure is 

more pronounced downstream of the region of maximum temperature where 

acceleration due to buoyancy starts to significantly affect the overall entrain- 

ment rate. Since buoyancy plays such an important role in determining the 

structure of diffusion flames, only those laboratory scale fires relevant to fire 

rnodeling (Le. where buoyancy effects are significant) are reviewed in this 

section. 

There are two approaches by which buoyancy driven turbulent diffusion 

flames have been numerically simulated. In the k t  approach, time depen- 

dent partial difïerential equations describing the fire dynamics are solved 

directly in primitive instantaneous form wîthout avecaging and thus without 

incorporating any turbulence model. Davis et al. [3 11 have reported some pre- 

liminary results of t heir Direct Numerical Simulation, DNS, of a propane /air 
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buoyant jet diffusion flame, 2.25 cm in diameter. A similar numericd tech- 

nique is used by Katta et al. [32] to study the effects of non-unity Lewis 

number and finite rate chemistry on the predictions of &/air Barnes (1 cm 

in diameter). 

Ghoniem et al. [33] have used a vortex-based mode1 in which the in- 

stantaneous vorticity transport equation is solved in Lagrangian fom, with 

a fast chemistry mode1 using Shvab-Zeldovich variables to predict srnall fire 

plumes, 10 cm in diameter. Large Eddy Simulation (LES) has also been used 

to predict the fire behavior and fire induced flows under different geometric 

configurations. Two dimensional LES results for a multi section comdor and 

an axisymmetric reacting plume are reported by H.R. Baum [34] and Me11 

et al. (351, respectively. The sarne group has also reported three dimensional 

LES predictions for different fire scenarios, i.e. a 22 cm diameter pool fire 

and three enclosure fires, [36]. In Large Eddy Simulation the bulk motion of 

hot gases is calculated directly by solving an approximate form of the Navier- 

Stokes equations which are specialized to the smoke movement problem. The 

heat release due to combustion is modeled by inducing a large number La- 

grangian thermal elements which are convected by the large eddy structures 

and release heat. However, the combustion phenomena themselves are not 

simulated. 

Interesting results have been obtained from these models, particularly for 

the dynamic behavior of the fire3, however, no detailed cornparison between 

numerical reailts and experiment a! data has been demonstrated. Overall, 

lThe dynamic behavior of fies and numetical predictions of such phenornenon are 

discussed in a later chapter 



1.4 Review of Laboratory Scale Fire Simulations 

the above methods tend to be very computationally intensive and their a p  

plication for engineering calculation of real fies has yet to be discovered. 

In the second approach, which is still the dominant approach in engineer- 

ing fire calculations, the instantaneous conservation equations are averaged 

and closure is obtained by a turbulence model which accounts for physical and 

chernical processes which occur on scales smaller than that of the computa- 

tional grid. Buoyant diffusion flames over small gas burners, with diameters 

of 1 cm a d  smaller, have been numerically simulated by different groups 

by simpliFng the equations to a parabolic form. A Reynolds time-averaged 

second order closure mode1 is described by Tamanini [37] which accounts for 

the effects of buoyancy on turbulence properties. Tamanini's model, which is 

essentially an improved version of the k-c-g model of Lockwood and Naguib 

[38], assumes infinitely fast chemistry and uses a polynomial Probability Dis- 

tribution Function, PDF, to evaluate mean properties. In k - e g  models, a 

differential equation representing the conservation of scalar temperature in- 

tensity, g, is solved along with conservation equations for k, turbulent kinetic 

energy per mass and E,  the dissipation rate per mass. Radiation losses are 

assumed to be a fixed fraction of the total heat release and a constant value 

for the mixture specific heat, C,, is assumed in the energy equation. 

Three propane £lames with different fuel exit velocities and on a 1.27 cm 

burner were simulated. To O btain bet ter agreement with radiation measure- 

ments of Markstien [39], Tamanini used a triai and error method to fmd 

an optimum location where initial conditions could be specified for the tur- 

bulent calculations. Alt hough flame heights and trends of other calculated 

paramet ers were predicted correctly, the calculated effective flame radius was 
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underestimated. Due to a lack of the necessary detailed measurements for 

evaluation, the assessrnent of this code was not completed. 

Three versions of the k-E-g model were later used by Jeng et al. [40] to 

simulate methane (0.5 cm diameter burner) and propane (0.119 cm diam- 

eter burner) buoyant diffusion flames. These models include the original 

k-E-g model (381 and two other modified versions based on Algebraic Stress 

Model, ASM, corrections proposed by Chen and Chen [41]. More encour- 

aging predictions of mean velocity and temperature were achieved, rnainly 

due to utilization of better data to describe the initial conditions. However, 

higher centerline temperatures and lower radial spread of velocity profiles 

were predicted in cornparison with the measurements [40]. 

In this study, it was found that including the effects of buoyancy on 

turbulence properties had a relatively minor influence on predictions of the 

mean flame structure. This conclusion may be partly due to the high Froude 

number (10' - 105) of the fiames studied. 

Jeng and Faeth [42] used a Favre averaged formulation of the k+-g model 

dong with a clipped Gaussian PDF to simulate the same methane fiames as 

in [40]. The state relations for the combustion model were found using two 

methods, (1) a laminar flamelet method and ( 2 )  a partial equilibrium method. 

Predictions were compared with new measurements of the mean concentra- 

tion of major species and turbulence quantities in the methane flames. Agree- 

ment between predicted and measured turbulence quantities was found l e s  

satisfactory than that for the mean quantities. Underestimation of overall 

flow widths was again reported, 

Buoyant diffusion flames on larger buniers, 

15 

with diameters greater than 
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5 cm and lower Froude numben, have been simulated using similar compu- 

tational models. A summary of these models, which are more representative 

of those required to predict natural fires, is given in Table 1.1. 

You and Faeth [43] studied 5.5 cm diameter methane flames with a range 

of exit FIoude numben between IO-* and 10m3. To numerically simulate 

the fires, they used Tamanini's k-E-g model without including the effects of 

buoyancy on turbulence quantities. Calculations were started about 2 diam- 

eters downstream of the burner exit to avoid potentid laminar to turbulent 

transitions, as well as elliptic effects in the flow close to the burner. 

Poor agreement was reported between the predictions and experimental 

data for mean velocities, temperatures and Reynolds stresses, and especially 

in predictions of the width of the flow in the upper portions of the flame. 

The poor performance of the model was attributed to difficulties in defining 

initial conditions and to the neglect of buoyancy and density fluctuations, 

but also to inaccuracies in the data due to effects of room disturbances on 

the fire. 

On a larger scale, Gengembre at  al. [44] have studied some low houde 

number (1.2 x 10-5 -2 x 10d) propane Barnes on a bunier of 30 cm diameter. 

In addition to velocity and temperature profiles, mole fiactions of major 

species were measured. Tamanini's k-E-g model was again used to predict 

the fire behavior. Turbulent computations were started right at the burner 

exit. Satisfactory agreement was obtained in predictions of centerline velocity 

but centerline temperatures were overpredicted. As was the case in previous 

computations, the radial expansion of the £ire plume was underestimated. 

Later, Crauford et al. [45] simulated the behavior of a methane flame 



Table 1.1: Suiiiiiiary of field models for pool or pool-li ke fires 

I( reference 
study case 

You and Faeth 

propane gas fire 

Crauford et al. 

methane gas fire 
Adiga et al. 

Parabolic models 
Buoyancy nirbdence Combustion Radiation Soot 

overaging size 
CL'-€ 1 flamelet mode1 a) none 

g(pw - p) CI, = 0.09 clipped Gaussian b) 20% radiative - 
Tinie ave. PDF hcat loss D=5.5 cni 

g(pao - p) hybrid CL'-€ flainclet mode1 
&dification 1 ming ASM for clipped polynomial 35% radiative 

to k-E correîatioiis I PDF 1 heat lors I - 

Tiine ave. D=30 cm 

9 ( b  - P) k-e flamelet inodel 10% radiative 
modification 1 C, = 0.09 1 beta function 1 heat loss 1 - 

k L 

to jz-E Favre ave. PDF D=25 cm 
k-E flux mode1 for 

S(PW - P) cp = 0.09 EDC gaseous radiation - 
and somc percent 

Tinle avc. for soot radiation 1)-30 cm 
k-E 

EDC 

Ellintic models 
1 - -- * Annanimma et cl. 

(1991)[48] 
propane gas fire 
& a 2D pool fire 

g(p, - p) 
modification 

to A'-€ 
25 x 40 

k-e 
C,, = 0.00 

Favre ave. - 
4- eddy dissipation concept for combustion developed by Magnussen 1491 
5 phenornenological method of Tesner (501 for soot modcling 

flasnelet mode1 
rcctangular 

PDF 

50% radiative 
heat loss 

- 
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over a 25-cm-diameter burner. Similar to most of the earlier models, the k-E 

model was used for the turbulence closure. In addition, their Favre-averaged 

numericai model consisted of a non-equilibrium chemistry model dong with 

an assumed beta function PDF for the mixture fraction. The cornparison 

between their numerical results and measurements of velocity, temperature 

and turbulent quantities showed good agreement for fire spread but, the 

flame length was consistently underpredicted. They pointed out that the 

predictions were sensitive to the form of the probability distribution func- 

tion and concluded that commonly assumed forms of PDF's (e.g. Gaussian, 

clipped Gaussian, beta function or polynomials) were probably unsuitable 

for buoyant fire predictions. 

While different variations of the k-E-g mode1 were used by other re- 

searchers, Adiga et al. [46] developed a different parabolic fire model and 

reported simulation results for Gengembre's burner 1441. This model was 

again based on the k-E model for turbulence, but included Magnussen's Eddy 

Dissipation Concept for combustion 1491 and a four flux model [51] for gaseous 

radiation, whereas soot radiation was based on an empiricai method. Follow- 

ing Gengembre et al. they started the turbulent calculations a t  the burner 

exit, with optimized initial values for k and E based on the bunier exit ve- 

locity. The optimized k and E values were found through a tnal and error 

procedure used to match predicted results with experimental data dong the 

£ire centerline. As one might expect, good agreement for the centerline dis- 

tribution of velocity, temperature and species mole fractions was reported 

but, radial distribution of velocity and temperature a t  lower heîghts in the 

combustion zone were significantly underpredicted. 
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The same authon further developed their parabolic fire model [471 by 

incorporating a phenomenological soot model [50], then validated the model 

against Crauford's data [45]. Because of the low concentration of soot in the 

methane flame, the contribution of soot to radiation appears to be very smail 

compared to that of the hot gases. Reasonable agreement for the centerline 

quantities were reported but the Bame width was severely underpredicted 

near the burner surface. They speculated that the underprediction of the 

flarne spread was related to the neglect of any elliptic flow behavior in the 

near field region of the fire. 

In an attempt to account for elliptic flow behavior, Annarumma et al. [48] 

developed a Favre averaged fire model which, to the knowledge of the author 

and at  the time of writing this manuscript, is the only elliptic model for 

which detailed cornparisons between predictions and experimental data has 

been published. This model uses the k-E turbulence model, a constant radia- 

tive heat loss and a flamelet model for combustion. A rectangular (25 x 40 

cm) propane flame was simulated and numerical results were compared with 

experimental data [52]. A rather high radiation heat loss fraction (50%) was 

used to obtain reasonably good agreement for velocities and temperatures 

dong the fire centerline. But, despite the use of an elliptic formulation, the 

flame width was still significantly underpredicted. 

1.5 Objectives of the present work 

The potential power and general appücability of fire field models were dis- 

cussed in Section 1.2 and several examples of full scale fire simulations were 
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noted. But due to la& of detailed measurements, the accuracy and valid- 

ity of these models have not been demonstrated for the region near the fire 

source. In the case of laboratory fire models, as discussed in Section 1.4, 

most existing models have used parabolic formulations which are not valid 

in the vicinity of the fire source. In al1 cases, radial spread of the fire is 

underpredicted. 

Considering the need for developing pool fire models and to take advan- 

tage of the availability of a new data base [24, 261 consisting of detailed 

LDA and fine thennocouple measurements of laboratory scale acetone and 

methanol pool fires, the objective of the present thesis is: 

To formulate and validate physically and numericdly an elliptic, 

Reynolds averaged fire mode1 appropriate to the prediction of 

pool fires. 

To achieve this objective, it is proposed to: 

a review state of the art models currently in use and define a new BASE 

level mode1 formulation for the prediction of pool fires, 

test the physical and numerical formulation against several benchmark 

data and other available numericd simulations for both reacting and 

non-reacting flows, 

analyze the University of Waterloo pool f ie data base to ascertain 

its implications with respect to some of the currentfy used physical 

submodels, 
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based on the above, propose, validate and test the impact of new sub- 

models, 

and finally 

and finally, critically assess detailed steady-state and transient predic- 

tions of the field model in so far as the appropriateness of the BASE 

model with and without the proposed new submodels, permit. 

1.6 Thesis organizat ion 

Chapter 2 defines the physical problem under investigation and identifies 

the important submodels required for numerical modeling of pool fires. In 

addition, some of the commonly used assumptions in existing fire models are 

critically reviewed. 

The mathematical description of the present pool fire model and details 

of various submodels used are described in Chapter 3. Chapter 4 presents 

the details of the numericai implementation of the proposed fully coupled 

elliptic fire model. 

Results of the base fire rnodel for two laboratory scale propane pool fim 

are given and discussed in Chapter 5. Moreover, the implications of using a 

constant value of the gas heat capacity at  constant pressure, as is a common 

practice in fire modeling, are evaluated in this chapter. 

Chapter 6 includes a unique set of transient simulation results which 

demonstrate the capability of the present fke model in predicting the pul- 

sating behavior of fies. 



1.6 Thesis oreanization 

New modifications to the turbulence submodel, based on the analysis of 

the experimentd pool fire data base [26], are proposed and their effects on 

numerical predictions are discussed in Chapter 7. 

Finally, Chapter 8 summarizes the findlngs of this work and concludes 

with some recommendations for future work. 



Chapter 2 

Background 

2.1 Physics of the Phenornenon 

Pool fires are known as self sustained buoyancy driven diffusion flarnes. Al- 

though some of their characteristics have been identified, the current knowl- 

edge of the physics and details of different mechanisms governing their be- 

havior is still very limited. This is mainly due to particular difficulties in 

experimental studies which form the base of our understanding of the physics 

of pool fires. 

In laboratory experiments, pool fires are often modeled by igniting shd- 

low pans of liquid fuels. Rom the results of such experiments an overall 

picture of pool fire behavior emerges [25, 24, 29, 531. Based on experimen- 

ta1 observation, after ignition a difision flame rapidly forms above the fuel 

surface and the gas temperature rises, producing an upward buoyant force. 

This buoyancy drives the hot gases upward and causes the system to entrain 

air [24]. Due to lack of initial momentum, the system is highly unstable; 
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however, there seems to be an ordered series of repetitive cycles of mking, 

combustion, expansion and mixing again. There is also a chuacteristic large 

scale coherent eddy structure of rising toroidal-shaped vortices which is be- 

lieved to control the mixing process in pool fires [29]. 

Experimental results show that the flame structure above a pool tire can 

be divided into three zones (291. 

1. Continuous Flame (CF) zone 

2. Intermittent Flame (IF) zone 

3. Buoyant Plume 

The CF zone is the field near the pool surface, wbere a persistent flame exists 

continuously. As the result of buoyant forces, the burning gases accelerate 

upward through this region. A fuel rich subdomain has also been observed in 

the lower part of the CF zone adjacent to the liquid surface. Above the CF, 

zone there is the IF zone where the flarne surface shows large irregularities 

which fluctuate with time (i.e. flame intermittency). At the top of this 

region where flame is seldom seen, the turbulent plume starts. The motion 

of combustion products and entrained air in the buoyant plume is governed 

by the buoyancy generated in the first two zones. 

A distinguishing feature of pool fires over momentum driven jet flames is 

that the flow field and flame structure are dominated by buoyancy in pool 

fires. In other words, in a pool ke the momentum of the fuel vapor rising 

from the fuel surface is too smaU to drive the flow field. In addition, the 

supply of combustible gases in pool fies is controlled by heat feed back fiom 

the flame to the liquid fuel whereas, in jet fiames it is controlied by the fuel 
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feed rate to the nozzle and is therefore independent of the flame temperature 

and/or structure. 

2.2 Elements of a Pool Fire Model 

Because of the complexity of and interactions between the difEerent phe- 

nomena involved in modeling pool fire behavior, accurate prediction of such 

compücated flow fields is extremely difficult. Therefore, the problem must be 

reduced to determine those factors which are the most important in pool fire 

calculations. These have been identified as buoyancy, turbulence, radiation 

and reaction. 

The roles of each factor and how they interact with one another in the 

overall modeling of the pool fire are discussed in the following. 

1- Buoyancy 

Buoyancy is the dominant force driving the development of the pool fire 

flow field, thus it should be properly accounted for in the mean flow equations. 

Moreover, production of turbulent kinetic energy through buoyancy effects 

should be included since it, in turn, affects the accuracy of the prediction of 

mixing processes and subsequent calculation of reaction rates and chernical 

effects. 

2- Turbulence 

The enhanced diffusion of momentum, mass and energy characteristic of 

turbulent flows is a very important aspect of the pool f i e  model. Modeling of 

the turbulent diffusion processes will directly affect prediction of the extent of 

mixing and therefore the reaction rate. The reaction rate, in turn, determines 
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the fire heat release and consequently the buoyancy production which drives 

the fluid motion. 

3- Radiation 

In pool fires, the fuel evaporation rate and hence fire heat release rate is 

determined by the net heat feed back to the liquid hie1 from its surrounding 

including the flame. In medium and large scale pool &es, the dominant 

heat transfer rnechanism is radiation [54]. As a result, the accuracy of the 

predicted fuel evaporation and fire spread rates in these fires, depends on 

how well radiation is modeled. 

In addition, radiative heat transfer has a strong contribution to the energy 

equation. This will again affect the evaluation of the buoyancy production 

term in the momentum equation. Therefore, it is important to adequately 

account for the effects of radiation in the overall h e  simulation. 

Radiation models often require calculation of local radiative properties in 

the fire. For this, it is necessary to model soot formation and growth (i.e. 

local soot concentration) as well. This aspect of the modeling becomes more 

important as the sooting tendency of the fuel increases. 

4 Reaction 

The importance of an accurate prediction for the reaction rate has been 

previously discussed. To this end, it is necessary to adequately account for 

the interaction of turbulence in predicting the reaction rate in the pool fire 

model. In the next section, the necessity to consider the details of the reaction 

rnechanism for dinerent applications is discussed first, and then different 

techniques to account for the effects of turbulence on reaction are briefly 

reviewed. 
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2.3 Effects of Turbulence on Chemistry 

In computational combustion there have been two independent approaches 

in order to include chemical reaction in the analysis. 

In one case, more attention has been paid to detailed chemistry rather 

than fluid mechanic efIects, in order to assess the important elementary 

reaction paths taken to get from hel/oxidizer to products of combus- 

tion. 

In the second approach, the overall prediction of the flow field quan- 

tities, such as velocity and temperature, is given higher priori& than 

the details of the reaction mechanism. 

The first approach is more desirable for those cases where detemina- 

tion of the reaction efficiency is important or where environmental issues 

regarding the production of, for instance, nitrogen based pollutants should 

be considered. Since fire calculations are usually used in the design of fire 

detection-protection systems, where prediction of the velocity and tempera- 

ture fields is the nurnber one priority, it seems that the second approach is 

more applicable to achieve the current objectives. In the second approach, 

a one step irreversible reaction is usually assumed and therefore, the effects 

of turbulence on chemistry will be discussed below only for such reaction 

mechanisms. 

Although the kinetic mechanisms are not always known and kinetic con- 

stants are difncult to ident& the major difnculty in accounting for combus- 

tion in the flow, lies not in these areas but in estimating the mean reaction 

rate in the presence of turbulence [55, 56). Considering the following simple 
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reaction, 

where F and O represent the reactants and P denotes the products, the 

instantaneous reaction rate of species F (RF), for instance, becomes [57] 

(variables are defined in the nomenclature) 

Since al1 practical fires essentially occur in highly turbulent flows, the in- 

teractions between the turbulent fluid mechanics and the chernical reaction 

are crucial in prediction of the overall process. To calculate the mean reac- 

tion rate needed for the species equation, after Reynolds decomposition and 

appropriate simplification, one obtains (57, 581 
- - - - a. = p ~ F Y o j ~ ; l n e ~ ( +  -E [,+-+-+2-+2- pf2 Y; Y; @Y; (Y; 
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For slow reactions (i.e. reaction time scale > turbulent time scale) the effect 

of fluctuations on the reaction rate can be ignored. This means that the 

sum of al1 the terms inside the square brackets in Equation (2.3) approaches 

unity for slow reactions. But, when reaction rates are not mfliciently slow 

compared to the local turbulence (which is the case in practical pool fies), 

this approximation may result in appreciable error (561. On the other hand, 

accounting for the effects of fluctuations such as those in Equation (2.3), will 

increase the complexity of the closure problem. 
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To overcome the problem associated with the nonlinear relations between 

instantaneous quantities in Equation (2.2), there have been two major pro- 

posais. In one approach, the need for calculating the reaction rate is elim- 

inated through introduction of a conserved scalar (i.e. mixture fraction f )  

whose transport equation does not have a source term. Then, instantaneous 

values of species concentrations and enthalpy rnay be related to f under 

certain assumptions. In this approach, al1 averaged quantities may be de- 

duced by weighting the instantaneous values with a probability distribution 

function (PDF) for the mixture fraction [57, 59, 601. The usual use of PDF 

techniques, however, prevents a detailed solution for the radiation effects in 

the energy equation. The reason for this is that in PDF techniques the energy 

equation is usually vnitten in terms of a conserved quantity whose definition 

relies on using a simple radiation model. 

In the second approach, the reaction rate is related to turbulent quanti- 

ties (e.g. k and É) and mean concentrations. One such method is the eddy 

dissipation concept (EDC) pioneered by Magnussen [49], which is an exten- 

sion of the eddy break up model of Spalding [61]. The EDC was proposed 

to rnodel the interaction of turbulence and chemistry for both premixed and 

diffusion flames. This model has successfully been used for different Barnes 

(e.g. [46], [47] and [62]) and is rather easy to implement. In this model, it 

is assumed that the reaction occurs inside the fine eddy structures and is 

controlled by the mass transfer rate between these structures and the bulk 

of the fluid. 
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2.4 The Averaging Problem 

Experimental evidence shows that the flow in laboratory scale pool fires, 

as well as in al1 practical fires is turbulent. The range of time and length 

scales encompassed in the temporal and spatial variations in the dependent 

variables is so wide that direct numerical solution of the governing equations 

becomes prohibitively expensive. 

An alternative approach to describe the fire flow is to decompose the 

dependent variables into mean and fluctuating components. The govem- 

ing equations are then averaged to convert them into statistical equations 

describing the evolution of mean flow quantities. For flows where density 

changes are significant, two types of decomposition are used. 

In time or unweighted averaging, the instantaneous value of any depen- 

dent variable, 4, is decomposed into a mean value, & and its fluctuating 

component, such that 

where 

The time interval, 6t1 must be chosen to be sufnciently large compared with 

the largest turbulence time scale but s m d  compared with the smaliest mean 

flow time scale. 

On the other hand, in Favre or density weighted averaging the dependent 

variable is decomposed as 
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where the Favre averaged value of the dependent variable, 6, is calculated by 

and #Ir is the Favre fluctuating component of 4. 
If time averaging is used, many extra correlations involving density fluc- 

tuation appear in the goveming equations, and each needs to be modeled. 

This, in turn, increases the complexity of the turbulence closure problem for 

variable density flows. The use of Favre averaging eliminates these extra 

unknown correlations, making Favre averaging very attractive for flow situa- 

tions where signifiant density changes occur. The Favre averaged equations 

look similar to the time averaged equations obtained for turbulent incom- 

pressible flows, with the exception that time averaged quantities are now 

replaced by Favre averaged values. 

The use of Favre averaged equations may not always be recognized. Often, 

time averaging is ostensibly used, but the extra correlations involving density 

fluctuation are neglected. This essentially reduces the exact t h e  averaged 

equations to a form identical to the Favre averaged equations. The solution 

of these equations wxld  then yield density-weighted values of ali variables, 

the validity of which depends on how close the Favre and tirne averaged 

values actually are. 

It can be shown that for any quantity, Say #, the dXerence between 3 
and 8 is 

Since experimental data for density is often not a d a b l e ,  in order to cal- 

d a t e  the right hand side of Equation (2.8), a mode1 is proposed in order to 
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relate p' to a measured quantity. We have assumed that p' can be approx- 
P imated by -=T' in the second order correlations involving #. This mode1 
T 

is equivalent to neglecting al1 third order correlations and second order cor- 

relations involving # and is consistent with the usual assumptions made to 

derive the averaged goveming equations. Using this mode1 for 4, the right 

hand side of Equation (2.8) can be calculated from the available data. For 

the vertical velocity cornponent, results are shown in Figure (2.1-a). They 

Figure 2.1: Differences between time and Favre averaged quantities - a) 

vertical velocity , b) temperature 

indicate that the differences between time and Favre averaged mean veloci- 

ties based on the methanol pool fire data of interest are on the order of 10% 

in the fhe cote region and increase towards the edge of the f i e  where the 

intermittency is higher. To further appreciate the magnitude of these values, 

it should be noted that measurement uncertainties in the data are also on 

the order of 5-10%. Measurements made in other turbulent reacting flows 

indicate sirnilar results. Direct measurements of ü and ü in round jet diffu- 

sion flames yield ciifferences which are on the order of 5% [63] while for other 
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measurements they are estimated to be on the order of 10% [64, 65, 661. 

Rom the results it appears that time and Favre averaged mean veloci- 

ties are not too much different in turbulent reacting flows; however, it has 

elsewhere been shown that the difference between time and Favre averaged 

turbulent quantities and mean temperatures can be significant. From Me 

available data, the differences between time and Favre averaged tempera- 

tures can be as high as 60%, as depicted in Figure (2.1-b). Experimental 

results of Starner and Bilger [63] show that differences between fi and 

fi are also much higher, on the order of 40% in their flow. Therefore, 

Favre and time averaging should not be used interchangeably. 

Despite the attractive simpier form of the Favre averaged equations there 

are two disadvantages with the use of Favre averaging in modeling fire flows. 

First, Favre averaged data may not be readily available to validate and 

compare with the numerical results, and also to set up boundary/initial con- 

ditions. This is because most instruments measure unweighted quantities 

[67]. For instance, an infinitely s m d  thennocouple will detect an unweighted 

record of instantaneous temperature and it is commonly accepted that ther- 

mocouple systems provide measured values of temperature which approach 

the time averaged values [25, 661. Although there is some debate on the 

interpretation of LDA velocity measurements [66], most authors have also 

considered these as being more representative of time averaged than Favre 

averaged values. 

Second, Favre averaged turbulence models are essentiaiiy based on tirne 

averaged turbulence closures and it is not clear to what extent the hypotheses 

developed for incompressible flows may be transferred to Favre averaged 
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foms of the governing equations [68, 691. 

For these reasons, time averaging is chosen for the present study. It should 

be mentioned that the choice of either averaging technique is still very much 

a matter of taste, and no definite advantage of one over the other has been 

shown. 



Chapter 3 

Description of The Fire Mode1 

3.1 Introduction 

Experimental results suggest that under weak wind conditions and in con- 

trolled laboratory conditions, fire plumes over circular burners remain nearly 

axisymmetric [45, 261. In this study, a two dimensional numerical model 

applicable to bot h planar and axisymmetric fire scenarios is developed and 

used. In the following sections, the theoretical base for this fire model is 

discussed and governing equations are presented. For brevity and also gener- 

ality, governing equations are presented using invariant vector notation and 

the expanded form of the equations is presented for clarity o d y  when needed. 

In order to mathematically describe the basic physics which govem f i e  

behavior including the transport processes involved, one should &art with a 

suitable form of the conservation equations for mas,  momentum, energy and 

species. Since the present study is primarily concerned with gas phase pro- 

cesses, the conservation equations are presented here for a multicomponent, 
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reacting, gas mixture. Detailed derivation of these equations based upon 

continuum theory and the kinetic theory of gases can be found elsewhere 

[70, 71, 721 and will not be repeated here. However, certain basic definitions 

and relations which are frequently used will be given as needed for claxity 

and completeness. Al1 variable definitions can be found in the nomenclature 

section and are given in the text only where required for clarity. 

3.2 Basic Definitions 

For a mixture of N gaseous species, each species is associated with a mass 

concentration, pi which is the mass of species i per unit volume of the mixture. 

This quantity depends on the species molecular weight, di, and its molar 

concentration, q, as given in Equation (3.1) 

The total (local) density 

densities of al1 species 

of the mixture is then calculated as the sum of the 

An important quantity which is used to calculate the mass-weightedl 

mixture properties is the species m a s  fraction, Yi, which is defmed as 

h o t  to be conhised nith the mas-averaged or Favre-averaged properties in turbulent 
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An obvious property of the individual species m a s  fractions, which is 

frequently used to simplify other equations, is that they sum up to unity. 

In a diffusing mixture, each species may move at a different velocity denoted 

here by Vf. Thus, the local instantaneous rnass-weighted velocity of the 

mixture, U, is defined as 

The diffusion velocity of each species is then defined as the difference between 

the species velocity and the mas-weighted velocity 

3.3 Instant aneous Conservation Equations 

Conservation of Species 

The continuity equation for each species can be derived by applying the 

conservation law for m a s  of species i to a fixed volume element in space, 

AV. The general f o m  of this equation becomes 

where 9 is the mass rate of consumption of species i in AV. The diffusion 

velocity can be eliminated from the species equation, Equation (3.7), by 
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invoking Fick's law which states 

V: = -9Wink;- i =  1, ... , N  (3.8) 

Implicit in Fick's law is that al1 species have the same binary diffusion co- 

efficient, 9, which can then 

Utilizing a Schmidt number, 

where 

be totally removed frorn the species equation. 

Sc, the species equation becomes 

Overall Continuity Equation 

Summing Equation (3.9) over al1 species and noting that 

yields the overall continuity equation, 

Conservation 

The equations which describe the conservation of linear momentum are essen- 

tially based upon Newton's second law of motion. If a continuous, isotropie 

and homogeneous media is considered and the relation between shear stress 
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and the rate of fluid deformation is linear (i.e. a Newtonian fluid), the mo- 

mentum equations cm be written in the following vector form 

where fi is the external force per unit mass acting on species i and Q is the 

total stress tensor defined by 

In Equation (3.14) P is the pressure, 1 is the identity matrix and 7 is the 

shear stress tensor given as 

where p' is the bulk viscosity2 and p is the molecular viscosity of the mixture. 

The local pressure in Equation (3.14) is usualiy broken into three terms 

[73] for Rows where buoyancy is the main driving force, such as natural 

convection flows and of course, fires. This yields 

P = pref - / ;~PCO(~)L  + ~d (3.16) 

where Pref is a fked reference pressure, usually the far field ambient pressure, 

g  is the magnitude of gravitational acceleration, p, is the far field ambient 

density and Pd is a kinematic pressure associated with the dynamics of the 

flow. 

Substituting Equation (3.16) into (3.13) and assuming that gravity is the 

only important external force (Le. fi = g) yields 

2sometimes d e d  the second vîscosîty 
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Conservation of Energy 

The principle of energy conservation for a muIticomponent mixture states 

that [74] 

the mte of change of 60th internai and kinetic energy within a con- 

tml volume balances with the net energy influx due to the usual 

heat transfer modes (i.e. conduction, convection and thennol ra- 

diation), the inter-dgusion of species together with the net mte 

of work done on the mMure by  its sumovndings (e.9. viscous 

stresses and body forces) plus the rate of heat added b y  other heat 

sources. 

The general form of the energy equation for a reacting system of gases is 

extremely cornplex. Using vector notation, the energy equation in terms of 

total enthalpy, H, becomes [70, 741 

where 

and 
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Based on Equation (3.21), the specific enthalpy of species i, hi, consists of 

its enthalpy of formation, hf,  at  a reference temperature, TO, plus a change 

in enthalpy from Ta to T. In this form, energy is not explicitly added to a 

fluid during reaction, instead reaction is accounted for through conversion of 

chernical energy stored in different species into sensible heat. 

For fires where the gas velocity is low and pressure is nearly constant, the 

general form of the energy equation, Equation (3.18), can be reduced to a 

simplified form. The total viscous work term and the term describing work 

due to buoyancy can be neglected, dong with the term for work done by 

pressure. In addition, since the kinetic energy of the mixture is very small 

compared to the mixture enthalpy, the static enthalpy, h, is approximately 

equal to the total enthalpy, H. Finally, the heat flux caused by concentration 

gradients of different species, the third term on the RHS of Equation (3.19), 

can be neglected in cornparison with the thermal energy exchange within the 

mixture for most applications [74, 701. Under these assumptions, the energy 

equation reduces to 

Using Equation (3.9) and assuming that the reference temperature, TO, 

for al1 species is the same, the simplified energy equation can be rearranged 

into a forrn in t e m s  of temperature, T, 
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where C r  is a mean value of the instantaneous heat capacity of species i 

at constant pressure, Cp is a mass-weighted heat capacity of the mixture a t  

constant pressure and R, is the heat of combustion, as defined below 

and 

Equation (3.23) is the one which is numerically solved in the present 

study. The advantages of solving the energy equation in terms of T rather 

than h are twofold. First, it reduces the calculations required to obtain tem- 

perature in simulations of reacting flows where C, is a function of T and 

species mass fraction. Second, it allows more explicit coupling of the en- 

ergy, mass and momentum equations. Since in natural fires the velocity and 

temperature fields are strongly coupled, a better coupling in the governing 

equations improves the overall efficiency of the numencal model. 

Gas State Relation 

In natural &es, pressure is nearly atmosphenc and temperature is relatively 

high. Therefore, the gas phase can be treated as an ideal gas for which the 
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state relation is 

Equations (3.9), (3.12), (3.17), (3.23) and (3.27) constitute a closed set of 

equations for P, p, T, U and x, provided gas properties and reaction rates 

of different species are known. 

3.4 Averaged Conservation Equat ions 

As discussed in Section 2.4, time averaging is preferred for the present study. 

In this method, exact averaged consewation equations are obtained by using 

Reynolds decomposition of the variables, and then time averaging the results. 

To simplify the result ant equations, t hird and higher order correlations are 

assumed to be negligible and turbulent fluctuations in thermophysicai p rop  

erties, e.g. C,, p and K as well as correlations involving both p' and Y/ 

are neglected. This results in the following simplified form of the averaged 

equat ions. 

Averaged species equation 

Averaged continuity equation 

Averaged momentum equation 

Components of the averaged momentum equations are best presented in a 
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semi-expanded vector form as follows. In the following equations r' and î 

are the unit vectors of the coordinate system. For axisymmetric cases, they 

denote radial and axial directions, respectively. 

Averaged r-momentum equation 

where 

= O for Cartesian coordinate system 
3 

( = 1 for cylindrical 

Averaged z-momentum equation 

coordinate system 

where 
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and 

Averaged energy equation 

3.5 Turbulence Submodel 

The unweighted averaged equations given in Section 3.4 involve some un- 

known correlations (i.e. turbulent shear stresses and turbulence fluxes etc.) 

which need to be evaluated. This is accomplished through the turbulence 

mode1 closure. Depending on the cornplexity of the turbulence closure, diE 

ferent met hods are used to estimate the unknown correlations. Turbulence 

closures could be as simple as using algebraic relations (i.e. Prandtl's mkhg 

length hypothesis) or as complicated as solving full transport equations for 

each of the unknown correlations. 

In 6re modeling,where strong buoyancy effects enhance the non-isotropy 

of turbulence, simplistic algebraic turbulence models are not suitable. On the 

other hand, second order turbulence closures (Le. Reynolds Stress Modeis 

or Algebraic Stress Models) which seem to account for such turbulence non- 

isotropy are computationdy expensive and often cause instability problems 
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in numerical computations. Since buoyancy-driven flows tend to be very un- 

stable both physically and numerically, it is hard to obtain a convergent solu- 

tion [75]. Therefore, it is generally not advisable to utilize turbulence models 

which may further contribute to instability andior convergence problems. 

The k-E model [76] is, by far, the most popular and widely used turbulence 

model for engineering calculations [T?], and for calculations of pool fies as 

shown in Section 1.4. This two equation turbulence model seems to provide a 

reasonable compromise between accuracy and efficiency of computation and 

therefore, is used in the present fire model. 

In the standard LE model, the main modeling assumptions for time av- 

eraged shear stresses and turbulent flues are based on the Boussinesq hy- 

pothesis, which may be written as 

and 

The eddy viscosity, ut, is given by 

where C, is assumed to be a constant in the standard k-E model. 

The turbulent kinetic energy, k = $Ut Ut, and its dissipation rate, 

E = uVUt : VUt, are obtained by solving separate transport equations. The 

k equation cm be obtained by subtracting the averaged momentum equation 

from the instantaneous one, mdtiplying the result , the perturbation equation, 

by the fluctuating velocity vector, Ut, and then averaging. 
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A transport equation for E can be obtained by taking the divergence of 

the perturbation equation, perfonnuig the inner multiplication by VU' and 

then averaging [78, 77, 791. 

The exact transport equations for turbulent kinetic energy and its dissipa- 

tion rate for variable density flows using unweighted averaging involve many 

unknown third and higher order turbulence correlations, including many in- 

volving density fluctuations [80], and for which very little information is 

available. In practice, many of these correlations are either neglected or 

modeled using purely empirical proposals and/or arguments involving di- 

mensional analysis. In this way, the exact equations are reduced to a more 

tractable form. 

Wit hout furt her elaborating on the simplifications and drastic surgeries 

involved in the derivation of the k and E equations 1771, their final forms 

including buoyancy production terms, are given as [81, 461 

The k equation 

The E equation 

where 
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and 

These f o m  of the equations were used in this work. 

With known values of k and E, turbulent Reynolds stresses and turbulent 

fluxes can be calculated using Equations (3.33) and (3.34). However, the 
- 
4T' term in the energy equation still remains to be modeled. This term, 

which represents a turbulent energy flux due to simultaneous fluctuations of 

density and temperature, appears only when time averaging is used and has 

simply been neglected in previous models. 
- 

Due to the potential importance of the #Tt term in determination of 

the behavior of fires, a first order approximation is used to model this term, 

which yield 

To evaluate the right hand side of Equation (3.40) a transport equation for 

Tl2 is solved. The modeled form of this equation, which is equivalent to the 

transport equation for mean square fluctuations of mixture fraction used in 

other models [37, 43, 821, is 

where u,, Cgi and Cg2 are additional model constants. 
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3.6 Combustion Submodel 

The reaction of fuel and air in fies involves many elementary reactions, even 

for a simple fuel. For instance, Westbrook and Dryer [83] have postulated 

that the oxidation of methane, which is the simplest hydrocarbon, occurs 

through roughly two paths and involves at  least 78 important elementary 

reactions. 

Although such detailed reaction models may be important in certain ap- 

plications, consideration of such complications in fire field modeling, where 

the global impact of combustion on flow field is of primary concern, is nei- 

ther necessary nor desired. Besides, detailed reaction mechanisms and the 

associated rate coefficients for many of the common fuels are not completely 

known. Therefore, for engineering fire calculations, it is convenient to assume 

that the fuel oxidation takes place in a one-step irreversible reaction where 

1 kg of fuel reacts with s kg of oxygen to produce (1 + s) kg of products. 

Fuel + (s) Oxygen = (1 + s) Products 

For the fuels considered in the present study, the following general one- 

step global reaction mechanism is assumed to describe the combustion pro- 

cess for the fuel in air. 

where and # denote the molar stoichiometric coefficients of reactants and 

of products, respectively. 

One of the main dificulties in computations of turbulent reacting flows is 

the estimation of mean reaction rate, E, in the species equation, Equation 
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(3.28). Magnussen and his coworken [84, 851 have developed a model for 

this purpose which is an extension of the earlier Spalding Eddy Break Up 

(EBU) model [61] and assumes infinitely fast reaction kinetics. This is the 

formulation used in the present study. Justification is provided below. 

For slow flows such as those occurring in natural &es, the reaction rate 

is usually limited by the rate at which diffusion processes can bnng fuel and 

oxidizer together. Therefore, for overall calculation of the reaction rate, it is 

quite reasonable to assume that chernical rates are infinitely fast relative to 

mwng rates. The fast chemistry assumption can be evaluated by defining a 

Damkohler number which, in this case, would be the ratio of the time scale 

associated with the dissipation of turbulent fluctuations, .rt, to a characteris- 

tic chemicai time scale, T,. For fires, T, seems to be 5 to 6 orders of magnitude 

smaller than ~t [l] which implies very high Damkiihler numbers and justifies 

the fast chemistry assumption. 

In a turbulent flow, according to Magnussen's generalized Eddy Dissi- 

pation Concept (EDC), reaction occurs in regions where fuel and oxidizer 

are mixed at  the molecuiar Ievel. These regions, where the molecular mix- 

ing associated with the dissipation of turbulence takes place, are believed 

to occupy only a small fraction of the total volume of the fluid. They also 

tend to appear in the highly strained regions between the larger eddies in 

the flow. hr ther ,  the Eddy Dissipation Concept postdates that the reaction 

rate of fuel in a turbulent flame is proportional to the mass transfer between 

the fine structures and the surroundhg fluid and is controLled by the defi- 

cient reactant. With an assumption of nearly isotropie turbulence within the 

fine structures, EDC suggests the foilowing relation for estimating the fuel 
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consumption rate in a turbulent flame [84, 851 

where x is the fraction of the fine structures which react and, for diffusion 

Barnes, is usually assumed to be unity. &, is the mass concentration of the 

deficient specie defined as 

Once the fuel reaction rate is calculated from Equation (3.43), the transport 

equation for the fuel mass fraction can be solved. To calculate the mass frac- 

tion of other species, significant savings in computational time are achieved 

by introducing a new conserved variable, the so called mixture fraction, f .  

The transport equation for the mixture fraction does not have a source t e m  

and after time averaging, it can be written in the form 
n 

There are several scalar variables which are conserved under chernical 

reaction and can be used to describe the mkîng in a non-premixed reacting 

flow. But for cases where the chemistry is reduced to a one-step reaction, such 

as the present one, Shvab-Zeldovich variables are the most convenient ones. 

These variables can be defined by linear combinations of fuel m a s  fraction 

and other species m a s  fractions. To obtain identical transport equations for 

these conserved variables under identical boundary conditions, they need ta 

be normalized based on their values in the fuel and oxidizer streams. Details 
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of these manipulations can be found in Appendix A, with the pertinent results 

summarized below. 

With known values of Th, and f ,  the mass fractions of other species c m  

be calculated as follows 

and 

Since numerical values of Yfu at any point are always smaller than or 

equd to the corresponding values of f, under certain situations and most 

likely due to numerical round off errors, Equation (3.46) sometimes yields 

non-physical, negative d u e s  for 6, before a fully convergeci solution is 

obtained. In order to prevent such problems and enhance the robustness of 

the numerical technique used to solve the governing equations, a separate 

transport equation for Fo2 can be solved. This is given by 

8 ,- 
-pYo2+v 8t  ((PU + p'U')Yo,) = 

The 

present 

addition of a transport equation for is a new feature of the 

mode1 which eliminates problems with non-physical values of Yo, 
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and improves the robustness of the numerical model signiiîcantly. The above 

set of equations forms the basis for the combustion submodel in the present 

f i e  field model. 

3.7 Radiation Submodel 

Thermal radiation directly affects the energy equation through the divergence 

of the radiative energy flux, V qr. The calculation of this term requires a 

solution for the Radiative Transfer Equation (RTE) which, in general, is 

extremely difficult to solve and imposes another challenge in fire modeling. 

A comprehensive radiation model for fies which are non-homogeneous 

absorbing-emitting media needs a detailed description of temperature and 

species scalar fields and also requires accurate methods to calculate soot 

concentration and radiative properties of the participating species. Includ- 

ing such a detailed model for radiation dramatically increases the complexity 

of a fire model, as well as increasing computationai time required to reach 

a solution; however, inclusion of a complex radiation submodel may not sig- 

nificantly improve the h a 1  predictions of fire behavior for several reasons. 

First, the angular resolution required to accurately solve the radiative trans- 

fer equation and resolve the directional dependency of radiation intensity 

whithin the fire may be much finer than those assumeci in commonly used 

radiation models (e.g. flux models). Second, there still exists a large degree 

of uncertain@ in the results of some of the submodels required in radiation 

calculations, in particular models for soot formation and radiation, mainly 

due to the very approximate nature of their curent formulations. 
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Therefore, in cases where only the properties of the gas phase are solved, 

many authors have justified the use of a much simpler approach to radiation 

modeling [48, 43, 44, 451. This simplified model, the constant fiction nr- 

diation model, is based on the experimental observation that flames appear 

to radiate a fixed fraction of their total available heat of combustion, The 

specific fraction radiated depends on the fuel type [l, 39, 861. Using this 

simplification, the divergence of the radiative heat flux can be calculated by 

where x is a constant radiation fraction obtained from experiment and is 

different than the x in the EDC model discussed in Section 3.6. The con- 

stant fraction model has the merit of simplicity and also restricting the total 

radiation loss to a desired level; however, the implied distribution of volu- 

metric radiation loss within the fire flow field is not realistic. Equation (3.51) 

indicates that the radiation loss distribution depends only on the calculated 

fuel reaction rate, whereas, in reality, at least the temperature field and local 

gas emissivities should also be accounted for in determining the distribution 

of radiation frorn the fire. 

In an attempt to incorporate the effects of local gas temperature and 

emissivity in the radiation submodel, a new alternative approach to evaluate 

V has been added to the present fire model. 

It can be shown that in the opticdy thin limit, the divergence of radiative 

heat flux becomes [87, 881 

where a is the local gas absorption coefficient and o is the Stefan-Boltzmann 
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coefficient. This expression c m  be multiplied by an appropriate factor to 

ensure that even though radiation losses are locally redistributed throughout 

the fire field, the total radiation loss remains equal to the level obtained from 

the classical constant fraction radiation model. Therefore, as an alternative 

to the classical constant fraction approach to radiation, in this work the 

radiation is postulated to be distributed as 

n 

where ml, is the total fuel mass flux and the subscript . refers to the nth 

control volume. In the present model, a is calculated by [46, 471 

where e is the total gas emissivity and b is a local ce11 dimension of the 

computational grid which is assumed to be equai to the ratio of volume 

to area for each control volume. The total gas emissivity is caiculated by 

the temperature weighted sum of gray gases model [89] which postulates 

that total emissivity may be represented by the sum of gray gas emissivities 

weighted by some temperature dependent factors. According to this model, 

the total emissivity may be calculated by 

where tq is the absorption coefficient of the i-th gray gas and PS is the partial 

pressure-path length product. The emissivity weighting factors for the i-th 

gray gas, a,j, are calculated by 
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where b,,, axe referred to as the emissivity gas temperature polynomiai co- 

efficients. Numerical values for 6 and bCtiJ can be found in [89]. 

3.8 Thermophysical Properties 

The thermophysical properties of a mixture of ideal gases which undergo a 

reaction Vary significantly due to changes in the gas temperature and com- 

position. In the present model, the gas density is calculated using the state 

relation, Equation (3.27), where the mixture composition has been accounted 

for. 

The specific heat of the gas mixture at constant pressure, C,, which has 

a direct effect on the energy equation, is calculated using equations (3.24) 

and (3.25). The heat capacities for each species in Equation (3.24), CF., are 

expressed by third order polynomials [go]; however, some of these polynomial 

fits fail to give realistic values of the properties at the higher temperatures 

found in the fire. In such cases, the C'. cuwe fit reaches a maximum at 
t 

some temperature, generally greater than 1000 K, and decreases for higher 

temperatures. This inconsistency in thermophysical property value can cause 

serious convergence problems and therefore, for such cases, an adhoc tech- 

nique is used to estimate values of C,. In the present model, the third order 

polynomial fits are used up to T = 1000 K and for T > 1000 K a linear 

fit based on values of cpim obtained fkom the CRC tables [91] are used (see 

Appendix B for details). 

The molecular viscosity of the mixture as a function of temperature can 

be calculated by either a third order polynomial fit assuxning that the mixture 
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is largely air, or for a mixture other than air by a species weighted power-law 

relation (921 

where pp is the viscosity of specie i at a reference temperature TO. A value 

of 0.75 is used for n in Equation (3.57) [37]. Due to minimal effects of 

molecular diffusion, the first method is used for most of the fire simulations 

in the present work. 

3.9 Summary: The Base Fire Model 

This chapter has discussed and rationalized the vanous physical assump- 

tions, based on assessment of previous work, that form the theoretical Base 

Fire Model (BFM) which was developed in this thesis. This includes the 

formulations of the transport equations, the various turbulence, radiation 

and other submodels, property values, and geometnc considerations. As the 

BFM comprises a considerable number of such assumptions, the following will 

summarize, in point form, the main elements of the mode1 so as to clearly 

distinguish the BFM fiom any further extensions to be discussed later. 

The base fire mode1 is based on: 

a a two dimensional (rectangular or axisymmetric) geometry with the 

transport equations of motion formulated in invariant vector notation, 

a incorporation of a multicomponent reacting gas mixture formdation, 

uniquely solving a temperature formulation of the energy conservation 

equation rather than the enthalpy formulation more commonly used, 
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the equations of mass, momentum and energy, solved simultaneously 

using a strong coupled formulation, 

the assumption of the k-E turbulence model which includes buoyancy 

production tenns, but with the diffusion coefficient C, taken as a con- 

stant, 

special treatment of the scalar fluxes including the density temperature 
- 

correlation, @Tt, formulated in terms of a transport equation for the 

scalar intensity T", 

a single one-step irreversible combustion submodel assuming infinitely 

fast chemistry and which incorporates the Eddy Dissipation Concept 

for the estimation of the reaction rates, 

a transport equation for the mixture fraction f so as  to facilitate cal- 

culation of the species mass fractions, 

special treatment for the conservation of oxygen mass fraction by in- 

voking a separate transport equation, for 

O a new but simplified radiation model, and 

retaining the temperature dependence of the thermodynamic properties 

C' and y 



Chapter 4 

Numerical Implement at ion 

The partial differential equations given in Chapter 3 describe the theoretical 

b a i s  for the present fire model. Because of the strong interaction between the 

fluid flow and temperature fields, these equations are strongly coupled. The 

additional temperature dependency of the thermophysical properties further 

contributes to the nonlinearity of the equation set. Finally, the range of time 

scales associated with the physical phenomena occurring in the fire causes 

the governing equations to become stiff and hence, it is difiicult to obtain a 

converged solution to this coupled equation set. 

Robust and efficient numerical methods are needed to solve these highly 

non-linear, coupled equations. The essence of all methods in CFD is to con- 

vert the continuous partial differential equations to a set of algebraic h e u  

equations in terms of the unknown values at discrete locations in time and 

space. A solution to these algebraic equations provides a discrete represen- 

tation of the unknown fields over the computational domain. Because of the 

wide variety of numericd methods in use and their associated merits and 
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disadvantages, it is necessary to describe the details of the present mode1 

so that the numerical results can be interpreted properly, and also so that 

possible sources of numerical errors are recognized. 

In this chapter, the numerical model developed during the course of this 

research is described. This model is based on a hilly implicit pressure based 

control volume method and primitive variables are used. The governing equa- 

tions are discretized using a colocated variable arrangement. M a s ,  momen- 

tum and energy equations are solved simultaneously, whereas other equations 

are solved in a segregated manner. The present model can be used to solve 

a variety of two dimensional flows including: 

planar and axisymmetric Rows, 

lamina and turbulent flows, 

reacting and non-reacting flows, and 

isothermal and non-isothermal flows with strong b uoyancy effects. 

Although many of the different techniques and submodels used in the 

present model have been used separately in models for different flow situa- 

tions, this is the first t h e  that al1 these techniques have been combined into 

a strongly coupled CFD model applicable to both steady-state and transient 

fire simulations. 
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Domain Discretization and Grid Genera- 

In control volume methods, a grid is first generated over the computational 

domain to define either the boundaries of each control volume (node centered) 

or the node locations themselves (face centered). In the present mode1 a node 

centered grid is used, where grid points determine the corners of each control 

volume and computational nodes are located at the center of each control 

volume, as shown in Figure 4.1. 

+ nodes 

X in tegrat ing points 

Figure 4.1: A typical control volume in a bmolecule node centered grid 

The grid itself is generated using an algebmic gràd genemtor which is 

described in more detail in Appendix C. As shown in Figure 4.1, each face 

of a control volume contains one integrating point, i p ,  in the rniddle where 

different fluxes are calculated. To generate ai0symmetric grids, a Cartesian 
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grid is first created, and then rotated about an axis to generate the required 

axisymrnetric grid. 

4.2 Discret ization of the Governing Equations 

After discretizing the computationd domain, the general approach in a con- 

trol volume method is to integrate the partial differential equations over each 

control volume [93, 941. The resulting volume and surface integds are then 

approximated to obtain a set of algebraic equations in terms of the nodal 

values of the unknown variables. Since a Bve-molecule g i d  is used here, each 

equation should only contain the unknown values at  the associated node (i.e. 

P) and its immediate neighboring nodes (i.e. E, N, W and S). Therefore, 

the algebraic equation for a variable 4 at node P, for instance, will have the 

form 

or simply 

where C" the coefficient of 4 a t  node i and B$ is a constant value which 

includes all the terms which do not implicitly depend on nodal values of # 

a t  the five-molecule nodes. This set of algebraic equations is then solved for 

the nodal d u e s  of the primitive variables. 

It can be shown that al1 of the transport equations in the theoretical 

mode1 can be rearranged and cast into a genenc transport equation for a 
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variable denoted here by +. This generic transport equation can be written 

as 

where r is the total diff'usivity and S%(' denotes the volumetnc source of #. To 

describe the main approximations used in the present model for discretizing 

the governing equations, it is illuminating to bnefly describe the integration 

of equation (4.3) over a typical control volume. Further detail can be found 

in [95]. 

4.2.1 Integration of the Transient Term 

The transient term of Equation (4.3) is integrated over volume V using an 

average value of the time denvative in space which yields 

where At is the time step and the superscript dd denotes the value of p# at 

the previous time step. The backward differencing scheme used in Equation 

(4.4) implies that the present model is first order accurate in t h e  for the 

solution to transient problems. For steady state problems, the ha1 solution 

is approached by rnarching in time and the tirne step is used as a relaxation 

parameter. 
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4.2.2 Integration of the Convection Term 

For the generic transport equation here, integation of the convection term 

over the volume yields 

where A denotes the area of the control volume surface, Û is the advecting 

velocity and f i  is the unit vector normal to A as shown in Figure 4.1. 

Therefore, one needs to evaluate the integrating point values of 6, velocity 

and some other variables. These have been the subject of much research and 

numerous approaches have been proposed [93, 94, 961. In summary, the 

first order accurate upwind difference schemes are very robust and efficient 

but are well known for their associated numerical or false diffusion effects, 

particularly in regions where convection is strong and the flow is oblique to 

the grid lines. On the other hand, higher order accurate schemes generally 

produce more accurate results providing the g i d  is sufficiently fine, but they 

may cause oscillatory solutions or even convergence problems for some flow 

situations. 

The performance of different advection schemes is generally dependent on 

the application. Since there is no clear evidence indicating the superiority of 

a particular advection scheme for fire simulations, the numerical implemen- 

tation in the present mode1 is such that any one of three advection schemes 

can be selected. These are 

pure Upwind Differencing Scheme (UDS) 

a PEclet weighted Upwind DXerencing Scheme (PEUDS), and 
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Higher Order (2nd) Upwind Differencing Scheme (HOUDS) 

In UDS, the integrating point values are evaluated based on the nodal 

value in the upstream direction. For example, at  the east integrating point 

of a control volume, & is calculated by 

where me is the mass flux through the east face of the control volume. 

According to the Peclet weighted upwind differencing scheme (PEUDS) 

de, foi instance, can be evaluated by[97] 

where a, is a function of the local Peclet number, P, as follows 

Here, De = 7 reAe relates to the strength of the total diffusion flux through 
u e  

the east control volume face, re denotes the total diffusion coefncient, A, is 

the area of the east face and Le is the distance between the P and E nodes. 

In HOUDS, integrating point variables are calculated based on their u p  

wind values and a second order correction t em.  At the east integrating 

point, for example, HOUDS yields 
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where 1 denotes the nodal vdue of the limiter, V# is the nodal averaged 

gradient of 6 and r'represents the displacement vector from the upwind node 

location to the integrating point. Central differencing is used to calculate the 

gradient terms and the limiten, which are introduced to prevent oscillatory 

solutions and are calculated based on reference (981. 

The relative performance of these advection schemes for different flow 

situations is shown in test case results presented in Appendix D. 

The advecting velocities, Û, are calculated quite differently from the con- 

vection terms, using the Rhie and Chow [99] pressure weighted interpolation 

method. According to this method, the advecting velocities are calculated 

based on the average of the neighboring nodal velocities corrected by a pres- 

sure redistribution term and a history term to prevent pressure velocity d e  

coupling. The advecting velocity at  the east integrating point, for example, 

would be 

- Ûe = ave(Up, UE) -de [V Pe - Z ( V  Pp, V PE)] + 

where the a() operator takes the geometric average of 

(i.e. mean averaging for a uniformly spaced grid) and d, 
its two arguments 

= @r' + @î. The 

components of de (i.e. and @ ) are caiculated based on active coefficients 

of the corresp onding velocity component (see (951 for detaiis) . 
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4.2.3 Integration of the Diffision Term 

After integating the diffusion term over the volume, the equation 

is obtained. To calculate this term, the gradient of @ must be evaluated 

at each integrating point. Due to the elliptic nature of diffusion, central 

differencing appears to be a suitable choice to represent the gradient, and 

is adopted here. A second order centrai differencing scheme is also used to 

evaluate the integrating point diffusion coefficient, Fip. Calculation of r+ at  

each integating point is critical to preserve the fully conservative properties 

of the present model. 

4.2.4 Integration of the Source Term 

In general, the source term is linearized such that there is a part SQ, which 

implicitly depends on the nodal value of $ p  and another part, Sg, which is 

calculated explicitly. This yields 

After integrating the source term over the volume and discretizing the result, 

the implicit part is added to CF whereas the explicit part is added to B$, in 

Equation (4.1). 

The linearization of the source term depends on the nature of the source 

term in the original equation and its dependency on the variable being sought. 

Therefore source terms are discussed separately for each equation later in this 

chap ter. 
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4.3 Discret ization of the Coupled Equat ions 

As stated earlier the conservation equations for mass, momentum and en- 

ergy are solved simultaneously in the present model. This requires that the 

discrete f o m  of each equation include active coefficients for the dominant 

variables in other equations as well. 

Since u, Y, Pd and T may not explicitly appear in every one of the coupled 

equations, special care must be taken to reflect the strong coupling between 

the transport equations for these variables in their counterpart linearized 

discrete equations. Such issues are addressed in the following sections. 

4.3.1 Discrete Form of the Mass Equation 

The continuity equation is used to find the pressure even though pressure does 

not explicitly appear in this equation. The continuity equation integrated 

over the volume becomes 

The Fust term of Equation (4.13) shows the rate of change of mass inside the 

control volume and is approximated by 

For the variable density flows considered here, density changes mainly due 

to changes in temperature. Therefore, it is desired to express p in Equation 

(4.14) as a function of T to create a coupling between the continuity equation 

and the energy equation. This is accomplished by taking the first two t e m  
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of the Taylor series expansion of p about its lagged value, which yields 

Rom the state equation we obtain 

P 

Substituting Equation (4.16) into (4.15) yields an expression for P 

Equation (4.17) is valid only if (T - T') is small enough that any higher 

order terms in Equation (4.15) can be neglected. This condition is usually 

met if the temperature variation is smail (e.g. weak buoyant flows) or a 

small enough time step is used in the solution. Since highly buoyant flows, 

including pool fires, are themselves nurnerically unstable, small time steps 

are required anyway. Therefore, the above condition is likely to be valid. 

The second term of Equation (4.13) is approximated as 

(4.18) 

To discretize this t e m l  Equation (4.10), is substituted into the RHS of Equa- 

tion (4.18) and then the equation is remanged to obtain active coefficients 

for nodal velocities and pressures. In obtaining the pressure coefficients, only 

the pressure gradient terms at  the integating point, VPip,  are implicitly in- 

cluded. Other pressure redistribution terms are lagged and included in the 

source term for the m a s  continuity equation. 
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For turbulent flows, the third term of Equation (4.13) is present when 

time averaging is used. Based on the gradient diffusion hypothesis, it can be 

approximated as 

To discretize t his term, central differencing is used to evaluate the density 

gradients at each integration point and al1 these tenns are added to the 

source term in the mass equation. The final fonn of the discretized continuity 

equation is 

The convention for writting the coefficients C is that the subscripts indicate 

the corresponding node (i.e. P, E, N, W, S), the first letter of the superscript 

denotes the variable that the coefficient is multiplied by (i.e. P, T, u etc 

. . . ) and the second letter of the superscript indicates the equation in which 

it appears (e.g. P for mas ,  T for energy etc . . .). 

4.3.2 Discrete Form of the r-momentum Equation 

To discretize the r-momentum equation, Equation (3.30), we first present the 

modeled form of that equation which can be derived using Equations (3.33) 

and (3.34). After substitut h g  for the turbulent correlations and rearranging 
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some of the terms, the equation becornes 

2, 
where p e ~  = p + pt and = pd+ 3pk . 

As can be seen in Equation (4.21) a modified pressure, r, replaces 

in the momentum equation for turbulent flows. This modified pressure is 

also used in the definition for the advecting velocities and therefore, it is this 

pressure which is obtained by solving the governing equations. 

The discretization of the transient, convection and diffusion terms follows 

the procedure described earlier for the generic transport equation. The pres- 

sure gradient term is discretized using central differencing and therefore, the 

pressure coefficients, Cc, depend purely on the geometry of the grid. 

The last three t ems  in Equation (4.21) are grouped terms because each 

term is active only for certain situations. Term u-II represents the effects 

of correlations involving 4. Term u-II exists only for axisymmetric flow 

solutions and tenn u-III is nonzero only if density is variable. 

Tems u-I and u-III are explicitly accounted for using lagged values of all 

variables involved and using central dinerencing to discretize any gradient 
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terms. Term u-II in Equation (4.21), is discretized as follows 

where ~p is the r coordinate of the node itself and advecting velocities are 

used to evaluate the first term on the RHS of Equation (4.22) which yields 

In this term advecting velocities are used to ensure that V Ü goes to zero 

for constant density flows. After discretizing and rearranging different terms, 

the final fonn of the discretized r-momentum equation can be wrîtten as 

4.3.3 The Discrete form of the z-momentum Equation 

Following sirnilar method as was used for Equation (4.21), the modeled fom 

of the z-momentum equation may be rearranged as 

&n 
The discretization of all terms follows simüar procedures to those d e  

scribed earlier, except for the buoyancy term, (p, - p)g,  which has no coun- 

terpart in the r-momentum equation. The buoyancy term is integrated over 

the volume and discretized as follows 
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JJ(p.. - PW = (P, - PW (4.26) 
v 

To create a coupling between the smomentum and the energy equations 

Equation (4.17) is used to relate density to temperature which yields 

As can be seen in Equation (4.27) this discretization produces an active 

coefficient for T in the z-momentum equation which reflects the strong in- 

teraction between temperature and velocity fields. The resultant algebraic 

equation which represents the discretized z-momenturn equation is 

4.3.4 The Discrete Form of the Energy Equation 

The modeled form of the energy equation can be written with different terms 

grouped together such that each group is active for particular applications. 
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This form is 

d 
-@CPT) d t  + V (pC,TÜ) = V ((K + %) vT) + 

T-II 

(4.29) 

The discretization of the transient, convection and diffusion t e m s  closely 

follows the procedure described for the generic transport equation, with the 

exception that in the transient and convection terms 5 is replaced by c,T. In 

addition, since the usual linearization of the convection term does not create 

a coupling between the energy and momentum equations (T-V coupling), it 

is beneficial in a fire mode1 to use an alternative linearization method for this 

Foliowing Galpin and Raithby [75], Newton-Raphson linearization is a p  
-- 

plied to the UT product in the convection term to yield 

-- -1- UT=UT+US-U'T' (4.30) 

Equation (4.30) is then substituted into the convection term in Equation 
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(4.29) and integrated over the volume, giving 

Equation (4.10) is used to define Ü in the last two t ems  of Equation (4.31) 

in terms of nodal velocities which, in turn, produces active coefficients for 

the velocity component, and provides a coupled equation set. 

Al1 other terms in Equation (4.29) (Le. T-1, T-II and T-III) are explicitly 

accounted for using the most updated values of the variables. Term T-1 

in Equation (4.29) is active only if turbulent correlations involving density 

fluctuations are accounted for and terms T-II and T-III are present only for 

reacting flows, despite the fact that V q, may still be present in some high 

temperature non-reacting fiows. 

The final form of the discretized energy equation is 

4.4 Discretizat ion of the Segregated Equations 

The mas,  momentum and energy equations described above are solved si- 

multaneously. AU other equations are solved individually. Therefore, the 

discretization of the transient, convection and difhision terms for these equa- 

tions follows exactly the same procedure as that described earlier for the 

generic transport equation; however, the linearization of the source term 

should be discussed furthet for each equation. 
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4.4.1 Source Term Linearization of the k-é Equations 

Physical realizability requires that both k and E should remain positive, thus 

care should be taken in lineaxizing the source terms in the k and E transport 

equations such that positive solutions are guaranteed. This means that a 

negative source term, which could lead to a negative solution, could be a 

potential threat to the realizability of the solution. For the k equation, the 

source term can be written 

where Pk and Bk are defined in Equations (3.38) and (3.39) respectively. In 

the present model, the following linearization is used 

To evaluate an average value of Pk for each control volume, the velocity 

gradients in Equation (3.38) must be approximated. In this case, central 

differencing is used and advecting velocities are utilized for the cdculation 

of nodal velocity gradients. 

The buoyancy production term in the % equation is approximated by two 

dXerent methods. One is based on the Gradient Diffusion Hypothesis (GDH) 

given in Equation (3.34) and the other is based on the Generalized Gradient 

DiIrusion Hypothesis (GGDH) [100] which yields 



4.4 Discretization of the Segregated Equations 

and which can be hirther expanded as 

'' . The advantage of the second rnethod over the first where Cp = - (-) 
2 0, 

is that the gradient of both p and U are accounted for in the turbulent 

correlation. In both methods, central differencing is used to discretize the 

gradient terrns. 

In a similar fashion, the source term in the E equation may be expressed 

and linearized as 

The values of Pk and Bk used in the k equation are used in this formulation 

of the E equation. 

4.4.2 Source Term Linearization for the Species Equa- 

tion 

In reactuig flows, the combustion source terms in the species and the energy 

equations are usudy the dominant terrns and therefore have a signifmnt 

influence on the solution of these equations. At the same tirne, the sum of the 

m a s  fiactions of all species in a reacting flow has to remain bounded between 
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O and 1. Hence, it is important to carehilly treat the combustion source 

terms to obtain robust convergence of al1 the equations while maintaining 

the solution of the species equation within a physically realistic range. 

To accomplish this, the following linearizations are used 

and 

As shown in Equations (4.39) and (4.40), only the implicit part of the source 

t e m  has remained and it inversely depends on the solution itself. This 

ensures that the solution remains bounded between the physical limits of Yb 

and Yo, which are applied through the boundary conditions on the solution. 

4.5 The Solver 

Once the governing equations are discretized, the resultant set of algebraic 

linear equations needs to be solved. In the present model, two solver options 

are provided, a direct solver and an iterative solver. 

The direct solver is a sparse matrix package which is designed to efficiently 

solve large sparse systems of linear equations [101]. The iterative solver is 

again a sparse m a t e  solver package based on the conjugate gradient stabi- 

lized acceleration method and uses right preconditioning [102]. 
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4.6 Convergence Criteria 

As was discussed in previous sections, the solution procedure involves m e r -  

ent steps which are schematically presented in the flowchart shown in Figure 

4.2. Because of the nonlinearity of the goveniing equations, the solution 

procedure is iterative and a convergence criterion must be set to stop each 

iteration loop. In the present method, three parameters are monitored for 

this purpose. One is an averaged normalized difference between two con- 

secutive solutions as calculated using Equation (4.41) for a typical variable 

$ 0  

no. of nodes I€ 

where 

no. of nodes 

and E is the convergence criterion, chosen here to be 1.0 x 10-~. 

This criterion is appropriate if the steady state solution is desired and 

if a large time step is used. However, for cases where small time steps are 

used, this criterion may not be appropriate. Hence, the maximum residual 

and the ratio of consecutive residuals are also monitored. The nodal value 

of the normalized residual for a variable 4 is calculated as 
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Figure 4.2: Flowchart of the solution procedue 
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For al1 the cases presented in this thesis, the maximum residual for al1 

variables is set to be smaller than or equal to 1.0 x 1od3 a t  convergence and 

the ratio of the consecutive residuals must remain smaller than unity. 

In order to validate the implementation of the cornputer program and the 

numerical model, several test cases were run at different stages. The results 

of these test cases are presented in Appendix D and demonstrate the validity 

of each module in the final fire field model. 



Chapter 5 

Steady State Base Mode1 

Results 

5.1 Introduction 

Mathematical description and details of numerical implementation of the 

present rnodel were introduced in Chapters 3 and 4, respectively. Severai 

validation tests for non-reacting flows have also been conducted to establish 

the proper implementation of the numerical algorithm structure and physical 

consistency of the model. These results are contained in Appendix D. 

In this chapter, results for two reacting flow test cases, a 2D rectangular 

propane fire and an axisymmetric propane fire, simulated using the base 

rnodel formulation wiU be presented, and some issues regarding appropriate 

boundary conditions for such simulations will be addressed. In addition, 

some weaknesses inherent in commonly assumed mode1 assumptions will be 

identified as requiring further work for fire simulations. 
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5.2 Specification of the Rectangular Propane 

Fire 

The first reacting flow test case considered here is a rectangular propane 

fire for which experimentai data are reported by Annmmma [48, 521. As 

stated in Chapter 1, this is the only medium scale pool fire for which elliptic 

simulation results have been reported in the literature [48]. Hence, it is 

possible to compare the present numerical results not only with experimental 

data, but also with ot her numerical results obtained using a different elliptic 

fire model. 

The experimental setup, shown schematically in Figure 5.1, consisted of 

a 25 x 40 cm gas burner which was held between two insulated horizontal 

plates. To keep the flame as nearly two dimensional as  possible, two large 

insulated vertical walls were used on the front and back sides of the fire. 

Small openings in these vertical walls permitted thermocouple wires and 

laser beams to access the fire for measurements. To take the measurements 

at different locations inside the fire, the bumer was moved dong with the 

two side fioors. For more information regarding details of the experimental 

setup, reference [52] should be consulted. 

The steady-state operating conditions for the fire are listed in Table 5.1. 

Table 5.1: Steady-state operating conditions for the rectangular propane fhe 
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-40 cm- 

Figure 5.1: Schematic of the rectangular propane tire (521 



5.2 Specification of the Rectanguiar Propane Fire 

5.2.1 Computational Domain and Grid Specifications 

To isolate the effect of domain size and grid resolution when comparing nu- 

merical results with those of reference [48], the size of the computational 

domain and grid node distribution are chosen according to [48]. The com- 

putational domain, shown in Figure 5.1, is ?Wb wide and 9Wb high, where 

Wb = 25 cm is the burner width. The results presented in this chapter are 

obtained using two grids whose specifications are Iisted in Table 5.2, with 

g i d  1-2 being similar to the one used in [48]. 

Table 5.2: Grid specifications for rectangular propane fire 

The computational domain covea only half of the burner width, as shown 

in Figure 5.1. This implies that the flow is two dimensional and symmetric 

about the burner mid-plane. 

I 

no. of nodes 

N r x N Z  

52 x 52 

71 x 72 

grid 1-1 

grid 1-2 

nodes in half 

bumerwidth 

19 

31 

grid spacing expansion factor 

Er 

1.13 

1.1 

E= 
1.08 

1 .O5 
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The axisymmetric propane fire 

The second test case considered here is an axisymmetric propane fire on a 

30cm-diameter burner (D = 30 cm) [44]. The details of the experimental 

setup can be found in [44] and a short description is provided below for 

clarity and completeness. 

The burner was held above the ground and set in the center of a square 

4 m x 4 m enclosure, 3.6 m in height. To allow the required fresh air to Bow 

into the enclosure, openings were made at the base of the enclosure walls 

[44]. The calorific power, Q, of the fire was 37.9 kW which corresponds to a 

fuel mass flux of mr, = 8.164 x 10d4 kg/s, when a heat of combustion equal 

to 4.64 x 107 J/kg is used. 

5.3.1 Computational Domain and Grid Specifications 

Since the burner is held above the ground, two choices for the placement of 

the lower boundary of the computational domain were investigated. These 

are depicted in Figure 5.2. 

To reduce the computational tirne, several attempts were k t  made to 

use a smaller computational domain by placing the lower boundary of the 

solution domain at the same height as the bumer exit, Figure 5.2-a. However, 

no robust open boundary condition was found to describe a lower boundary 

of this form. Therefore, it was decided to extend the computational domain 

to cover the area below the burner exit, as shown in Figure 5.2-b. In this 

case, the region underneath the burner itself is blocked out. 

Table 5.3 shows the specifications for the grid used to obtain the numerical 
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results reported in this chapter for the axisymrnetric propane fire. 

Table 5.3: Grid specifications used for the axisymmetric fire 

no. of nodes, N' x Nz 1 52 x 89 

depth of the section below, Hb/ R 1 3 

no. of nodes in burner radius 1 26 

The size of the computational domain was selected based upon the ob- 

served extent of the fire spread in the first test case. The width of the domain 

was chosen such that higher grid resolution could be obtsined without set- 

ting the far field boundary condition too close to the fire centerline. Effects 

of the domain size, grid resolution and modified turbulence parameters on 

predicted results for this case axe presented and discussed further in Chapter 

7. 
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Figure 5.2: Schematic of the computational domain for the axisymmetnc 

propane fie. (a) The small computational domain, (b) The extended domain 
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5.4 Boundary Conditions 

The boundary of the computational domain for al1 f i e  simulations considered 

in this thesis, can be broken into five sections which represent different phys- 

ical boundaries. In this section, details of each of these boundary conditions 

are given. 

Symmetry Boundary Condition 

The assumption of symmetry along the fire centerline dictates the following 

conditions 

where x represents the direction normal to the axis of symmetry. 

Solid Wall Boundary Condition 

A no-slip adiabatic wall boundary condition is used dong all solid walls, 

which yields 

where n represents the direction normal to the w d .  

The boundary conditions for k and E follow the recommendation of An- 

nanunma [52]. After trying a low Reynolds number version of the k-E mode1 

and also standard wall functions in his numerical simulations, he concluded 

that such complications are unsuitable for fire modeling due to the transi- 

tional character of the flow near the fioor. Therefore, these boundary condi- 

tions are set as given in Equation (5.2). 
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Far Field Boundary Condition 

The side boundary condition is located some diameten away from the f i e  

centerline, where there is hardly any ambient motion. Since laboratory pool 

£ire measurements are usually taken in quiescent neutrally stratified environ- 

ments, conditions which represent such room condition can be easily justified 

dong this boundary. These are 

Outlet Boundary Condition 

At the top of the computational domain where hot gases exit, a pressure 

specified outlet is used. Along this boundary the following conditions are 

applied. 

Boundary Condition at the Burner Exit 

To set appropriate boundary conditions at the bumer exit, it should be noted 

that it is the reaction heat release in natural Les which essentially creates 

buoyancy and drives the flow. This consequently causes other scalar fields 

(e-g. pressure, turbulence etc ...) to  develop. This physical behavior presents 

itself in mathematical formulation through the effect of source terms in dif- 

ferent transport equations. Therefore, solution of the goveming equations is 
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pnmarily source driven in these simulations in contrast to other flow situa- 

tions where boundary conditions dictate the behavior. 

Bearing this in mind, it is noticed that the most critical criteria in spec- 

ifying boundary conditions a t  the burner exit is to ensure that the net fuel 

input (mh) to the dornain is equal to the desired value (usually obtained from 

experimental data). To accomplish this, the following boundary conditions 

are used at the burner exit 

where subscript "." denotes the condition at the burner exit. 

These boundary conditions ensure that the convective fuel mass flux into 

the domain is equal to *,,; however, the diffusion flux at this boundary may 

alter the net fuel mass flux into the domain. To prevent such a problem, 

total diffusion coefficients of f ,  ki, and &, at the burner exit are set to zero. 

Boundary condition specification for the energy equation presents its own 

challenge in pool fire simulations, particularly in cases where liquid fuels are 

used. Satisfying the energy equation and performing an exact heat balance 

at  the burner (or fuel) surface requires a detailed knowledge of the radiation 

heat feed back to the burner and also conditions below the bumer surface (or 

inside the liquid pool of fûel). Due to a lack of such information and also lack 

of detailed temperature measurements at  the burner exit in the data for the 

propane &es considered here, a uniform temperature boundary condition, 

T = To, is assumed for the present calcuiations. The specified temperature 

value, T., fixes the bumer exit velocity, W., through the gas density, p.. 
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The present numerical experiments show that the actual value of To as- 

sumed at  the burner exit does not noticeably change the solution as long 

as the diffusion heat loss at  the bumer surface is kept within a reasonable 

range. Since the rnolecular heat diffusion is very small, it is the turbulent 

heat flux which plays the key role. This creates a strong connection between 

boundary conditions for turbulence quantities and temperature. 

Despite the laminar nature of the fuel flow at the burner exit, in parabolic 

fire simulations [44, 45, 37, 461 the levels of k and E are usually "tuned" to 

improve the results and obtain better overall agreement with experimental 

data. Although this practice may be justifiable for parabolic models, where 

s t reamwise diffusion is neglect ed and only the crosswise veloci ty gradient 

contributes to turbulent shear production, it could cause unredistically high 

heat losses a t  the burner exit due to high streamwise gradients close to the 

burner surface. In addition, in elliptic models it is the total turbulent shear 

production and buoyancy generation source terms in the k and E equations 

which determine the turbulence field. Thus in these simulations, the bound- 

ary values of k and E chosen for the bumer exit are found to have negligible 

effects on the overall solution. 

Considering the above discussion, the following conditions for tempera- 

t u e  and turbulence quantities are w d  at  the burner exit 
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5.5 Mean Flow Results 

The base model results reported here are obtained by neglecting the terms 

involving p' and using standard coefficients in the k-E turbulence model. The 

neglect of terms involving # converts the present time averaged formulation 

into a form which becomes essentially Favre averaged, a similar form to that 

used in [48]. 

Propane is a s s ~ e d  to react with air through a one step reaction 

and Table 5.4 lists the numerical values of turbulence mode1 coefficients used. 

Table 5.4: Turbulence model constants 

Calculations for both fires were started fkom a uniform initial guess for 

all variables based on their values in the quiescent surrounding. A srnail time 

step, of the order of rnilliseconds, was used at the beginning of the simulation 

and held at that value but after some iterations the time step was increased 

by one or two orders of magnitude until steady-state solutions were obtained. 

The convergence criteria for the maximum non-dimensional residual was set 

to 10-~. 
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5.5.1 Results for the Rectangular Fire 

Figure 5.3 shows the predicted velocity and temperature fields when a con- 

stant value for the heat capacity at  constant pressure1, i.e. C, = 1300 

(J/kg/K), and 20% radiation heat loss is used. 

As shown in this figure, the general features of the flow field are reason- 

ably well predicted. For instance, the strong entrainment of fresh air into 

the reaction core, the length of visible flame height (marked by T=600 K 

temperature contour) and location of maximum temperature close to the 

burner rim, agree with experimental observations [48]. For a more quantita- 

tive evaluation of the results, radial profiles of velocity and temperature at  

different heights above the fuel surface are plotted against both experimental 

and numerical results of reference [48] in Figures 5.4 and 5.5. 

The lateral spreads of predicted velocity and temperature profiles are 

both improved in cornparison with those of the previous model; however, 

they are still underpredicted compared to experimental data for r ) 13 cm. 

Moreover, values of centerline temperature are over predicted close to the 

burner surface. I t  should be noted that 50% radiation heat loss was used 

in reference [48], whereas only 20% radiation loss is assumed for the present 

calculations. Nevertheless, both velocity and temperature d u e s  at  z = 46 

cm, which is above the reported visible flame tip at  z = 37 cm, are still lower 

than experimental data. 
- --- 

lit is a common practice in fie simulations [48, 46, 471 to use a constant value for C, 

to reduce the non-linearity of the goveming equations and improve the efficiency of the 

numerical model. However, this practice has a drawback which will be discussed later in 

thîs chapter. 
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Figure 5.3: Predicted temperature contours and velocity field for the rectan- 

gular propane fie [48] 
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Figure 5.4: Lateral distribution of vertical velocity at different heights 
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Figure 5.5: Lateral distribution of temperature at dinerent heights 
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The use of 50% radiation heat loss in the present model aggravated these 

results and reduced the dready underpredicted velocity and temperature 

profiles. Surprisingly, calculations with a radiation loss fraction as low as 

even 5% did not increase the velocity and temperature profiles to the levels 

indicated by the experimental data. To investigate the source of this dis- 

agreement and to determine the impact of using a constant value for C, on 

the accuracy of the numerical results, an overall energy balance based on the 

experimental data [48] was performed around the fire. Detailed calculations 

from this analysis c m  be found in Appendix E and a summary of the findings 

is given in Section 5.6. But first, the base mode1 results for the axisymmetric 

propane fire are presented. 

5.5.2 Results for the axisymmetric fire 

For the axisymmetric fire, computations are done using the same constant 

value for C, as was used for the rectangular fire, i.e. C' = 1300 J/kg/K, 

but, a higher value for C,, i.e. C, = 0.11, as  recommended for axispmetric 

plumes [79] with the k-E turbulence submodel. 

Centerline variations of predicted velocity and temperature are depicted 

and compared with experimental data [44] in Figure 5.6. The general trends 

in the predicted results agree reasonably well with the expenmental data. 

In particular, the locations of the mairimum velocity and temperature dong 

the centerline are predicted reasonably weli, but the overali accuracy of the 

predictions is still not very good. 

Figure 5.7 shows the predicted radial profles of temperature versus the 

experimental data reported in [44]. As shown, radial spread of the temper- 
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Figure 5.6: Centerline distribution of velocity and temperature for the ax- 

isymmetric propane fire, - present results, o experimental data 
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ature profiles is consistently underestimated. Similm cornparisons between 

predictions and experimental data for vertical velocity are shown in Figure 

5 .B. Although the agreement between predicted velocity profiles and experi- 

mental data is better than that obsemed for the temperature profiles, the rel- 

ative spread of vertical velocity is still under-predicted. Sirnilar discrepancies 

between parabolic simulation results and experimental data were observed 

by other researchers [46, 471, where they speculated that better agreement 

between numerical results and experimentd data could be obtained if ellip 

tic formulations are used. But, the present elliptic results clearly show that 

the use of an elliptic formulation alone is not enough to reduce the observed 

discrepancies between predictions and experirnental data. 

In the next section, the effects of using a constant C, on predicted results 

is discussed and the effects of some new proposed modifications to the BASE 

fire model, which result in O btaining better agreement between predictions 

and experirnental data, will be presented discussed in Chapter 7. 
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Figure 5.7: Radial promes of temperature for the axiqmmetric propane fke, 

- present results, 0 experimental data 
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Figure 5.8: Radial profiles of vertical velocity for the axisymmetric propane 

h e ,  - present results, 0 experimental data 
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5.6 Appropriateness of using a constant C' 
for fire simulations 

Figure 5.9: Energy balance for the rectangular propane fire 

Experimental data can be used to perform an overall energy balance 

around the fire. Assuming that most of the heat release due to reaction 

occurs below a certain height and considering the steady-state conservation 

of energy for a control volume surrounding the fire, as shown in Figure 5.9, 

the maximum possible radiation heat loss2, $, can be calculated using 

where 

E, = % Rc tr, the heat generated due to combustion 

*One should note that the actui radiation heat Ioss WU be Iower due to incomplete 

reaction and diffusion heat losses. 
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fiout is the heat flow leaving the control volume and can be calculated 

using experimental data for v and T as follows 

Éi, is the heat flow into the control volume due to entrainment, and 

E~ = is the energy convected into the control volume at the 

burner surface. 

It cm be easily shown that if C, is treated as a constant, Éi becomes a 

Iinear function of C, in Equation (5.8). Assuming different values for Cp, the 

right hand side of Equation (5.8) is calculated using the experimentd data for 

the rectangular fire. The result is plotted in Figure 5.10 in a non-dimensional 

form (see Appendix E for sample calculations). 

It is interesting to note that for Cp 2 1160 J/kg/K the calculated ra- 

diation loss becomes negative. This indicates that if a value of Cp = 1300 

J@g/K is used in a numerical model, even for wmplete mction the gen- 

emted heat is not enough to mise the velocity and tempemture profiles high 

enough to match the experimental data. 

Knowing that C, = 1300 J/kg/K is inappropriate for the rectangular 

propane fire simulation, computations were repeated but this time values of 

C, were calculated using the techniques described in Section 3.8. Figure 5 -11 

shows the effect of variable C, on predicted centerline velocity and tempera- 

ture distributions for the rectangular fire. Simüar cornparison h a  &O been 

done for the axisymmetric propane fire [44] and results are shown in Figure 

5.12. 
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Figure 5.10: variation of radiation heat loss versus presumed Cp 

As one might expect, and as shown in Figures 5.11 and 5.12, varying the 

value of C' has rather significant effects on predicted velocity and ternpera- 

ture fields. Use of physical values of C, results in higher predicted velocity 

and temperature values for both rectangular and axisymmetric propane fires. 

Since other adjustable parameten are involved in numerical fire modeling, 

particularly in the turbulence model where these parameters have a t  most 

been optimized for non-reacting flows, it is concluded that values of physical 

properties such as  Cp shouid be calculated as accurately as possible before 

other unknown parameters are "tuned" to irnprove the overd  accwacy of 

the F e  model. 
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Figure 5.11: Effect of C, on centerline velocity and temperature distributions 

for the rectangular propane fire 
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Chapter 6 

Simulation of the Fire Puffing 

P henomenon 

6.1 Introduction 

One of the prominent features of pool fires is the puffing phenornenon, or the 

fire pulsation, which appears to be most pronounced in liquid pool fires hav- 

ing a regular circular shape [Il. The fire pulsation is observed to be a periodic 

formation and shedding of large-scale vortical structures. These structures 

are knom to significantly affect the entrainment process, and consequently 

the burning rate of the fuel, and thereby to modify the downstream flame 

behavior. The pulsation frequency appears to correlate with pool diameter 

and is not dependent on type of fuel [1, 1031. 

A typical sequence of formation and shedding of large scale structures is 

shown in Figure 6.1 which includes photographs of a 30 cm diameter acetone 

pool fire taken in the University of Waterloo pool fire laboratory. As shown in 
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these photos, vortical structures with a diameter of approximately one pool 

diameter, form near the pool surface and shed upward. As these structures 

move upward, the flame narrows and necks inward behind the structure. The 

vortical reacting structures grow in size as they move until they disappear 

near the tip of the visible flame. 

Understanding the origin and also the mechanisrns of fire pulsation is of 

great theoretical importance to fire scientists. The pulsating characteristics 

of fires have been also exploited to practical advantage in design of some 

infrared fire detection sensors [l, 531. 

In this chapter, previous studies on fire pulsation are bnefly reviewed, and 

then the applicability of the present elliptic fire model to numerical simulation 

of such transient behavior of fires will be dernonstrated. Finally, the predicted 

sequence of formation and shedding of largescale vortical structures will be 

compared with experimental observations. 

The results presented in this chapter contribute to numerical simulation 

of pulsating pool fires using the full solution of the Reynolds averaged Navier- 

Stokes equations for buoyancy driven turbulent diffusion flames. It should 

be highlighted that, for the first time a turbulent fire model is shown to be 

capable of simulating the fue pulsation without using an artificial triggering 

rnechanism to start the pufhg, such as a periodic boundary condition. This 

may indicate the advantages of the new elliptic f i e  model in terms of incor- 

poration of appropriate physical submodels and a strongly coupled numerical 

implementation. 
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Figure 6.1: Photographs of a 30-cm pulsating acetone pool fire 
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6.2 Previous Studies on Fire Pulsation 

Practical and theoretical significance of pool fies has motivated many re- 

searchers to study their behavior. These studies have been, mostly, based 

on experimental observation and cover a wide range of fuels (gaseous, liquid 

and solid), burner diameters, heat releases and Reynolds numbers [53, 104, 

105, 106, 107, 108, 1091. 

Qualitative descriptions of the characteristics of large-scale flarne struc- 

tures and details of the puffing phenornenon are provided by Zukoski et al. 

[105], Weckrnan [24, 1061, Cetegen et al. [110] and Chen et al. [108], among 

others, using visualization techniques. W e h a n  and Sobiesiak have also 

studied the effect on the pulsation of applying different boundary conditions 

around the fire [27]. 

The pulsation frequency of pool fires has been measured using various 

techniques. These include video recording and fast photography, acoustic 

detection, pressure and temperature measurements, hot wire anemornetry 

and LDA velocity measurements. The pulsation frequency is reported to 

strongly depend on the pool diameter. For example, Pagni [IO31 has plotted a 

large number of available data for pulsation fiequency versus burner diameter 

and raised the question as to why the fiequency of &e oscillation over a wide 

range of flame base diameters (0.03 - 60 m) and irrespective of fuel type, is 

proportional to D-'/*, where D denotes the pool diameter. He suggested a 

best fit to the available data for the pulsation fiequency, f ,  which yielded 

f = 1 . 5 / a .  

Alt hough not conclusively understood, there have been several attempts 

to describe the ori@ and cause of the fire pulsation. These studies suggest 
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that the origin of the puffing phenomenon is related to fluid dynamic and 

buoyant instability [27,110], laminar shear layer instability [107] and periodic 

propagation of a premixed flame into the flammable volume [53]. The puffing 

frequency has also been approximately predicted using the buckling theory 

of inviscid streams [Ill] and dimensional analysis [112]. Although, experi- 

mental studies provide invaluable information for fire scientists, reliable and 

accurate numerical fire models should be able to produce more quantitative 

and detailed data to aid in understanding of the cause of fire pulsation and 

the mechanisms involved in that phenornenon. 

Recently, the transport element method dong with a Shvab-Zeldovich 

variable formulation [33] has been used to numerically simulate the puffing 

phenomenon of pool fires and isothermal plumes. The numerical results 

suggest that a Kelvin-Helmholtz type instability mechanism in the vortex 

sleeve is the origin of instability in pool fires. Clearly, more research is 

required to clarify the cause and results of the &e pulsation. 

6.3 Transient Fire Simulation 

In order to simulate the puffing phenomenon, a series of long time transient 

simulations have been carried out b r  the axisymmetric propane fire described 

in Section 5.3. A difference between the transient and the pseudo steady- 

state simulations performed in Chapter 5 is that a smaller computational 

domain (i.e. without the extended lower part of the domain) is used here 

and a floor surtounding the pool and level with the pool rim is assumed, 

as shown in Figure 6.2. According to experimental evidence [27, 1131, this 
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change in the boundary condition does not alter the sequence of formation 

of largescale structures. 

Figure 6.2: Schematic of the computational domain for the transient fire 

simulations 

Computations axe started from uniform ambient conditions and continued 

without obtaining converged solutions for each time step until an approxi- 

mate flow field is established throughout the computational domain. Then, 

full transient solutions are obtained at each time step. For most of the simu- 

lations perforrned here a time step of 0.01 s is used, which seems to be srnall 

enough compared to the resident time step based on the pulsation fiequency. 

Numerical results after every 0.1 s are saved for post processing. Because of 

the high cost of computations required to obtain a series of transient solu- 

tions, a medium size grid with 52 x 72 nodes in radial and axial directions, 

respectively, is used for most of the cases presented in this chapter. A sum- 

mary of the various cases mn is contained in Table 6.1. 

Figure 6.3 shows the t h e  trace of predicted pressures at  two radial 10- 
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cations a t  the bumer surface. These results are obtained using the base fire 

mode1 described in Chapter 5. As shown in this figure, after about one sec- 

ond from the start of the transient simulation (marked with t, in Figure 6.3)' 

the burner surface pressure starts to oscillate with a frequency of about 2.63 

Hz. The same periodic variation is obtained for the pressure difference across 

the burner radius (APd = Ph - Pu) and shown in the upper half of Fig- 

ure 6.3. This pressure difference is the main driving force in radial direction 

which controls the entrainment close to the fire base. The corresponding con- 

tour plots of temperature for this transient simulation are shown in Figures 

6.4 and (6.5). These figures clearly demonstrate a pulsating flame behavior 

which is qualitatively very similar to that of the real fire, as shown in the 

photographs in Figure 6.1. 

The pulsating frequency obtained from Figures 6.4 and 6.5 matches that 

obtained from the oscillating pressure field. The close connection between 

the oscillating pressure field and the periodic formation of visible large-scale 

structures in pool fires was experimentaily confirmed by Cetegen et al. [110] 

who reported oscillating pressure measurements for a 30 cm diameter propane 

fire. Their data and photos of the pulsating Bame appeared to correlate 

very closely and showed that the frequency of the oscillating pressure field 

corresponds to the frequency of the formation of the large scale structures. 

A photocopy of their published data from [110] is included here as Figures 

6.6 and 6.7 for cornparison with the above results. As shown in these figures, 

at instants 'a', 'c', 'e', 'g' and 'i' the surface pressure reaches its minimum 

value whereas, at  instants 'b', 'd', 'f', 'g' and 'h' the pressure drops to its 

maximum level. Cetegen et al. [Il01 argued that the pressure rises as the 



.. 
case no. no. nodes 

4 ; :4 1 variable 

variable 

4 x 14 1 variable 1 variable 1 30% 1 0.01 

6 x 14 variable 

4 x 16 variable 

6.7 x 20 variable 

4 x 16 1300 

4 x 16 1300 

variable 30% 

variable 30% 

variable 30% 

0.11 30% 

0.11 30% 

Q (kW) f (Hz) no. of cycles 

39.7 1 2.63 1 5 cycles in 1.9 s 

52.28 1 2.94 1 5 cycles in 1.7 s 

52.28 2.86 4 cycles in 1.4 s * 
39.7 1 2.5 1 2.5 cycles in 1 s 

Table 6.1: Effects of different geometric and pliysical conditions on predicted frequencies of the fire pulsation 
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flame necks inward, and when the flame envelope opens outward the pressure 

diminishes. 

Identical trends in the pressure variation within the fire and its correlation 

with the visible flame envelope are seen in the present numerical results as 

shown in Figures 6.3 through 6.5. However, the present detailed numerical re- 

sults further reveal that the maximum surface pressure actually corresponds 

to the early stage of the formation of a vortical structure. The observed close 

connection between the burner surface pressure and the formation of large 

scale structures is discussed in more detail in the next section. 

To further study the pulsating behavior of fires and validate the present 

transient numerical results, similar transient cornputations have been re- 

peated for several cases. The specification of these cases and the predicted 

pulsation frequencies for each case are summarized in Table 6.1. The pre- 

dicted pressure variation and temperature contour plots for cases 4, 7 and 

8 are shown in Figures 6.8 through 6.16, whereas the pressure variations for 

other cases are presented in Figures 6.17 through 6.21. 

In al1 cases listed in Table 6.1, a 30% radiation heat loss is assumed. 

Except for cases 1, 8 and 9, in which the base mode1 constant values for C' 
and C, are used, for d l  other cases functional forms of Cp and a variable C, 

are utilized. The hinctional forms of Cp used here were discussed in Section 

3.8. Local values of C, are calculated based on a functional fonn which varies 

linearly in radial direction fiom 0.3 at  the centerline to 0.11 at the burner 

rim, r = R, and remains constant at  0.11 for r > R, that is 

The justification for Equation (6.1) and its effect on the solution are further 
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1 1 1 I * 

O 0.4 0.8 1.2 1.6 2 2.4 2.8 
time (s) 

Figure 6.3: Pressure variation in tirne at the bumer sufhce for case 1 in 

Table 6.1. The lower plot shows the burner surface pressure, Pd, at two 

radial location and the upper plot shows the pressure difference across the 

burner radius, APd = Ph - Pdd 
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to+o Cs) 

1 
t0+0.4 (s) 

0 
t0+0.8 (s) 

t*iO.l (s) 

il 
t*+o.s (5) 

s 
t0+0.9 (s) 

t0+0.2 (s) t0+0.3 (s) 

t0+0.6 (s) t0+0.7 (s) . 

Figure 6.4: Temperature contours for case 1 in Table 6.1. Contour luies 

represent T = 700, 1000, 1400 and 1700 (K). 
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to+l .2 (s) t,+i .3 (s) t,+1.4 (s) t,+1.5 (5) 

t,+1.6 (s) 121.7 (s) to+l .8 (s) 

Figure 6.5: Temperature contours for case 1 in Table 6.1. Contour lines 

represent T = 700, 1000,1400 and 1700 (K). 



6.3 Transient Fire Simulation 

A 
Pressure tap a t  D/4 f r o m  burner cen:tr 

t 

Figure 6.6: Bumer surface pressure and frequency spectra for a 60 kW 

propane flame on a dû-cm-diameter bumer at three radial locations reported 

by Cetegen et al. in ([110]) 
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(hl cn 

Figure 6.7: Time sequence photographs of a 60 kW propane 0ame on a 30- 

cm-diameter burner reported by Cetegen et al. in [110], the time interval 

between successive £kames is 1/6 s 



6.3 Tkansient Fire Simulation 

discussed in Chapter 7; however, it shouid be mentioned here that the use 

of variable C' and C, does not cause any noticeable change in either the 

sequence of the fire pulsation or in its frequency, as shown by cornparison of 

cases 1 and 4 in Table 6.1. Therefore, the results and discussions presented 

in this chapter are equally valid irrespective of the choices for C, and C,. 

The predicted frequencies in Table 6.1 are calculated based on the fre- 

quency of the oscillating pressure field. They are in very good agreement 

with experimental data from fires with the same burner size. The cuve  fit 

suggested by Pagni [103] yields f = 2.7 Hz for D = 30 cm and other ex- 

perimental data [27, 1101 suggest f = 3.0 for pool fires over 30 cm burnen. 

Neither changes in the total heat release, Q, (case 2) nor temporal refine- 

ment in the numerical simulation (case 3 and 9) seemed to aiter the predicted 

puffing frequency by a significant amount. Cases 4 to 7 indicate the effects 

of domain size on predicted results. Extending the computational domain 

width and height by as much as 50% , case 7, shows aimost no change in the 

predicted puffing frequency. The slight change in the predicted fiequencies 

for cases 5 and 6 couid be attributed to the accompanying change in the spa- 

tial grid resolution, though no reason for this is immediately evident. Plots 

in Figures 6.8 through 6.16 support the similarity in flow development for 

the various cases in Table 6.1. 

To examine the effect of grid resolution and also to obtain a better pîcture 

of the puffing cycle, a finer grid with 72 x 112 nodes has been used, see the 

specifxations for case 8 and 9 in Table 6.1. The predicted periodic formation 

of large scale structures is clearly shown in Figures 6.15 and 6.16 for case 

8 and is consistent with that observed for other cases listed in Table 6.1; 
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time (s) Case 4 

Figure 6.8: Pressure variation in time at the burner surface for case 4 in 

Table 6.1. The lower plot shows the burner surface pressure, Pd, at tWO 

radial locations and the upper plot shows the pressure clifference across the 

burner radius, APd = Pd, - Pdd 
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Figure 6.9: Temperature contours for case 4 in Table 6.1 at different times. 

Contour lines represent T = 700, 1000, 1400 and 1700 (K). 
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Figure 6.10: Predicted temperature field for case 4 in Table 6.1 at different 

tirnes. Contour lines represent T = 700, 1000, 1400 and 1700 (K). 
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time (s) Case 7 

O 0.4 0.8 1 ,2 1.6 2 
1 I 1 I . 

Figure 6.11: Pressure variation in time at the bumer surface for case 7 in 

Table 6.1. The lower plot shows the bumer surface pressure, Pd, at two radial 

locations and the upper plot shows the pressure difference across the burner 

radius, APd = Pdrim - Pdcl 
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Figure 6.12: Temperature contours for case 7 in Table 6.1 at different times. 

Contour lines represent T = 700, 1000, 1400 and 1700 (K). 
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Figure 6.13: Predicted temperature field for case 7 in Table 6.1 at different 

times. Contour lines represent T = 700, 1000, 1400 and 1700 (K). 
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time (s) Case 8 

O 0.4 0.8 1.2 1.6 2 2.4 2.8 
1 r 6 * * I * * 

O 0.4 0.8 1.2 1.6 2 2.4 2.8 
tirne (s) 

Figure 6.14: Pressure variation in time at the bumer surface for case 8 in 

Table 6.1. The lower plot shows the burner surface pressure, Pd, at two radial 

locations and the upper plot shows the pressure difference across the burner 

radius, APd = Pdrim - Pdd 
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Figure 6.15: Temperature contours for case 8 in Table 6.1 at different times. 

Contour lines represent T = 700, 1000, 1400 and 1700 (K). 
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Figure 6.16: Predicted temperature field for case 8 in Table 6.1 at different 

times. Contour lines represent T = 700, 1000, 1400 and 1700 (K). 
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time (s) 

O 0.4 0.8 1.2 1.6 2 
tirne (s) 

Figure 6.17: Pressure variation in time at the bunier surface for case 2 in 

Table 6.1. The lower plot shows the burner surface pressure, Pd, at two radial 

locations and the upper plot shows the pressure difFerence across the bumer 

radius, APd = Pdrim - Pdd 
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time (s) 

O 0.4 0.8 1.2 1 -6 
tirne (s) 

Figure 6.18: Pressure variation in time at the burner surface for case 3 in 

Table 6.1. The lower plot shows the bunier d a c e  pressure, Pd, at two radial 

locations and the upper plot shows the pressure difference across the bumer 

radius, APd = Pd& - Pdd 
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I I R 1 n I 

O 0.4 0.8 1.2 1.6 2 
time (s) 

Figure 6.19: Pressure variation in time at the burner surface for case 5 in 

Table 6.1. The lower plot shows the burner surface pressure, Pd, at two radiai 

locations and the upper plot shows the pressure ciifference across the burner 

radius, APd = Pdr<m - Pdd 
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time (s) 
O 0.4 0.8 1.2 1.6 2 2.4 2.8 
l I I I I I B I 

O 0.4 0.8 1.2 1.6 2 2.4 2.8 3.2 
tirne (s) 

Figure 6.20: Pressure variation in time at the burner surface for case 6 in 

Table 6.1. The lower plot shows the bumer surface pressure, Pd, at two radial 

locations and the upper plot shows the pressure dinerence across the bunier 

radius, APd = Pdrim - Pdd 
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time (s) 

O 0.4 0.8 
tirne (s) 

Figure 6.21: Pressure variation in time at the bmer surface for case 9 in 

Table 6.1. The lower plot shows the bunier surface pressure, Pd, at two radial 

locations and the upper plot shows the pressure difference across the burner 

radius, APd = Pd, - Pdd 
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however, the predicted vortical structures are now stronger and much more 

pronounced, as would be expected with improved spatial resolution. 

Overall, the predicted sequence of the fire pulsation is in excellent qual- 

itative agreement with experimental observations and the present transient 

results suggest that a quantitative insight into the puffing mechanism in pool 

fires is possible using the present fire model. 

6.4 Details of the Puffing Mechanism 

The transient results shown in the previous section indicate consistent syn- 

chronized oscillations in pressure and temperature fields of a 30 cm-diameter 

propane fire. A close look at  these results reveals that at  the very beginning 

of the formation of a large scale structure, which can be detected through 

examination of the temperature contours and velocity vectors close to the 

burner rim, the burner surface pressure reaches its maximum value, which 

corresponds to a minimum pressure difference across the burner radius, APd. 

For instance, the peak pressures in Figure 6.3 correspond to temperature 

contours at  to + O, t, + 0.4, t, + 0.8, t. + 1.2 and t + 1.6 in Figures 6.4 

and 6.5, or for the finer grid of case 8 in Table 6.1, the peak pressures in 

Figure 6.14 correspond to temperature contour plots at  t, + 0.1, t, + 0.5, 

to +O.& t ,  +1.3, to+1.6, to+2.1 and to+2.4 in Figures 6.15 and 6.16. The 

quoted temperature contour plots indicate that these peak pressures occur 

at an early stage of the formation of a vorticd structure near the burner rim. 

The observed connection between the pressure oscillations and the formation 

of vortical structures agees very weU with the experimental observations of 
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Cetegen et al. [110] shown in Figures 6.6 and 6.7. 

Although the results obtained for al1 cases in Table 6.1 present the same 

sequence for the puffing phenomenon, the results of case 9 are used in this 

section to describe the details of the fire pulsation. This is due to the high 

temporal and spatial resolution used in the computations for this case. Fig- 

ure 6.22 shows a closer look at a complete puffing cycle of the fire. It shows 

the corresponding vector plots of the region close to the burner rim where a 

buoyant instability causes a vortical structure to form. As shown in this fig- 

ure, the vortical structure which foms near the burner rim (b) grows within 

one diameter above the burner, moves upward (c) and finally disappears at 

a height approximately two to three diameters above the bumer. 

The existence of a periodic fire pulsation in the present transient results 

and consideration of the fact that the present mode1 is based on a combustion 

submodel which assumes an infinitely fast one step reaction and essentially 

overlooks the details of the chernical kiaetics, suggest that the cause of the 

fire pulsation must stem from a fluid dynamic or buoyant flow instability 

rather than a combustion related phenomenon such as the propagation of a 

premixed flame through a flammable mixture extending fiom the burner rim 

to the center of the fire [53]. The presence of M a r ,  although weaker, pufnng 

behavior in non-reacting buoyant plumes, as well as the strong dependency 

of the fire pulsation fiequency on the bumer size rather than the fuel type, 

further support this argument for the cause of the fire pulsation. 

Details of the stages which occur during the formation of large-scale struc- 

tures in the fie are best illustrated through subplots (a) to (g) shown in 

Figures 6.23 and 6.24, which show simultaneous plots of velocity vectors, 
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Figure 6.22: Temperature contours and velocity vector plots during a typical 

cycle of the fire pulsation. 
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fuel reaction rate contours and shaded maps of the temperature field in the 

vicinity of the b m e r  Bm. Figure 6.23-a and 6.23-b show that the flow is 

oriented mainly in the radial inward direction close to the burner rim before 

a buoyant instability pushes the flow upward and raises the flame sheet with 

it, shown in Figures 6.23-c and 6.23-d. It should be noted that Figure 6.23-c 

corresponds to the maximum predicted surface pressure at  the burner sur- 

face. Therefore, the pressure force which drives the entrainment must be at  

its minimum strengt h at t his instant. 

The upward movement of hot gases and the reaction zone towards the 

fresh ambient air increases the buoyant forces and further extends the u p  

ward expansion of the buoyant instability, Figure 6.24-e. This instability 

reaches a point where the gas expansion is strong enough to overcome the 

incoming entrained air and push the flow outward as seen in Figure 6.24f. 

The outward flowing hot gases mix with colder ambient air and recirculate 

to join the incoming entrained air at a lower height. This action produces a 

vortex close to the interface between the entrained air and the fuel stream, 

which is located outside the visible Bame region. During the formation of 

the vortical structure, the burner surface presmre decreases which translates 

to an increase in the pressure force which in tuni, drives the entrainment. 

The increased inward pressure force along with the induced velocity due to 

the vortex, cause the flame to ne& b . w d  behind the vortical structure, as 

shown in Figures 6.24f and 6.24-g. 

The strong radial entrainment behind the vortical structure tends to con- 

tract the buoyant effect in the region near the rim. As the vortex convects 

upwards, its effect on the gases in that region becornes less and less and with 
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Figure 6.23: Simultaneous plots of velocity vectors, fuel reaction rate con- 

tours and shaded maps of the temperature field close to the burner rim of a 

30 cm diameter propane fire. The time delay between the subplots is 0.05 

(SI 
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Figure 6.24: Simultaneous plots of velocity vectors, fuel reaction rate con- 

tours and shaded maps of the temperature field close to the burner rim of a 

30 cm diameter propane fire. The tirne delay between the subplots is 0.05 

( 4  
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an increase in the burner surface pressure, another buoyant instability fin& 

a chance to initiate a new structure. 

The present description of the fire puffing mechanism suggests that the fire 

pulsation is more the result of a fluid dynamic instability which interrupts 

the balance between pressure and buoyant forces close to the burner rim. 

This instability initiates a vortical structure which grows in size and convects 

upward due to buoyancy until it disappears at some distance above the £ire 

source. Since the present description of the puffuig mechanism is based upon 

a fluid dynamic instability, it is consistent with experimental observation 

of the puffing phenomenon in non-reacting buoyant plumes and therefore, 

equally applicable to such cases. However, the observed strength of the 

pulsation is higher in reacting flows. Experimental data [110] shows that the 

puffing intensity is always stronger in fires. This has been attributed to the 

strength of buoyancy in the fires [110]. The present numerical results show 

that the more pronounced puffing in fires is not only due to the strength of 

buoyancy but also due to oscillations in highly reacting zones as weli. As 

shown in Figure 6.23-b, a Iow reaction rate region appesrs in the contour 

plots of fuel reaction rate before a buoyant instability starts to intemipt 

the balance between the pressure and buoyant forces. This low reaction rate 

region disappears in Figure 6.23-c where the very h t  indication of a buoyant 

instability shows up. The movement of the higher reaction rate zone, which 

conforms with the interior side of the vorticai structure, Figures 6.24-d to g, 

further increases the buoyancy dong one side of the vortical structure as it 

forms. This is the mechanism which increases the pufnng intensity in fies 

as compared to non-reacting plumes in which the strength of buoyancy dies 
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out as the flow convects upward. 

The unique transient results shown in this Chapter have clearly demon- 

strated the capabiiity of the present elliptic fire model in simulating the corn- 

plicated phenomenon of £ire pulsation. The qualitative agreement between 

numerical results and experimental data is very promising and the predicted 

frequency for a 30-cm-diameter propane fire agrees very well with the re 

ported values in the literature. In addition, the present transient numericd 

results have led to a detailed description of the mechanisms involved in the 

puffing phenomenon and provided new evidence to determine the morphology 

of the fire pulsation. 

In the next chapter, the quantitative accuracy of the present fire model 

results are discussed further. Moreover, some new modifications, which are 

based on an analysis of the University of Waterloo pool fire data base, will 

be introduced and their effects on the overall accuracy of the results will be 

presented. 



Chapter 7 

The Modified Fire Mode1 

Introduction 

Pool fires represent one of the more important complex physical problems of 

practical interest and it is therefore not unexpected that the solution of their 

mathematical/theoretical representation should gîve rise to a large number of 

modeling and discretization issues. Some of these issues have been identified 

in previous chapters and it is the purpose of this chapter to report on progress 

in addressing some of the more important issues which affect the quantitative 

accuracy of the numerical predictions of fire flow field behavior. 

In particular, an examination of the extensive in-house data base taken 

from methanol pool fires can be used to assess impiications regarding the 

assumption of constant C, and turbulent Schmidt nurnber, at, in a f i e  model. 

Virtually dl existing numerical models, including our base case, make t hese 

assump t ions. 

In addition, two of the modeling issues arising fiom the time averaging 
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process, namely, the inclusion of density fluctuations and the appropriate- 

ness of the buoyancy production term in the turbulence equations will be 

examined. 

In summary, it will be shown that some of the proposed model improve- 

ments have significant effects on the accuracy of the results for engineering 

fire calculations. In addition, they are often more justifiable than previous 

assumptions from a purely physical perspective. 

Many of the potential modeling and computational issues remain unre- 

solved, but can not be resolved in this thesis which of necessity requires its 

own closure. Therefore, some of these will be identified as future work. 

The aforesaid notwit hstanding, the numerical solution of even the sim- 

plified model examined in this thesis requires considerable cornputer CPU 

effort, beyond that available to the miter at  this University. Ultimately, the 

uncontested numerical prediction of pool fires will corne when some future 

generation of cornputers can deal with Direct Numerical Simulation (DNS) 

of the instantaneous (unmodeled) equations of motion dong with detailed 

chernical kinetics for the fuel-air reaction. 

7.2 The Methanol Pool Fire 

In order to take advantage of the a d a b l e  data obtained fiom the University 

of Waterloo methanol pool h e  [26], and assess the implications of some of 

the modeling assumptions encompassed in the present fire model, a series 

of computations has been carried out to predict the behavior of a 30 cm 

diameter methanol pool fire. 
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Table 7.1: Thermophysical properties of Met hano1 

II Molecular weight, kg/kmok 1 32.043 

(1 Heat of formation at 25 C, kcal/mole 1 -48.08 

The experimental facility consists of a 30.5-cm-diameter pan burner which 

is attached to a traversing mechanism and is moved to take the measurernents 

at different locations inside and around the continuous flame zone. Details 

of the experimental apparatus and measurement techniques can be found in 

[26]. For the reported data in that reference, the methanol feed rate was held 

constant at 1.35 m 3 / s .  

According to the combustion submodel used here, methanol is assumed 

to react with standard air in a one step reaction mechanism. 

The thermophysical properties of methanol which are used in the numer- 

ical simulations are given in Table 7.1. 

7.2.1 Results of the Base Fire Mode1 

The base fire mode1 describecl in Section 3.9 is Fst used to simulate the 

methanol pool fire. The predicted resuits then serve as  a reference solution 

to demonstrate certain shortcoming of the standard submodels used in the 
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base fire model. The computational domain for the methanol fire predictions 

is similar to the extended dornain shown in Figure 5.2-b. 

The boundary conditions used for this case, for the most part, are simllar 

to those used for the axisymmetric propane fire in Chapter 5, except for the 

specified temperature at  the burner exit which is assumed to be Todt = 450 

C. With the specified exit temperature and the given methanol feed rate, 

the burner exit velocity becomes Vdt = 0.0164 m/s. As discussed earlier in 

Section 5.4, the value of Tmt specified a t  the burner surface has little effect 

on the solution of the interior points and is mainly used to calculate a gas 

density at  this boundary. Due to lack of experimental data for the radiation 

fraction heat loss, X, and knowing that the radiation heat 105s for a methanol 

fire is Iess than that of a comparable propane fire, a 20% radiation heat loss 

is assumed for the methanol fire predictions. 

Predicted centerline velocity and temperature distributions are compared 

with the experimental data in Figure 7.1. As shown in this figure, the cal- 

culated centerhe velocity and temperature values are significantly over pre- 

dicted. In addition, the radial spread of the temperature profiles generally is 

underpredicted as illustrated in Figure 7.2. 

As will be discussed Iater, further grid refinement aggravated the discrep 

ancy between the predictions and the experimental data and resdted in even 

higher centerline values and lower spread in radial profiles. 

Similar discrepancies between numerical resuits and experimental data 

were observeci in simulating the -etric propane flame in Chapter 5 

and have been reported by other researchers (see the review given in Section 

1.4). Those who have used the parabolic formulation in their fire model 
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Figure 7.1: Centerline velocity and temperature distributions for the 

methanol fire and using the bas3 fire mode1 
149 
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Figure 7.2: Radiai profiles of temperature at diffetent heights above the 

bunier for the methanol fire and using the base fie mode1 
150 
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have blamed the neglect of the elliptic nature of the f i e  in the near field 

region for the discrepancy between their predictions and experimental data 

[46, 471. The present results, which are to the knowledge of the writer the 

only available elliptic solutions for the near field region of axisymmetric pool 

fires, clearly show that it is not the elliptic venus parabolic formulation of 

the model which causes the above mentioned discrepancies between numerical 

results and experimental data. Rather, the remedy should be sought in other 

assumptions involved in the fire model. 

Both over prediction of the centerline quantities and underprediction of 

the fire spread imply that the overd1 rate of diffusion processes in the fire is 

underpredicted. The University of Waterloo pool fire data base was studied 

to obtain approximate values of the parameters which affect the diffusion 

rates. In particular, estimates for C, and ot, which directly affect the turbu- 

lence fluxes, were considered. 

Strong and Weckxnan have suggested that account should be made for 
Pm variations in C, based on its dependency on - shown in Figure 7.3, where 
e 

P, is the shear production of turbulent kinetic energy [114]. As indicated 

in the figure, the calculated values for C, based on experimental data are 

generally higher than the standard value of 0.09 used in the Ic-E mode1 for- 

mulation. Inclusion of a modified f o m  of C, into the standard model wiU 

increase the turbulent mixing process through diffusion, and as a result, may 

improve the predictions. 

Figure 7.4 shows the distribution of ut for the methano1 pool fire estimated 

using the experimental data [26]. These values for crt are generally lower 

than the standard value of 0.7 commonly used in numerical simulations. 
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pu, Figure 7.3: Vanation of C, versus - for a methanol pool fire 
€ 

Once again, inclusion of Iower values of q into the present base fire mode1 is 

expected to improve the accuracy of the results. 

Several attempts were made to incorporate into the mode1 functional 
P'V forms of C, based on local values of - [115]. In addition, use of constant 

E 
values of C, higher than the standard value of 0.09 were examined. However, 

puv no satisfactory results were obtained. Since the variation of C, versus - 
C c. 

pu, shown in Figure 7.3 suggests that at Iower - values C, should be higher 
E 

and it should approach an asymptotic value in the surroundhg ambient, the 

following linear function for C' is proposed in this thesis. 

where the MAX huiction takes the larger value of its two arguments. Accord- 

hg to the proposed linear variation in Equation (7.2), C, reaches a maximum 

value of 0.3 at the centerline where Puv is zero and decreases linearly to O. 11 

for regions where the radius, r, is greater than the bunier radius, R. 
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Figure 7.4: Contour plot of the distribution of turbulent Prandtl number 

throughout the methanol &e flow field 

To account for the variation of ut show in Figure 7.4, it is assumed t hat 

the turbulent Prandtl n u b e r  decreases to a minimum of 0.1 where the local 

temperature is maximum and retunis to its standard value of 0.7 if the local 

temperature is equal to the ambient temperature. That is turbulent Prandtl 

number is modeied as 
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7.3 Results of the Modified Fire Model 

The proposed modincations for C, and q, Equations (7.2) and (7.3), dis- 

cussed in the previous section are added to the base fire model. The Mod- 

ified Fire Model (MFM) which includes the temperature dependency of C', 

the correlations involving p' and uses the higher order advection scheme is 

applied to simulate al1 three fires studied in this thesis (Le., the rectangu- 

lar and axisymmetric propane fires and the methanol fire). Selected results 

for each case along with a description of the numerical configurations used 

(i.e., specification of the grid, boundary conditions, steady state operating 

conditions, etc.) are given in the following subsections. 

7.3.1 The Methanol Fire 

The simulation results for the methanol fire using the modified fire model 

are shown in Figures 7.5 through 7.7. 

The mode1 constants O,, Cgi and Cfi are chosen according to [38]. Model 

specifications are given in Tables 7.2 and 7.3, and grid III-a, describeci in 

Table 7.4, is used for these results. 

Table 7.2: Operating conditions for the methanol pool fire 

A cornparison between the resuits plotted in Figures 7.5 to 7.7 show that 

the proposed modification for at significantly affects the temperature field in 

t 

Totnb 

25 C 

Ed 
101325 Pa 

To 

450 C 
x 

20% 

fuel feed rate 

1.35 cm3/s 
I 

- 
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rnodified fire mode1 
modiied onîy for 5 .-.-. 

Figure 7.5: Centerline velocity and temperature profles for the methanol f i e  

and using the modified fire model 
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Figure 7.6: Radial profiles of temperature for the methanol k e ,  using the 

modiEied fire model. See Figure 7.5 for the legend. 
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Figure 7.7: Radial profiles of velocity for the methanol £ire, using the modified 

fire model. See Figure 7.5 for the legend 
157 
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Table 7.3: 'Turbulence mode1 constants 

Table 7.4: Grîd specifications used for the methanol pool fire (see Figure 5.2 

for the nomenclature). 

CF 

Eq. (7.2) 

II no. of nodes, N, x Nz 1 31 ~ 6 4  1 31 ~ 7 7  1 3 9 x 7 4  

cd 
1.44 

CC2 

1.92 

a favorable manner, i.e., lowering the centerline temperature and Mproving 

the radial spread of the temperature profiles. The additional modification 

for C, further improves the radial spread of both temperature and velocity 

fields and reduces the centerline velocities such that they agree reasonably 

well with the experimental data. However, it is noticed that the proposed 

modification for C, causes the centerline temperature profile to shift towards 

the bunier surface without affecting the maximum temperature significantly. 

Several other test cases with dinerent constant values for C, and ot 

showed the same trends in changes to the velocity and temperature fields; 

however, none was found to provide more satisfactory r d t s  compared to 

those from these proposed modifications. 

domain size, Wd x H d / R  

depth of the section below, Hb/R 

no. of nodes in burner radius 

at 

Eq. (7.3) 

4 x 14 4 x 14 8.5 x 28.7 

3 6 3 

16 16 16 

cf 

1.0 

CL 

1.3 

Ck 

1.0 

o9 

0.7 

cgl 
2.8 

cg2 

1.61 - 
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To study the effect of the size of the computationd domain on the nu- 

merical results, t hree grids are used. The specscation of these grids is given 

in Table 7.4 and the grids are shown in Figure 7.8. 

These gri& are created such that the effects of spatial grid resolution can 

be minimized while studying the effects of the overall size of the computa- 

tional domain. 

For instance, grid III-a and III-b are identical for the region above the 

bumer and are different only for the lower part which has been doubled in 

length in grid III-b. To create grid III-c, additional grid points are added to 

the side and also to the top of grid III-a. Therefore, the spatial grid resolution 

for the interior part of grid III-c is identical to that of grid III-a. 

The results obtained from these different grids did not show noticeable 

differences and therefore, the smaller grid (i.e. grid III-a) was selected for 

further computations. 

7.3.2 The Axisymmetric Propane Fire 

The axisymmetric propane fire described in Section 5.3 has been simulated 

using the rnodified fire model. For the new simulations, the same configura- 

tions are used as for the base fire model computations in Chapter 5. For the 

turbulence model parameters, the values given in Table 7.3 are used. 

Centerline variations and radial profiles of velocity and tempera ture at  

different heights above the bumer are compared with the experimental data 

in Figures 7.9, 7.10 and 7.11, respectively. In these figures, previous results 

obtained from the base fire model are &O shown for cornparison. Clearly, 

the new modifications provide better agreement between predicted centerline 
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Figure 7.8: Computational grïds used for the methand pool &e 
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velocities and experimental data. They also improve the radial spread of the 

fire. 

7.3.3 The Rectangular Propane Fire 

To further determine the performance of the new modified fire model, it has 

also been applied to the rectangular propane fire described in Section 5.2. 

For the new simulations, grid 1-1 described in Table 5.2 is used. The 

boundary conditions and steady state operating conditions are the same as 

those used in Chapter 5, except that a 10% radiation heat loss is assumed in 

these simulations. Although experimental data suggests 30% radiation heat 

loss for propane flames over a wide range of diameters and heat releases [116] 

, due to the radiation blockage caused by the vertical walls on the front and 

back sides of the rectangular flame (see Figure 5.1) it is expected that the 

radiation heat loss to the surrounding ambient is much smaller than that 

reported for fires burning in an open configuration. It can be shown that 

the radiation view factor between the burner surface and the surrounding 

ambient for this particdar geometry becomes 0.3182 assuming the height of 

the side walls is about one meter. Therefore, it is quite justifiable to use a 

10% radiation heat loss for this rectangular propane fire instead of the 30% 

suggested for open flames. 

The new predicted results are shown in Figures 7.12 and 7.13 as compared 

with experimental data [48] as weli as other numerical results. As shown in 

these figures, the predicted r d t s  using the new modified fire model show 

signiticant improvement over those predicted by other models and agree very 

weil with the experimentai data. The less satisfactory results at Z = 0.015m 
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Figure 7.9: Centerline velocity and temperature distributions for the axisym- 

metric propane fire using the modified fire model, compared to experimental 

data and base fire model predictions. 
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Figure 7.10: Radial profiles of temperature for the W e t r i c  propane fire 

using the modified fire model, compared to experimental data and base fire 

model predictions. 
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Figure 7.11: Radial profiles of velocity for the axisymmetric propane fire 

using the modified fire model, cornpared to experimental data and base f i e  

model predictions. 
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above the bumer, could be attributed to the sirnplified boundary conditions 

useà at the burner exit, as weU as neglect of any radiation feed back to the 

fuel surface. 
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Figure 7.12: Laterai profles of velocity for the rectangular propane fire using 

the modified fire model, compared to experimentd data and base fire model 

predictions. 
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to .û l5  (m) Zdl.130 (m) 

Z=O.46û (m) 
8001 

Figure 7.13: Lateral profiles of velocity for the rectangular propane fire using 

the modified fire model, compared to experimental data and base £ire model 

predictions. 



Chapter 8 

Closure 

8.1 Summary and Conclusions 

It is now common practice to use elliptic formulations of field models when 

attempting to predict real fire scenarios in buildings. However, the various 

submodels that are used in these elliptic field models have only been evalu- 

ated in codes which are based on parabolic formulations. In the near field 

region of pool fires or structural fires, the thermal-fluid dynamio is strongly 

elliptic and the accuracy of using submodels validated mostly in the far field 

parabolic regions of fires is very much in question. One of the primary pur- 

poses of the present work has been the development of a physicdy based 

elliptic fire mode1 which c m  then be used to more realistically examine the 

accuracy and performance of the existing submodels involved in such larger 

F e  models. 

In addition, the adab i i i t y  of the University of Waterloo laboratory pool 

fire data base has furthet motivated the present research, for it provides 
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the detailed measurements needed to validate a ûre model in the near tield 

region of a pool fire. The thesis presents the detaüs of the development of 

an improveâ pressure based fully coupled elliptic fire model. The new model 

is based on the Eddy Dissipation Concept for combustion, an improved BE 

model for turbulence and an improved constant fraction model for radiation. 

It also accounts for temperature dependency of thermophysical properties, in 

particular, the heat capacity at  constant pressure, C', and incorporates the 

effects of the terms involving density fluctuations in the governing equations. 

The new elliptic fire model has been applied to simulate the fire behav- 

ior in the near field region of a range of laboratory scale pool fires. It also 

has been applied to numerically simulate the very complicated fire pulsation 

behavior. The qualitative agreement between the numerical results and ex- 

perimental observations of the puffing phenomenon is very promising. The 

unique transient results presented in this thesis provide new evidence to de- 

termine the morphology of the fire pulsation. These transient results have 

also led to a detailed description of the mechanisms involved in the puffing 

phenomenon. 

The averaged pseudo steady-state behavior of a range of laboratory scale 

pool fies has been studied using the present fie model. The accuracy and 

performance of both the commoniy used standard k-E turbulence submodel 

and a new modifieci version have been demonstrated and compared with one 

another. 

The foliowing conclusions can be drawn hom the numerical results p r e  

sented in this thesis. 

0 The use of a constant C' in numerical fire simulations has a rather sig- 
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nificant effect on the results and should be avoided. The use of accurate 

temperature dependent values of C, permit more realistic evaluations 

of other submodels, for which the use of adjustable parameten is cur- 

rently unavoidable (Le. the turbulence submodel) . 

The shortcornings of the existing fire models reported when parabolic 

formulations are used cannot be improved by using an elliptic formu- 

lation alone, and other modifications are necessary to improve the ac- 

curacy of the results. 

The standard model parameten in the k-E turbulence model (i.e. C, 

and q) are not suitable for fire simulations and should be appropriately 

modified to obtain more accurate results. 

According to the transient results obtained in this study, the origin of 

the fire pulsation is found to be the result of a fluid dynamic instability; 

however, the enhanced intensity of the pufEng phenomenon in fires 

compared to that in non-reacting plumes may be partly caused by the 

oscillations in the reaction zone itself. 

8.2 Recommendation for Future Work 

There are still many unresolved issues remaining with respect to the numer- 

i d  simulation of fies. M h e r  work is required in a wide range of different 

areas to imprwe the predictions and obtain the ultimate f ie  model, which 

can realistically predict all aspects of the complicated fire phenomenon. But, 

as is the case for aJl branches of science, progress has to be made step by 
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step. In what follows, some recommendations are made to further improve 

the present fire model. 

Numericd techniques: For most of the results presented in this 

thesis, a direct solver is used which is not very efficient. More efficient 

solvers should be incorporated into the model to reduce the cost of the 

computations, particularly for the transient simulations. 

Treatment of density fluctuations: The present model for the cor- 

relations involving # should either be reformulated or the parameters 

in the transport equation for T" should be customized such that better 

agreement with experimental data can be obtained. 

Boundary conditions: Presently, the radiation heat feed back to the 

burner surface is totally neglected and a simplified boundary condi- 

tion is used at the burner exit. Methods of estimating the radiation 

feed back to the burner surface are required such that more realistic 

boundary conditions can be used for the energy equation at the burner 

exit. 

Application to pool fies with different pool diameter: Al- 

though the predicted pulsation frequency for the 3Ckrn-diameter pool 

fire simulated in this thesis agrees very well with experimental data, the 

present rnodel should be applied to other pool fies with different pool 

diameters to determine whether results fouow the relation between fire 

pulsation frequency and p l  diameter. 



Appendix A 

Conserved Variables 

The derivation of the transport equation for the conserved variable, f ,  is 

explained in detail in this appendix and follows the derivation of equations for 

coupling functions (701. The derivation starts with considering the transport 

equation for the mass fraction of species i, Y;:, that is 

apyr -+v*(pyiu) = v *  (Evk;.) -q 
dt Sc ( A 4  

Considering a one step complete reaction for combustion as given below 

Fuel + &(O* + 3.76N2) -+ dH,,H20 + d&$02 + d&N2 (A.2) 

the relation between hie1 reaction rate and other species reaction rates be- 



Conserved Variables 

cornes 

where XO2 = 4% 
4!O2-rU02 

Now, to obtain a conserved scalar one needs to multiply the oxygen mass 

fraction equation by Xo2 and subtract it fiom the fiel mass fraction equation 

which yields 

Equation A.6 introduces a conserved variable, (Yhi - XO2YOI), whose 

transport equation doesn't have a source term. Similar equations can be 

derived by rnultiplying species equations for COz and H20 by Xcoa and 

XH20, respectively, and adding the results to the fuel mass fraction equa- 

tion. In order to have similar boundary conditions for these equations it is 

necessary to define normalized conserved variables as follows 

where fi is a normalized conserved &able and subscripts Lco''and 'bon 

indicate the value of the variable in the fuel stream and the surrounding 
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ambient, respectively. The other normalized conserved variables are 

and 

Since dl the normalized conserved variables vary between O and 1 and 

satisfy the same transport equation, one needs to only solve for one of them, 

which is usually called the mixture fraction, f ,  whose transport equation is 

After solving for Yhi and f , ot her species mass fractions can be obtained fiom 

the definitions of different conserved variables intro duced in t his ap pendix. 



Appendix B 

Functional Form for Cp 

In order to calculate the heat capacity at  constant pressure for each species, 

Cpi (see Equation 3.24), third order polynornial curve fits are used which 

yield [go] 

Cpi = Ai + BiT + C~T* +  di^= P.1) 
where Cpi is the heat capacity of species i at temperature T and Ai, Bi, Ci 

and Di are the curve fit constants. Numerical values of these constants for 

different species are given in Table B.1. 

In this table, values of the molecular weight for each species, Ai, are in 

kg/kmole and the calculated CPi will be in J/(kg.K). Although, these curve 

fits are reasonably accurate up to around T = 1000 K, for T > 1000 K 

they may not be as valid and care should be taken in using these relations. 

Partidarly, for cases when the curve fit for C, decreases with increasing 

temperature (see Figures B.1 and B.2). 

To alleviate this problem which could cause s i w c a n t  numerical etror or 

even numerical divergence, for T > 1000 K, linear interpolations based on 
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Table B.1: Polynomial constants to calculate the isobaric heat capacity for 

different species 

available values of Cp for H20, COz, N2 and 0 2  at T = 1000 K and T = 2000 

K are used. Figure B.l shows the cubic polynomial fit (solid line), the linear 

fit (dashed line) and experimental values (*) of Cpi for H20, CO2, N2 and 

O2 

Due to lack of available accurate values of Cp a t  higher temperatures for 

propane and methanol, the foIlowing approximations are used. For propane, 

the cubic polynomial is used without any modification, on the ground that 

the smooth monotonie behavior of the cubic function up to T = 2000 K 

does not introduce any unphysical trend in variation of C' with temperature 

(see Figure B.2). For rnethanol, however, as shown in Figure B.2, a linear 

extrapolation is used for T > 1 0  K to discarci the descendhg patt of the 

cubic polynomial fit. This linear extrapolation is based on the predicted 

values at T = 1000 K and T = 1250 K using the cubic cuve  fit. 
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Figure B.1: Vaxiation of C' for different species, cubic polynomial (solid line), 

iinear interpolation (dashed Iine) and experimental values (*) [91] 
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Propane 

Figure B.2: Viuiation of C' for propane and methanol, cubic polynomial 

(solid line) , linear extrapolation (dashed line) 



Appendix C 

The Grid Generator 

To create a computational grid, an algebraic system has been developed 

and used in this thesis. In this method the grid points of the structured 

mesh are first distributed dong the boundaxies of the computational domain 

according to a desired grid density pattern. The grid points are numbered 

by two indices, i and j, which vary fiom 1 to I and 1 to J, respectively. To 

determine the coordinate of the interior grid points, TG, the general technique 

is to use interpolation from the boundary coordinates, ru, r ~ j ,  ra and  ri^. 

An effective structure is provided by transfinite interpolation which, for 

a two dimensional case, is 

where $ and are cded projectors and are defined below 



The Grid Generator 

the blending functions, fi and gj,  can be defined differently to provide 

dEerent grid density. The simplest blending functions are linear functions 

given by 

i - 1  
fi = - j - 1  and gj=-  

r -1  J - 1  

However, to provide a concentration of grid lines in certain regions of the 

grid, one may use exponential blending functions which can be written as 

The effects of different a and f l  values on the grid density for a recta-  

gular computationai domain with non-uniform node distribution dong its 

boundaries are shown in Figure C.1. This figure demonstrates the benefit 

of using exponential blending functions in cases where concentration of grid 

nodes in a particular region is desired. 
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Figure C.1: Effect of the blending function on grid node distribution 



Appendix D 

Code Validation Results 

In order to validate the implementation of the numerical model, which has 

been developed fkom scratch, several tests have been performed. These tests 

demonstrate the validity of difFerent modules used in the numerical model. In 

addition, they examine and compare the performance of difFerent numerical 

schemes and boundary conditions used for different flow situations. The 

results of these examinations and cornparisons are used to ensure the correct 

irnplementation of the numerical model and also to choose an appropriate 

combination for simulating complicated flow situations such as those which 

occur in hes. 

The validation tests are chosen such that the results of the present model 

can be compared with either theoretical results, available bench mark solu- 

tions or experimentai data. These test cases include 

a flow between pardel  plates, 

a flow in circular pipes, 



D.l Laminar Flow Between Parallel Plates 

convection of a step profile, 

shear dnven cavity flow, 

a natural convection flow in a square cavity, and 

0 an axisymmetric turbulent buoyant plume. 

In the following sections, each problem is briefly described and then the 

numericd setup used to perform the simulation is discussed. Finally, the 

present numerical results are compared with other numerical, analytical or 

experimental data. 

D. 1 Laminar Flow Between Parallel Plates 

When a uniforrn flow enters a 2-dimensional straight channel, the initial uni- 

form velocity profile changes until a fully developed velocity distribution is 

established. As shown in Figure D.l, the entrance length, Le, over which the 

velocity distribution transforms to its fully-developed distribution is corn- 

posed of two zones 

1. the inviscid-core length, Li, which comprises an initial zone with two 

growing wall boundary layers and an inviscid core region between them, 

and 

2. the profiiedevelopment length, Ld, a developing region over which the 

streamwise velocity profile gradually approaches the M y  developed 

distribution. 
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r in-d 
parabolic profile 7 

Figure D.l: The entrance region of a flow between parallel plates 

The non-dimensional fully-developed velocity distribution for a laminar, 

incompressible flow can be obtained through an exact solution of the two 

dimensional Navier-Stokes equations and is given by 

where is the average velocity (=the uniform entrance velocity) and H is 

the distance between the plates. The maximum velocity occurs at the cen- 

terline and is 1.5 times the average velocity (V- = 1.54). Due to the 

flow symmetry about the centerline only half of the physical domain is sim- 

ulated. Numaical simulations are done for three dinerent Reynolds number 

(i.e. Re = 20, 50 and 100) and the effect of dinerent boundary conditions on 

the solution are studied. The first two sets of boundary conditions used for 

t h  problem are described in Figure D.2. 
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v = v , u = o  
P extrapolated 

P extrapolated 
U = O, V = v ( x )  

u = v , u = o  
P extrapolated 

Figure D.2: Boundary conditions used for flow between parallel plates 

The third boundary condition, BCIII, is the same as BCI except that 
aP - = O is applied at the idet instead of extrapolating the pressure. 
ôy 

Among several grids tested a uniform 30 x 60 node grid (30 nodes across 

half width of the ehannel and 60 nodes dong the channel) is chosen for 

the results shown here. Figure D.3 shows the calculated velocity profiles 

at dinerent streamwise locations dong the channel for different Reynolds 

numbers. The exact solution is also shown at the first streamwise location 

where the caiculated centerline velocity is quai to or greater than 99% of 
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the exact centerline velocity (V-). This point also determines the entrance 

length , Le, of the channel. 

As shown in this figure, the uniform inlet velocity develops into the exact 

fuliy developed profile for d l  different boundary conditions and Reynolds 

numbers. 

Figure D.3: Streamwise velocity profiles between parallel plates for different 

boundary conditions, (-) BCI, (- -) BGII, (- 0 )  BGIII and O exact 

The pressure field also develops to a uniform pressure across the channel 

and drops linearly with length in the M y  developed region, as expected. 
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The variation of the centerhe pressure for Mixent Re's is shown in Figure 

D.4, whereas, Figure D.5 depicts the isobars within the Channel. 

Figure D.4: Centerline pressure variation along the channel 

As shown in Figure D.4, after a short distance from the inlet the center- 

line pressure drops linearly with length as predicted by the exact solution. 

The slope of the linear pressure variation depends inversely on the Reynolds 

number and detemines the m i o n  coefficient, which is discussed below. 

The pressure contours shown in Figure D.5 are typical of those predicted 

using similar models. They show a pressure buildup at the entrmce corners 

where flow is brought to a stop due to the no-slip wail boundary condition. 

In addition, velocity profiles in the developing region show some velocity 

wershoots which have also been observed by others. 

As a next test of the integrity of the model, the fiction coefficient was 

calculated and compareci to t heoretical values. The theoretical fiction coef- 
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1, 
Re=20. BC-II 

x/H 

t+ 
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Figure D.5: Pressure contours between parallel plates 

ficient, Ath, for the fully developed region is a function of Reynolds number 

as given by [92] 

Table D .1 summarizes the calculated non-dimensional entrance length, 

L./H, inviscid core length, Li /H,  and friction coefficient for the different 

cases which were modeled. As shown in the Table, the fkiction coefficient is 

predicted very accurately, however, the accuracy of the calculated entrance 

length depends strongly on the grid resolution in that region. To obtain more 

accurate results, three grids with different node spacings are used for the flow 
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Table D.1: Calculated parameters for flow between parallel plates 

with Re = 50. Table D.2 surnmarizes the calculated results and describes the 

grid specifications used. The calculated entrance length, as given in Table 

Table D.2: Calculated entrance length for flow between parallel plates, Re = 

.. 
L,/H 

LiIH 

A 

Ath 

D.2, compares very well with the empirical value of 2.5 for Re = 50 [92]. 

Re = 20 

I 

; 

BGI 

1.25 

Re = 50 

no. of nodes 

30 x 60 

30 x 60 

60 x 120 

BGII  

1.25 

BC-1 

2.583 

Re = 100 

BGIII  

1.25 

BC-1 

4.917 

0.42-0-58 

channel length 

10H 

5H 

BC-II 

2.583 

1.2 

1.2 

BGIII  

2.417 

BC-II 

4.917 

0.75-0.92 

AxlH 

116 

1/12 

BGIII  

4.75 

1.2 

1.2 

.4816 

-48 

1.42-1.58 

1.2 

1.2 

.2438 

+24 

Ay/H 

1/30 

1/30 

5H 

,4816 

,48 

L,/H 

2.6 

2.5 

1/60 1/24 

.4818 

.48 

,2426 

.24 

.2426 

2.4 

2.5 - 



D.2 Flow in Circular Pipes 

D.2 Flow in Circular Pipes 

Flow behavior in the entrance region of a pipe is very similar to that of 

flow between paralld plates. However, the entrance length is longer and the 

M y  developed velocity profile, v(r) ,  maximum velocity, v-, and fnction 

coefficient, A, are different for this case due to digerences in flow geometry. 

The exact solution for fully developed pipe flow yields [92] 

and 

where some 

D.6. 

of the variables are shown in Figure 

The numerical flow simulations are done 

over half of the physicai domain with the ax- 

isymmetric flow option turned on. The same 

30 x 60 node grid used previously for the par- 

allel plate test case, with a length to diameter 

aspect ratio of IO is used for the computations 

and boundary conditions are specified accord- 

ing to BGII illustrated in Figure D.2. 

Figure D.6: Geometry and 

variable definitions for the 

pipe flow test case 
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Figure D.7 shows the predicted velocity profiles dong the pipe for the 

same three Reynolds numbers as were used in the parallel plate test case. 

The exact fdly developed velocity profile is also shown a t  the beginning of 

the fully developed region. As evident in this figure the calculated velocity 

profiles approach the exact solution very accuiately. In the entrance region, 

the expected velocity overshoots are also predicted. 

Figure D.7  Calculatecl and exact velocity profiles for the pipe flow test case 

Presswe contours and centerline pressure drop dong the pipe axis are 

shown in Figures D.8 and D.9, respectively. As shown in these figures, pres- 
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sure drops linearly in the fuliy developed region and becomes uniform across 

the pipe at about z /D = 1. 

Figure D.8: Caiculated centerline pressure d a t i o n  for d8erent Re numbers 

O. 5 
R e 4  00. BC-II 

The entrance length and fiction coefficient for dinerent Reynolds num- 

bers have been calculated and are shown in Table D.3. Since the main pur- 

pose of these tests is to iliustrate the validity of the solution for the hydrody- 

namic equations for aicisymmetric Bows, no attempt is made to obtain grid 

independent results for the calculated entrance length. However, numerical 

redts  in the M y  developed region match with analytïcal solutions very 

accurately for the pîd  resolution used here. 

r/D O 
0.5 

O 1 2 3 4 5 6 7 8 9 I O  
z / D  

a . - - . P - - m - - . - . - - - - - - - - - - - - - -  0 -  ----a 
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"O 2 4 6 8 10 

x IL 
Figure D.9: Pressure contours along the pipe 

Table D.3: Calculateci results for Bow in a circular pipe 
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D.3 Convection of a step profile 

A popular test case used to compare the performance of dinerent advection 

schemes is the solution of the convection of a step profile in a uniform flow 

oblique to grid lines. Figure D.10 shows a schematic of the geornetry, flow 

direction and boundary conditions for this test case. As shown in the figure, 

the uniform 4 profile at  the left boundary is convected into the domain by 

a uniform flow in the 6 direction. At the limit of zero diffusion, the exact 

solution yields a uniform value of 4 = above the diagonal and 4 = O below 

it, with a sharp step function across the diagonal. 

Figure D.lO: Convection of a step profile in a uniform flow oblique to the 

grid lines 

The calculations are done on three uniform grids with 12 x 12, 22 x 22 

and 42 x 42 nodes. The width and the height of the computational domain 

are set to unity (L = H = 1) which yields 9 = 45'. Figures D.11, D.12 

and D.13 show the predicted 4 distribution dong the horizontal mid-plane 
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of the computational domain obtained using the different advection schemes 

described in Section 4.2.2. Figure D.14 compares the results obtained using 

al1 three advection schemes on a 42 x 42 node grid. 

The UDS scheme (Figure D.11) introduces significant errors in predic- 

tions of the distribution of qb due to false diffusion. The profiles are smeared 

and therefore UDS should not be used in prediction of similar flow situa- 

tions. The HOUDS scheme (Figure D.12) captures the discontinuity much 

more accurately; however, it introduces overshoots and undershoots in the 

value of 9 which can be elîminated when limiters are used (Figure D.13). It 

was noticed that more iterations were needed to obtain the solution when 

the higher order advection scheme was used, and even more iterations were 

needed when Iimiters were required. 

X 

Figure D.11: t# distribution dong the horizontal mid-plane using UDS 
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Figure D.12: 4 distribution along the horizontal mid-plane using HOUDS 

Figure D.13: 6 distribution along the horizontal mid-plane using HOUDS 

with limiters 
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Figure D.14: Cornparison of the resuits obtained fÎom difIerent advection 

schemes on the 42 x 42 node grid 
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D.4 Shear Driven Cavity Flow 

Prediction of the shear driven cavity flow inside a square cavity whose top 

surface is moving in its plane with a uniform velocity, as depicted in Fig- 

ure D.15, has been extensively used to evaiuate numerical techniques. This 

problem exhibits diEerent flow features (e.g. flow recircdation, oblique flow 

relative to the grid lines etc ...) which makes it a suitable test case to examine 

the accuracy of a numericai mode1 for fluid flow problems. Many researchen 

have solved thi problem and therefore, a wealth of bench mark solutions are 

available in the literature (e.g. [Il?]) for different flow situations. 

Here, the incompressible laminar cavity -u 
flow is solved for two Reynolds numbers, 

Re = 100, 1000, where Re is defined by 

Re = ULIV. The numerical simulations 

are performed on three uniform grids with 

10 x 10, 20 x 20 and 40 x 40 interior con- 

trol volumes. The performance of two ad- 

vection schemes (i.e. PEUDS and HOUDS) L 

are compared. Simulations are starteci fiom Figure D.15: Schematic of a 
a zero velocity field and steady state so- square cavity with a moving lid 

lutions are obtained using very large tirne 

steps. Usually 10 to 15 iterations are enough to reduce the maximum nor- 

malized residual to less than 1 x 10'~. 

The calculated resuits for the distribution of vertical and horizontal ve- 

locity dong the horizontal and vertical cavity centerlines, respectively, are 

presented in Figures D.16 to D.19. 
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Figure D.16: Velocity distribution dong the horizontal and vertical cavity 

centerlines, Re = 100, PEUDS 
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Figure D.17: Vdocity distribution dong the horizontal and vertical cavity 

centerlines, Re = 1000, PEUDS 
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Figure D.18: Velocity distribution along the horizontal and vertical cavity 

centerlines, Re = 100, HOUDS 
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Figure D.19: Velocity distribution dong the horizontal and vertical cavity 

centerhes, Re = 1000, HOUDS 
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As shown in Figures D.16 and D.18 for Re = 100 both advection sdiemes 

yield accurate results on the 40 x 40 grid for this low Re number. Further, the 

solutions obtained using the HOUDS advection scheme approach the bench 

mark solution faster through refinement of the grid. On the other hand, 

for higher Re, shown in Figure D.17, the PEUDS which effectively becornes 

first order accurate, fails to accurately predict the velocity distributions. To 

improve the accuracy of these results much h e r  grids are required. For this 

case, when the HOUDS advection scheme is used (Figure D.19) the velocity 

field is still accurately predicted using a 40 x 40 grid. 

To hirther illustrate the accuracy of the mode1 using HOUDS, the calcu- 

lated streamline pattern and velocity vectors predicted for this flow geometry 

using a 40 x 40 grid and HOUDS are shown in Figures D.20 and D.21. The 

secondary recirculating flows in the lower corners of the cavity are detected 

clearly. The results are in excellent agreement with those reported by Ghia 

et ai. [Il?]. 



D.4 Shear Driven Cavity Flow 

Figure D.20: Predicted stream lines inside the cavity, Re = 1000, HOUDS, 

40 x 40 grid 
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Figure D.21: Velocity vectors inside the cavity, Re = 1000, HOUDS. 
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D.5 Natural Convection in a Square Cavity 

The next test case for the present numerical model is prediction of the buoy- 

ancy driven Bow inside a square cavity, with insulated surfaces top and bot- 

tom, and side walls at dinerent temperatures. These predictions demonstrate 

the capability of the present model for predicting buoyancy driven flows. In 

addition, the performance of various upwind schemes in predicting such prob 

lems are compared. 

The geometry of the cavity and the boundary conditions used for this test 

case are shown in Figure D.22. It should be noted that since the boundary 

conditions at both insdated waiis are identical, they are only shown for the 

upper wall in this figure. 

aT - = u = ' U = o  m 

Figure D.22: Schematic of the heated square cavity and boundary conditions 

used for the calculations 

Numerical simulations are carrieci out for Ru = IO4, IOS and IO6 where 
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Ra denotes the Rayleigh number and is defined by 

In this equation, g is the gravitational acceleration, L is the cavity dimension, 

p denotes the gas expansion coefficient, AT is the temperature differential 

between the cavity side wails, Pr is the fluid Prandtl number and v denotes 

the kinematic viscosity of the fluid in the cavity. Table D.4 lists the numerical 

values of these quantities as used for the present test case. 

Table D.4: property values for the heated cavity test case 

The value of AT is 10 O C  and is kept constant for ail cases. Therefore, 

difFerent values for the cavity dimension, as shown in Table D.5, are used to 

alter the Rayleigh number. In aJ the cases, d o m  zero velocity and tempera 

ature fields are used to initialize the solution. For Ra = 10' the steady-state 

solution can be obtained even with very large time steps. However, if a few 

iterations are done with a rather small t h e  step at the start of the solution, 

the steady-state results can be guicldy obtained by increasing the t h e  step 

to a wy large number. For higher Ra numbers, it was noticed that there 

is a Iimit for the tirne step. In this case, small t h e  steps should be used to 

prevent divergence of the solution. 

In Figures D.23 to D.25 are vector plots of the predicted velocity field for 

different values of Rayleigh number. As shown, when Rayleigh number is low 
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Table D.5: cavity size for different Rayleigh numbers 

a singîe large vortex forms in the center of the cavity, but as Rayleigh number 

increases this vortex breaks down into two vortices which are positioned close 

to the cavity corners. 

In order to compare the present numerical results with the bench mark 

solutions reported by Hortmann et al. [118], the following quantities are 

the maximum horizontal velocity component, U,, in the vertical mid- 

plane x = L/2 and its location, y-. 

the maximum vertical velocity component, V-, in the horizontal mid- 

plane y = L/2 and its location, x-. 

the maximum value of the local Nusselt number on the cold wd, 

N b ,  and its position, flNu 

- - 
the average Nusselt number, Nu, defined by Nu = Q/Qc where Q is 

the calculated heat flux across the cavity and Q, is the heat flux that 

wodd resdt h m  pure conduction 
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Figure D.23: Velocity vectom for the heated cavify, Ra = IO* 
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Figure D.24: Velocity vectors for the heated cavity, Ro = los 
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Figure D.25: Velocity vectors for the heated cavity, Ra = 106 
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where k is the fluid conductivity and is set to 0.02553 (W/m/K) here. 

Tables D.6 to D.8 swnmarize the numerid and benchmark results for 

diierent cases. The x and y coordinates are normaüzed with the cavity 

dimension, L, and ail velocities are scaled with a diffusion velocity defined 

by 

The d i d i t y  and accwacy of the present r d t s  can be checked by corn- 

paring them with the reportecl benchmark solutions for the same grid res- 

olution. As evident in Tables D.6 to D.8, the present remilts and the cor- 

responding bench mark solutions are almost identical. Again, finer grids 

provide better accuracy in the results. 

Despite the observed superiority of the HOUDS in accurately predicting 

the velocity profiles for the driven cavity flow, it is interesthg to note that the 

acwacy of the r d t s  obtained by HOUDS and PEUDS advection schemes 

is not significantly dinerent for these predictions. This is due to the fact 

that grid Peclet numbers are very Iow for these flows (max. Peclet number is 

about 1.). Therefore, the PEUDS approaches HOUDS as it becomes almost 

second order accurate. 



Table D.6: Calculated results for the heated cavity test case, Ra = IO4 

bench mark results [118] 
- 

present mode1 

II advection scheme PEUDS PEUDS HOUDS ' HOUDS 



lsble D.7: Calculated results for the heated cavity test case, Ra = 10' 

bench mark results [118] 

- 

7 

HOUDS PEUDS 
- - -  

& a ~  36.3131 37.8104 
b 

Vmux 0.875 0.875 
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D .6 Simulation of a Turbulent Buoyant Plume 

The implementation of the ks turbulence mode1 and a3so the buoyancy terms 

in both the momentum and turbulence equations are validated by simulating 

a round turbulent buoyant plume in a neutral environment. A description of 

the experirnental facility and reported rneasurements for the mean velocity 

and temperature, as weli as turbulence quantities, can be found in [119]. 

The buoyant plume is generated by heating air in a plume generator which 

is schematically shown in Figure D.26. 

plume generator 

Figure D.26: Schematic of the buoyant plume 

Steady-state operating conditions of the plume as reported in [Il91 are 

given in Table D.9, where subsaipt , denotes the source condition and Io is 

the turbulence intensitg at the sonrce. 
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Table D.9: Plume steaày-state operating condition 

The Computational Grid 

The computational results which are presented in following pages are ob- 

tained on a grid whose specifications are given in Table D.10. 

Table D. 10: Grid specification for the buoyant plume 

II no. of nodes 1 grid size 1 no. of nodes 1 grid spacing expansion factor (1 

Boundary Conditions 

The boundary conditions used for the numerical simulation include: 

a velocity specified inlet at  the plume source, 

+ 

a symmetry boundary condition dong the plume W, 

N, x N, 

76 x 42 

width x height 

150D x lOOD 

a neslip wall boundary at the floor, 

a far field boundary, based on the ambient conditions, at the side of 

the computational domain, and 

across the source 

5 
i 

Er 

1.05 

Et 

1.08 
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a an exit boundary at the top face of the computational domain. 

The numerical implementation of these boundary conditions is described in 

Figure D.27. 

Figure D.27: Boundary conditions for the buoyant plume 

As illustrated in Figure D.27, the normal gradient of k and E are set to 

zero at the solid wall which is not strictly correct. However, due to the min- 

imal &ect of such flow detaüs in the viciniw of this boundary on main flow 

charxk=&ics (e-g- PI-e decay aiid spread rates) and a h ,  the relativdy 
coarse grid resolution used near the waü, the additional complexity of using 
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w d  funetions dong with more realistic boundary conditions for k and e at 

the wall is not deemed necessary [120]. 

The value of k at the plume source is specified based on the source velocity, 

V, = 0.98 m/s, and the measwed turbulence intensity, Io = 0.5%. The 

value of E at the source is a p p r h a t e d  by E, RZ k;mS/D implying nearly 

homogeneous-isotropic Bow at the source. 

Turbulence Model Constants 

It is well known that the standard k-E turbulence model does not provide 

accurate results in flow situations where buoyancy effects are significant 

[79, 121, 1221. In particular, the lateral spread of vertical plumes is un- 

derpredicted. To improve the accuracy of the results, a modified k-E model 

which includes buoyancy production terms and incorporates a higher value 

of Cp is used for the present calculation. Other empiricai coefficients in the 

turbulence model are the commonly used values listed in Table D .Il. 

Table D.11: Coefficients for the turbulence model 

The use of a value for C' higher than that of 0.09 u s d  in the standard 

k-E mode1 follows the recommendation of Hossain and Rodi [79] for buoyant 

flowe. In addition, the application of a zero level Algebraic Stress Model 

(ASM) for turbulence dong with the recommended constants by Haqialic 

and Launder [123] r d t s  in C, = 0.11. 
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Centerline Decay Rates 

In cases where both momentum and buoyancy are added to the flow at the 

source, such as the present case, the flow behavior is initially like a buoyant 

jet and then, as the flow evolves, the buoyancy dominates and an asymp 

totic plume-like condition is reached. Ekperimentd evidence shows that the 

plume-like condition is achieved for at least z/LM > 5, where LM iS the 

Morton length scale defined by 

In this equation, Mo is the specific momentum and F, denotes the specific 

buoyancy at the source. They are defined by 

and 

According to experimental resuits [119,124,125], a plot of non-dimensional 

centerhe temperature v e m  z/LM should follow a -213 slope and a plot of 

non-dimensional cent erline velocity versus Z/  LM should foilow a 213 slope. 

These plots are presented in Figures D.28 and D.29 where present cdcu- 

latiom are compareci with the best fit ame to the experimentd data [119]. 

Rom Figure D.28, it appears that plumeiike behavior is achieved at 

about %/LM = 9 which is well within the reported range of 6.5 to 16 for the 

present source condition [119]. In both cases, trends in the predicted decay 

rates foilow those in the experimental data very closely. 
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Figure D.28: Non-dimensional centerline temperature decay for a buoyant 

plume 

Plume Spread Rate 

The plume spread rate calculated based on the plume half widthl is com- 

pared with the experimental value in Figure D.30. As shown, after some 

initial distance the predicted spread rate reaches the experimental value and 

remains at that level. The variation of the plume half width with height, 

w i c h  is used to evaluate the spread rate, is also shown in the Figure. 

'radius at whichchyeftical veiocity is half of the centerline veiocity at the same height 
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Figure D.29: Non-dimensional centerline velocity decay for a buoyant plume 

Radial Mean Flow Profiles 

In flows such as that predicted here, the law of self similarity states that h o  

dimensional, inciuding dgmmetric, buoyant jets or plumes are considered 

self-similar when their time-averaged quantities (e.g. velocity and tempera- 

tue) can be rendered dimensionleas functions of ody one non-dimensional 

geometric variable [124]. Therefore, non-dimensional radial profiles of a mean 

quantity at Metent nodimensionai heighta should coliapse onto a single 

p d e .  

Figure D.31 depicts such a plot for temperature distribution whereas, 
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Figure D.32 shows the velocity profile. As shown in these figures, both ex- 

perimental data and predictions confirm the existence of a self similar region 

for z /D > 10. The agreement between the predictions and measurements is 

excellent, except that the velocities close to the centeriine are slightly over 

predicted. 

Turbulence Properties 

The cdculated nomalized turbulence stresses are plotted against experimen- 

ta1 values in Figures D.33, D.34 and D.35. The Reynolds stresses presented 

here, see Equation (3.33), are calculated based upon their M l  elliptic defini- 

tion rather than the usual thin shear layer formulation. 
- 

The calculated turbulence shear stress, uW, which is the only component 

of the Reynolds stresses considered in thin shear layer approximations, seems 

to agree very well with the data considering the scatter in the data itself. The 
- 

radial normal stress, utut, is also in good agreement with the data except in 

the vicinity of the centerline where the calculated values are up to 20% lower 

than the measurements. In contrast, the predicted vertical normal stress, 
- 
v*rit, seems to be about 50% lower than the measurements. 

In general, the buoyancy modified version of the k-E turbulence model, 

using a higher value of C, (i.e., C, = 0.11 instead of 0.09) seems to yield rea- 

sonably accurate results for mean flow properties in highly buoyancy driven 

flm. 
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Spread of the jet 

O 50 1 O0 
Jet half wicfth (R-Sv / Djet) 

Jet spread rate 

0e5 * 

O-' O O 1 20 40 60 80 

Height / Djet 

Figure D.30: plume spread rate 
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Profiie of rnean buoyancy in shniladty variables 

predided;t/(b10 

predlcted; m d 5  
predfctefj; -0- - - - - - . . . . . . . . - . . . . . * 

Figure D.31: Radial profies of mean temperature for a buoyant plume 
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mean vertical velocity profiles in siniilarity varfables 

O 

O 0  
1 1 1 1 i L 

0.05 0.1 0.1 5 OP 025 
rh 

Figure D.32: Radial profiles of mean velocity for a buoyant plume 
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the turbulent shear stress In similarity varfables 
1 I I I 

0 il 19]. 1 O ~ / D < Z S ~  
.'.................'-.-.....-...........:.........-.... ires- -1 o .  . . . . . . . . . .. . . 

O P 
O i __ - .  pred~ed  -0; 

- 
Figure D.33: Radial distribution of ufvf for a buoyant plume 
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Figure D.34: Radial distribution of u'u' for a buoyant plume 

radiai velocity fiuctuations in similarity variables 
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vertical velocity BuaUatlons in similarity variables 
I 1 1 1 

- 
Figure D.35: Radial distribution of v'vt for a buoyant plume 





An energy balance for the rectangular propane &e 

sec 

Xv := (.O0527 .O1549 .O2376 .O4553 .O6482 .O8414 A024 .1436 jT-m 

Now, we fi aie data by Iinear functions, T(x) for 
temperature and V(x) for velocity and plot both the linear 
fit and the data in the following graphs: 

T(x) := slope(Xt. temp) *x + intercept(Xt, temp) 

V(x) := slope(Xv, ve1)-x + (intercept (Xv, vel) ) 

O o. 1 0.2 
Xt., x 

1 

To conduct the energy balance, a control volume is setup around 
the Rame as shown in aie figure below: 
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The folIow*ng assurnptions are made: 

surrounding pressure Patm := 101325-Pa Mout 
jouie 

Heat capacity Cp := i3w-- 
kg *K 

z' 
joule c. 

Gas constant R := 2870- aa 

kg* K E 
E 
)r 
V1 
.c. 
O 

Patm 2 
Perfect gas density ( x) := 

R.T(x) a law 

Gas ternp. at the bumer exit Th := 6oo.K 

Ambient temperature Ti := 300-K 

From the linear fit to the measured velocities, we assume that velocity 
is zero for x>xlim, where xlim is the lateral location where extrapolated 
velocity is zero, that is 

:= - intercept(Xv , vel) 
xhn  = O.17.m 

slope( Xv . vel) 

We now calculate the mass rlow rate at zd.46, Mout, using the linear 
f is  to the data 

&nsity(x) -V(x)-@th dx 
Mout = 0 . 1 0 1 a k g & ~  
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The entrained mass flow rate, Min, can be calculated as follows; 

Also, convected energy leaving the control volume, Convection-out, is: 

xlim 
Convection-out := 4'' density (x) e V  (x) *Cp*T(x) ~depth dx 

Convection-out = 6.719.10~ watt 

and the amount of energy entering the control volume can be calculated as 
follows: 

Convection-in : = Mfu-depth -wicithCp-Th +i+ Min-Cp Tinf 

Amount of heat generated due to combustion; 

heatseneration := Mfw depth width* Hc heatseneration = 2.459. I o4 watt 

and finally, a consenrative estimation of the radiation heat loss becomes: 

(heatseneration + Convection-in) - Convection-out 
percent-radiation := -100 

heat~eneration 

percent-radiation = -12 141 

This negative radiation heat loss, simply means that al1 the heat 
generated due to combustion is not enough to heat up the entrained 
air to the level that heat is convected out af the control volume 
considering all aie assumpfim made. ff dÏfferent values for the heat 
capacity is used, the calculated radiation heat loss changes and more 
physicaliy justif~ed values can be obtained. The following table shows 
the calculated radiation heat loss for different assumed Cp values. 



An energy balance for the rectangular propane &e 

CP (J/'g-K) radiation heat loss (36) 
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