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Abstract

The problem of simulating quantum many-body systems is fundamental in condensed
matter physics, quantum computing, and quantum chemistry. The exact simulation of
quantum many-body systems is generally intractable on classical computers, and develop-
ing efficient simulation methods is crucial for understanding and utilizing quantum systems.
Meanwhile, from the computer science community, the development of formal languages
has dramatically improved programming and software efficiency. Thus, it is natural to
ask whether we can develop and utilize such representations to simulate quantum many-
body systems. We propose so-called programmatic representations for simulating quantum
many-body systems on computational devices.

We begin with introducing the programmatic representations for quantum circuits,
quantum operators, quantum states, pulse sequences, and more general quantum pro-
grams with control flows are discussed. We further introduce the transformation of and
between these representations, which leads to the development of several software frame-
works, including Yao and Bloqade, which achieved state-of-the-art performance in simulat-
ing quantum circuits and Rydberg atom array dynamics. We introduce the transformation
for automatic differentiation and show that by utilizing the reversibility of the quantum
circuits, only constant memory overhead is needed for the automatic differentiation of
quantum circuits in simulators. As a result, we report the differentiation of 10,000-layer
quantum circuits that no previous software can achieve.

On top of these technical developments in exact simulation, hardware modeling, and
automatic differentiation, we generalize the numerical renormalization group formulations
from Wilson and White, namely Wilson’s NRG and White’s DMRG, which we call the
operator learning renormalization group (OLRG). OLRG allows solving general quantum
many-body problems with arbitrary operator maps in lieu of a state ansatz. We introduce
a theory framework guiding the design of OLRG loss functions, providing a rigorous error
bound for real-time evolution. We further show OLRG can solve the quantum many-body
problems with arbitrary operator maps such as neural networks using the Operator Matrix
Map (OMM), and can be used to generate control parameters for a quantum device using
the Hamiltonian Expression Map (HEM). We explore different hyperparameters for both
OMM and HEM for a 1D transverse field Ising model and show that our theoretical loss
function correctly guides both the OMM and HEM to ground truth using differentiable
programming.

We conclude by discussing the future directions of applying programmatic representa-
tions to quantum many-body systems and the future directions of quantum many-body
system simulation.
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Chapter 1

Introduction

Quantum many-body systems are one of the most common and important systems in
physics. They are crucial in studying the behavior of a wide range of physical systems,
including quantum materials and quantum chemistry [15–17]. While the behavior of small-
scale quantum systems has been well understood, the behavior of large-scale quantum
systems is still not well understood. This leads to the emergence of condensed matter
physics. Quoting from PW Anderson’s "More is Different" [18], the behavior of large-scale
quantum systems is not simply the sum of the behavior of small-scale quantum systems.
New physics may emerge when the number of particles increases. Computational simu-
lations and predictions are crucial in understanding the behavior of large-scale quantum
systems. However, the simulation of quantum many-body systems is a challenging task.
The general problem has been proven to be hard [19, 20]. This complexity has moti-
vated the development of various classical frameworks to tackle this problem, including
quantum Monte Carlo [21–23], linked cluster expansion [24, 25] and variational frame-
works such as Wilson’s NRG [26], White’s DMRG [27, 28] and Variational Monte Carlo
(VMC) [29, 30]. While these frameworks have been successful in understanding the be-
havior of many practical quantum systems, they are not without limitations. Quantum
computation has been proposed as a promising hardware solution to simulate and un-
derstand the behavior of large-scale quantum systems [31]. Quantum frameworks such
as quantum phase estimation [32, 33], Hamiltonian simulation [34–36] and Variational
Quantum Algorithms (VQA) [37–39] has also been proposed with the promise of potential
quantum advantage. In combination with conventional computational methods, developing
new methods and software tools can help understand the behavior of large-scale quantum
systems.

Concurrently, the development of hardware has seen significant progress in the past
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decade, including progressing fidelity in manipulating quantum many-body systems, in-
cluding superconducting circuits, Rydberg atoms, and Ion traps [40–42]. This urges the
development of new methods and software tools to utilize, control, simulate, and char-
acterize these systems. Developing such new methods and software tools has brought
new concepts and techniques to the field of physics. New ways to represent quantum
many-body systems have been proposed, including mathematical representations such as
ZX calculus [43], Quon [44] and IR for programming quantum hardwares [45, 46]. The
connection between computational process and many-body systems has been seen in the
development of quantum algorithms and quantum simulations in recent decades [19]. Com-
plex behavior arises from the composition of primitive components that share the same
nature as the composition of primitive components in the computational process.

Furthermore, the development of formal languages [47] and especially programming
languages [48–50] have brought concepts in understanding complex compositions. A holy
grail of designing programming languages is to make the composition of primitive com-
ponents as simple as possible while still being expressive and versatile across different
machines. Solving this problem has led to the development of type systems [51], compiler
optimizations [52], etc. On top of programming languages, many representations have
been developed to build the digital twin of the physical world [53, 54]. Although the ini-
tial motivation of formal languages was to describe the syntax and semantics of natural
languages, the development of such languages has brought powerful mathematical tools to
represent and understand compositions. From an implementation perspective, the devel-
opment of computational condensed matter physics can benefit from such tools. Moreover,
these concepts and techniques may help physicists revisit existing frameworks and enhance
the simulations and predictions.

The development of large-scale scientific facility [55–57] in high-energy physics has led
to many breakthrough discoveries since last century. Similarly, starting a decade ago,
scientific software development is crucial in many condensed matter physics discoveries.
These software and algorithms are the large-scale "accelerators" in this century, such as
Gaussian [58], OpenFermion [59], ALPS [60], etc. Another classic example is the deep
learning software stacks including software frameworks like TensorFlow [7], PyTorch [9]
and hardware programming facility like CUDA [61]. The entire field of deep learning is
made possible with these software efforts. Thus, scientific software development has seen
significant growth in the past decade. More sophisticated software frameworks have been
developed for multiple applications. This imposes challenges in software engineering, such
as performance, maintainability, correctness, etc. Moreover, in the twilight of Moore’s
law, we must seriously consider developing scientific software to fully utilize current and
emerging hardware, such as GPU, quantum computers, neuromorphic computers, etc. The
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development of representations mentioned previously has brought powerful tools to address
these challenges.

Combining the development of formal languages and scientific software development,
we can develop new methods and software tools to understand the behavior of large-scale
quantum systems. In this thesis, we will refer to these representations as programmatic rep-
resentations, as their primary purpose is to represent the physical entity in a computational
program rather than creating formal definitions. We will introduce programmatic represen-
tations explored in the related work in Chapter 2, including representations for quantum
circuits, quantum operators, quantum registers, and Rydberg atom arrays. Then, we will
introduce the transformation of and between these representations in Chapter 3, includ-
ing the transformation of quantum circuits for simulation and Automatic Differentiation
(AD). Furthermore, we will introduce how we generalize the well-known Willson’s NRG
and White’s DMRG from a programming and machine-learning perspective in Chapter 4.
Finally, we conclude this thesis by discussing the future directions of applying program-
matic representations in quantum many-body systems in Chapter 5.
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• Results
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Figure 1.1: Structure of the thesis. Arrows indicate possible orders of reading.

In this chapter, starting with a simple projectile motion example, we will introduce
the basic concepts of programmatic representations and discuss their motivation in more
detail. We will also introduce the basic concepts and techniques used in this thesis. While
much of this thesis’s content is referred to as formal language, we will introduce them with
more concrete examples for physicists without going deep into formalism unless necessary.
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Figure 1.2: Projectile Motion

1.1 Getting Started

In this section, we will introduce the basic concepts of programmatic representations
through the very simple example of projectile motion. Let’s start with representing the
same physical system in different ways.

1.1.1 5 Ways of Describing the Projectile Motion

Let’s first start with some standard textbook representations
List of Positions if we are able to observe a projectile motion from the experiment, we
can represent this process as a list of positions at different times:

x(t1), x(t2), · · · , x(tn) (1.1)

Diagram we can also draw a diagram to represent the projectile motion by plotting the
curve of positions:

y = g

2x
2 (1.2)

Differential Equation using the Newton’s law, we can represent the projectile motion as
a differential equation:

d2r⃗

dt2
= g⃗ (1.3)

Lagrangian using the Lagrangian mechanics, we can represent the projectile motion as a
Lagrangian:

L = T − V (1.4)
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What if we ask you to pick one of the above representations and write a computer program
to calculate y given x? If x is in our list of positions, then List of Positions seems to
be the most straightforward representation. The corresponding data structure would be a
1-D array of positions.

However, this is not true if we want to calculate y for a continuous x. In this case, we
need to use Diagram, Differential Equation, or Lagrangian. They all can predict y
given a random x.

The situation changes when we start thinking about more generic cases. If we are
now looking for a variant of projectile motion with acceleration at each x⃗ and y⃗ direction,
then Diagram is not generic enough to describe such system. Differential Equation
is the best way to describe such a system because the acceleration is a direct parameter
in the representation. On the other hand, if we are looking for a variant of path, such
that the energy is preserved. The Lagrangian becomes a good representation because
it has a more explicit representation on energy. However, if we obtain a solution from
Differential Equation, we still need to convert it to List of Positions to visualize the
trajectory because List of Positions is a more native representation when we draw the
curve on a screen.

From here, we can see different representations have their strength. Solving a problem
requires one to transform between multiple representations. This is also true when we talk
about writing a program.

The most straightforward representation is List of Positions because we can represent
it directly using list, a primitive data structure in python. Diagram is a bit more
complicated but still straightforward. It requires one to define the corresponding function.
Differential Equation will then require one to define a numerical integrator to solve the
differential equation. Lagrangian is the most complicated one because it requires one
to define the Lagrangian function and then use the Euler-Lagrange equation to solve the
equation of motion.
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1.1.2 What is Programmatic Representation?

written

math

programmatic

Figure 1.3: Written Representation, Mathematical Representation and Programmatic Rep-
resentation

When discussing the programmatic representation, we compare it with the written and
mathematical representation. The written representation is the most straightforward way
to represent a physical system. It is how we describe a physical system in natural symbols,
language, and diagrams. Mathematical representation is the way we describe a physical
system in mathematical language. The programmatic representation is the way we describe
a physical system with the consideration of being able to execute the representation in a
computer program. The three representations are shown in Figure 1.3.

An example of written and mathematical representation could be Euclid’s Elements,
where mathematical and written representations describe geometry. The most common
example of programmatic representation is the general-purpose programming languages,
such as Python, Julia, C++, etc. Programming languages serve as the most generic way
to represent programs that a computer can execute.

As one can imagine, mathematical representations and programmatic representations
can be written. Similarly, programmatic representations can always be formally defined
by mathematical representations. However, the written or mathematical representations
are not necessarily executable by a computer. The programmatic representations are exe-
cutable by a computer but not necessarily human-readable.
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However, creating only general-purpose programming languages is insufficient for rep-
resenting physical systems. Because the details about the physics are not encoded in the
general-purpose programming languages, diagrammatic representations can sometimes be
programmatic as well. Thus, specific knowledge and understanding of the representations
within the context of quantum many-body physics is necessary.

In summary, the programmatic representation is about the mathematical representa-
tions that a computer can execute. It considers the formal definitions, the implementation
details, and the domain knowledge. This thesis discusses the more specific programmatic
representations that physicists can use in experiments, simulations, and theory.

1.2 Motivation

There are several motivations for using programmatic representations in physics. The
most obvious motivation is bridging different fields by "speaking" the same language. Us-
ing programmatic representations also leads to powerful software tools and an alternative
understanding of theories in physics from an entirely different perspective. In this section,
we will discuss some of the motivations that result in the development of work presented
in this thesis.

1.2.1 Bridging the Gap between Theoretical, Computational and
Experimental Physics

The most obvious motivation for utilizing a programmatic representation appears when ex-
perimental, computational, and theoretical physicists work together. The physicists know-
ing both experimental and theoretical physics are rare. The fields of physics are becoming
more and more specialized. Even within the same field, theoretical, computational, and
experimental physicists may use different representations and terminologies. This makes
communication between physicists difficult, obstructing the development of new theories
and the lack of understanding of the physical systems.

Theoretical physicists often use mathematical representations to describe the physical
systems. Computational physicists use numerical representations to simulate the physical
systems and provide guidance for the experimental physicists. The experimental physicists
then use the physical devices to perform experiments and collect data. such workflow
works okay if the experiment is only executed a few times. But if many experiments are
needed and their configuration and setup are different, then a unified machine-executable
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Theoretical Repr
(Equation, Diagram, …)

Computational Repr
(Array, CPU, GPU, …)

Experimental Repr
(Pulse, Lasers, …)

compile

compile

Figure 1.4: Bridging the Gap between Theoretical, Computational and Experimental
Physics

representation is needed. This is where the programmatic representation comes in. It
can be used to represent the physical system in a way that can be written by theoretical
physicists, simulated by computational physicists, and executed by experimental physicists.

Assuming there are three physicists, Alice, Bob, and Charlie. If each of them works
with different representations A,B,C, without a unified representation, 3·(3−1)

2 = 3 different
conversions are needed, and this scales with the number of physicists as O(n(n−1)

2 ). If there
is a unified representation, then only n conversion is needed, and this scales with the number
of physicists as O(n). This compilation between hierarchical representations significantly
reduces the complexity of communication between physicists.

More specifically, as shown in Figure 1.4, by utilizing programmatic representations,
theoretical physicists can write down equations and diagrams and then compile them into
machine executable representations such as primitive data structures such as integers, float-
ing points, and arrays. Computational physicists can then use these machine-executable
representations to simulate the physical systems and further generate representations that
the experimental devices, such as pulse sequences and laser configurations, can execute.
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1.2.2 Building Performant, Sophisticated and Multi-purpose Soft-
ware Framework

From the design patterns in general-purpose software to the design of a domain-specific
language, the programmatic representations can help us architect the software framework
in a performant, sophisticated, and multi-purpose way while staying composable. Thus,
it brings existing methods to a new level of usability and performance. An example is
the optimization of the exact methods. Using the circuit representations we introduced
in Section 2.1, we can automatically optimize the exact simulation by dispatching the
general simulation of a unitary to the simulation of different patterns. The match-and-
dispatch technique helps us build one of the fastest exact circuit emulators in Section 3.1.
Furthermore, by applying the techniques from the compiler community, we can further
automate the optimization process using the rewrite rules. Potentially, we also see future
directions in optimizing the program for quantum devices, such as the optimization of
quantum circuits for quantum hardware.

1.2.3 A way of thinking

Programmatic representations can unveil alternative methods to solve problems as a way
of thinking. By understanding existing methods from a programmatic perspective, we
can generalize them more abstractly. This way of thinking can lead to the discovery of
alternative methods that solve broader problems. For example, by switching the floating
points with tropical numbers, one can solve combinatorial optimization problems using the
algorithm used for linear algebra and tensor networks[62]. In Chapter 4, we will show the
generalization of NRG[26] and DMRG[27, 28] to the OLRG. This generalization is inspired
by revisiting the implementation of the DMRG algorithm and understanding it from a
programmatic perspective. By generalizing the DMRG algorithm, we remove the limitation
of the numerical RG formulation in higher dimensions and hardware platforms. This led
to the discovery of the OLRG algorithm, which utilizes machine learning techniques on
conventional and quantum computers.
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1.3 Useful Concepts and Techniques

In this section, we will introduce some useful concepts and techniques from computer
science that are used in this thesis. We will not discuss the formal definition of these
concepts and techniques, but instead, we will introduce them with concrete examples for
physicists without going deep into formalism. For readers familiar with these concepts and
techniques, they can skip this section.

1.3.1 Expression

Using the expression is the most generic way to represent a programmatic representation.
An expression is a combination of symbols that denotes a value. Due to the nature of
composition, a tree data structure arises naturally to represent an expression. In parsing,
this tree structure is also called a syntax tree. However, we will not go deep into the
parsing in this thesis. Instead, we will focus on the tree structure and its operations.

For example, consider the mathematical term x+y∗z. This can be represented as a tree
structure as shown in Figure 1.5 (a). One of the reasons why we are particularly interested
in the expression tree is that although it can be very generic, the tree data structure fits
into modern computer architecture very well. It can be easily represented using arrays and
pointers and traversed using recursion.

(a) +

x *

y z

(b) exp

*

-it ad

⊗

X Y

-

Z

Figure 1.5: Expression Tree of (a) x+ y ∗ z; (b) exp(−it[X ⊗ Y,−Z])
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However, in practice, representing the expression tree requires heterogeneous node types
because the nodes in an expression tree represent a function that takes several arguments
(its children) and returns a value (itself). This results in a non-uniform data structure. As
shown in a more complicated example in Figure 1.5 (b), representing an expression of a
quantum operator exp(−it[X ⊗ Y,−Z]) requires different primitive functions such as exp,
⊗, ad (the commutator), etc. Representing such data structure cannot be done statically
using a uniform data structure with the same number of fields. This implementation
consideration motivates us to discuss the sum types in the next section.

1.3.2 Sum Types

The sum type is a composite type representing the type formed by combining other types.
The sum type is also called tagged union, disjoint union, or variant type. It is one of the
common classes of algebraic data types. 1. In the context of programmatic representation,
combined with product types (such as tuples), sum types are beneficial in representing the
heterogeneous node types in an expression tree.

A typical sum type represents a choice between a fixed set of alternatives. For example,
consider the following definition of nodes in Python:

1See also https://en.wikipedia.org/wiki/Algebraic_data_type
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Listing 1 A simple sum type in Python
from dataclasses import dataclass

@dataclass
class Node:

pass

@dataclass
class Var(Node):

name: str

@dataclass
class Const(Node):

value: float

@dataclass
class Add(Node):

left: Node
right: Node

@dataclass
class Mul(Node):

left: Node
right: Node

@dataclass
class Neg(Node):

value: Node

In this example, Const, Add, Mul, and Neg are possible variants of the sum type Node.
Each of them is a class that extends the base class Node. We can see that the minimum
requirement to represent such a data structure is a tag and a list of fields. Because runtime
input determines the node type’s tag, we have to allocate memory for a maximum number
of fields (in this case, 2) for each possible instance of Node. Furthermore, the memory
layout of the data structure is not guaranteed to be aligned in a cache-friendly way. Thus,
in optimizing compilers, the memory layout of the data structure is often rearranged to
improve the performance of the program[50, 63, 64]. We will not discuss the details of
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memory layout in this thesis, but it is important to note that the memory layout of the
data structure is an important factor in the program’s performance.

1.3.3 Pattern Matching

Pattern matching is a comprehensive concept. In the context of this thesis, we refer
to pattern matching a sub-expression in an expression tree. The sub-expression can be
a single node or a subtree. One can describe the pattern as the same expression plus
a pattern variable. Pattern matching is a widespread operation in computer programs.
Pattern matching aims to provide a concise and readable way to extract information from
a data structure. Moreover, pattern matching serves as a fundamental tool in manipulating
representations. In this section, we will introduce the pattern matching with some concrete
examples in Python, Julia, and rust for readers familiar with different languages.

First, look at the pattern matching in Python for a concrete example. Python 3.10
introduced the pattern-matching feature. For instance, we can use the following matching
statement to extract the sub-expression of multiplication from an arithmetic expression

Listing 2 A simple example of pattern matching in Python
def simplify(expr):

match expr:
case Mul(left, Const(1.0)):

return left
case _:

return expr

>>> simplify(Mul(Add(Var("a"), Const(1.0)), Const(1.0)))
Add(left=Var(name="a"), right=Const(value=1.0))

In Listing 2, our simplify function matches the multiplication expression with a con-
stant 1.0 on the right-hand side. If the pattern matches, the function returns the left-hand
side of the multiplication. Otherwise, it returns the original expression. Thus, the sym-
bolic expression can be simplified in this way. In the practice of programming or compiler,
pattern matching refers to matching a sub-expression from an expression tree.
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In Julia, the pattern matching is implemented as a package MLStyle. A more main-
tained version is also implemented for Liang (introduced in Section 2.3). 2.

Listing 3 A simple example of pattern matching in Julia. Mul is the corresponding sum
type in Julia.
using MLStyle

@active struct Mul
left
right

end

@match Mul(left, 1.0) begin
Mul(left, 1.0) => left
_ => Mul(left, 1.0)

end

With pattern matching, we can now rewrite an existing expression into a new one.
Pattern matching is a powerful tool for manipulating representations. In this section, we
will introduce the rewrite with some concrete examples in Python, Julia, and rust for
readers familiar with different languages. Listing 2 is a simple example of rewrite, where
we rewrite the multiplication expression with a constant 1.0 on the right side into the left
side of the multiplication.

1.3.4 Backus-Naur Form

In Chapter 2, we will use BNF extensively to introduce several expressions, including
circuits, operators, and pulse programs. The Backus-Naur Form is a notation technique
for context-free grammars, which is used to describe the syntax of programming languages,
command-line interfaces, and communication protocols. It is named after the two computer
scientists, John Backus and Peter Naur, who introduced it in the 1960s. The BNF is
a standard format for the formal description of the syntax of a language, namely the
expressions, statements, and program structures. It is widely used in the field of computer
science and software engineering.

2The pattern matching package is contained in the repository of Liang at the time of writing
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⟨expr⟩ ::= ⟨+⟩ | ⟨∗⟩
⟨+⟩ ::= ⟨expr⟩+ ⟨expr⟩
⟨∗⟩ ::= ⟨expr⟩ ∗ ⟨expr⟩

Figure 1.6: The BNF definition of the syntax for simple arithmetic expression
with plus and multiplication

The BNF denotes a node in the expression tree using ⟨...⟩, taking Figure 1.5 (a) as
an example, the generic expression is denoted as ⟨expr⟩, and node + representing a plus
expression is denoted as ⟨+⟩. Similarly, the node * representing a multiplication expression
is denoted as ⟨∗⟩. Then, the children are defined using a statement, e.g., ⟨expr⟩ := ⟨+⟩|⟨∗⟩,
meaning the generic expression can be either a plus or multiplication. The children can
be further defined recursively, e.g., ⟨+⟩ := ⟨expr⟩+ ⟨expr⟩. The BNF is a powerful tool to
describe a language’s syntax and a good way to introduce the expression tree of quantum
objects. In this thesis, we will focus more on presenting the tree structure using BNF
instead of focusing on the concrete syntax of a language.

16



Chapter 2

Representation

Representations are the most important concept in this thesis. They are the foundation
of building algorithms and software. They are also the key to understanding the quantum
systems. Good representations can unveil the hidden structure and make the computation
more efficient. In this chapter, we will introduce the definition of three different representa-
tions for quantum objects: expressions, diagrams, and composite representation. Although
the reader may be familiar with the corresponding concepts in physics, we will introduce
them while considering their computational implementation, such as the data structure and
the formalism. In the next chapter, we will introduce the transformation of and between
these representations, which contain more application-oriented content.

We begin with expressions of quantum circuits, operators, and hardware pulse se-
quences. Expressions are the most common programmatic representation. As we have
introduced in Section 1.3.1, they are also referred to as Abstract Syntax Tree (AST),
term, expression tree in different contexts. They can be represented as a tree structure,
a natural data structure for computer programs. Expressions are easy to manipulate and
transform programmatically. They are also easy to visualize and understand. This section
will introduce expressions defined for various quantum objects using BNF introduced in
Section 1.3.4.

2.1 Quantum Circuit

Quantum circuits are the most common representation of quantum algorithms. They are a
sequence of quantum gates, which are unitary operators and measurements. The quantum
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gates are applied to the qubits in the circuit. The most general definition of a quantum
circuit is probably just a sequence of unitaries U1U2 · · ·Un. However, in practice, there
are more structures within these unitaries. For example, they can be the composition
of elementary gates or the unitaries representing an existing quantum algorithm. This
motivates us to define a more structured representation of quantum circuits. This section
will discuss the QBIR in Yao to give readers a concrete example of a quantum circuit
representation. Then, we will discuss the process of creating such a representation in a
more formal way.

In our previous work Yao, we explored the expression tree of a quantum circuit. Yao
is a software for solving practical problems in quantum computation research. Given the
limitations of Noisy Intermediate-Scale Quantum (NISQ) circuits [65], treating quantum
devices as co-processors and complementing their abilities with classical computing re-
sources is advantageous. Variational quantum algorithms have emerged as a promising
research direction in particular. These algorithms typically involve a quantum circuit with
adjustable gate parameters and a classical optimizer. Many of these quantum algorithms,
including the variational quantum eigensolver for ground states [37–39], quantum approx-
imate optimization algorithm for combinatorial problems [66], quantum circuit learning
for classification and regression [67, 68], and quantum circuit Born machine for generative
modeling [69, 70] have had small scale demonstrations in experiments [71–76]. There are
still fundamental issues in this field that call for better quantum software alongside hard-
ware advances. For example, variational optimization of random circuits may encounter
exponentially vanishing gradients [77] as the qubit number increases. Efficient quantum
software is crucial for designing and verifying quantum algorithms in these challenging
regimes. Other research demands also call for quantum software that features a small
overhead for repeated feedback control, convenient circuit structure manipulations, and ef-
ficient gradient calculation besides simply pushing up the number of qubits in experiments.

On the other hand, deep learning and its extension differentiable programming offer
great inspiration and techniques for programming quantum computers. Differentiable pro-
gramming [78] composes differentiable components to a learnable architecture and then
learns the whole program by optimizing an objective function. The components are typ-
ically, but not limited to, neural networks. The word "differentiable" originates from the
usual requirement of a gradient-based optimization scheme, which is crucial for scaling
up to high dimensional parameter spaces. Differentiable programming removes laborious
human efforts and sometimes produces even better programs than humans can produce
themselves [79].

Differentiable programming is a sensible paradigm for variational quantum algorithms,
where parameters of quantum circuits are modified within a particular parameter space
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Quantum RegistersQBIRQuantum Algorithms

Matrix Representation
Tagging

Parameter ManagementArithmetics

Figure 2.1: Quantum block intermediate representation plays a central role in Yao. The im-
ages of GPU and quantum circuits are taken from JuliaGPU [1] and IBM q-experience [2].

to optimize a loss function. In this regard, programming quantum circuits in the differ-
entiable paradigms address a much long term issue than the short-term considerations
of compensating low-depth noisy quantum circuits with hybrid quantum-classical algo-
rithms. Designing innovative and profitable quantum algorithms is, in general, nontrivial
due to the lack of quantum intuitions. Fortunately, differentiable programming offers a new
paradigm for devising novel quantum algorithms, much like what has already happened to
the classical software landscape [79].

The algorithmic advances in differentiable programming hugely benefit from rapid de-
velopment in software frameworks [7, 9, 80–83], among which the AD of the computational
graph is the key technique behind the scene. A computational graph is a directed acyclic
graph that models the computational process from input to output of a program. In order
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to evaluate gradients via the automatic differentiation, machine learning packages [7, 9, 80–
83] construct computational graphs in various ways.

It is instructive to view quantum circuits from the perspective of computational graphs
with additional properties such as reversibility. In this regard, contextual analysis of the
quantum computational graphs can be even more profitable than neural networks. For
example, uncomputing (adjoint or dagger) a sub-program plays a central role in reversible
computing [84] since it returns qubit resources to the pool. While in differentiable program-
ming of quantum circuits, exploiting the reversibility of the computational graph allows
differentiating through the quantum circuit with constant memory independent of its depth.
Constant memory usage is a significant advantage over the traditional approach of stor-
ing intermediate states for backpropagation. The traditional approach requires memory
allocation that is linear in the circuit depth. We discuss such approaches in Section 3.2.3.

Inspired by differentiable programming software, we design Yao to be around the
domain-specific computational graph, the quantum block intermediate representation QBIR).
A block refers to a tensor representation of quantum operations, which can be quantum
circuits and quantum operators of various granularities (quantum gates, Hamiltonian, or
the whole program). As shown in Figure 2.1, QBIR offers a hardware-agnostic abstrac-
tion of quantum circuits. It is called an intermediate representation due to its stage in
the quantum compilation, which bridges the high-level quantum algorithms and low-level
device-specific instructions. Yao provides rich functionalities to construct, inspect, manip-
ulate, and differentiate quantum circuits in terms of QBIR.

Yao adds a unique solution to the landscape of open-source quantum computing soft-
ware, includes Quipper [85], ProjectQ [86], Q# [87], Cirq [88], qulacs [89], PennyLane [90],
qiskit [91], and QuEST [92]. References [93–95] contain more complete surveys of quantum
software. Most software represents quantum circuits as a sequence of instructions. Thus,
users need to define their abstraction for circuits with rich structures. Yao offers QBIR
and related utilities to compose and manipulate complex quantum circuits. Yao’s QBIR is
nothing but an abstract syntax tree, which is a commonly used data structure in modern
programming languages thanks to its strong expressibility for control flows and hierarchical
structures. Quipper [85] has adopted a similar strategy for the functional programming
of quantum computing. Yao additionally introduces Subroutine to manage the scope of
active and ancilla qubits. Besides these basic features, Yao puts a strong focus on differen-
tiable programming of quantum circuits, which will be discussed in Section 3.2.3. In this
regards, Yao’s batched quantum register with GPU acceleration and built-in AD engine
offers significant speedup and convenience compared to PennyLane [90] and qulacs [89].

The QBIR is a domain-specific representation for quantum operators, including circuits
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Figure 2.2: Quantum Fourier transformation circuit. The red and blue dashed blocks are
built by the hcphases and cphase functions in the Listing.
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Figure 2.3: Quantum Fourier transformation circuit as a QBIR. The red nodes are roots of
the composite ChainBlock. The blue nodes indicate the composite ControlBlock and
PutBlock. Green nodes are primitive blocks.

and observables. Figure 2.2 shows the quantum Fourier transformation circuit [96–98]
which contains the hcphases blocks (marked in red) of different sizes. Each block itself
is also a composition of Hadamard gates and cphase blocks (marked in blue) on various
locations. In Yao, it takes three lines of code to construct the QBIR of the QFT circuit.

The function cphase defines a control phase shift gate with the control and shift
functions. The function hcphases defines the recursive pattern in the QFT circuit, which
puts a Hadamard gate in the first qubit of the subblock and then chains it with several
control shift gates. The chain block is a composition of blocks with the same number of
qubits. It is equivalent to matrix multiplication in reverse order mathematically. Finally,
one composes the QFT circuit of a given size by chaining the hcphases blocks. Over-
all, these codes construct a tree representation of the circuit shown in Figure 2.3. The
subtrees are composite blocks (ChainBlock, ControlBlock, and PutBlock) with different
composition relations indicated in their roots. The leaves of the tree are primitive blocks.

In Yao, to execute a quantum circuit, one can simply feed a quantum state into the
QBIR.
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Listing 4 Quantum Fourier transformation circuit in Yao.
julia> using Yao

julia> cphase(i, j) = control(i, j=> shift(
2π/(2^(i-j+1))));

julia> hcphases(n, i) = chain(n, i==j ?
put(i=>H) : cphase(j, i) for j in i:n);

julia> qft(n) = chain(hcphases(n, i)
for i in 1:n)

julia> qft(3)
nqubits: 3
chain

chain
put on (1)

H gate
control(2)

(1,) shift(1.5707963267948966)
control(3)

(1,) shift(0.7853981633974483)
chain

put on (2)
H gate

control(3)
(2,) shift(1.5707963267948966)

chain
put on (3)

H gate

Listing 5 apply! and pipe.
julia> rand_state(3) |> qft(3);

# same as apply!(rand_state(3), qft(3))

22



Listing 6 Inspecting gates.
julia> using Yao, SymEngine

julia> @vars θ
(θ,)

julia> shift(θ) |> mat
2×2 LinearAlgebra.Diagonal
{Basic,Array{Basic,1}}:
1 ·
· exp(im*θ)

julia> control(2,1,2=>shift(θ)) |> mat
4×4 LinearAlgebra.Diagonal{Basic,

Array{Basic,1}}:
1 · · ·
· 1 · ·
· · 1 ·
· · · exp(im*θ)

Here, we define a random state on 3 qubits and pass it through the QFT circuit. The
pipe operator |> is overloaded to call the apply! function which applies the quantum
circuit block to the register and modifies the register inplace.

The generic implementation of QBIR in Yao allows supporting both numeric and sym-
bolic data types. For example, one can inspect the matrix representation of quantum gates
defined in Yao with symbolic variables.

Here, the @vars macro declares the symbolic variable θ. The mat function constructs
the matrix representation of a quantum block.

The QBIR in Yao is designed as an expression tree for quantum circuits. Readers can
get a concrete feeling by inspecting the tree structure from examples of Yao. We will
now discuss a more formal definition of a toy circuit representation in BNF. To design
such a representation, we need to consider the primitive operations in quantum circuits,
the elementary gates from various use cases, the composition of quantum circuits, and
the measurement of quantum circuits. A simple BNF definition of the syntax for the
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⟨circuit⟩ ::= ⟨gate⟩ | ⟨gate⟩⟨circuit⟩
⟨gate⟩ ::= ⟨composite⟩ | ⟨primitive⟩

⟨composite⟩ ::= ⟨put⟩ | ⟨control⟩ | ⟨subroutine⟩
⟨primitive⟩ ::= ⟨shift⟩ | ⟨Pauli⟩ | . . .

⟨put⟩ ::= ⟨gate⟩ ⟨index⟩
⟨control⟩ ::= ⟨gate⟩ ⟨index⟩ ⟨index⟩

Figure 2.4: The BNF definition of the syntax for the quantum circuits in Yao.
⟨index⟩ refers to an expression representing index

quantum circuits in Yao is shown in Figure 2.4. For readers unfamiliar with BNF, we
refer to Section 1.3.4 for a brief introduction to simple arithmetic expressions in BNF. The
⟨primitive⟩ expression contains the definitions of basic quantum gates. Thus, it can be
extended to include more gates. The ⟨composite⟩ expression contains the definitions of the
composition of quantum circuits.

The circuit expression might be the simplest expression for quantum objects. However,
the expression we introduced in Yao shows a lack of expressiveness when we look at broader
quantum operators. We will discuss this in the next section by introducing the Bloqade
package built on top of Yao.

2.2 Quantum Registers

The quantum register stores hardware-specific information about the quantum states. In
classical simulation on a Central Processing Unit (CPU), the quantum register is an array
containing the quantum wave function. For GPU simulations, the quantum register stores
the pointer to a GPU array. In an experiment, the register should be the quantum device
that hosts the quantum state. Yao handles all of these cases with a unified apply! interface,
which dispatches the instructions depending on different types of QBIR nodes and registers.
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Listing 7 CUDA register
julia> using CuYao

# construct the |1010> state
julia> r = ArrayReg(bit"1010");

# transfer data to CUDA
julia> r = cu(r);

Instructions on Quantum Registers

Quantum registers store quantum states in contiguous memory, which can either be the
CPU memory or other hardware memory, such as a CUDA device.

Each register type has its own device-specific instruction set. They are declared in Yao
via the "instruction set" interface, which includes

• gate instruction: instruct!

• measure instruction: measure and measure!

• qubit management instructions: focus! and relax!

The instruction interface provides a clean way to extend support to various backends
without the user worrying about changes to frontend interfaces. We note that the function
with a ! suffix modifies the register in place. This particular convention in Julia indicates
that the function modifies its argument. In the experiment, the instruction measure is
impossible to implement due to the non-cloning theorem.

For example, the rotation gate shown in Figure 2.1 is interpreted as instruct!(reg,
Val(:Rx), (2,), θ). The second parameter specifies the gate, which is a Val type with
a gate symbol as a type parameter. The Val type is a Julia type that carries a value
at compile time. This allows the compiler to specialize the function for the specific gate.
The third parameter is the qubit to apply, and the fourth parameter is the rotation angle.
The CNOT gate is interpreted as instruct!(reg, Val(:X), (1,), (2,), (1,)), where
the last three tuples are gate locations, control qubits, and configuration of the control
qubits (0 for inverse control, 1 for control). Respectively. The measure function simulates
measurement from the quantum register and provides bit strings, while measure! returns
the bit string and also collapses the state.
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Listing 8 Instructions on quantum registers
julia> r = zero_state(4);

julia> instruct!(r, Val(:X), (2, ))
ArrayReg{1, Complex{Float64}, Array...}

active qubits: 4/4

julia> samples = measure(r; nshots=3)
3-element Array{BitBasis.BitStr{4,Int64},1}:
0010 (2)
0010 (2)
0010 (2)

julia> [samples[1]...]
4-element Array{Int64,1}:
0
1
0
0
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In the last line of the above example, we convert a bit string 0010(2) to a vector [0, 1,
0, 0]. Note that the order is reversed since the readout of a bit string is in the little-endian
format.

Active qubits and environment qubits

In certain quantum algorithms, one only applies the circuit block to a subset of qubits.
For example, see the quantum phase estimation [33] shown in Figure 2.5.

H

H

H

H

H

U1 U2 U4 U8 U16

QFT

|0 Q1

|0 Q2

|0 Q3

|0 Q4

|0 Q5

|? Q6|? Q7|? Q8

Figure 2.5: 5-qubit quantum Phase estimation circuit. This circuit contains three compo-
nents. First, apply Hadamard gates to n ancilla qubits. Then, the controlled unitary is
applied to n+m qubits, and finally, the inverse QFT is applied to n ancilla qubits.

The QFT circuit block defined in Listing 4 can not be used directly in this case since
the block size does not match the number of qubits. We introduce the concept of active
and environment qubits to address this issue. Only the active qubits are visible to circuit
blocks under operation. We manage the qubit resources with the focus! and its reverse
relax! instructions.

Since it is a recurring pattern to first focus!, then relax! on the same qubits in many
quantum algorithms, we introduce a Subroutine node to manage the scope automatically.
Hence, the phase estimation circuit in Figure 2.5 can be defined with the following codes.

The matblock method in the codes constructs a quantum circuit from a given unitary
matrix.
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Listing 9 focus! and relax!
julia> reg = rand_state(10)

julia> focus!(reg, (3,6,1,2))

julia> reg |> qft(4)

julia> relax!(reg, (3,6,1,2); to_nactive=10)

Listing 10 quantum phase estimation
PE(n, m, U) = chain(

n+m, # total number of qubits
repeat(H, 1:n), # apply H from 1:n
chain(control(

k,
n+1:n+m=>matblock(U^(2^(k-1))))
for k in 1:n

),

# apply inverse QFT on a local scope
subroutine(qft(n)', 1:n)

)
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Listing 11 batched quantum registers
julia> reg = rand_state(4; nbatch=5);

julia> reg |> qft(4) |> measure!
5-element Array{BitBasis.BitStr{4,Int64},1}:
1011 (2)
1011 (2)
0000 (2)
1101 (2)
0111 (2)

Batched Quantum Registers

The batched register is a collection of quantum wave functions. It can be samples of
classical data for quantum machine learning tasks [99] or an ensemble of pure quantum
states for thermal state simulation [100]. For both applications, having the batch dimension
not only provides convenience but may also significantly speed up the simulations.

We adopt the Single Program Multiple Data (SPMD) [101] design in Yao similar to
modern machine learning frameworks so that it can make use of modern multi-processors
such as multi-threading or GPU support (and potentially multi-processor QPUs). Applying
a quantum circuit to a batched register means applying the same quantum circuit to a
batch of wave functions in parallel, which is extremely friendly to modern multi-processors.
SPMD is also adopted in Bloqade to save compilation time and improve experimental task
latency.

The memory layout of the quantum register is a matrix of the size 2a × 2rB, where
a is the number of system qubits, r is the number of remaining qubits (or environment
qubits), B is the batch size. For gates acting on the active qubits, the remaining qubits
and batch dimension can be treated on an equal footing. We put the batch dimension as
the last dimension because Julia array is column majored. As the last dimension, it favors
broadcasting on the batch dimensions.

One can construct a batched register in Yao and perform operations on it. These
operations are automatically broadcasted over the batch dimension.

Note that we have used the measure! function to collapse all batches.
The measurement results are represented in BitStr type which is a subtype of Integer
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and has a static length. Here, it pretty-prints the measurement results and provides a
convenient readout of measuring results.

2.3 Quantum Operators

When we start looking at broader quantum operators, additional composition operations
are needed. In Yao, this is done by providing two extra composition operations – ⟨Add⟩
and ⟨Scale⟩ to represent the addition and scalar multiplication of quantum operators. As a
step further, we build the corresponding representations for Hamiltonian on top of QBIR.
In Yao, the Hamiltonian is represented as a recursive addition of quantum operators. For
example, the 1D transverse field Ising model

H =
∑

i

σz
i σ

z
i+1 − h

∑
i

σx
i (2.1)

is represented as the following

30



Listing 12 the 1D transverse field Ising model
julia> transverse_ising(4, 1.0)
nqubits: 4
+

+
repeat on (1, 2)

Z
repeat on (2, 3)

Z
repeat on (3, 4)

Z
repeat on (1, 4)

Z
[+] +

put on (1)
X

put on (2)
X

put on (3)
X

put on (4)
X

On top of this representation, we developed the representations for Rydberg atoms
in Bloqade[102] for simulating the dynamics. However, the symbolic expressions are not
enough for the numerical simulations. We further developed the representations for simu-
lating dynamics as the sum of linear operators. The data structure of this representation
is a composition of a list of linear operators, such as dense matrix, sparse matrix, etc.,
and a list of time-dependent coefficients. This representation throws away some of the
symbolic information but adds the numerical details on sparsity. We are removing the
need for sparse matrix addition, which is costly. Moreover, this representation allows fur-
ther specialization in matrices to utilize special matrix multiplication, such as the general
permutation matrix, Pauli matrix, etc.

In the Rydberg atoms, we further developed the representations for representing more
structured Hamiltonian coefficients, called the pulse sequence. This representation is a set
of time-dependent Hamiltonian coefficients for programming analog Hamiltonian devices.
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we will discuss them in the Section 2.4. However, in the development of the representations,
we found limitations of QBIR in representing the time-dependent Hamiltonian coefficients
as well as broader quantum operators. More specifically, the QBIR is designed mainly for
quantum circuits instead of broader quantum operators. Thus, as a result, information
about the time-dependent Hamiltonian coefficients is wrapped as a black box in the QBIR.
However, the ⟨Add⟩ and ⟨Scale⟩ operations work well for simple and small-scale cases.
When working with symmetries and large-scale (> 1000 sites) or high-dimensional (3D or
4D) expressions, this becomes a bottleneck quickly – the symmetry information is hiding
behind the 1000 ⟨Add⟩ nodes, and the memory of storing such expression grows linearly
with number of terms. This becomes an obstacle for further compiling and verifying the
pulse sequence for hardware. On the other hand, in the case of general quantum operators,
the QBIR lacks the information about the basis, which is necessary for the numerical
simulations and many other algebraic transforms.
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⟨operator ∈ H⟩ ::= ⟨const⟩ | ⟨primitive⟩ | ⟨intrinsic⟩ | ⟨call⟩ | ⟨annotation⟩
⟨primitive⟩ ::= 0 | I | X | Y | Z · · ·
⟨intrinsic⟩ ::= ⟨linalg⟩ | ⟨subscript⟩ | ⟨reduction⟩ | ⟨outer⟩
⟨call⟩ ::= ⟨name⟩ ⟨args⟩

⟨annotation⟩ ::= ⟨operator⟩ % ⟨basis⟩
⟨linalg⟩ ::= ⟨add⟩ | ⟨mul⟩ | ⟨kron⟩ | ⟨comm⟩ | ⟨acomm⟩ |

⟨pow⟩ | ⟨kronpow⟩ | ⟨adjoint⟩ | ⟨T ⟩ | ⟨unary⟩
⟨subscript⟩ ::= ⟨operator⟩ [ ⟨index ∈ N⟩ ]
⟨reduction⟩ ::= ⟨sum⟩ | ⟨prod⟩
⟨outer⟩ ::= ⟨outer⟩ ⟨state⟩ ⟨state⟩
⟨add⟩ ::= ⟨scalar⟩ ⟨operator⟩ | ⟨scalar⟩ ⟨operator⟩ + ⟨add⟩
⟨mul⟩ ::= ⟨operator⟩ * ⟨operator⟩
⟨kron⟩ ::= ⟨operator⟩ ⊗ ⟨operator⟩

⟨comm expr⟩ ::= ⟨comm bracket⟩ ⟨operator⟩ ⟨operator⟩ |
⟨comm bracket⟩ ⟨operator⟩ ⟨operator⟩ ⟨power ∈ N⟩

⟨comm bracket⟩ ::= comm | acomm
⟨pow⟩ ::= pow ⟨operator⟩ ⟨operator⟩

⟨kronpow⟩ ::= kronpow⟨operator⟩ ⟨power ∈ N⟩
⟨adjoint⟩ ::= ⟨operator⟩†

⟨time-ordered⟩ ::= T ⟨operator⟩
⟨unary⟩ ::= ⟨builtin unary⟩ ⟨operator⟩

⟨builtin unary⟩ ::= exp | log | inv | sqrt | conj | transpose
⟨outer⟩ ::= ⟨state⟩ ⟨state⟩

Figure 2.6: The BNF definition of the syntax for the quantum operators in Liang.

To address these limitations, we developed the symbolic expression for broader quantum
operators in Liang, including several different expressions for scalar, quantum operators,
states, and basis. Their formal definitions are introduced in the following. The formal
syntax of symbolic operator expression is defined in Figure 2.6. The expression follows a
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more complicated tree structure compared to our circuit expression. We will introduce the
details of the expression in the following.

⟨const⟩ and ⟨primitive⟩ operators

The ⟨const⟩ are numerical values similar to a literal value in programming languages. It
can be a dense matrix, sparse matrix, Pauli string, or general permutation matrix. The
⟨primitive⟩ are the basic quantum operators, such as I, X, Y , Z, etc. The ⟨primitive⟩ will
be lowered into the ⟨const⟩ in the compilation process when the basis is provided.

Basis Annotation

⟨basis⟩ ::= ⟨space⟩ ⟨operator⟩
⟨space⟩ ::= ⟨primitive⟩ | ⟨product⟩ | ⟨pow⟩ | ⟨subspace⟩

⟨primitive⟩ ::= qubit | qudit ⟨index ∈ N⟩ | spin ⟨index⟩

Figure 2.7: The BNF definition of the syntax for the quantum basis in Liang.

The design of basis annotation primarily considers the composibility between expressions.
Instead of requiring an explicit basis annotation at each operator expression, we ask a
compiler to infer the basis information automatically when possible. For example, the
Rydberg Hamiltonian

H =
∑
⟨i,j⟩

C

∥ri − rj∥6ninj +
∑

i

Ωiσ
x
i −

∑
i

∆ini (2.2)

can be defined on either ground states |0⟩ , |r⟩ or hyperfine states |1⟩ , |r⟩. Thus, a
Rydberg atom array with 3 levels can be written as

H = H|0r⟩ +H|1r⟩ (2.3)

If we require the definition to be annotated with the basis, e.g
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H|0r⟩ =
∑
⟨i,j⟩

C

∥ri − rj∥6 (ni : |0r⟩)(nj : |0r⟩) +
∑

i

Ωiσ
x
i : |0r⟩ −

∑
i

∆ini : |0r⟩ (2.4)

the expression H|0r⟩ will not be able to be repurposed for the expression H|1r⟩. Thus,
instead, we allow the basis to be annotated only when necessary, as one naturally writes
the expression

H = H : |0r⟩+H : |1r⟩ (2.5)

The compiler is responsible for inferring the basic information for the sub-expressions.

Addition and Scalar Multiplication

Inspired by previous work in more general purpose symbolic engine [103], we adopt the
compact data structure of storing operations that are communicative and associative using
a dictionary of expression and scalar coefficients, where the keys are the scalar coefficients
and the values are the expressions. This removes redundancy. Equivalent forms of the
expression, such as 2A + 3B and 3B + 2A, are equivalent. All the expressions are fur-
ther designed to be hash constant, which allows the compiler to check the equivalence of
the expressions quickly. Thus, similar term merging is automatically done by dictionary
operations.

Subscript and Reduction

The ⟨subscript⟩ expression is a way to define the site index of the quantum operator.
When the corresponding ⟨index⟩ is a constant, it becomes a convenient short-hand for
⟨kron⟩ operations. The ⟨reduction⟩ expression is a way to define the operators on a large
number of sites. For example, the transverse field Ising model on Kagome lattice can be
written as
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Listing 13 the transverse field Ising model on Kagome lattice in Liang
sum(

Lattice.bonds(Lattice.kagome(5)),
[index"i", index"j"]=>Op.Z[index"i"] * Op.Z[index"j"]

) + scalar"h" * sum(
Lattice.sites(Lattice.kagome(5)),
[index"i"]=>Op.X[index"i"]

)

This expression is more generic than what we have in Yao, and preserves the geometry
information of the lattice without linearly growing the memory usage thus it is more suit-
able for large-scale representations and potentially can serve as a high-level representation
for quantum hardware at 104 sites scale. The basis inference is also supported in such
expression by virtually evaluating the reduction loop.

Outer Product and States

⟨state ∈ H⟩ ::= zero | ⟨eigen⟩ | ⟨product ∈ N⊗n⟩ | ⟨kron⟩ | ⟨add⟩ | ⟨annotate⟩
⟨eigen⟩ ::= ⟨operator⟩ ⟨index ∈ N⟩
⟨kron⟩ ::= ⟨state⟩ ⟨state⟩
⟨add⟩ ::= ⟨scalar⟩ ⟨state⟩ | ⟨scalar⟩ ⟨state⟩ + ⟨add⟩

⟨annotate⟩ ::= ⟨state⟩ % ⟨basis⟩

Figure 2.8: The BNF definition of the syntax for the quantum states in Liang.

The most generic form of the state is a list of complex numbers representing the amplitudes.
However, when we look at more specific quantum states, especially in terms of a symbolic
expression, the representation can often be just the addition of a few product states. And
the product states are usually the eigenstates of a quantum operator. Thus, we define the
⟨state⟩ expression as an expression composed of ⟨eigen⟩, ⟨kron⟩ and ⟨add⟩. Additionally,
one can represent the configuration of a basis state as |041012⟩ without explicitly writing
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the operator. When the basis is given for such sites, the compiler can infer the basis
information for each site, e.g

Listing 14 inferring basis for product states Liang
kron(Op.X % Qubit, Op.Z % Spin(1)) * State.Product([0, 1])

2.4 Quantum Hardwares

The representation for hardware can have multiple layers ranging from low-level control
signals to high-level pulse programs for an analog Hamiltonian. This section will mainly
discuss the high-level pulse program of an analog Hamiltonian that we developed in the
bloqade-python software. The high-level pulse program we discuss in this section are the
details of Ω (Rabi frequency), ∆ (detuning), and ϕ (phase) of the following analog Rydberg
Hamiltonian

H =
∑
⟨i,j⟩

C6

∥ri − rj∥
ninj +

∑
i

Ω
2 (eiϕi |gi⟩ ⟨ri|+ e−iϕi |ri⟩ ⟨gi|)−

∑
i

∆ini (2.6)

where C is the interaction constant that depends on the particular Rydberg state used. For
our reference device in [104], we use C6 = 862690×2πMHzµm6 for |r⟩ =

∣∣∣70S1/2
〉

of the 87Rb
atoms, where |gi⟩ = |0⟩ or |gi⟩ = |1⟩ if the hyperfine state is used. In Bloqade, the primary
goal is to emulate this device at high-level pulse program. Thus the representation is the
same as Yao’s QBIR with Add extension. In bloqade-python, the primary goal becomes
actually running programs on such device. More consideration has been put into designing
the representation of time sequence Ω(t) and ∆(t) at both |0⟩ and |1⟩ levels as well as
the capability of utilizing arbitrary geometry of the device. Furthermore, considering the
use cases from varitional quantum algorithms, we also need to consider parameterized
pulse programs, and allow our representation to be capable of optimizing or sweeping over
parameters.

We first introduce a high-level representation of the pulse program aiming to ease the
construction of such programs. An example of creating a Z2 state in 1D Rydberg atom
chain is demonstrated in Listing 15. A chain of methods constructs the program calls,
namely the "builder"s. This is a typical design pattern for building complicated objects in
Python with linear method calls. Such construction is made possible because, in analog
mode, the Rydberg atom array cannot have feedback during the execution, thus resulting in
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no control flows. The execution procedure behind these pulse programs is some paralleled
linear programs. Therefore, the procedure for creating such programs always has a fixed
order. With such an assumption, we can use the builder pattern and Python’s method
chaining to guide the construction of the pulse program with the help of the editor’s auto-
completion feature. This is a good example of how the representation can be designed to
guide the user in constructing the program correctly.

Listing 15 1D Z2 state preparation in bloqade-python
# Define relevant parameters for the lattice geometry and pulse schedule
n_atoms = 11
lattice_spacing = 6.1
min_time_step = 0.05
omega_max = np.pi * 2 * 4.3
U = 2 * np.pi * 15.0
# Define Rabi amplitude and detuning values.
# Note the addition of a "sweep_time" variable
# for performing sweeps of time values.
rabi_amplitude_values = [0.0, omega_max, omega_max, 0.0]
rabi_detuning_values = [-U, -U, U, U]
durations = [0.3, "sweep_time", 0.3]

time_sweep_z2_prog = (
Chain(n_atoms, lattice_spacing=lattice_spacing)
.rydberg.rabi.amplitude.uniform

.piecewise_linear(durations, rabi_amplitude_values)
.detuning.uniform.piecewise_linear(durations, rabi_detuning_values)

)

# Allow "sweep_time" to assume values from 0.05 to
# 2.4 microseconds for a total of 20 possible values.
# Starting at exactly 0.0 isn't feasible, so we use
# the `min_time_step` defined previously.
time_sweep_z2_job = time_sweep_z2_prog.batch_assign(

sweep_time=np.linspace(min_time_step, 2.4, 20)
)

The pulse program created in Listing 15 creates a pulse program demonstrated in Fig-
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Figure 2.9: Rabi frequency amplitude specified by this pulse program with sweep_time
assigned to 2.3

ure 2.9. The pulse controls the Rydberg atom array to evolve into a Z2 state adiabatically.
We can simulate the time evolution and check the density on the Rydberg (excited) state
as shown in Figure 2.10.

A formal IR is designed to model the analog machine Aquilla from QuEra before sending
it to the hardware [104]. This IR is designed similarly to the expression structure as
mentioned previously, with extra considerations on serialization over web protocols. We
introduce the formal definition of this IR in Figure 2.11.
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Figure 2.10: Adiabatic evolution that prepares a Z2 state

⟨expr⟩ ::= ⟨sequence⟩ | ⟨named⟩ | ⟨slice⟩
⟨sequence⟩ ::= ⟨sequence⟩ ⟨pulse⟩ | sequence ⟨pulse⟩
⟨named⟩ ::= named ⟨string⟩ ⟨expr⟩
⟨slice⟩ ::= slice ⟨expr⟩ ⟨interval⟩
⟨pulse⟩ ::= ⟨level coupling⟩ ⟨pulse expr⟩

⟨level coupling⟩ ::= rydberg | hyperfine
⟨pulse expr⟩ ::= ⟨pulse slice⟩ | ⟨fields⟩ | ⟨concat⟩
⟨pulse slice⟩ ::= ⟨pulse expr⟩ ⟨interval⟩
⟨concat⟩ ::= ⟨concat⟩ ⟨pulse expr⟩ | ⟨pulse expr⟩ ⟨pulse expr⟩
⟨fields⟩ ::= ⟨field name⟩ ⟨channels⟩

⟨channels⟩ ::= ⟨channel⟩ | ⟨channels⟩ ⟨channel⟩
⟨field name⟩ ::= rabi amplitude | rabi phase | detuning

Figure 2.11: The IR for the pulse program in bloqade-python

The formal definition of the high-level IR is shown in Figure 2.11. The general program
is constructed via the definition of atom positions and the ⟨expr⟩. The atom positions are
a list of coordinates generated by lattice constructors. The ⟨expr⟩ is a description of the
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waveforms at different level coupling (i.e., Rydberg or hyperfine) and various fields of the
Rydberg Hamiltonian (i.e., Rabi amplitude Ωi, Rabi phase ϕi, and detuning ∆i). We
define the ⟨sequence⟩ as a list of ⟨pulse⟩, and the ⟨sequence⟩ can be named or sliced to
form a ⟨expr⟩. The ⟨pulse⟩ describes the waveforms at the different level coupling. The
⟨pulse expr⟩ describes the waveforms at various fields. Each ⟨field⟩ describes the waveforms
at different terms in the Rydberg Hamiltonian. They can be composed by concatenation or
slicing at every level of abstraction. We then further discuss the definition of the ⟨channel⟩
in Figure 2.12.

⟨channel⟩ ::= ⟨spatial modulation⟩ ⟨waveform⟩
⟨spatial modulation⟩ ::= uniform | ⟨variable⟩ | ⟨assigned variable⟩ | ⟨scaled locations⟩

⟨variable⟩ ::= var ⟨string⟩
⟨assigned variable⟩ ::= assign ⟨variable⟩ ⟨decimal⟩
⟨scaled locations⟩ ::= ⟨scaled location⟩ | ⟨scaled locations⟩⟨scaled location⟩
⟨scaled location⟩ ::= ⟨location⟩ ⟨scalar⟩

Figure 2.12: The IR for the channel in bloqade-python

The ⟨channel⟩ provides information about the spatial modulation of the waveform.
The spatial modulation means the atom to which the given waveform will be applied. The
⟨spatial modulation⟩ can take three types

1. ⟨uniform⟩, the waveform is applied to all atoms, which is also referred as the analog
Hamiltonian.

2. ⟨variable⟩, the waveform is applied to a variable location determined by the input at
runtime. This allows users to reconfigure atom positions between each shot.

3. ⟨assigned variable⟩, this is a special case of ⟨variable⟩ where the variable is assigned a
value at the beginning of the program. This is useful for partially evaluated programs
generated in the middle of compilation.

4. ⟨scaled locations⟩, the most general case where the waveform is applied to a group
of atoms with a rescaling factor.
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The ⟨location⟩ is simply an integer representing the unique ID of an atom. This is po-
tentially compatible with representing atom shuttling in the future [105]. The ⟨scalar⟩ is a
standard expression representing scalar values in R. We will now introduce the ⟨waveform⟩
in Figure 2.13.

⟨waveform⟩ ::= ⟨instruction⟩ | ⟨smooth⟩ | ⟨slice⟩ | ⟨append⟩ |
⟨negative⟩ | ⟨scale⟩ | ⟨add⟩ | ⟨record⟩ | ⟨sample⟩ | ⟨aligned⟩

⟨instruction⟩ ::= ⟨linear⟩ | ⟨constant⟩ | ⟨poly⟩ | ⟨python function⟩
⟨smooth⟩ ::= smooth ⟨kernel⟩ ⟨waveform⟩
⟨slice⟩ ::= ⟨waveform⟩ ⟨interval⟩

⟨append⟩ ::= ⟨waveform⟩ ⟨waveform⟩
⟨negative⟩ ::= - ⟨waveform⟩
⟨scale⟩ ::= ⟨waveform⟩ ⟨scalar⟩
⟨add⟩ ::= ⟨waveform⟩ - ⟨waveform⟩

⟨record⟩ ::= record ⟨string⟩ ⟨waveform⟩
⟨sample⟩ ::= sample ⟨waveform⟩ ⟨interpolation⟩ ⟨scalar⟩
⟨aligned⟩ ::= ⟨alignment⟩ ⟨waveform⟩

⟨alignment⟩ ::= left | right
⟨record⟩ ::= ⟨waveform⟩ ⟨variable⟩ ⟨side⟩
⟨side⟩ ::= start | end

Figure 2.13: The IR for the waveforms in bloqade-python

The ⟨waveform⟩ is defined by composing primitive functions defined on f : R → R
including ⟨linear⟩, ⟨constant⟩, ⟨poly⟩, and ⟨python function⟩, where ⟨linear⟩ represents a
simple linear function, ⟨constant⟩ represents a constant function without varying with time,
⟨poly⟩ represents a polynomial function, and ⟨python function⟩ represents a foreign func-
tion defined in python by the user. The ⟨smooth⟩ is a function that smooths the waveform
with a kernel, such as a moving average kernel, as used in the previous experiment [106].
The ⟨slice⟩, ⟨append⟩ are similar to previous composition operations. ⟨add⟩ adds up the
amplitude of two waveforms. ⟨record⟩ stores the waveform amplitude value at the start or
end of the waveform. This semantic exists because in experiment, one will need to scan
the duration of waveform. Due to the nature of piecewise waveform, the start and end
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points of the waveform will vary. For example, consider the example in ?? of preparing a
quantum scar in experiment [41, 107]. The ⟨sample⟩ is a function that samples the wave-
form into an interpolation of a given number of points. This emulates how the machine
works under the scene and thus can help our compiler identify hardware constraints before
sending the program to the hardware. The ⟨aligned⟩ node is for aligning the schedule with
waveforms on other spatial modulation. This is useful when the program contains multiple
local controls. While more flexible asynchronous semantics may be required to express a
more complicated schedule, we find such semantic is sufficient for a variety of use cases in
the current hardware introduced in [104].

2.5 Static Single Assignment Form

Our previous discussion introduced the expression for quantum circuits, operators, and
hardware. However, when dealing with programs with control flows, such as an error cor-
rection protocol where one needs to measure a qubit and decide the next operation based
on the measurement result, using expression as a representation becomes no longer conve-
nient. This section will introduce a different representation called Static Single Assignment
(SSA) for representing quantum programs.

The SSA is usually used as an intermediate representation. Here, IR refers to the
representation of a program that is used as an intermediate step between the source code
and the target code. It is usually a format designed mainly for the convenience of the
compiler, rather than for the convenience of the human reader.

SSA IR [108] is a widely adopted IR in traditional compiler engineering, such as
LLVM [49]. This form offers a simple way to handle control flows and run data flow
analysis on the program. Basic Block, a basic block contains a set of statements, where
the last statements are branches that terminate the instruction stream, such as a goto
statement. The return value of each statement will be assigned to a variable which will
only be statically assigned once. Terminator A terminator is a control flow statement
that jumps to another basic block, such as goto, return. PhiNode a ϕ-node represents
the possible value from various branches. Thus, in SSA IR, the basic blocks define the
vertices of a control flow graph (CFG), and the terminators define the edges in the CFG.
In the Julia compiler, the SSA IR is introduced as IRCode or CodeInfo.

We extend the static SSA IR for quantum programs using a similar structure to M
IR [109]’s region in Julia compiler’s SSA IR. Besides the basic block and terminator, we
define two new building blocks in the control flow graph of SSA IR, which are the Quantum
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Block and Quantum Terminator. A quantum block is a list of statements that only
contains pure quantum operations, such as applying a gate, and a quantum terminator is
usually the measurement operation that causes the program jump from a quantum block
to a classical statement or a basis change operation which cause the program jump from
one quantum block on basis A to basis B. Thus, a quantum block is always inside a
basic block. We note that a similar idea has been mentioned in Pennylane [90] referred
to as quantum nodes inside the tape for automatic differentiation (also known as Wengert
Lists [110]). However, at the time of writing, PennyLane does not support control flows or
hybrid programs.

An intermediate observation is that a classical statement can be permutated with a
quantum operation as long as they do not have variable dependencies. Thus, a straight-
forward algorithm can be found to group small quantum blocks into larger ones by looking
up variable dependencies using standard data flow analysis on the SSA form program.

We do not aim to design an assembly language or architecture at this level; we only
aim to provide a high-level intermediate representation for program analysis, compiler
optimization, and code generation. Thus, our SSA IR is orthogonal to lower-level languages
for machine execution (Quantum Assembly Language (QASM), QUIL, eQASM, etc.) or
higher-level languages for better expressiveness (Silq, Q#, etc.).

Intrinsic Semantic

Unlike most quantum programming languages or intermediate languages, where qubits are
treated as a primitive type and passed to gate operations in a function-like statement.
We define our semantics as an operator-centric language. The operator language has been
used in quantum physics for decades - everything happens in quantum mechanics can be
described as an operator.

We find as a high-level semantic, this representation naturally becomes compatible
with tensor network diagrams and quantum channels. By splitting out the semantics of
qubits or registers from the core representation, we are able to generalize the program to
an arbitrary basis, which is crucial to non-qubit-based systems such as a 3-level Rydberg
atom system. The same operator X can be applied in the Rydberg system with either
hyperfine or Rydberg pulse. Thus, once the user has defined the operator program, it can
be reused on both hyperfine pulse and Rydberg pulse as long as the program does not have
basis specifications.

On the other hand, mutability can be a problem in quantum programming due to the
non-cloning theorem. Every quantum operation has to be mutable to avoid cloning on
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the memory. However, the representation of operators is purely classical and thus can
be immutable. Thus, the intrinsic semantics defined by operators can be pure functions
whose return value does not depend on the system’s state. This is a significant advantage
for program analysis and transformation, as it allows the compiler to perform aggressive
optimization on the program like the classical compiler.

Instead of an array of qubits objects with indexing semantics, the operator-centric
semantic leads to the tensor index semantic of operators. Each operator in the program
will have a local location. Calling another user-defined function in a local location results
in an automatic location mapping.

Consider the quantum Fourier transform (QFT) example, we recursively call the qft
function, inside a local location range 2:n, the callee location space will be automatically
mapped into 2:n.

Listing 16 Quantum Fourier transform
@device function qft(n::Int)

1 => H
for k in 2:n

@ctrl k 1 => shift(2π / 2^k)
end

if n > 1
2:n => qft(n - 1)

end
end

The qft function in Listing 16 is a recursive function that applies the Hadamard gate on
the first qubit, then applies the controlled phase shift gates on the rest qubits, and finally
calls itself on the rest qubits. The @ctrl macro is used to apply the controlled phase shift
gates. The @ctrl macro is a syntax sugar that is equivalent to control(control_location,
gate, gate_location) for the control function, which is used to apply a controlled gate.
The control function takes two arguments: the control qubit and the target qubit. The
control function is used to apply a controlled gate. The control function takes two argu-
ments: the control qubit and the target qubit. This function is forwarded to Julia compiler
to generate the SSA IR, combined with the compiler plugin provided by YaoCompiler, we
obtain the following SSA IR.
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Listing 17 A glance of generated SSA IR for QFT. #<number> refers to the basic block
ID. %<number> refers to the SSA variable.
1 %1 = Base.getfield(var"#op#", :args)::Tuple{Int64}

%2 = Base.getfield(%1, 1, true)::Int64
%3 = Main.H::Any

YaoCompiler.Intrinsics.apply(
var"#register#", %3, $(QuoteNode(Locations(1)))

)::Any
%5 = Base.sle_int(2, %2)::Bool
%6 = Base.ifelse(%5, %2, 1)::Int64
%7 = Base.slt_int(%6, 2)::Bool

goto "#3" if not %7
2 goto "#4"
3 goto "#4"
4 · · · %11 = ϕ ("#2" => true, "#3" => false)::Bool

%12 = ϕ ("#3" => 2)::Int64
%13 = ϕ ("#3" => 2)::Int64
%14 = Base.not_int(%11)::Bool

goto "#10" if not %14
5 · · · %16 = ϕ ("#4" => %12, "#9" => %31)::Int64

%17 = ϕ ("#4" => %13, "#9" => %32)::Int64
%18 = invoke Base.power_by_squaring(2::Int64, %16::Int64)::Int64
%19 = Base.sitofp(Float64, %18)::Float64
%20 = Base.div_float(6.283185307179586, %19)::Float64
%21 = Main.shift::Any

...

29 %113 = Base.string("got ", %107, " in parent space ", %43)::Any
%114 = YaoLocations.LocationError(%113)::Any

YaoLocations.throw(%114)::Union{}
unreachable

30 goto "#31"
31 · · · %118 = ϕ ("#28" => %111, "#30" => nothing)::Core.Const(nothing)

return %118
32 return nothing
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This SSA IR of QFT as a generic definition of the QFT circuit allows the creation of
the QFT circuit on any number of qubits with classical controls representing the function
recursion, given a concrete number of qubits n. The compiler can propagate the constant
within the callee function, thus resulting in a pure quantum circuit.

Constant Propagation

Constant propagation further allows users to create abstractions and thus reuse the routines
created by others. The user can define a high-level routine with control flows from the host
language while running such a program on a quantum device that can only execute pure
quantum circuits. The following is an example of calling other routines, and the compiler
can automatically propagate the constant and generate the pure quantum circuit.

Listing 18 calling other routines with constant propagation
@device function test_basic(theta, phi)

# syntax sugar
1 => X
@gate 2 => Z
@ctrl 1 4 => Rx(theta)
@ctrl 2 4 => Ry(phi)
a = @measure 3
# direct intrinsic
apply(Y, 3)
apply(X, 1, 4)
c = measure(2)
return (a = a, b = c)

end

@device function test_pure_quantum()
ret = @gate 1:4 => test_basic(1.0, 2.0)
@ctrl 2 1 => Rx(2.2)
return ret

end

The compiler is able to generate the following SSA IR, which represents a pure quantum
circuit.
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Listing 19 A pure quantum circuit generated from Listing 18
1 %1 = Main.X::Any

YaoCompiler.Intrinsics.apply(
var"#register#", %1, $(QuoteNode(Locations(1)))

)::Any
%3 = Main.Z::Any

YaoCompiler.Intrinsics.apply(
var"#register#", %3, $(QuoteNode(Locations(2)))

)::Any
%5 = Main.Rx::Any
%6 = (%5)(1.0)::Any

YaoCompiler.Intrinsics.apply(
var"#register#", %6, $(QuoteNode(Locations(4))),
$(QuoteNode(CtrlLocations(1)))

)::Any
%8 = Main.Ry::Any
%9 = (%8)(2.0)::Any

YaoCompiler.Intrinsics.apply(
var"#register#", %9,
$(QuoteNode(Locations(4))), $(QuoteNode(CtrlLocations(2)))

)::Any
%11 = invoke YaoCompiler.Intrinsics.measure(

var"#register#"::AnyReg,
$(QuoteNode(Locations(3)))::Locations{Int64}

)::MeasureResult{Int64}
%12 = Main.Y::Any

YaoCompiler.Intrinsics.apply(
var"#register#", %12, $(QuoteNode(Locations(3)))

)::Any
%14 = Main.X::Any

YaoCompiler.Intrinsics.apply(
var"#register#", %14,
$(QuoteNode(Locations(1))), $(QuoteNode(CtrlLocations(4)))

)::Any
%16 = invoke YaoCompiler.Intrinsics.measure(

var"#register#"::AnyReg,
$(QuoteNode(Locations(2)))::Locations{Int64}

)::MeasureResult{Int64}
%17 = %new(

NamedTuple{(:a, :b), Tuple{MeasureResult{Int64}, MeasureResult{Int64}}}, %11, %16
)::NamedTuple{(:a, :b), Tuple{MeasureResult{Int64}, MeasureResult{Int64}}}
%18 = Main.Rx::Any
%19 = (%18)(2.2)::Any

YaoCompiler.Intrinsics.apply(
var"#register#", %19,
$(QuoteNode(Locations(1))), $(QuoteNode(CtrlLocations(2)))
)::Any

return %17 48



The inlining and elimination of dead code used by the above compilation are powered
by the Julia compiler. Thus, we only provide the aggressive constant propagation strategy
and the corresponding semantics of quantum instructions as a compiler plugin.

Discussion

The SSA IR is a convenient format for analyzing data flows between variables. Thus
it allows optimization such as constant propagation. On the other hand, it simplifies
the data flow analysis such as variable dependency analysis. Such analysis is critical for
implementing automatic differentiation Section 3.2.

Supporting hybrid programs at high-level circuit/gate abstraction is not useful in prac-
tice due to the lack of hardware support on actually executing these classical instructions,
and the latency of today’s hardware does not require fast execution of classical program
with control flows (i.e., the Rydberg atom array has shot rate only at 3 shot per second
level [104]). On the other hand, algorithms require hybrid semantics such as error cor-
rection does not require general structured control flows but only requires a simple if
statement, which can be easily hardcoded as a special intrinsic in the compiler (i.e., the
record intrinsic in stim [111]). Moreover, even the quantum computing device is perfectly
co-located with a classical processor. The low-latency control flows are likely programmed
in lower-level semantics closer to the controller. Thus, the high-level quantum program is
not the right place to handle control flows.

However, the general principle of program analysis and transformation finds its use-
fulness in lower-level programs in the quantum computation stack. For example, in the
Rydberg atom array, the atom shuttling and control of the laser are naturally asynchronous
operations that require classical control flows and data flow analysis to optimize the pulse
program. Furthermore, real-time control requires optimization on the duration of instruc-
tion execution. Basic transformations, such as constant folding, variable dependency anal-
ysis, and dead code elimination, already provide value when compiling such programs. The
SSA IR thus becomes a perfect fit at this level.
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Chapter 3

Transformation

With representations defined in previous sections, we can now delve into the transforma-
tion of and between these representations. Almost all the problems can be formalized into
transformations between the same or different representations. Transforming between the
same representations is often called optimization, while transforming between different rep-
resentations is often called code generation. Even simple transformations can be compelling
in improving the performance of simulation. In this section, we will introduce the trans-
formation for optimizing the exact simulation of quantum systems and the transformation
for automatic differentiation.

3.1 Fast Exact Simulation

The most straightforward application of transformation is to optimize an existing simula-
tion. We will first introduce the expression manipulation in Yao

3.1.1 Manipulating Quantum Circuits

In essence, QBIR represents the algebraic operations of a quantum circuit as types. Being
an algebraic data type system, QBIR automatically allows pattern matching with Julia’s
multiple dispatch mechanics. Thus, one can manipulate quantum circuits in a straightfor-
ward manner using pattern matching on their QBIR.

For example, consider a practical situation where one needs to decompose the Hadamard
gate into three rotation gates [112]. The codes in Listing 20 define compilation passes by
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Listing 20 Gate decomposition for a QFT circuit
julia> decompose(x::HGate) =

Rz(0.5π)*Rx(0.5π)*Rz(0.5π);

julia> decompose(x::AbstractBlock) =
chsubblocks(x, decompose.(subblocks(x)));

julia> qft(3) |> decompose
nqubits: 3
chain

chain
put on (1)

chain
rot(ZGate, 1.5707963267948966)
rot(XGate, 1.5707963267948966)
rot(ZGate, 1.5707963267948966)

control(2)
(1,) shift(1.5707963267948966)

control(3)
(1,) shift(0.7853981633974483)

chain
put on (2)

chain
rot(ZGate, 1.5707963267948966)
rot(XGate, 1.5707963267948966)
rot(ZGate, 1.5707963267948966)

control(3)
(2,) shift(1.5707963267948966)

chain
put on (3)

chain
rot(ZGate, 1.5707963267948966)
rot(XGate, 1.5707963267948966)
rot(ZGate, 1.5707963267948966)
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Listing 21 Inverse QFT
julia> iqft(n) = qft(n)';

julia> iqft(3)
nqubits: 3
chain

chain
put on (3)

H gate
chain

control(3)
(2,) shift(-1.5707963267948966)

put on (2)
H gate

chain
control(3)

(1,) shift(-0.7853981633974483)
control(2)

(1,) shift(-1.5707963267948966)
put on (1)

H gate

dispatching the decompose function on different quantum block types. For the generic
AbstractBlock, we apply decompose recursively to all its sub-blocks and use the function
chsubblocks defined in Yao to substitute the blocks. The recursion terminates on primitive
blocks where subblocks returns an empty set. Due to the specialization of decompose
method on Hadamard gates, a chain of three rotation gates are returned as a subblock
instead.

Besides replacing gates, one can also modify a block by applying tags to it. For example,
the Daggered tag takes the hermitian conjugate of the block. We use the ' operator to
apply the Daggered tag. Similar to the implementation of Transpose on matrices in
Julia, the dagger operator in Yao is "lazy" in the sense that one simply marks the block as
Daggered unless there are specific daggered rules defined for the block. For example, the
hermitian conjugate of a ChainBlock reverses the order of its child nodes and propagate
the Daggered tag to each subblock. Finally, we have the following rules for primitive
blocks,
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• Hermitian gates are unchanged under dagger operation

• The hermitian conjugate of a rotational gate Rσ(θ)→ Rσ(−θ)

• Time evolution block e−iHt → e−iH(−t∗)

• Some special constant gates are hermitian conjugate to each other, e.g. T and Tdag.

With these rules, we can define the inverse QFT circuit directly in Listing 21.

3.1.2 Quantum Circuit Simulation

We will first introduce some basic routines for exact simulation of quantum circuits. Then
in the next subsection, we will use pattern match dispatching matched circuits to these
routines.

Brief Review of Operations in Quantum Circuits

To be simple, simulating quantum circuits, or to be more specific simulating how quantum
circuits act on a quantum register, is about how to calculate large matrix-vector multipli-
cation that scales exponentially. The most brute-force and accurate way of doing it via
full amplitude simulation, which means we do this matrix-vector multiplication directly.

The vector contains the so-called quantum state and the matrices are quantum gate,
which are usually small. The diagram of quantum circuits is a representation of these
matrix multiplications. For example, the X gate is just a small matrix

0 1

1 0

 (3.1)

In theory, there is no way to simulate a general quantum circuit (more precisely, a
universal gate set) efficiently. However, in practice, we could still do it within a rather
small scale with some tricks that make use of the structure of the gates. To understand
how to calculate a quantum circuit, we need to introduce two kinds of mathematical
operations

Tensor Product/Kronecker Product, this is represented as two parallel lines in
the quantum circuit diagram, e.g
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Figure 3.1: Kronecker product of two X gates

and by definition, this can be calculated by

(
a11 a12
a21 a22

)
⊗
(
b11 b12
b21 b22

)
=


a11

(
b11 b12
b21 b22

)
a12

(
b11 b12
b21 b22

)

a21

(
b11 b12
b21 b22

)
a22

(
b11 b12
b21 b22

)
 (3.2)

Matrix Multiplication, this is the most basic linear algebra operation, we’ll skip
introducing this. In quantum circuit diagram, this is represented by blocks connected by
lines.

Figure 3.2: Kronecker product of two X gates

As a conclusion of this subsection, one can see simulating how pure quantum circuits act
on a given quantum state is about how to implement some special type of matrix-vector
multiplication efficiently. For readers familiar with Basic Linear Algebra Subprograms
(BLAS), this kind of operations are only BLAS level 2 operations, which does not require
any smart tiling technique and are mainly limited by memory bandwidth.

General Unitary Gate Subroutine

Thus the simplest way of simulating a quantum circuit is very straightforward: we can just
make use of Julia’s builtin functions: kron and *.
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Listing 22 Simplest Quantum Circuit Simulation
using LinearAlgebra
function naive_broutine!(r::AbstractVector, U::AbstractMatrix, loc::Int)

n = Int(log2(length(r))) # get the number of qubits
return kron(I(1<<(n-loc+1)), U), I(1<<loc)

end

However, this is obviously very inefficient:

1. we need to allocate a 2n × 2n matrix every time we try to evaluate the gate.

2. the length of the vector can only be 2n, thus we should be able to calculate it faster
with this knowledge.

if we know an integer is 2n, it is straight forward to find out n by the following method:

Listing 23 log2i specialized for 64-bit integers
log2i(x::Int64) = if !signbit(x)

(63 - leading_zeros(x))
else

throw(ErrorException("nonnegative expected ($x)"))
end

log2i(x::UInt64) = 63 - leading_zeros(x)

this is because we already know how long our integer is in the program by looking at
its type, thus simply minus the number of leading zeros would give us the answer. But
don’t forget to raise an error when it’s an signed integer type. We can make this work on
any integer type by the following way
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Listing 24 log2i for arbitrary integers
for N in [8, 16, 32, 64, 128]

T = Symbol(:Int, N)
UT = Symbol(:UInt, N)
@eval begin

log2i(x::$T) =
!signbit(x) ? ($(N - 1) - leading_zeros(x)) :
throw(ErrorException("nonnegative expected ($x)"))

log2i(x::$UT) = $(N - 1) - leading_zeros(x)
end

end

the command @eval here is called a macro in Julia programming language, it can be
used to generate code. The above code generates the implementation of log2i for signed
and unsigned integer types from 8 bits to 128 bits.

Let’s now consider how to write the general unitary gate acting on given locations of
qubits.

Listing 25 Signature of broutine!
function broutine!(

r::AbstractVector,
U::AbstractMatrix,
locs::NTuple{N, Int}

) where N
end

this matrix will act on certain qubits in the register, e.g., given an 8 × 8 matrix, we
want it to act on the 1st, 4th, and 5th qubits. Based on the implementation of X and
Z, we know this is about multiplying this matrix on the subspace of 1st, 4th, and 5th
qubit, which means we need to construct a set of new vectors whose indices iterate over
the subspace of 0xx00x, 0xx01x, 0xx10x, 0xx11x etc. Thus, we must first find a generic
way to iterate through the subspace of 0xx00x. Then, by adding an offset such as 1 « 1
to each index in this subspace, we can get the subspace of 0xx01x etc.

To iterate through the subspace, we could iterate through all indices in the subspace.
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Listing 28 Left moving
(xxx & ~0b001) << 1 + (xxx & 0b001) # = xx00x

For each index, we move each bit to its position in the whole space (from the first bit to
the last). This will give us the first subspace, which is 0xx00x.

Before we move on, we need to introduce the concept of binary masks: it is an integer
that can help us "filter" out some binary values, e.g. we want to know if a given integer’s
4th and 5th bit, we can use a mask 0b11000, where its 4th and 5th bit is 1, the rest is 0,
then we can use an and operation get the value. Given the location of bits, we can create
a binary mask via the following bmask function

Listing 26 bmask function
function bmask(itr)

isempty(itr) && return 0
ret = 0
for b in itr

ret += 1 << (b - 1)
end
return ret

end

where itr is some iterable. However, there are quite a few cases which we don’t need
to create it via a for-loop, so we can specialize this function on the following types

Listing 27 bmask function specialized on UnitRange
function bmask(range::UnitRange{Int})

((1 << (range.stop - range.start + 1)) - 1) << (range.start - 1)
end

To move the bits in the subspace to the correct position, we need to iterate through
all the contiguous regions in the bitstring, e.g., for 0xx00x, we move the 2nd and 3rd bit
in subspace by 3 bits together. This can be achieved by using a bit mask 001 and the
following binary operation
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We define this as a function called lmove. Now we need to generate all the masks by
counting contiguous regions of the given locations

Listing 29 group_shift function
function group_shift(locations)

masks = Int[]
region_lens = Int[]
k_prv = -1
for k in locations

# if current position in the contiguous region
# since these bits will be moved together with
# the first one, we don't need to generate a
# new mask
if k == k_prv + 1

region_lens[end] += 1
else

# we generate a bit mask where the 1st to k-th bits are 1
push!(masks, bmask(0:k-1))
push!(region_lens, 1)

end
k_prv = k

end
return masks, region_lens

end

Now, to get the index in the whole space, we simply move each contiguous region by
the length of their region, where the initial value of ‘index‘ is the subspace index, and after
the loop, we will get the index in the whole space. To abstract the iteration further, we
will define an abstraction called an iterator BitSubspace as the following
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Listing 30 BitSubspace iterator
struct BitSubspace

n::Int # total number of bits
n_subspace::Int # number of bits in the subspace
masks::Vector{Int} # masks
region_lens::Vector{Int} # length of each region

end

And we can construct it via

Listing 31 BitSubspace constructor
function BitSubspace(n::Int, locations)

masks, region_lens = group_shift(locations)
BitSubspace(1 << (n - length(locations)), length(masks), masks, region_lens)

end

The corresponding whole-space index of each index in the subspace can be calculated
by the following function

Listing 32 next function
@inline function Base.getindex(it::BitSubspace, i)

index = i - 1
for s in 1:it.n_subspace

@inbounds index = lmove(index, it.masks[s], it.region_lens[s])
end
return index

end

We can loop through the subspace by overloading a few more interfaces, as shown
below.
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Listing 33 iterate function
Base.length(it::BitSubspace) = it.n
Base.eltype(::BitSubspace) = Int
@inline function Base.iterate(it::BitSubspace, st = 1)

if st > length(it)
return nothing

else
return it[st], st + 1

end
end

julia> for each in BitSubspace(5, [1, 3, 4])
println(string(each, base=2, pad=7))

end
00000
00010
10000
10010

The next step is to perform the matrix-vector multiplication in the subspace. This
requires generating the indices in the subspace. For example, for a unitary on the 1, 3, 4
qubits of a 5-qubit register, we need to multiply the matrix at 0xx0x, 0xx1x, 1xx0x and
1xx1x. Thus we can create the subspace of x00x0 by BitSubspace(5, [1, 3, 4]) and
subspace of 0xx0x by BitSubspace(5, [2, 5]), then add each index in x00x0 to 0xx0x,
which looks like
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Listing 34 Matrix-vector multiplication in the subspace
subspace1 = BitSubspace(5, [1, 3, 4])
subspace2 = BitSubspace(5, [2, 5])

# Julia uses 1-based index, we need to convert it
indices = collect(b + 1 for b in subspace2)

@inbounds for i in subspace1
# add an offset i to all the indices of 0xx0x
# this will give us 0xx0x, 0xx1x, 1xx0x, 1xx1x
idx = indices .+ i
state[idx] = U * state[idx] # matrix multiplication on the subspace

end

now we notice subspace2 is the complement subspace of subspace1 because the full
space if [1, 2, 3, 4, 5], so let’s redefine our BitSubspace constructor a bit, now instead
of define the constructor BitSubspace(n, locations) we define two functions to cre-
ate this object bsubspace(n, locations) and bcomspace(n, locations) which stands
for binary subspace and binary complement space, the function bsubspace will create
subspace1 and the function bcomspace(n, locations) will create subspace2. They
have some overlapping operations, so we move them to an internal function _group_shift
as shown in Listing 35.

Thus, we have the routine for general unitary gates as shown in Listing 36.

General Controlled Unitary Gates

We have introduced the routine for general unitary gates. A more specific type of general
routine is the controlled unitary gates, which have a more specific pattern than the general
unitary gates. This allows us to specialize the routine for better performance further.
Implementing the controlled unitary gates is similar to the general unitary gates except
that instead of iterating in the applied space, the subspace we will look at contains two
parts: the bits on control locations are 1s, and the bits on gate locations are 0s.
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Listing 35 Refined group_shift function
@inline function group_shift(locations)

masks = Int[]
shift_len = Int[]
k_prv = -1
for k in locations

_group_shift(masks, shift_len, k, k_prv)
k_prv = k

end
return masks, shift_len

end

@inline function complement_group_shift(n::Int, locations)
masks = Int[]
shift_len = Int[]
k_prv = -1
for k in 1:n

k in locations && continue
_group_shift(masks, shift_len, k, k_prv)
k_prv = k

end
return masks, shift_len

end

@inline function _group_shift(
masks::Vector{Int},
shift_len::Vector{Int},
k::Int,
k_prv::Int

)
# if current position in the contiguous region
# since these bits will be moved together with
# the first one, we don't need to generate a
# new mask
if k == k_prv + 1

shift_len[end] += 1
else

# we generate a bit mask where the 1st to k-th bits are 1
push!(masks, bmask(0:k-1))
push!(shift_len, 1)

end
end
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Listing 36 General unitary gate routine
function broutine!(

st::AbstractVector,
U::AbstractMatrix,
locs::NTuple{N, Int}

) where N
n = log2i(size(st, 1))
subspace = bsubspace(n, locs)
comspace = bcomspace(n, locs)
indices = [idx + 1 for idx in comspace]
@inbounds @views for k in subspace

idx = indices .+ k
st[idx] = U * st[idx]

end
return st

end

Loop Unroll and Parallelization

The above routine is already very efficient, but we can still improve it by unrolling the
loop and parallelizing it because, in most simulations, the gate matrix is only a small
2 × 2 matrix. The loop unrolling can be implemented by a macro. However, for easier
understanding, we will show the plain code here.

As a result, the benchmark of the two routines is shown in Listing 38. We can see that
the unrolled routine is faster than the general routine.
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Listing 37 Loop unrolling
function broutine2x2!(st::AbstractVector{T}, U::AbstractMatrix, locs::Tuple{Int}) where T

U11 = U[1, 1]; U12 = U[1, 2];
U21 = U[2, 1]; U22 = U[2, 2];
step_1 = 1 << (first(locs) - 1)
step_2 = 1 << first(locs)

@inbounds if step_1 == 1
for j in 0:step_2:size(st, 1)-step_1

ST1 = U11 * st[j + 1] + U12 * st[j + 1 + step_1]
ST2 = U21 * st[j + 1] + U22 * st[j + 1 + step_1]

st[j + 1] = ST1
st[j + 1 + step_1] = ST2

end
elseif step_1 == 2

for j in 0:step_2:size(st, 1)-step_1
Base.Cartesian.@nexprs 2 i->begin

ST1 = U11 * st[j + i] + U12 * st[j + i + step_1]
ST2 = U21 * st[j + i] + U22 * st[j + i + step_1]
st[j + i] = ST1
st[j + i + step_1] = ST2

end
end
elseif step_1 == 4
for j in 0:step_2:size(st, 1)-step_1

Base.Cartesian.@nexprs 4 i->begin
ST1 = U11 * st[j + i] + U12 * st[j + i + step_1]
ST2 = U21 * st[j + i] + U22 * st[j + i + step_1]
st[j + i] = ST1
st[j + i + step_1] = ST2

end
end

elseif step_1 == 8
for j in 0:step_2:size(st, 1)-step_1

Base.Cartesian.@nexprs 8 i->begin
ST1 = U11 * st[j + i] + U12 * st[j + i + step_1]
ST2 = U21 * st[j + i] + U22 * st[j + i + step_1]
st[j + i] = ST1
st[j + i + step_1] = ST2

end
end

else
for j in 0:step_2:size(st, 1)-step_1

for i in j:8:j+step_1-1
Base.Cartesian.@nexprs 8 k->begin

ST1 = U11 * st[i + k] + U12 * st[i + step_1 + k]
ST2 = U21 * st[i + k] + U22 * st[i + step_1 + k]
st[i + k] = ST1
st[i + step_1 + k] = ST2

end
end

end
end
return st

end

64



Listing 38 Benchmark of broutine! and broutine2x2!
julia> U = rand(ComplexF64, 2, 2);

julia> locs = (3, );

julia> st = rand(ComplexF64, 1<<15);

julia> @benchmark broutine!(r, $U, $locs) setup=(r=copy($st))
BenchmarkTools.Trial:

memory estimate: 512 bytes
allocs estimate: 8
--------------
minimum time: 67.639 µs (0.00% GC)
median time: 81.669 µs (0.00% GC)
mean time: 86.487 µs (0.00% GC)
maximum time: 125.038 µs (0.00% GC)
--------------
samples: 10000
evals/sample: 1

julia> @benchmark broutine2x2!(r, $U, $locs) setup=(r=copy($st))
BenchmarkTools.Trial:

memory estimate: 0 bytes
allocs estimate: 0
--------------
minimum time: 21.420 µs (0.00% GC)
median time: 21.670 µs (0.00% GC)
mean time: 21.818 µs (0.00% GC)
maximum time: 45.829 µs (0.00% GC)
--------------
samples: 10000
evals/sample: 1
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Specializing Other Gates

One can further specialize on the matrix entries of the gates. For example, the X and Z
gates result in a more straightforward loop pattern and thus can be further specialized.
The X gate only requires swapping the two elements in the subspace, and the Z gate only
requires multiplying the elements in the subspace by -1. More generally, one can implement
the routine of applying a column of specific gates.

Specializing Batch of Circuits

For simulating mid-circuit measurements, sampling the measurement result in the middle
of circuit execution is often necessary. This requires simulating a batch of quantum circuits,
which can be optimized by specializing the routine on matrix-matrix multiplication in the
subspace.

Dispatch by Matching Patterns

The main technique behind the fast, exact simulation of quantum circuits in Yao is dis-
patching by matching circuit patterns. The idea is to encode the pattern of a circuit into
Julia’s type system. Thus, by utilizing the multiple dispatch mechanism, we can dispatch
the simulation of a circuit using a specialized method. This is a very powerful technique, as
it allows us to write the simulation of a circuit at a very high level and gradually improve
the overall performance by manually specializing every different pattern. A common pat-
tern in quantum circuits is repeatedly applying a single-qubit gate on all the qubits. This
pattern can be seen as a special bit subspace and only requires applying a single routine.
Thus, reduce the complexity of simulating n gates for n qubits to simulating a single gate
for n qubits. Other patterns include the QFT circuits, the time evolution circuits, and the
circuits with neighboring CNOTs.

Discussion

This subsection introduced the techniques behind implementing fast circuit simulation
routines. These routines can also be used in the context of tensor network contraction
because one can see the above matrix-vector multiplication as a contraction of a few legs
in a giant tensor (the state) with legs of a small tensor (the gate). Such operations happen
frequently in tensor network contraction, and thus, the routines can be helpful for fast
tensor network contraction, as demonstrated in a recent work [62].
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Listing 39 Heisenberg Hamiltonian
julia> using KrylovKit: eigsolve

julia> bond(n, i) = sum([put(n, i=>σ) * put(
n, i+1=>σ) for σ in (X, Y, Z)]);

julia> heisenberg(n) = sum([bond(n, i)
for i in 1:n-1]);

julia> h = heisenberg(16);

julia> w, v = eigsolve(mat(h)
,1, :SR, ishermitian=true)

3.1.3 Generating Matrix

Quantum blocks have a matrix representation of different types for optimized performance.
By default, using their matrix representations, the apply! method applies quantum blocks
to quantum registers. The matrix representation is also useful for determining operator
properties such as hermicity, unitarity, reflexivity, and commutativity. Lastly, one can
also use Yao’s sparse matrix representation for quantum many-body computations such as
exact diagonalization and (real and imaginary) time evolution.

For example, one can construct the Heisenberg Hamiltonian and obtain its ground
state using the Krylov space solver [113] via the KrylovKit.jl [114] in Listing 39. The
arithmetic operations * and sum return ChainBlock and Add blocks, respectively. It is
worth noticing the differences between the QBIR arithmetic operations of the quantum
circuits and those of Hamiltonians. Since the Hamiltonians are generators of quantum
unitaries (i.e., U = e−iHt), it is natural to perform additions for Hamiltonians (and other
observables) and multiplications for unitaries. YaoExtensions provides some convenience
functions for creating Hamiltonians on various lattices and variational quantum circuits.

The mat function creates the sparse matrix representation of the Hamiltonian block.
To achieve an optimized performance, we extend Julia’s built-in sparse matrix types for
various quantum gates. In Table 3.3, we summarize the matrix types used for the basic
quantum gates.
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Gate Matrix Type
I2 IMatrix
Z, T, S, Rz Diagonal
X, Y, CNOT, CZ, SWAP PermMatrix
P0, P1, Pu, Pd, PSwap SparseMatrixCSC
H, Rx, Ry Matrix

Table 3.1: Matrix types of gates in Yao.

The SparseMatrixCSC type is provided in Julia’s builtin SparseArrays. The identity
matrix IMatrix and general permutation matrix PermMatrix [115] are defined in
LuxurySparse.jl [116]. The PermMatrix allows having values other than one in the non-
zero entries. For example, the matrix of ISWAP gate is given by

Listing 40 ISWAP matrix
julia> PermMatrix([1,3,2,4], [1,1.0im,1.0im,1])
4×4 PermMatrix{Complex{Float64},Int64,Array{Complex{Float64},1},Array{Int64,1}}:
1.0+0.0im 0 0 0

0 0 0.0+1.0im 0
0 0.0+1.0im 0 0
0 0 0 1.0+0.0im

where the first argument represents the column indices and the second argument the
entries.

These types of specifications for quantum gates allow fast arithmetics. Table 3.2 lists the
type conversion under matrix multiplication, Kronecker product, and addition operations.

Besides these specialised sparse matrices, Yao.AD uses low rank matrix types for back-
propagation, c.f. Equation (3.10) in the main texts. For this we define the OuterProduct
matrix type for both memory and computation efficiency.

Time evolution under a quantum Hamiltonian invokes the Krylov space method [117],
which repeatedly applies the Hamiltonian block to the register. In this case, one can use the
cache tag to create a CachedBlock for the Hamiltonian. Then, the apply! method makes
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I D P S M
I I/I/D/I D/D/D/D P/P/S/D S/S/S/D M/S/M/D
D D/D/D/D D/D/D/D P/P/S/D S/S/S/D M/S/M/D
P P/P/S/D P/P/S/D P/P/S/P S/S/S/P M/S/M/P
S S/S/S/D S/S/S/D S/S/S/P S/S/S/S M/S/M/S
M M/S/M/D M/S/M/D M/S/M/P M/S/M/S M/S/M/M

Table 3.2: Matrix types conversion under matrix multiplication (*)/kronecker product
(kron)/addition (+)/hadamard product (.*). Here I, D, P, S, M stands for IMatrix,
Diagonal, PermMatrix, SpasreMatrixCSC and Matrix respectively.

use of the sparse matrix representation cached in the memory. Continuing from Listing 39,
the following codes in c41 show that constructing and caching the matrix representation
boosts the performance of time-evolution.

On the other hand, in many cases Yao can make use of efficient specifications of the
apply! method for various blocks and apply them on the fly without generating the
matrix representation. The codes in Listing 42 show that this approach can be faster for
simulating quantum circuits.

3.1.4 Simulating Rydberg Dynamics

Rydberg Blockade is one of the most important properties of neutral-atom quantum com-
puting based on Rydberg states. It naturally encodes the independent set constraint. More
specifically, Rydberg blockade implies that two atoms cannot be both excited to the Ry-
dberg state |r⟩ if they are close to each other, whereas independent set constraint means
two vertices cannot be both in the independent set when they are connected by an edge.
Thus, one can consider atoms in the Rydberg state as vertices in an independent set. See
the proposal in [106] for more details.

In particular, one can use the ground state of the Rydberg Hamiltonian to encode
the maximum independent set problem, which is to find the largest independent set of a
given graph. For a particular subclass of geometric graphs, the so-called unit disk graphs,
the Rydberg Hamiltonian can encode the solution without any overhead in the number of
qubits. In fact, an experimental demonstration of quantum optimization has been realized
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Listing 41 Hamiltonian evolution is faster with cache
julia> using BenchmarkTools

julia> te = time_evolve(h, 0.1);

julia> te_cache = time_evolve(cache(h), 0.1);

julia> @btime $(rand_state(16)) |> $te;
1.042 s (10415 allocations: 1.32 GiB)

julia> @btime $(rand_state(16)) |> $te_cache;
71.908 ms (10445 allocations: 61.48 MiB)

Listing 42 Circuit simulation is faster without cache
julia> r = rand_state(10);

julia> @btime r |> $(qft(10));
550.466 µs (3269 allocations: 184.58 KiB)

julia> @btime r |> $(cache(qft(10)));
1.688 ms (234 allocations: 30.02 KiB)
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in solving the maximum independent set problem up to 289 qubits in [118].
The simulation is implemented in the open-source package Bloqade [102]. Bloqade

provides an extension of the operator expressions in QBIR in Yao. Taking from the symbolic
expression of the Rydberg Hamiltonian and pulse sequence, Bloqade then compiles the
expression into the sum of linear operators utilizing Yao’s specialized routines and matrices
as well as CUDA [61] acceleration.

In Bloqade, we can also take advantage of this effect by allowing users to run emulation
in a truncated subspace, i.e., by throwing out states that violate the blockade constraint.
This can help accelerate the simulation and enable simulation for a larger system size. In
this section, we will show how to create a blockade subspace, create registers in the sub-
space, obtain the Hamiltonian matrix in the subspace, and run emulation in the subspace.
This enables a 51-atom simulation of the random-graph Rydberg atom array with the help
of GPU.

3.2 Automatic Differentiation

AD is a method to evaluate the derivatives of a given program. One may hear this in
the context of deep learning as back-propagation. However, the situation can be more
complicated in a general scientific context. Thus, it’d be necessary to understand the
mechanism of automatic differentiation better.

The history of automatic differentiation can be traced back to the 1960s when computer
science was still in its infancy. The method has been re-discovered many times in different
fields and has been used in many different contexts. The development of automatic differ-
entiation leads to an entirely new philosophy of programming, which is called differentiable
programming. In this section, we will briefly introduce the automatic differentiation of for-
ward mode and reverse mode. Then, we will introduce automatic differentiation in the
context of quantum circuits and simulating quantum many-body systems.
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Age of heores
(1960s)

Theano (2007)
The adjoint method

(2007)

Evaluating Derivatives
Book (2008)

Tapenade (2013)

TensorFlow (2015)

PyTorch (2016)

Forward/
ReverseDiff (2016)

Zygote (2018)
Neural ODE (2018)
TorchDiffEq (2018)

JAX (2018)

Enzyme (2020)
DiffEqFlux (2020)

Dominant Eigensolver
(Hao Xie et al, 2020)

Diffrax (2022)

Figure 3.3: A brief history of automatic differentiation and its development in quantum
many-body physics. Theano (2007) [3], Evaluating Derivatives Book (2008) [4], Tapenade
(2013) [5, 6], TensorFlow (2015) [7], ForwardDiff/ReverseDiff [8], PyTorch (2016) [9], JAX
(2018) [10], Zygote (2018) [11], differentiating dominant eigensolver (2020) [12], Enzyme
(2020) [13], Diffrax (2022) [14]. Due to space limitations, many other libraries and algo-
rithmic developments around 2015 and after are not included. The selected works represent
the development of automatic differentiation relevant to the topic discussed in this thesis.

3.2.1 Forward Mode

The forward mode AD is usually implemented using dual numbers. A dual number is a
pair of real numbers (x, x′), where x is the value of the function and x′ is the value of the
derivative. The dual number is defined as x+x′ε, where ε2 = 0. The arithmetic operations
of dual numbers are defined as follows:

(a+ bε) + (c+ dε) = (a+ c) + (b+ d)ε,
(a+ bε)− (c+ dε) = (a− c) + (b− d)ε,
(a+ bε) · (c+ dε) = ac+ (ad+ bc)ε,

a+ bε

c+ dε
= a

c
+ bc− ad

c2 ε.

(3.3)

Thus one can implement the dual number as a Julia struct as follows:
Any function written as a composition of arithmetic operations can be automatically

differentiated using the dual number. Similarly, one can overload other operations, such
as sin, cos, exp, log, etc., to support the differentiation of these functions.

The forward mode AD is the simplest way of implementing an AD system. The above
dual number is one way to implement forward mode AD with a generic type system. More
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Listing 43 Dual number data structure in Julia
struct Dual{T<:Real} <: Real

a::T
b::T

end

Dual(a) = Dual(a, one(a))
Base.show(io::IO, x::Dual) = print(io, x.a, "+", x.b, "ϵ")
Base.:(*)(x::Dual, y::Dual) = Dual(x.a * y.a, x.a * y.b + x.b * y.a)
Base.:(+)(x::Dual, y::Dual) = Dual(x.a + y.a, x.b + y.b)

Listing 44 A simple real value function
function f(x)

x1 = sin(x)
x2 = sin(x1)
x3 = cos(x2) + x2

end

formally, we say forward mode AD is to apply the chain rule on primal derivatives when we
evaluate the value of an expression, e.g., if we are going to evaluate the function f defined
in Section 3.2.1, that is mathematically defined as f(x) = cos(sin(sin(x))) + sin(x), we can
evaluate the function on dual number algebra to obtain its derivative.

When we put in a dual number, we actually perform the following calculations:

1. evaluate sin(x) and its derivative, store them in ‘x1‘.

2. evaluate sin(x1) and its derivative, multiply the derivative of ‘sin(x1)‘ to previous
derivative since we have P ′(x)bϵ term in the dual number.

3. evaluate the derivative of cos(x2) and do the same thing as above, but let’s call the
intermediate value of cos(x2) to be y.

4. evaluate the value of y+x2 and derivative then multiply and store them in x3

Thus, every time we evaluate the derivative, we can throw away the variables we calcu-
lated before, but for every single scalar number, we need to calculate the entire function.
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As a result, this gives us the time complexity O(mn) where n is the number of parameters
and m is the complexity of the original code. The memory complexity is O(m+ n), where
m is the memory complexity of the original code.

We further formalize the above process in terms of the chain rule. The forward mode
means we evaluate the derivatives in the following accumulation:

∂yn

∂x
= ∂yn

∂yn−1

∂yn−1

∂x

= ∂yn

∂yn−1
(∂yn−1

∂yn−2

∂yn−2

∂x
)

= · · ·

= ∂yn

∂yn−1
(∂yn−1

∂yn−2
· · · (∂y2

∂y1

∂y1

∂x
))

(3.4)

We can further generalize this to multi-variable cases using Jacobians

∂y⃗n

∂x
= ∂y⃗n

∂y⃗n−1

∂y⃗n−1

∂x

= ∂y⃗n

∂y⃗n−1
(∂y⃗n−1

∂y⃗n−2

∂y⃗n−2

∂x
)

= · · ·

= ∂y⃗n

∂y⃗n−1
(∂y⃗n−1

∂y⃗n−2
· · · (∂y⃗2

∂y⃗1

∂y⃗1

∂x
))

(3.5)

now we see to calculate the derivative of ∂y⃗n

∂x
it is actually about calculatnig a chain of

Jacobian-vector product.

3.2.2 Reverse Mode

For a large number of parameters, the reverse mode is more efficient. This method has
been rediscovered many times in history in different fields. One may hear it called back-
propagation in the context of deep learning. The reverse mode AD can be implemented
via operator overloading as well, which has been the main approach of many well-known
software packages such as autograd, AutoDiff.

Similar to forward mode AD, the reverse mode AD is actually about calculating the
chain rule in the following accumulation:
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∂y⃗n

∂x
= ( ∂y⃗n

∂y⃗n−1
)∂y⃗n−1

∂x

= (( ∂y⃗n

∂y⃗n−1
)∂y⃗n−1

∂y⃗n−2
)∂y⃗n−2

∂x

= · · ·

= (· · · (( ∂y⃗n

∂y⃗n−1
)∂y⃗n−1

∂y⃗n−2
· · · ∂y⃗2

∂y⃗1
)∂y⃗1

∂x

(∂y⃗n

∂x
)T = (∂y⃗1

∂x
)T (∂y⃗2

∂y⃗1
)T · · · (∂y⃗n−1

∂y⃗n−2
)T ( ∂y⃗n

∂y⃗n−1
)T

(3.6)

Thus, the reverse mode automatic differentiation is about Jacobian-transpose-vector
product. An intermediate advantage of this accumulation is that if x is a vector, we can
directly calculate the derivative of this vector by a chain of matrix multiplication.

This process will be easier to understand if we use a graphical language to describe
it. This is the computational graph. To demonstrate this better, we will use a more
complicated function

y = xT Ax + b · x + c (3.7)

We will need to call several functions in Julia to get the result y, which is

1. z1 = xT : transpose function.

2. z2 = z1A matrix-vector multiplication, which can be gemv in LinearAlgebra.BLAS,
or just *.

3. y1 = z2x vector dot operation, which is LinearAlgebra.dot

4. y2 = b · x another vector dot

5. y1 + y2 + c a scalar add function, one can calculate it by simply calling + operator in
Julia.

In fact, we can draw a graph of this expression, which illustrates the relationship be-
tween each variable in this expression. Each node in the graph with an output arrow
represents a variable and each node with an input arrow represents a function or an oper-
ator.
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Figure 3.4: The forward process on computational graph of the expression y = xT Ax + b ·
x + c

The evaluation of the math equation in Figure 3.4 can then be expressed as a process
called forward evaluation. It starts from the leaf nodes, which represent the inputs of the
whole expression, e.g., they are x,A,b, c in our expression. Each time we receive the value
of a node in the graph, we mark the node with green. The derivative calculation can be
then visualized as follows
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Figure 3.5: The backward process on computational graph of the expression y = xT Ax +
b · x + c

In Figure 3.5, we demonstrate the backward propagation of the derivatives. Unlike
the forward mode, the intermediate results are not kept. The reverse mode must store
the intermediate values in its forward propagation, which is necessary to calculate the
derivatives in backward propagation. The benefit is that the reverse mode can calculate all
the derivatives of the vector without running the forward propagation for every parameter.
Thus, we need a specific data structure to store these values. This data structure is often
called the computational graph, tape, or Wengert list [110]. The problem of implementing
reverse mode AD becomes how to create the tape. Because we need to store the values at
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each calculation step, this is precisely a special case of the SSA IR in Section 2.5.
We can do reverse mode ‘automatic’ differentiation ‘manually’ first to get a feel for it.

We will use the package ChainRules here, which contains a function rrule that defines
the differentiation rules for the primitive function we need to use, such as the sin function.

Listing 45 Reverse mode ADfor a single function
x = 3.0
y, sin_pullback = rrule(sin, x)
julia> y, sin_pullback = rrule(sin, x)
(0.1411200080598672, ChainRules.var"#sin_pullback#1289"{Float64}(-0.9899924966004454))

julia> sin_pullback(1)
(ChainRulesCore.NoTangent(), -0.9899924966004454)

We can manually generate the pullback function for a given function defined on some
primal functions. In AD, we usually call these functions adjoints.

Let’s use the previous example ‘foo‘ here

function adjoint_foo(x)
x1, x1_pullback = rrule(sin, x)
x2, x2_pullback = rrule(sin, x1)
y, y_pullback = rrule(cos, x2)
x3, x3_pullback = rrule(+, y, x2)

return x3, function pullback(∆)
_, partial_y, partial_x2_1 = x3_pullback(∆)
_, partial_x2_2 = y_pullback(partial_y)
_, partial_x1 = x2_pullback(partial_x2_1 + partial_x2_2)
_, partial_x = x1_pullback(partial_x1)
return Zero(), partial_x

end
end

Thus the simplest reverse mode ADis about how to create this tiny pullback function
automatically, and to know how to create this pullback function, we need to know what
primal functions are called by the given function, so that we can simply reverse the order
of calls and replace them with the pullback functions. The easiest way of creating a tape
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is using operator overloading. Operator overloading means the same way we implemented
our toy symbolic program in the previous section. For example, we can define our own
type to dispatch the functions to a track function so that we can store the function call
into a tape.

Listing 46 A simple ADengine in Julia
mutable struct Variable{T} <: ADExpr

value::T
grad::T

Variable(val::T) where T = new{T}(val)
Variable(val::T, grad::T) where T = new{T}(val)

end

struct Node{FT <: Function, ArgsT <: Tuple, KwargsT <: NamedTuple} <: ADExpr
f::FT
args::ArgsT
kwargs::KwargsT

end

then overload some primal functions to track the call into tape

Listing 47 Overloading sin function
Base.sin(x::ADExpr) = register(Base.sin, x)

We will not proceed to implement the full ADengine here. Going forward, One should
expect implementing such an ADengine to be quite simple. However, the real challenge
is to make it efficient and to make it work with a wide range of programs. This is why
research interests have been put into source-to-source AD, which synthesizes the above
pullback function via a transformation between the same representations.

3.2.3 Making Use of Reversibility

Automatic differentiation efficiently computes the gradient of a program. It is the engine
behind the success of deep learning [119]. The technique is particularly relevant to differ-
entiable programming of quantum circuits. In general, there are several modes of AD. The
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reverse mode caches the intermediate state and evaluates all gradients in a single backward
run. The forward mode computes the gradients in a single pass together with the objective
function, which does not require caching the intermediate state but has to evaluate the
gradients of all parameters one by one.

Yao’s builtin reverse mode AD engine (Section 3.2.2) provides more efficient circuit
differentiation for variational quantum algorithms compared to conventional reverse mode
differentiation and forward mode differentiation (Section 3.2.1). By taking advantage of
the reversible nature of quantum circuits, the memory complexity is reduced to constant
compared to typical reverse mode AD [119]. This property allows one to simulate very deep
variational quantum circuits. Besides, Yao supports the forward mode AD (Section 3.2.4),
which is a faithful quantum simulation of the experimental situation. In the classical sim-
ulation, the complexity of forward mode is unfavorable compared to reverse mode because
one needs to run the circuit repeatedly for each component of the gradient.

The submodule Yao.AD is a built-in AD engine. It back-propagates through quantum
circuits using the computational graph information recorded in the QBIR.

In general, reverse mode AD needs to cache intermediate states in the forward pass for
the backpropagation. Therefore, the memory consumption for backpropagating through a
quantum simulator becomes unacceptable as the depth of the quantum circuit increases.
Hence simply delegating AD to existing machine learning packages [7, 9, 80–83] is not a
satisfiable solution. Yao’s customized AD engine exploits the inherent reversibility of quan-
tum circuits [4, 120]. By uncomputing the intermediate state in the backward pass, Yao.AD
mostly performs in-place operations without allocations. Yao.AD’s superior performance is
in line with the recent efforts of implementing efficient backpropagation through reversible
neural networks [120, 121].

In the forward pass, we update the wave function |ψk⟩ with in-place operations

. . .

|ψk+1⟩ = Uk|ψk⟩,
. . .

(3.8)

where Uk is a unitary gate parametrized by θk. We define the adjoint of a variable as
x = ∂L

∂x∗ according to Wirtingers derivative [122] for complex numbers, where L is a real-
valued objective function that depends on the final state. Starting from L = 1 we can
obtain the adjoint of the output state.

To pull back the adjoints through the computational graph, we perform the backward
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calculation [123]

. . .

|ψk⟩ = U †
k |ψk+1⟩

|ψk⟩ = U †
k |ψk+1⟩

. . .

(3.9)

The two equations above are implemented Yao.AD with the apply_back! method. Based
on the obtained information, we can compute the adjoint of the gate matrix using [123]

Uk = |ψk+1⟩⟨ψk|. (3.10)

This outer product is not explicitly stored as a dense matrix. Instead, it is handled
efficiently by customized low rank matrices described in Section 3.1.3. Finally, we use
mat_back! method to compute the adjoint of gate parameters θk from the adjoint of the
unitary matrix Uk.

Figure 3.6 demonstrates the procedure in a concrete example. The black arrows show
the forward pass without any allocation except for the output state and the objective
function L. In the backward pass, we uncompute the states (blue arrows) and backprop-
agate the adjoints (red arrows) at the same time. For the block defined as put(nbit,
i=>chain(Rz(α), Rx(β), Rx(γ))), we obtain the desired α, β and γ by pushing the ad-
joints back through the mat functions of PutBlock and ChainBlock. The implementation
of the AD engine is generic so that it works automatically with symbolic computation. One
can also integrate Yao.AD with classical automatic differentiation engines such as Zygote
to handle mixed classical and quantum computational graphs, see [100].

To demonstrate the efficiency of Yao’s AD engine, we use the codes in Listing 48 to
simulate the variational quantum eigensolver (VQE) [37] with depth 10, 000 (with 300, 010
variational parameters) on a laptop. The simulation would be extremely challenging with-
out Yao, either due to overwhelming memory consumption in the reverse mode AD or
unfavorable computation cost in the forward mode AD

Here, variational_circuit is predefined in YaoExtensions to have a hardware ef-
ficient architecture [72] shown in Figure 3.8. The dispatch! function with the second
parameter specified to :random gives random initial parameters. The expect function
evaluates expectation values of the observables; the second argument can be a wave func-
tion or a pair of the input wave function and circuit ansatz like above. expect' evaluates
the gradient of this observable for the input wave function and circuit parameters. Here,
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Figure 3.6: Builtin automatic differentiation engine Yao.AD. Black arrows represent the
forward pass. The blue arrow represents uncomputing. The red arrows indicate the back-
propagation of the adjoints.
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Listing 48 10000-layer VQE
using Yao, YaoExtensions
n = 10; depth = 10000;
circuit = dispatch!(variational_circuit(n, depth),:random)

julia> gatecount(circuit)
Dict{Type{var"#s54"} where var"#s54" <: AbstractBlock,Int64} with 3 entries:

RotationGate{1,Float64,ZGate} => 200000
RotationGate{1,Float64,XGate} => 100010
ControlBlock{10,XGate,1,1} => 100000

julia> nparameters(circuit)
300010

h = heisenberg(n);

for i = 1:100
_, grad = expect'(h, zero_state(n)=>circuit)
dispatch!(-, circuit, 1e-3 * grad)
println("Step $i, energy = $(expect(h, zero_state(10)=>circuit))")

end
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we only make use of its second return value. For batched registers, the gradients of circuit
parameters are accumulated rather than returning a batch of gradients. dispatch!(-,
circuit, ...) implements the gradient descent algorithm with energy as the loss func-
tion. The first argument is a binary operator that computes a new parameter based on
the old parameter in c and the third argument, the gradients. Parameters in a circuit can
be extracted by calling parameters(circuit), which collects parameters into a vector
by visiting the QBIR in depth-first order. The same parameter visiting order is used in
dispatch!. In case one would like to share parameters in the variational circuit, one can
simply use the same block instance in the QBIR. In the training process, gradients can be
updated in the same field. After the training, the circuit is fully optimized and returns the
ground state of the model Hamiltonian with zero state as input.

3.2.4 Forward Mode: Faithful Quantum Gradients

Compared to the reverse mode, forward mode AD is more closely related to how one
measures the gradient in the actual experiment.

The implementation of the forward mode AD is particularly simple for the “rotation
gates” RΣ(θ) ≡ e−iΣθ/2 with the generator Σ being both hermitian and reflexive (Σ2 = 1).
For example, Σ can be the Pauli gates X, Y and Z, or multi-qubit gates such as CNOT,
CZ, and SWAP. Every two-qubit gate can be decomposed into Pauli rotations and CNOTs
(or CZs) via gate transformation [124]. Under these conditions, the gradient to a circuit
parameter is [68, 125–127]

∂⟨O⟩θ
∂θ

= 1
2
(
⟨O⟩θ+ π

2
− ⟨O⟩θ− π

2

)
(3.11)

where ⟨O⟩θ denotes the expectation of the observable O with the given parameter θ. There-
fore, one just needs to run the simulator twice to estimate the gradient. YaoExtensions
implements Equation (3.11) with Julia’s broadcasting semantics and obtains the full gra-
dients with respect to all parameters. Similar features can be found in PennyLane [90] and
qulacs [89]. We refer this approach as the faithful gradient, since it mirrors the experi-
mental procedure on a real quantum device. In this way, one can estimate the gradients
in the VQE example Listing 48 using Equation (3.11)

# this will be slow
julia> grad = faithful_grad(h, zero_state(n)=>circuit; nshots=100);
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Listing 49 The eigendecomposition of a QBIR.
julia> O = chain(5, put(5,2=>X), put(5,3=>Y))
nqubits: 5
chain

put on (2)
X

put on (3)
Y

julia> E, U = YaoBlocks.eigenbasis(O)
(nqubits: 5
chain

put on (2)
Z

put on (3)
Z

, nqubits: 5
chain

put on (2)
H

put on (3)
chain

H
S

)

where one faithfully simulates nshots projective measurements. In the default setting
nshots=nothing, the function evaluates the exact expectation on the quantum state. Note
that simulating projective measurement, in general, involves rotating to eigenbasis of the
observed operator. Yao implements an efficient way to break the measurement into the
expectation of local terms by diagonalizing the observed operator symbolically as bellow.

The return value of eigenbasis contains two QBIRs E and U such that O = U*E*U'.
E is a diagonal operator that represents the observable in the measurement basis. U is a
circuit that rotates computational basis to the measurement basis.

The above gradient estimator Equation (3.11) can also be generalized to statistic func-
tional loss, which is useful for generative modeling with an implicit probability distribution
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Listing 50 Gradient of the maximum mean discrepancy
julia> target_p = normalize!(rand(1<<5));

julia> kf = brbf_kernel(2.0);

julia> circuit = variational_circuit(5);

julia> mmd = MMD(kf, target_p);

julia> g_reg, g_params = expect'(
mmd, zero_state(5)=>circuit);

julia> g_params = faithful_grad(
mmd, zero_state(5)=>circuit);

given by the quantum circuits [70]. The symmetric statistic functional of order two reads
Fθ = ⟨K(x, y)⟩x ∼ pθ, y ∼ pθ, (3.12)

where K is a symmetric function, pθ is the output probability distribution of a parametrized
quantum circuit measured on the computational basis. If the circuit is parametrized by
rotation gates, the gradient of the statistic functional is

∂Fθ

∂θ
= ⟨K(x, y)⟩x ∼ pθ+ π

2
, y ∼ pθ

−⟨K(x, y)⟩x ∼ pθ− π
2
, y ∼ pθ, (3.13)

which is also related to the measure valued gradient estimator for stochastic optimiza-
tion [128]. Within this formalism, Yao provides the following interfaces to evaluate gradi-
ents with respect to the maximum mean discrepancy loss [129, 130], which measures the
probabilistic distance between two sets of samples.

3.3 Benchmark

3.3.1 Benchmark: Exact Circuit Simulation

As introduced above, Yao features a generic and extensible implementation without sacrific-
ing performance. Our performance optimization strategy heavily relies on Julia’s multiple
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dispatch. As a bottom line, Yao implements a general multi-control multi-qubit arbitrary-
location gate instruction as the fallback. We then fine-tune various specifications for better
performance. Therefore, in many applications, the construction and operation of QBIR do
not even invoke matrix allocation. While in cases where the gate matrix is small (num-
ber of qubits smaller than 4), Yao automatically employs the corresponding static sized
types [131] for better performance. The sparse matrices IMatrix, Diagonal, PermMatrix
and SparseMatrixCSC introduced in Section 3.1.3 also have their static version defined in
LuxurySparse.jl [116]. Besides, we also utilize unique structures of frequently used gates
and dispatch to specialized implementations. For example, Pauli X gate can be executed
by swapping the elements in the register directly.

We benchmark Yao’s performance with other quantum computing software. Note
that the exact classical simulation of the generic quantum circuit is doomed to be ex-
ponential [132–135]. Yao’s design puts a strong emphasis on the performance of small to
intermediate-sized quantum circuits since the high-performance simulation of such circuits
is crucial for the design of near-term algorithms that run repeatedly or in parallel.

Benchmark Setup

Package Language Version
Cirq [88] Python 0.8.0
qiskit [91] C++/Python 0.19.2
qulacs [89] C++/Python 0.1.9
PennyLane [90] Python 0.7.0
QuEST [92] C/Python 3.0.0
ProjectQ [86] C++/Python 0.4.2
Yao Julia 0.6.2
CuYao Julia 0.2.2

Table 3.3: Packages in the benchmark.

Although QuEST is a package originally written in C, we benchmark it in Python via
pyquest-cffi [136] for convenience. Pennylane is benchmarked with its default back-
end [137]. Since the package was designed primarily for being run on the quantum hard-
ware, its benchmarks contain a certain overhead that was not present in other frame-
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works [138]. qiskit is benchmarked with qiskit-aer 0.5.1 [139] and qiskit-terra
0.14.1 [140] using the statevector method of the qasm simulator.

Software Version
Python 3.8.3
Numpy 1.18.1
MKL 2019.3
Julia 1.5.2

Table 3.4: The environment setup of the machine for benchmark.

Our test machine contains an Intel(R) Xeon(R) Gold 6230 CPU with a Tesla V100
GPU accelerator. SIMD is enabled with AVX2 instruction set. The benchmark time is
measured via pytest-benchmark [141] and BenchmarkTools [142] with minimum running
time. We ignore the compilation time in Julia since one can always get rid of such time
by compiling the program ahead of time. The benchmark scripts and complete reports
are maintained online at the repository [143]. For more detailed and latest benchmark
configuration one should always refer to this repository.

Single Gate Performance

We benchmark several frequently used quantum gates, including the Pauli-X Gate, the
Hadamard gate (H), the controlled-NOT gate (CNOT), and the Toffoli Gate. These bench-
marks measure the performance of executing one single gate instruction.
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Figure 3.7: Benchmarks of (a) Pauli-X gate; (b) Hadamard gate; (c) CNOT gate; (d)
Toffolli gate.

Figure 3.7 shows the running times of various gates applied on the second qubit of
the register from size 4 to 25 qubits in each package in the unit of nano seconds. One
can see that Yao, ProjectQ, and qulacs reach similar performance when the number of
qubits n > 20. They are at least several times faster than other packages. Having similar
performance in these three packages suggests that they all reached the top performance
for this type of full amplitude classical simulation on CPU.
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Parametrized Quantum Circuit Performance

(b)

(a)

(c)

Figure 3.8: (a) A parameterized quantum circuit with single qubit rotation and CNOT
gates; (b) Benchmarks of the parameterized circuit; (c) Benchmarks of the parametrized
circuit, the batched version. Line “yao" represents the batched registers, “yao (cuda)"
represents the batched register on GPU, “yao × 1000" is running on a non-batched register
repeatedly for 1000 times.

Next, we benchmark the parameterized circuit of depth d = 10 shown in Figure 3.8(a).
This type of hardware-efficient circuits was employed in the VQE experiment [72]. These
benchmarks further test the performance of circuit abstraction in practical applications.

The results in Figure 3.8(b) shows that Yao reaches the best performance for more than
10 qubits on CPU. qulacs’s well tuned C++ simulator is faster than Yao for fewer qubits.
On a CUDA device, Yao and qulacs show similar performance. qiskit cuda backend
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shows better performance for more that 20 qubits. These benchmarks also, show that
CUDA parallelization starts to be beneficial for a qubit number larger than 16. Overall,
Yao is one of the fastest quantum circuit simulators for this type of application.

Lastly, we benchmark the performance of batched quantum register introduced in Sec
2.2 in Figure 3.8(c) with a batch size 1000. We only measure Yao’s performance due
to the lack of native support of SPMD in other quantum simulation frameworks. Yao’s
CUDA backend (labeled as yao (cuda)) offers large speed up (>10x) compared to the
CPU backend (labeled as yao). For reference, we also plot the timing of a bare loop over
the batch dimension on a CPU (labeled as yao × 1000). One can see that batching offers
substantial speedup for small circuits.

The overhead of simulating small to intermediate-sized circuits is particularly relevant
for designing variational quantum algorithms where the same circuit may be executed
million times during training. Yao shows the least overhead in these benchmarks. qulacs
also did an excellent job of suppressing these overheads.

Matrix Representation and Automatic Differentiation Performance

As discussed in Section 3.1.3 and Section 3.2.3, Yao features highly optimized matrix rep-
resentation and reverse mode automatic differentiation for the QBIR. We did not attempt
a systematic benchmark due to the lack of similar features in other quantum software
frameworks.

Here, we simply show the timings of constructing the sparse matrix representation
of 20 site Heisenberg Hamiltonian and differentiating its energy expectation through a
variational quantum circuit of depth 20 (200 parameters) on a laptop. The forward mode
AD discussed in Section 3.2.4 is slower by order of a hundred in such simulations.
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Listing 51 Benchmark mat and AD performance
julia> using BenchmarkTools, Yao,

YaoExtensions

julia> @btime mat($(heisenberg(20)));
6.330 s (10806 allocations: 10.34 GiB)

julia> @btime expect'($(heisenberg(20)),
$(zero_state(20))=>

$(variational_circuit(20)));
5.054 s (58273 allocations: 4.97 GiB)

3.3.2 Benchmark: Exact Rydberg Atom Dynamics Simulation

We benchmark the exact rydberg atom dynamics simulation on a 1D chain comparing
to the qutip [144] in Figure 3.9. We see speedups at 10x in small systems and similar
performance at larger system size on CPU. In the CUDA backend, our implementation is
slower than CPU before 12 atoms. At 20 atoms, the CUDA provides about 80x speedup.
With the blockade subspace approximation, we can see a speedup of 1000x at 20 atoms.
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Figure 3.9: Benchmark of the exact Rydberg atom dynamics simulation.

Besides the utilization of hardware acceleration through CUDA, comparing to existing
implementations, Bloqade utilizes the highly optimized matrix representation from Yao
and the highly optimized Ordinary Differential Equation (ODE) solver from DiffEq. Al-
gorithm advancements such as adaptive stepping and the use of subspace approximation
also contribute to the performance improvement. On the other hand, at smaller size, our
CPU backend sees 10-100x speedup comparing to qutip. This is due to the adaptive step-
ping which reduces the number of steps required during the integration. However, as the
exact simulation grows eventually, the performance for the CPU backend converges to the
same level as qutip at 20 atoms.
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3.4 Discussion

In this chapter, we have introduced the transformation from an expression into the sub-
space matrix-vector multiplication routine and special matrices, which actually execute the
simulation. Moreover, we introduced the techniques for implementing these routines and
special matrices in the context of exact simulation. On top of these building blocks, we
introduced the transformation for automatic differentiation, which is a powerful tool for
optimizing the simulation and understanding the physical system. We also benchmarked
the performance of the exact simulation and the automatic differentiation and showed that
the exact simulation is already approaching the limit of the classical computer. Moreover,
we showed that by utilizing the reversibility of the quantum circuits, we can achieve sig-
nificant speedup in the automatic differentiation that no previous software can achieve.
This section discusses the future directions of quantum circuits and Hamiltonian dynamics
simulation.

The convergence in our benchmark Section 3.3.1 shows that we are already approach-
ing the limit of the exact simulation on a classical computer. Both benchmarks in Yao
and Bloqade are converging with more straightforward simulation strategies used in other
simulations at larger sizes because the simulation engine is designed for general purposes.
Thus, there is a lack of understanding of a specific problem. On the other hand, we do not
want to lose the ability to simulate a variety of problems. Thus, an important future direc-
tion is to find expression transformations that can automatically specialize the simulation
on problems with specific properties.

For example, the simulation of quantum circuits can utilize the circuit’s structure, thus
leading to the exact contraction of a tensor network. While Yao provides the functionality
of compiling circuit expression into tensor network contraction tree, we may not have the
optimal strategy for finding the contraction orders. Previous work has shown a promising
routine in utilizing a symbolic rewrite system for finding the optimal contraction order [145].
With the recent advancements in equality saturation [146], we can expect to see more
powerful expression transformation techniques in the future.

Similar to the exact simulation of Rydberg Hamiltonian dynamics or other Hamiltonian
dynamics. In the worst case, one will need a quantum computer to simulate such dynam-
ics unless P = BQP [31]. We can still expect to see a significant speedup in finite-size
simulation by utilizing the structure of the Hamiltonian. For example, the Hamiltonian of
Rydberg atoms can be also expressed in a diagonalized Hamiltonian at the short time as

exp[−iδH] = exp
−iδ∑

⟨i,j⟩
Vijninj

 exp
[
−iδ

∑
i

ΩiHZH

]
exp

[
−iδ

∑
i

∆ini

]
(3.14)
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where the dynamics of Rydberg Hamiltonian at a short time δ can be decomposed into a
few diagonal matrices with the similarity transform being a Hadamard matrix. Applying
such a unitary approach to a given state can thus be further specialized. This also leads to
the utilization of the symplectic structure of the Hamiltonian, which conserves the norm
of the state and thus results in better numerical stability when simulating very oscillating
dynamics.

Furthermore, one may expect the specialization mentioned above to happen for a large
class of real problems. Philosophically, this occurs because the physical entities in reality
often contain structures that are not arbitrary. In our latest software framework Liang, we
aim to answer the question of automatic specialization by thinking about the transforma-
tion of more general operator expressions. We see opportunities to utilize the structure of
the physical system to specialize in simulation. While the effort of pushing the boundary
of exact simulation will have theoretical limitations, the techniques developed for these
optimizations will also help compile simulation tasks for quantum computers. Similar to
compiling the expression describing the problem into simulation routines, we can also com-
pile the expression into routines of a quantum device. Thus, developing such classical
simulations will also lead to the progress of quantum computing.
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Chapter 4

Generalization: Operator Learning
Renormalization Group

In the previous chapters, we have introduced programmatic representation as a power-
ful technique to work with computational software and experimental quantum computing
hardware. In this section, we will discuss how to rethink the representation and the al-
gorithm using the concepts instead of the techniques we learned from programmatic rep-
resentations and how this leads to discovering an alternative variational principle. While
techniques we introduced in previous chapters will be used, such as automatic differentia-
tion and representations of analog Hamiltonian, unlike previous chapters, this chapter will
present in a more traditional physics fashion, focusing more on the theory, algorithm, and
numerical results.

Simulating quantum many-body systems is a fundamental problem in physics with
many applications, including the understanding and design of quantum materials, molecules
and matter [15–17]. However, the general simulation problem has been proven to be
hard [19, 20]. This has motivated the development of various classical frameworks to tackle
the problem heuristically, including Wilson’s Numerical Renormalization Group NRG) [26],
White’s Density Matrix Renormalization Group DMRG) [27, 28] and VMC [29, 30]. It has
also motivated strategies for leveraging quantum hardware for simulation, where frame-
works such as quantum phase estimation [32, 33], Hamiltonian simulation [34–36] and
variational quantum algorithms VQA) [37–39] have been proposed to take advantage of
devices with potential quantum advantage.

Despite the hardness of the problem, a useful observation is that, upon scaling the sys-
tem size, many properties of interest (i.e., observables, entanglement entropy, spectrum,
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etc.) can exhibit minimal fluctuations and demonstrate consistent behavior across adja-
cent system sizes. [147–149]. This hints that, given an oracle to query observable properties
from the n − 1, n − 2, · · · , 1-site system with tractable cost, predicting a property in n-
site system might be possible. Technically, predicting larger system properties by solving
smaller system properties is an appealing direction, allowing the observations and the-
ory relevant to small-system solvers to be transferred into large-scale many-body system
solvers. Historically, numerical renormalization formulations such as NRG and DMRG
have been motivated by this observation.

OLRG DMRG NRG

grow

Operator Map

HEM

OMM

𝑋 → 𝑉 †𝑋𝑉

Figure 4.1: Workflow of NRG, DMRG, and OLRG. X → V †XV is the basis transform into
low-energy spectrum subspace or chosen-state subspace. From the left is the set of relevant
operators in the calculation. The operator map finds a virtual set of relevant operators
on the right. The red color corresponds to Wilson’s NRG, whose relevant operators only
contain Hamiltonian. The orange color corresponds to White’s DMRG, whose relevant
operators contain Hamiltonian and boundary operators. The blue color corresponds to
OLRG, whose relevant operators contain arbitrary operators involved in the calculation.
Both operator maps for NRG and DMRG are linear basis transforms, which fall into the
category of OMM. The operator map for OLRG is an arbitrary operator map, which
contains both OMM and HEM.

The success of NRG and especially DMRG relies largely on the linear ansatz for the
operator map and the loss function of the spectrum error or average expectation error of a
chosen state [26–28, 150], which can be solved directly using an eigensolver. Linearity is one
of the key reasons behind the fast convergence of DMRG, where the local optimal point of
the loss function can be identified directly using an eigensolver. However, this linearity also
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limits the expressiveness, leading to the limitations encountered by MPS in simulating high-
dimensional systems or long-time dynamics. While the tensor network formalism [151–164]
has been developed to address this issue, it is possible that the limitation of expressiveness
in linear functions may be fundamental [165–172]. As for the loss function, the spectrum
error or average expectation error of a chosen state is a natural choice. However, compared
to optimizing the error of the target property directly, the spectrum error or average
expectation error of a chosen state may introduce a bias when these are not the target
property themselves [30]. Given these arguments, it is natural to ask whether one could
generalize the NRG and DMRG algorithms, such that instead of using a linear operator
map for an intermediate target, an arbitrary operator map can be used as an ansatz for
the final target.

We view this question through a modern machine-learning perspective. For both ground
state and dynamics, predicting properties of a n-site system from smaller system properties
can be framed as a machine-learning task. An algorithm can learn from a data set of
n − 1, · · · , 1-site properties and predict the n-site property. Looking closely at NRG and
DMRG, the algorithms take a set of n-site operators as input and generate a compact
representation of these operators as output. Then, the compact operators are grown by
one site and used as the operators for an n+ 1-site system as shown in Figure 4.1. From a
learning perspective, aside from the details of the loss function for a specific problem, this
can be seen as a generative learning procedure, where the model tries to generate a set of
virtual compact operators relevant to calculating the target property. Thus, we take as the
key idea of our algorithm the perspective of learning operator maps, i.e., generalizations of
the linear operator maps in NRG and DMRG, as opposed to learning parameterized states
as in the tensor network formalism.

We call the algorithm thus the OLRG. In a similar spirit to the renormalization group
and embedding theory [173–175], the OLRG framework provides a route to leverage the
techniques developed for small-system solvers for large-scale many-body systems. While
our framework is general enough to address arbitrary simulation problems, we prove rig-
orous bounds for the loss function of real-time dynamics in particular. The loss function
is designed to minimize the error of a target property directly instead of an intermediate
target. The philosophy of removing intermediate steps is commensurate with end-to-end
(e2e) learning [176, 177], which has been a core concept in the success of modern deep
learning, leading to many state-of-the-art results [178–181]. As a result, instead of model-
ing a quantum state, arbitrary operator maps are allowed as ansatzes by this variational
principle. For classical simulation, the operator map is called an OMM. In this chapter,
we will focus on demonstrating OMM implemented by a neural network. Furthermore,
this variational principle has a broader application when considering operators not repre-
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sented by matrices, such as a pulse sequence in a real quantum device. Considering an
operator map of a problem Hamiltonian to a device Hamiltonian expression, this leads
to an alternative quantum simulation algorithm for near-term devices that are not fully
fault-tolerant [40, 118, 182, 183], which we call the HEM.

This chapter is organized as follows. We first review the NRG and DMRG algorithms in
their traditional setting in Section 4.1. In Section 4.2, we introduce the general framework
of OLRG, including the scaling consistency condition, a general principle guiding the design
of the loss function. Then, we explore the concrete scaling consistency condition for the
real-time evolution of a geometrically local Hamiltonian. In Section 4.5, we introduce two
variant algorithms of OLRG for classical and quantum simulation of real-time dynamics.
By viewing the operator map as OMM, we discuss using OLRG as a variational algorithm
on conventional computers. By viewing the operator map as HEM, we discuss using OLRG
as a variational quantum algorithm for near-term digital-analog quantum devices. In Sec-
tion 4.7, we study the two-point correlation function of a one-dimensional (1D) TFIM to
demonstrate our theory and the effects of different hyperparameters for OMM and HEM.
Finally, we discuss open questions and potential improvements in Section 4.9.

4.1 NRG and DMRG in the Traditional Formulation

To further understand the motivation and thought process of the NRG and DMRG al-
gorithms, we will review them in their traditional formulations from an operator map
perspective. Wilson’s NRG starts with a simple idea: to obtain the low-energy properties
of a N -site system, where N is a large number or infinity. We can start by dividing the
N -site system into identical n-site small systems named a block, assuming N = 2qn. Then,
the block Hamiltonian HSn on a small system Sn of n sites can be compressed from 2n×2n

to some size M ×M by finding an approximation of the matrix HSn . Wilson proposed to
use a low-rank approximation of the Hamiltonian V †

nHSnVn such that V †
nHSnVn preserves

the low-energy eigenstates of HSn . Naturally, Vn are the M lowest eigenstates of HSn ,
which preserves the low-energy spectrum. Then, we can grow the system by copying the
n-site system to form a 2n-site system and repeat the process. For single particle mod-
els such as HSn = ∑

i Xi, this is relatively straightforward. Since each small system of n
sites does not interact with each other, the 2n-site Hamiltonian HSnHSn can be written as
HSn ⊗ I + I ⊗HSn , and with the compressed Hamiltonian V †

nHSnVn ⊗ I + I ⊗ V †
nHSnVn.

With q steps, this process should eventually lead to a n2q-site system, approximating an
infinite system. In summary, NRG uses the error of the low-energy spectrum as the opti-
mization target and a basis transform Vn as the ansatz. Thus, at each step, we produce a
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virtual Hamiltonian V †
nHSnVn to replace the original one. However, such approximation is

sub-optimal for two reasons: (i) the choice of low-energy eigenstates is suboptimal when
the only properties of interest are the ground-state properties. (ii) copying the small sys-
tem does not reflect the effect of boundary conditions. As a result, NRG works well for
low-energy spectrum problems without a strong effect on boundary condition [26] but fails
for more general quantum lattice ground-state problems in real-space form [184].

Historically, White’s DMRG was presented as a generalization of NRG. We will explain
the process using 1D TFIM Hamiltonian Hn = ∑

i ZiZi+1 + h
∑

i Xi. Assuming a chain
of “good” compression V1, V2, · · · , VN−1 in a similar RG process has been found but for
arbitrary ground state observables in the infinite system. Then, given a n-site system
Sn and environment En, Vn+1 should produce a good approximation of Sn • •En named a
superblock, where • means a new physical site, and its Hamiltonian is written as HSn ⊗
In+2 +HSn• +H•• +H•En + In+2 ⊗HEn , and without compression

HSn• = I⊗n−1 ⊗ Z ⊗ Z ⊗ I⊗n+1

H•• = I⊗n ⊗ Z ⊗ Z ⊗ I⊗n

H•En = I⊗n+1 ⊗ Z ⊗ Z ⊗ I⊗n−1
(4.1)

The construction of Sn • •En requires addressing the effect of a neighboring site at the
boundary Sn• then addressing the effect of environment bath •En. Thus, a superblock
can be a good test of the boundary and environment effect. Then, applying Vn+1 on Sn•

and •En will result in a virtual Sn • •En system. Comparing an arbitrary ground state
observable A on Sn• results in the following error estimation,∥∥∥tr(ρSn•A)− tr

(
V †

n+1ρSn•AVn+1
)∥∥∥ (4.2)

where ρ = tr• En(|ψ0⟩) is the ground state on Sn•. Since A is an arbitrary observable, the
optimal Vn+1 should be the isometric map to the low-rank approximation of ρ [27, 150],
namely a basis transform into the ground state subspace. To build the Hamiltonian of the
next 2n+ 4-site superblock, except the virtual Hamiltonian from the n+ 1-site system and
environment, we also need the virtual operator HSn+1•, H• • and H• En+1 , which are I⊗n⊗Z,
Z ⊗ I⊗n and I⊗n+1 in the n + 1-site space. Then, one can repeat this process until the
target system size is N . In summary, in DMRG, the superblock is used instead of a block
to test the effect of boundary and bath. Besides the Hamiltonian itself, we keep track of
some extra virtual operators to build the superblock. The transform Vn+1 is then optimized
based on the loss function defined on the superblock. A comparison of loss functions is
shown in Table 4.1. This thought process of generating virtual operators describing the
same n-site system is the key idea of our generalization.
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Method Loss function RG transformation
NRG [26] low-energy spectrum error isometry

DMRG [27, 28] ∥ρ− ρ̂∥F rank ρ̂ ≤M isometry
OLRG scaling consistency arbitrary

Table 4.1: A review of previous RG-like variational methods by loss function at each scale
and RG transformation. H denotes the Hamiltonian. ρ denotes the density matrix. M
denotes the maximum rank of the low-rank approximation.

4.2 Operator Learning RG Framework

The procedure in Section 4.1 is the key idea of our generalization. The strategy can be
summarised as follows:

Instead of considering all n-site operators and having a static definition of operators in
the block object, we only focus on the subset of operators required to calculate the target

output.

We call these operators as the set of “relevant” operators and denote them as a set Sn

for a n-site system. And denote S(0)
n as the ground truth without altering any relevant

operators. In NRG, this is only the Hamiltonian Sn = {Hn}, and in our 1D TFIM DMRG
example, this is Sn = {Hn, I

⊗n−1 ⊗ Z,Z ⊗ I⊗n−1}. We then look at the target output
and rough RG procedure to trace back the minimum required operations by removing the
details from Section 4.1.

First, we denote the target output at n-site system calculated by these operators as
pn[Sn], where pn is called a property function. Here by “property function”, we mean
a function that maps the set Sn to a scalar value, such as the ground state energy, the
two-point correlation function, the entanglement entropy, etc. A formal definition of pn

is introduced in Section 4.3.1. Denote the operator map as f θ
n : An → An, where An is

the space of Hermitian operators and θ are the parameters. The operator map f θ
n maps

a Hermitian operator to another Hermitian operator of the same number of sites. For
example, when pn is the expectation of a two-point correlator at time T evolved by the
TFIM Hamiltonian,

S(0)
n = {ρ0, Hn, Bn, O

ab
n } (4.3)

where Bn = I⊗n−1Z, applying f θ
n onto S(0)

n result in

S(1)
n = f θ

n[S(0)
n ] = {f θ

n[ρ0], f θ
n[Hn], f θ

n[Bn], f θ
n[Oab

n ]} (4.4)
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Figure 4.2: Illustration of three OLRG growing steps starts from a 3-site system. Gl

denotes the operation of adding k sites into the system. f θ
n denotes the operator map of

n-site system with parameters θ. (Left) When f θ
n is an isometric matrix, this process is

equivalent to a canonical MPS. The red circles mark the physical legs, and the blue triangle
denotes the isometric matrix. (Middle) The blue box depicts the set of operators that are
used to calculate the target property. The dashed box denotes the grown box. The arrow
represents the operator map f θ

n. (Right) The flow chart of this process. S(2)
5 = G1[S(2)

4 ] =
(G1 ◦ f θ

4 )[S(1)
4 ] = (G1 ◦ f θ

4 ◦G1 ◦ f θ
3 )[S(0)

3 ].

102



In NRG and DMRG, this is the basis transform f θ
n[X] = V †

nXVn. Constructing a
n + 1-site operator from a n-site operator is denoted as G1. In DMRG, this corresponds
to the step that adds one site •. Then, starting from an operator X in n-site system, we
can write down the output operator in the N -site system after performing the entire RG
process as G1 ◦ f θ

N−1 ◦ · · · ◦G1 ◦ f θ
n︸ ︷︷ ︸

q times

[X]. This is the corresponding virtual operator in the

N -site system, where N = n + q. We can then obtain the entire set of virtual relevant
operators in the N -site system, denoted as S(q)

N = G1 ◦ f θ
N−1 ◦ · · · ◦G1 ◦ f θ

n︸ ︷︷ ︸
q times

[S(0)
n ], where (q)

means we transformed the system for q times by applying f θ
n, · · · , f θ

N−1. Thus the error of
output is

∥∥∥pN(S(0)
N )− pN(S(q)

N )
∥∥∥, where S(0)

N = Gq
1[S(0)

n ] by definition. If we can minimize
this error, we will obtain a set of virtual operators S(q)

N resulting a similar property value.
In summary, it doesn’t matter if our set of virtual operators S(q)

N is a complete set of real
operators describing the N -site system properties. As long as it can compute the property
pN with a good error, it is probably a set of real operators.

Thus, instead of approximating states, the NRG and DMRG algorithms can be viewed
as generative learning algorithms [185] that generate a set of virtual relevant operators at
each scale. As shown in Figure 4.2 (right), (1) starting from S

(0)
3 = {H(0)

3 , ρ
(0)
3 , O

(0)
3 , · · · },

we generate S(1)
3 = f θ

3 [S(0)
3 ] = {H(1)

3 , ρ
(1)
3 , O

(1)
3 , · · · }. Assuming this new set of operators

is sufficient to approximate the properties we would like to calculate, we use this set of
operators as if they were the ground truth. If they are “good” approximations, we should
be allowed to grow the virtual system by 1 site (marked by a dashed box). We can obtain
the next 4-site system as S(1)

4 = G1[S(1)
3 ]. (2) We then use S(1)

4 as the input to generate
another set of operators S(2)

4 = f θ
4 [S(1)

4 ] and grow it into S
(2)
5 to calculate p5[S(2)

5 ] as an
approximation of p5[S(0)

5 ].
In the case of classical simulation, the virtual relevant operators should use less storage

than the original to keep the algorithm running within a constant memory. Thus in NRG
and DMRG, they are generated by linear isometric functions f θ

nq
(X) = V †

nq
XVnq , nq =

n, n + 1, · · · , N . These functions take the matrix of the original operator and return a
compressed matrix at each scale. As shown in Figure 4.2 (left), the chain of fnq forms the
canonical MPS. Next, the functions f θ

nq
are optimized by a loss function that is defined

on the data of block NRG) or superblock DMRG) generated by a small-system solver,
e.g., the low-energy spectrum error or average expectation error of a chosen state. The
loss function heuristically controls the final error. Thanks to the linear nature of f θ

nq
, the

optimal point of such loss functions can be identified directly using an eigensolver without
actually generating the whole data set of operators. This loss function heuristically allows
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the set S(1)
n = f θ

n[S(0)
n ] to grow into the set S(2)

n+1 = G1[S(1)
n ] with the final error controlled.

Thus, the learning process can be repeated until the target system size is reached.
This perspective further guides us to investigate the requirement of implementing

proper loss functions, such that the requirement of a linear f θ
n can be extended. As a

result, we suggest a fundamental principle for creating such loss functions, which we call
the scaling consistency condition. This principle is outlined and compared with other
heuristic approaches in Table 4.1. In the following, we define this process and its underly-
ing concepts through formal definitions and corresponding examples. Then, we introduce
the error upper bound due to satisfying the scaling consistency condition. Next, we look
into the real-time evolution of a geometrically local Hamiltonian and further reduce the
loss function to local-observable errors. Last, we discuss these local observables and the
corresponding evaluation of the loss function. In fact, this paradigm above shares the same
philosophy as so-called duck typing in programming languages [186, 187] (e.g as used in
a DMRG tutorial [188]). By way of definition,

If it looks like a duck, swims like a duck, and quacks like a duck, then it probably is a duck.

4.2.1 The Scaling Consistency Condition

Next, we explain how to define a tractable loss function such that for arbitrary f θ
n we can

(a) preserve the properties we want to calculate in the target system and (b) allow the
system to grow to the target size with final error controlled. This is the main goal of the
following definitions and theorems. We first need to formally define Gl to understand what
it means to grow the system by l sites. Before diving into the formal definition, we can
look at how one rewrites the n-site Hamiltonian Hn of the 1D TFIM as the n − 1-site
Hamiltonian

Example 1 (Growing the TFIM Hamiltonian). For example, for the 1D TFIM model,
the Hamiltonian of an n-site 1D system is constructed by extending the Hamiltonian of
an n− 1-site 1D system and adding terms that incorporate the n-th site:

Hn = G1[Hn−1]
= Hn−1 ⊗ I + I⊗n−1 ⊗ Z ⊗ Z︸ ︷︷ ︸

new site interaction

+hI⊗n ⊗X︸ ︷︷ ︸
new site field

, (4.5)

and more generally we can rewrite the n+ l-site 1D TFIM Hamiltonian as n-site 1D TFIM
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Hamiltonian as follows

Hn+l =Hn ⊗ I⊗l + I⊗n−1 ⊗ Z ⊗ Z ⊗ I⊗l−1 + · · ·+︸ ︷︷ ︸
l − 2 terms

I⊗n+l−2 ⊗ Z ⊗ Z + I⊗n ⊗ h ·X ⊗ I⊗l−1+
I⊗n ⊗ h ·X ⊗ I⊗l−1 + · · ·+︸ ︷︷ ︸

l − 2 terms

I⊗n+l−1 ⊗ h ·X
(4.6)

We can see the Equation (4.5) as breaking the entire system into 1-site fragment, then
each time Gl is applied, it puts l fragments back. Naturally, one can define the growing
operator as a building operation that puts l fragments back after dividing the total N -site
operator. This is the main idea of the following definition.

Definition 1 (Growing operator, informal). A growing operator Gl is a superoperator that
increases the size of the system by l-sites. This superoperator formalizes how one grows a
given operator An of n sites by l sites. In general, Gl can be represented as follows,

Gl[An] = An ⊗R[An] +
∑

i

Bi
n ⊗R[Bi

n], (4.7)

where Bi
n and R[Bi

n] are pairs of operators that connect the n-site system and the l-site
environment. We call the operators Bi

n the boundary operators. The index i goes over all
possible decomposition and thus can be exponentially large in the most general case. A
more detailed definition will be given in Section 4.3.1.

In summary, the concept of a growing operator is pivotal in understanding how an
operator of a n+ l-site system can be expressed in terms of an operator of a n-site system
by first dividing the total system of N sites into N/l fragments. This will be particularly
clear to those familiar with tensor networks: the growing operator can be analogously
represented as a tensor within the Tensor Network Operator (TNO) formalism [189, 190].
Each time applying the tensor creates a few new physical legs. However, in our subsequent
theorem, we opt not to use the TNO formalism. Our rationale is to present our proof from
an algebraic standpoint, which we find more suitable for our generalization purposes. To
further elucidate this concept, the growing operator can also be applied to other operators,
such as the density matrix operator of the zero-state.

Example 2 (Growing the zero state). ρn = (|0⟩ ⟨0|)⊗n can be written as,

ρn = G1[ρn−1] = ρn−1 ⊗ |0⟩ ⟨0| . (4.8)
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As mentioned, the growing operator is defined by dividing the total system into frag-
ments and combining them. The two-point correlation function is a typical example of an
operator that requires dividing the total system into fragments otherwise the definition of
the two-point correlation function could be ambiguous.

Example 3 (Growing the two-point correlator). In a similar vein, and without loss of
generality, consider a two-point correlator expressed as

Oxy
n = I⊗x ⊗X ⊗ I⊗y ⊗ Y ⊗ I⊗n−x−y−2. (4.9)

The growing operator from a smaller size n− 1 to a larger size n can be written as

Oxy
n = G1[Oxy

n−1] =



Oxy
n−1 ⊗ I if n < x

or x < n < y

or n > y

Oxy
n−1 ⊗X if n = x

Oxy
n−1 ⊗ Y if n = y

(4.10)

The e2e-style loss function can be written as the error
∥∥∥pN [S(0)

N ]− pN [S(q)
N ]
∥∥∥, as demon-

strated in Figure 4.2 (blue nodes). Then, our goal will be minimizing this loss function
by optimizing the parameters θ in the OLRG steps. The parameters θ can appear in two
places: (a) the operator map f θ

nq
itself, similar to NRG and DMRG; (b) the output operator

f θ
nq

[X]. We will discuss them in Section 4.5. However, this quantity, as the loss function,
is infeasible to calculate. We wish to simplify it into a more tractable form within each
growing step. Naively, as shown in Figure 4.2 (blue nodes), for calculating 5-site system
starting from 3-site system, one may use

∥∥∥p3[S(0)
3 ]− p3[S(1)

3 ]
∥∥∥ +

∥∥∥p4[S(1)
4 ]− p4[S(2)

4 ]
∥∥∥ as the

loss function instead. However, this does not necessarily bound the final error. In fact,
we show that such a loss function fails to bound the error in Section 4.7 as the 0th-order
loss function in our theory. This motivates us to introduce the following definition and
theorem.

Definition 2 (ϵ-scaling consistency). An operator map f θ
n : An → An is said to satisfy

ϵ-scaling consistency for a set of relevant operators Sn and property pN where N ≥ n, if
∃ϵ > 0,∀q = 1, 2, · · · , (N − n)/l we always have∥∥∥pN [Gq

l [Sn]]− pN [(Gq
l ◦ f θ

n)[Sn]]
∥∥∥ ≤ ϵ. (4.11)

The ϵ-scaling consistency condition measures the error caused by applying the operator
map f θ

nq
at each OLRG step. This error appears because the n-site part within a N -site
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system is transformed by f θ
n, thus resulting in an error between two N -site systems (Gq

l [Sn]
and (Gq

l ◦ f θ
n)[Sn]). It is worth noting that the conceptualization of growing operators

shares numerous commonalities with Density Matrix Embedding Theory (DMET) [173,
174]. For readers versed in DMET, the terminology of “scaling consistency” also takes
inspiration from the self-consistency principle in DMET. In OLRG, the optimization of the
operator map is directed not toward aligning the properties of individual fragments with
the original system but rather toward achieving consistency in properties across varying
scales. Denote one step of growing and transforming as Dl = Gl ◦ f θ

nq
called an OLRG

step. For convenience, we let nq being adaptive to the number of sites in Dl. The target
property can be written as pN(Dq

l [Sn]). Then we have the following theorem:

𝑆(0)3

𝑆(0)4

𝑆(0)5

𝑆(1)3

𝑆(1)4

𝑆(1)5

𝑆(2)4

𝑆(2)5

𝐺𝑙

𝐺𝑙

𝐺𝑙

𝐺𝑙 𝐺𝑙

𝑓𝜃3

𝑓𝜃4

𝑝 𝑝 𝑝

‖ ○ −○ ‖ ≤ 𝜀 ‖ ○ −○ ‖ ≤ 𝜀

𝑝(𝑆(0)5 ) 𝑝(𝑆(1)5 ) 𝑝(𝑆(2)5 )

Figure 4.3: Comparing 2 OLRG growing steps and the ground truth starts from a 2-site
system. Denote S(q)

n as the system of size n by applying Dl for q times. Green nodes depict
the ground truth. Blue nodes represent algorithm growing steps. Orange nodes represent
the 5-site system applying only f θ

3 . The red nodes denote the computed property at each
5-site system p(Gl[S(q)

n ]).

Theorem 1 (System scaling error). For target system size N and starting system size
n, where N ≥ n, if for nq = n, n + l, · · · , N , the operator map f θ

nq
satisfy the ϵ-scaling
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consistency condition for Sn, Sn+1, · · · , SN−1, and q = (N − n)/l then ∃ϵ > 0 such that

∥pN [Gq
l [Sn]]− pN [Dq

l [Sn]]∥ ≤ qϵ. (4.12)

Proof. This is obvious by inserting zeros of neighboring values p(Gq−j
l Dj

l [Sn])−p(Gq−j
l Dj

l [Sn])
into the left-hand-side then use triangular inequality. A visual proof is shown in Figure 4.3.
Section 4.3.1 provides a more detailed proof.

Theorem 1 suggests that to implement an e2e-style loss function rather than minimizing
the differences in properties at the current system size, one should optimize the discrepancy
between properties at the target system size N at each OLRG step. This concept is
exemplified by the error observed between the last blocks of each column in Figure 4.3.
Instead of optimizing properties from the blue blocks (S(0)

3 and S
(1)
3 , S(1)

4 and S
(2)
4 ), one

should optimize the properties from the blocks at the bottom (S(0)
5 and S(1)

5 , S(1)
5 and S(2)

5 ).
With Theorem 1, we convert the problem of reducing the error ∥p(Gq

l [Sn])− p(Dq
l [Sn])∥

into reducing the error defined by ϵ-scaling consistency (Definition 2). While the quantity
in ϵ-scaling consistency is still infeasible to evaluate, intuitively, such error is caused by
applying f θ

n to the n-site system. Thus, the error must come from the change of some
operators in the n-site system. To control the error, we only need to expand our set of
relevant operators to include these operators. In the next subsection, while the rigorous
ϵ-scaling consistency condition for the ground state and imaginary time dynamics remains
an open question, we will show what kind of operators in the n-site system will contribute
to this error for the real-time evolution of a geometrically local Hamiltonian.

4.2.2 Loss Function for Real-Time Evolution

Nevertheless, when we look closer to a more realistic system, it is usually geometrically
local. More specifically, geometrically w-local means given a Hamiltonian of the form
Hn = ∑

a Ha, each term Ha can only act on neighboring w sites geometrically. In this case,
applying Gl for q times will result in the following equation, where by definition, Gq

l = Gql

and,
Gql[Hn] =

Hn ⊗ I⊗kq +
∑

i∈(∂Hn)Gl

Bi
n ⊗R(Bi

n) + I⊗n ⊗K, (4.13)

where (∂Hn)Gl denotes a set of operators acting on the boundary of Hn. The set (∂Hn)Gl

will saturate once the growing operator applies outside the system boundary as demon-
strated in Figure 4.4. The size of (∂Hn)Gl is proportional to the boundary size of the
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system Sn and the number of operators Bi
n ⊗ R[Bi

n], as previously defined in the context
of a growing operator Gl (depicted in the yellow band in Figure 4.4). Furthermore, K rep-
resents the Hamiltonian of the environment. A more detailed and formal discussion about
the set (∂Hn)Gl is included in Section 4.3.2, where the geometrically local Hamiltonian is
generalized into the geometrically local Hamiltonian with constant non-geometrically local
terms. This approach simplifies the criterion for scaling consistency, necessitating consis-
tency only within (∂Hn)Gl , since geometrically, the operator transformation f θ

n affects only
operators within this range. This leads to the following proposition.

𝐺𝑙 𝐺𝑙

environment

(𝜕𝐻𝑛)
𝐺system

Figure 4.4: For a geometrically w-local Hamiltonian, the growing operator stops changing
the system after it grows outside the boundary band of stretch w after applying G2

l = G2l.
This results in a saturated yellow band where only terms within this yellow band interact
with the system Hamiltonian.

Proposition 1. If we can effectively break down the property function pN(Gq
l [Sn]) and

pN(Gq
l [f θ

n(Sn)]) into expectation values separately on system and environment, this might
offer a more practical way to develop the e2e-style loss function:

pN(Gq
l [Sn]) =

∞∑
i=0

αi ⟨Ai⟩ ⟨Bi⟩

pN(Gq
l [f θ

n(Sn)]) =
∞∑

i=0
αi ⟨A′

i⟩ ⟨Bi⟩
(4.14)

where i is the index of the series expansion, αi represents the scalar factor at each order,
⟨Ai⟩ represents observables on the n-site system and ⟨Bi⟩ corresponds to observables on the
kq-site environment. ⟨A′

i⟩ is the transformed observable on the n-site system. For example,

109



if ⟨Ai⟩ = tr(ρ0 exp{itHn}Ai exp{−itHn}) is the expectation of a time evolved observable,
then ⟨A′

i⟩ = tr(f θ
n[ρ0]U ′(t)†f θ

n[Ai]U ′(t)) is the expectation value re-calculated using the
virtual operators, where U ′(t) = exp

{
−itf θ

n[Hn]
}
. If we optimize our operator mapping

function such that ∥⟨Ai⟩ − ⟨A′
i⟩∥ ≤ ϵ, it follows that

∥∥∥p(Gq
l [S(0)

n ])− p(Gq
l [f θ

n(S(0)
n )])

∥∥∥ ≤
ϵ
∑∞

i=0 αi ⟨Bi⟩. Provided that ∑∞
i=0 αi ⟨Bi⟩ converges to a finite value, the convergence of

the e2e-style loss function can be ensured.

We further explore the expectation value of an observable On(T ) in the Heisenberg
picture On(T ) = eiT HnOne

−iT Hn , where T is the total evolution time, Hn is a geometrically
local Hamiltonian, with an product state ρn as initial state,

p(Sn) = tr(ρ0e
iHnTOne

−iHnT ). (4.15)

Without loss of generality, we assume On is local and Gl(On) = On ⊗ R[On]. Because ρn

is a product state such that Gk(ρn) = ρn ⊗ R[ρn]. This expectation p(Sn) can expand
into a series of expectation values in the n-site system and the environment (detailed in
Section 4.4). Thus, we find the desired series expansion proposed in Proposition 1. This
leads us to the subsequent theorem:

Theorem 2 (Real-time ϵ-scaling consistency). Given that a w-local Hamiltonian Hn and
its growing operator Gl will saturate, denote the set as (∂Hn)Gl. ∃ϵ > 0 and expectation
values χ(Sn), such that if ∀χ we have∥∥∥χ(Sn)− χ(f θ

n[Sn])
∥∥∥ ≤ ϵ. (4.16)

For Sn = {Hn, B
i
n, ρ = ρn ⊗ R[ρn], O = On ⊗ R[On]} and N = n + kq then the error of

expectation pN [Gq
k[Sn]] =

〈
ρeiT HNOe−iT HN

〉
is bounded by∥∥∥pN [Gq

l [Sn]]− pN [(Gq
l ◦ f θ

n)[Sn]]
∥∥∥

≤ ϵC exp
{
T
∥∥∥(∂Hn)Gl

∥∥∥C/2}, (4.17)

where C is a constant, T is the total evolution time. A detailed theorem and its proof can
be found in Section 4.4

Theorem 2 gives a single step error, thus combined with Theorem 1, we have the total
error of q steps upper bounded by

qϵC exp
{
T
∥∥∥(∂Hn)Gl

∥∥∥C/2}. (4.18)
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This indicates that if we can optimize the error of these expectations χ at nq = n, n +
l, · · · , N -site system due to applying f θ

nq
, we should be able to optimize the error of the

target property at the target system size N . Since the norm
∥∥∥(∂Hn)Gl

∥∥∥ is a constant, this
error is independent of system size N and only accumulates linearly with the number of
OLRG steps.

Thus, we can tailor the loss function’s design for real-time evolution by considering it
as the cumulative error of all observables, as detailed in Theorem 2 with an order cutoff
in the series. Then Theorem 2 can guarantee as we increase the order the output will
directly move towards the ground truth. This aligns with the e2e learning. Theorem 2
has a very similar bound as Lieb-Robinson bound [147] and other results derived from
it [191]. Intuitively, the reason why real-time dynamics can have this bound is also due to
the limitation of propagating correlations. However, we do not use Lieb-Robinson bound
in our proof in Section 4.4. It is interesting to see if we can derive a similar bound using
the Lieb-Robinson bound. This will provide a more general understanding of the error
bound in our framework.

Next, based on the proof in Section 4.4, we introduce the definition of χ. Denote the
operator Bi

n from Equation (4.13) in the Heisenberg picture as Bi
n(t) = eiHntBi

ne
−iHnt where

0 ≤ t ≤ T . The proof of this theorem reveals that the observables are essentially time
correlation functions defined on the operator Bi

n(t) and the part of our target observable
on the system On(T ). We refer to these as the TOBC denoted as χ:

⟨χi,t,σ(Sn, T )⟩ = tr(ρn

∏
i,t,σ

adBi
n(t),σ[On(T )]), (4.19)

where ρn is the initial state of the system, the multi-index

i, t, σ = i1, i2, · · · , ik, t1, t2, · · · , tk, σ1, σ2, · · · , σk (4.20)

, each index in i iterates over (∂H)G, t are the checkpoints in the time evolution, and
σ = ±1. As mentioned, the input Sn denotes the set of relevant operators at n-site system.
For TOBC specifically, Sn are the primitive operators required to calculate TOBCs defined
as Sn = {ρ,On, Hn, B

i
n} where Bi

n ∈ (∂Hn)Gl . The notation adA,σ(B) = AB + σBA and
adA,+1(B) = {A,B} = AB + BA, adA,−1(B) = [A,B] = AB − BA, their composition
denotes the recursive commutators and anti-commutators adA,+1adB,+1(C) = {A, {B,C}},
adA,−1adB,+1(C) = [A, {B,C}]. For the kth-order TOBC, the notion of ∏i,m,σ denotes the
following product

ad
B

i1
n (t1),σ1

ad
B

i2
n (t2),σ2

· · · ad
B

ik
n (tk),σk

[On(T )]. (4.21)
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For example, we can write down the TOBC at different orders. For the 0-th order, this
refers to the observable On(T ). For the 1st order, for 0 ≤ t ≤ T , we have,

χi,t,−1(Sn, T ) = [Bi
n(t), On(T )]

χi,t,+1(Sn, T ) = {Bi
n(t), On(T )}.

(4.22)

For the 2nd order, for 0 ≤ t1 ≤ t2 ≤ T , we have,

χi,t,{−1,−1}(Sn, T ) = [Bi1
n (t1), [Bi2

n (t2), On(T )]]
χi,t,{−1,+1}(Sn, T ) = [Bi1

n (t1), {Bi2
n (t2), On(T )}]

χi,t,{+1,+1}(Sn, T ) = {Bi1
n (t1), {Bi2

n (t2), On(T )}}
χi,t,{+1,−1}(Sn, T ) = {Bi1

n (t1), [Bi2
n (t2), On(T )]}.

(4.23)
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Figure 4.5: 2nd-order TOBC for 5-site 1D TFIM at T = 5.0 for the two-point correlation
function ⟨Z1Z2⟩T =5.0 with |00000⟩ as the initial state and h = 1.0.

In practice, the time points t1, t2, · · · are checkpoints from the small-system solver.
Many correlators in this setup are nearly zero. These can be further pinpointed by intro-
ducing a specific Hamiltonian and observables into the correlator expression. For example,
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for a 5-site 1D TFIM model, where B1
5 = Z5 = I⊗4 ⊗ Z, two of its 2nd order TOBC,

⟨[Z5(t1), {Z5(t2), (Z1Z2)(5.0)}]⟩ ≈ 0
⟨{Z5(t1), [Z5(t2), (Z1Z2)(5.0)]}⟩ ≈ 0,

(4.24)

are nearly zero, as shown in Figure 4.5. However, in a worst-case scenario, the number of
potentially non-zero TOBC increases exponentially with the order l. Assuming there are
M checkpoints, there are O(2M∥(∂Hn)Gl∥)l TOBCs. This exponential rise renders a com-
prehensive evaluation of the entire loss function at higher orders impractical. A uniform
sampling at each order without time ordering is proposed as an effective solution. This is
because we optimize a summation of the correlators’ error, thus resulting in a uniform dis-
tribution. When the original dynamics are faithfully approximated, the extra correlators
not in time order should also have a small error. In practical terms, this approach involves
selecting a batch of operators for sampling, akin to using data batches in Stochastic Gradi-
ent Descent (SGD) in conventional deep learning algorithms. Significantly, this sampling
technique is highly compatible with advanced accelerated computing frameworks, such as
CUDA [61], which are designed for batch operations.

There might be concerns regarding the typically large value of M and the consequent
size of each operator batch, potentially leading to an extensive sampling requirement. As
shown in Figure 4.5, for nonzero TOBC, in practice, many points are nearly zero and thus
contribute little to the loss function. Thus, since M is only a factor in the loss function
rather than the small-system solver, if the dynamics of interest are smooth, a fine step
size is not necessary in practice to obtain satisfactory results. In Section 4.8.3, we include
some additional results on the step size of the TOBC sampling, which does not show a
significant difference in the final relative error.

4.3 Formal Definitions

In this section, we provide formal definitions of the OLRG framework. We first introduce
the concept of a system, property function, connecting operator, growing operator, and
scaling consistency. Then, we prove the error upper bound of the OLRG process.

4.3.1 Scaling Consistency

The scaling consistency condition is generic to arbitrary properties of the system. To
demonstrate this, we first introduce the definition of a system, property function, connect-
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ing operator, growing operator, and scaling consistency. Then, we prove the error upper
bound of the OLRG process
Definition 3 (Many-body Hilbert space). Denote the many-body Hilbert space with d
local states and n sites as H(Cd)⊗n and the self-adjoint operators on H(Cd)⊗n as An.
Definition 4 (Property function). A property function pn is a function that maps a set
of self-adjoint operators to a real value quantity, denoting the domain of p as dom(pn) ⊆
An × · · · × An, we have pn : dom(pn)→ R.

Property functions include the expectation value of an observable, the correlation func-
tion, the entanglement entropy, energy, etc. As an example, the two-point correlation
function on 1st and 2nd sites at time T is defined as

⟨Z1Z2⟩T = tr
(
ρ0U(T )†Z1Z2U(T )

)
(4.25)

where ρ0 is the initial state, U(T ) is the time-evolution operator, and Z1, Z2 are the Pauli
operators acting on the 1st and 2nd sites respectively. Thus, it can be defined as a function
on An×An where one input operator is the initial state ρ0 and the other is the Hamiltonian
H.
Definition 5 (Connecting operator). A connecting operator is the superoperator Rl :
An → Al such that given an operator L ∈ An we have R[L] ∈ Al. The expression
L⊗Rl[L] characterizes the connection between the n-site system and l-site system.

To elucidate this concept, consider the following 1D TFIM Hamiltonian:

H =
∑

i

ZiZi+1 + h
∑

Xi (4.26)

For 1D TFIM, given a n+ l-site TFIM, the connection between n-site TFIM and l-site
TFIM is ZnZn+1, and the operator on the n-site TFIM is L = Zn = I⊗n−1 ⊗ Z, thus the
connecting operator on this operator is defined as R1(L) = Z. Similarly, for the Heisenberg
Model:

H =
∑

i

XiXj + YiYj + ZiZj (4.27)

There are three types of connections thus L = Xn, Yn, Zn, and the connecting operators
are defined as R1(L) = X, Y, Z respectively. It is worth noting that although the name
"Connecting Operator" was not mentioned in the literature to the best of our knowledge,
the concept of the connecting operator has been widely used in the implementation of
the DMRG algorithm [188, 192]. The connecting operator describes how one can add
new physical sites into an existing system, thus this allows the definition of the growing
operator.
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Definition 6 (Growing operator). A growing operator is the superoperator Gl : An →
An+l such that given an operator X ∈ An we have Gl[X] ∈ An+l. The growing operator
has a general form defined using connecting operator Rl as:

Gl[X] = X ⊗Rl[X] +
∑

i

Bi ⊗Rl[Bi] (4.28)

where {Bi ∈ Sn | Gl(X) ∈ H(Cd)⊗n+l}, and we call Bi the boundary operators.

The growing operator is defined with a connecting operator Rl. The summation ∑
i

does not limit the number of Bi. Thus, such decomposition exists for any operator X.
For a Hamiltonian with a general form of n such as the TFIM or Heisenberg Hamiltonian,
where the Hamiltonian has a definition over arbitrary n sites, the definition of the growing
operator is straightforward.

Corollary 1. For finite operators with definition on a fixed number of sites, because
assuming there exists X0, X1, · · · , Xn and X0 ∈ H(Cd), we have the following relationship

X1 = X0R1[X0] +
∑

i

L1
iR1[L1

i ]

X2 = X1R1[X1] +
∑

i

L2
iR1[L2

i ]

· · ·
Xn = Xn−1R1[Xn−1] +

∑
i

R1[Ln
i ]

(4.29)

thus, the final operator Xn is a summation of single operator strings. Without limiting
the summation ∑

i to be polynomial, we can always decompose a given operator on the
summation of n single operator strings denoted as Xn. This allows the definition of all
previous operatorsX0, · · · , Xn−1. Thus, following this procedure, we can define the growing
operator for any operator X on a fixed number of sites, such as the two-point correlation
function on n-site system at a specific location i, j as we introduced in Section 4.2.

From a different perspective, inspired by DMET [173, 175], one can see such definition
as a process of creating fragments of the operator like in DMET. We define the growing
operator as the process of adding fragments back. This leads to the definition of the
rescalable operator.

Definition 7 (Rescalable Operator). With connecting operator Rl and growing operator
Gl, we can define the rescalable operator Xn as the set Xn = {Xn, ∂Xn, Rl}, where Xn is
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the operator at current scale, ∂Xn is a set of operators describing the effect of environment
on the system, and thus the growing operator Gl of such operator can be recursively defined
as

Gl[Xn] = Xn ⊗ I⊗l +
∑

B∈∂Xn

B ⊗Rl[B] (4.30)

where X0 is a constant operator, B ∈ ∂Xn.

For example, we can define the rescalable HamiltonianHn as the setHn = {Hn, ∂Hn, Rl},
where Hn is the Hamiltonian at current scale, ∂Hn is a set of operators describing the effect
of environment on the system referred as the boundary set in the following context, and
thus the growing operator Gl of such Hamiltonian operator can be recursively defined as

Gl[Hn] = Hn ⊗ I⊗l +
∑

B∈∂Hn

B ⊗Rl[B] (4.31)

where H0 is a constant operator, B ∈ ∂Hn.

Definition 8 (Rescalable System). Given a property pN , where N is the number of sites,
we can define the system SN as a set of operators such that SN ∈ dom(pN). Then for
n ≤ N , we can define the rescalable system Sn as the set Sn = {Sn, ∂Sn, Rl}, where Sn

is the operator at current scale, ∂Sn is a set of boundary operators, and thus the growing
operator Gl of such system can be recursively defined as

Sn+l = Gl[Sn] = {Gl[X] | X ∈ Sn} (4.32)

For example, for the two-point correlation function ⟨Z1Z2⟩T at time T for 4-site 1D
TFIM with |0 · · · 0⟩ as initial state, we have

S4 = {|0000⟩ ⟨0000| , H4, Z ⊗ Z ⊗ I ⊗ I} ∂S4 = {Z4}
S3 = {|000⟩ ⟨000| , H3, Z ⊗ Z ⊗ I} ∂S3 = {Z3}
S2 = {|00⟩ ⟨00| , H2, Z ⊗ Z} ∂S2 = {Z2}
S1 = {|0⟩ ⟨0| , H1, Z} ∂S1 = {Z1}

(4.33)

where Hi, i = 1, 2, 3, 4 is the TFIM Hamiltonian of i sites. The boundary set ∂Si, i =
1, 2, 3, 4 only contains the ∂Hi because |0 · · · 0⟩ ⟨0 · · · 0| and Z,Z⊗Z,Z⊗Z⊗I, Z⊗Z⊗I⊗I
have no boundary operators. Now, with the definition of the rescalable system, we can
study the behavior of an operator map f θ

n : An → An where θ is the parameter of the
operator map.

116



Definition 9 (OLRG step). Given an operator map f θ
n : An → An, we define the one

OLRG step Dk as applying f θ
n on all operators in Sn and then growing the system to Sn+l,

thus we have Dl = Gl ◦ f θ
n. Here we assume Dl is adaptive on the system size n.

Definition 10 (ϵ-scaling consistency). An operator map f θ
n : An → An is said to sat-

isfy ϵ-scaling consistency for system Sn and property pN where N ≥ n, if ∃ϵ > 0,∀q =
1, 2, · · · , (N − n)/l we always have∥∥∥pN [Gq

l [Sn]]− pN [(Gq−1
l ◦Dl)[Sn]]

∥∥∥ ≤ ϵ (4.34)

The ϵ-scaling consistency condition allows us to bound the error of the OLRG process.
While the OLRG process does not necessarily use the same f θ

nq
at each step Dl, without

loss of generality, we present the following theorem by assuming f θ
nq

= f θ is the same
between Sn and Sn+l for convenience.

Theorem 3 (System scaling error). For target system size N and starting system size
n, where N ≥ n, if the operator map f θ satisfy the ϵ-scaling consistency condition for
Sn, Sn+1, · · · , SN−1, and q = (N − n)/l then

∥pN [Gq
l [Sn]]− pN [Dq

l [Sn]]∥ ≤ qϵ (4.35)

Proof. denote ηi = pN [(Gq−i
l ◦Di

l)[Sn]], where Gq−i
l = Gl ◦ · · · ◦Gl︸ ︷︷ ︸

q−i times

and Di
l = Dl ◦ · · · ◦Dl︸ ︷︷ ︸

i times

= ∥η0 − ηq∥ = ∥η0 − η1 + η1 − ηq∥ (4.36)

=

∥∥∥∥∥∥
q−1∑
i=0

ηi − ηi+1

∥∥∥∥∥∥ ≤
q−1∑
i=0
∥ηi − ηi+1∥ = qϵ (triangular inequality) (4.37)

The above theorem breaks the system error of OLRG into errors between each step at
target size N . This allows us to further bound the error of the OLRG process by looking
at more specific Hamiltonians and properties.

4.3.2 Growing Operator of Rescalable Local Hamiltonians

In general, the ϵ-scaling consistency cannot be evaluated on a small system directly because
Theorem 3 requires evaluating the property function at size N . However, intuitively, the
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discrepancy caused by applying f on system Sn can be traced back to the change of
some operators in the system of size n. If the interaction of the Hamiltonian is local, the
propagation of the discrepancy should not be far. This motivates us to study the rescalable
local Hamiltonians defined as follows.

Corollary 2 (Rescalable Local Hamiltonian). For a rescalable Hamiltonian Hn, if ∀B ∈
∂Hn, B act on x sites andR(B) acts on w−x sites for x = 0, 1, · · · , w, then this Hamiltonian
is a w-local Hamiltonian at every scale.

Notably, for local Hamiltonian, I⊗n ∈ ∂H because R[B] can act on m at most. Phys-
ically, this represents the terms that only affect the environment but not the system. For
example, in the TFIM, the h ·X term only appears in the environment.

Corollary 3 (Local Hamiltonian). For w-local Hamiltonian of N sites, one can always
define the corresponding rescalable w-local Hamiltonian up to N sites.

This is because one can always cut the N -site w-local Hamiltonian into fragments,
then we can create the definition of Hn recursively by defining H1. Define the H1 as one
fragment, ∂H1 as the interaction terms between H1 and another fragment. Thus, we define
H2 as the composition of two fragments and repeat until we have HN .

Lemma 1 (Boundary set of geometrically local Hamiltonian). For a geometrically local
Hamiltonian Hn+l, the boundary set ∂Hn+l has the following form

∂Hn+l = {I⊗l ⊗Bi | Bi ∈ ∂Hn} (4.38)

Proof. Without loss of generality, we can always assume B = ⊗x
i=1 Xi where Xi ∈ H(Cd)⊗,

because if B is not a tensor product, we can always decompose it onto Pauli basis with
coefficients B = ∑

b cb · Pb1 ⊗ Pb2 ⊗ · · · ⊗ Pbx , where Pi is a Pauli operator. Thus resulting
redefinition of B as cb · Pb1 ⊗ · · · ⊗ Pbx . The effect of the environment will not change by
rescaling, and new terms cannot be applied outside of the m sites at the boundary by the
definition of geometrically local, thus ∂Hn+l = {I⊗l ⊗Bi | Bi ∈ ∂Hn}

As shown in Figure 4.4, for geometrically w-local Hamiltonian, applying the growing
operator q > w times on the Hamiltonian will saturate the boundary set. This motivates
us to define the following concept.

Corollary 4 (Saturated Boundary Set for geometrically local Hamiltonian). For a geomet-
rically w-local Hamiltonian H, the boundary set (∂Hn) will saturate for Gl as l increases.
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Denote as (∂Hn)Gl . For l > w,
∥∥∥(∂H)G

l

∥∥∥ scales with the boundary size for geometrically
local Hamiltonians as

O(nLn−1) (4.39)

where L = max |dimi|, i = 1, · · · , n, e.g in 1D it scales as O(1), and in 2D scales as O(2L).

For 1-D geometrically w-local Hamiltonian, with Gl always adding sites on one side of
the original system, we have

∥∥∥(∂Hn)Gl

∥∥∥ =

l∥∂Hn∥ l < w − 1
(w − 1)∥∂Hn∥ l ≥ w − 1

(4.40)

where m is the number of species of connecting operators in Gl.

Corollary 5. the growing operator Gq
l defined on a geometrically w-local Hamiltonian can

be rewritten as the following form

Gq
l [Hn] = H ⊗ I⊗ql +

∑
Bi∈(∂H)Gl

Bi ⊗R[Bi] + I⊗n ⊗K (4.41)

In Section 4.2.2, we mention this is a property of geometrically local Hamiltonian, which
can be generalized to rescalable local Hamiltonian with constant non-geometrically local
terms. This can be shown by constructing a system with periodic boundary conditions,
where the interaction term at the boundary is not geometrically local. Still, there are only
a constant number of them. Thus, we have the following example

Example 4 (Saturated Boundary Set for Periodic Boundary). Consider the 1D periodic
boundary TFIM Hamiltonian of n sites

Hn =
n−1∑
i=1

ZiZi+1 + ZnZ1 + h ·
∑

i

Xi (4.42)

We can define G1 as follows

G1[Hn] =Hn ⊗ I + I⊗n−1 ⊗ Z ⊗ Z︸ ︷︷ ︸
connection with new site

+ I⊗n ⊗ h ·X︸ ︷︷ ︸
field term on the new site

− Z ⊗ I⊗n−2 ⊗ Z ⊗ I︸ ︷︷ ︸
old interaction at n − 1-site boundary

+ Z ⊗ I⊗n−1 ⊗ Z︸ ︷︷ ︸
new interaction at n-site boundary

(4.43)
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applying G1 twice, we have

G2
1[Hn] =Hn ⊗ I⊗2 + I⊗n−1 ⊗ Z ⊗ Z ⊗ I + I⊗n ⊗ Z ⊗ Z︸ ︷︷ ︸

connection with new site

+ I⊗n ⊗ h ·X + I⊗n+1 ⊗ h ·X︸ ︷︷ ︸
field term on the new site

− Z ⊗ I⊗n−2 ⊗ Z ⊗ I⊗2︸ ︷︷ ︸
old interaction at n − 1-site boundary

+ Z ⊗ I⊗n ⊗ Z︸ ︷︷ ︸
new interaction at n-site boundary

(4.44)
which still results in a saturated boundary set, equivalent to the saturated boundary set
for open boundary 1D TFIM Hamiltonian (the geometrically local Hamiltonian) plus the
operator at n-site periodic boundary {−Z ⊗ I⊗n−2 ⊗ Z,Z ⊗ I⊗n−1}. Note that, unlike
geometrically local Hamiltonian, in this case, the result of connecting the operator on
R(Z ⊗ I⊗n−1) is changing as the system grows I ⊗Z, I⊗2 ⊗Z, · · · . But this will not affect
the set of Bi on the system’s boundary.

Thus, for a more general case, we have the following

Corollary 6 (Saturated Boundary Set of Rescalable Local Hamiltonian). For the rescal-
able w-local Hamiltonian Hn, if there is only a constant number of non-geometrically local
terms in ∂Hn, then applying Gq

l for arbitrary q times, will result in a saturated set (∂Hn)Gl .

4.4 Scaling Consistency Condition for Real Time Evo-
lution

To prove the scaling consistency condition for real-time evolution, we need to find a series
expansion for our time-evolved observables. We first introduce the following notation of
commutators and anti-commutators.
Notation 1 (Adjoint). We denote the commutator for operator A,B as adA,−1(B) =
[A,B] = AB−BA, and the anti-commutator as adA,+1(B) = {A,B} = AB+BA, and for
σ = ±1, we denote adA,σ(B) = AB + σBA.

Then we have the following lemma due to linearity of the commutator and anti-
commutator.

Lemma 2 (Adjoint expansion). We can expand the adjoint of the sum of operators ∑n
i=1 Ai

with an operator B as following:

ad∑n

i=1 Ai,σ
(B) =

n∑
i=1

adA,σ(B) (4.45)
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Proof. This is due to the linearity of the commutator and anti-commutator.

Furthermore, we can denote the composition of the adjoints as following
Notation 2 (Composition of Adjoints). We have the following notation for the adjoint of
the composition of operators

adA,σ(adB,σ(C)) = adA,σadB,σ(C) (4.46)
adk

A,σ(B) = adA,σ(adk−1
A,σ (B)) (4.47)

And we have the following lemma

Lemma 3 (Adjoint power). We can expand the power of the adjoint of the sum of operators∑n
i=1 Ai with an operator B as following:

adk∑n

i=1 Ai,σ
(B) =

∑
k1,··· ,kn

n∏
i=1

adAki
,σ = (

n∑
k=1

adAk,σ)k (4.48)

Proof.

adk∑n

i=1 Ai,σ
(B) (4.49)

= adk−1∑n

i=1 Ai,σ
(ad∑n

k1=1 Ak1 ,σ(B)) (4.50)

=
n∑

k1=1
adk−1∑n

i=1 Ai,σ
(adAk1 ,σ(B)) (4.51)

=
n∑

k1=1
· · ·

n∑
kn=1

(
k∏

i=1
adAki

,σ)(B) (4.52)

We can verify the correctness by checking for k = 2, n = 2, σ = −1, denote adA,−1 =
adA, we have
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(adA1 + adA2)2 (4.53)
= ad2

A1 + ad2
A2 + adA1adA2 + adA2adA1 (4.54)

ad2
A1+A2(B) (4.55)

= adA1+A2(adA1+A2(B)) (4.56)
= adA1+A2(adA1(B) + adA2(B)) (4.57)
= adA1+A2(adA1(B)) + adA1+A2(adA2(B)) (4.58)
= ad2

A1(B) + adA2adA1(B) + adA1adA2(B) + ad2
A2(B) (4.59)

Lemma 4 (Adjoint of Tensor Product). The power of adjoint of tensor product of operators
adk

A⊗B,σ can be expanded as following:

adk
A⊗B,σ = 1

2k

∑
σ1,σ2,··· ,σk∈{+,−}

(
k∏

i=1
adA,σi

)⊗ (
k∏

i=1
adB,σσi

)

= 1
2k

(
∑

σi∈{+,−}
adA,σi

⊗ adB,σσi
)k

(4.60)

where adA ⊗ adB is defined as adA(X)⊗ adB(Y ) = (adA ⊗ adB)(X ⊗ Y )

Proof. It can be checked that

adA⊗C,σ(B ⊗D) = 1
2
∑

σ=+,−
adA,σ(B)⊗ adC,σσ(D) (4.61)

by iterating this equation,

adA⊗C,σ(adA,σ1(B)⊗ adC,σσ1(D))

= 1
2

∑
σ2=+,−

adA,σ2(adA,σ1(B))⊗ adC,σσ2(adC,σσ1(D)) (4.62)

we can get
adk

A⊗C,σ(B ⊗D)

= 1
2k

∑
σ1,σ2,··· ,σk

(
k∏

i=1
adA,σi

)(B)⊗ (
k∏

i=1
adC,σσi

)(D)

= 1
2k

(
∑
σi

adA,σi
⊗ adC,σσi

)k(B ⊗D)

(4.63)
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Lemma 5 (Lie-Trotter product formula [193]). For arbitrary operators A,B ∈ H(Cd)⊗n,
we have

exp[A+B] = lim
n→∞

(exp[A/n] exp[B/n])n (4.64)

where exp[A] = ∑∞
k=0

Ak

k! .

Lemma 6 (Baker-Campbell-Hausdorff formula [194]). For arbitrary operators X, Y ∈
H(Cd)⊗n, we have

exp[X]Y exp[−X] =
∞∑

k=0

1
k!ad

k
X,−(Y ) (4.65)

Lemma 7 (Von Neumann’s trace inequality [195]). if A,B are complex n × n matrices
with singular values

α1 ≥ α2 ≥ · · · ≥ αn ≥ 0, β1 ≥ β2 ≥ · · · ≥ βn ≥ 0 (4.66)

then
|tr(AB)| ≤

n∑
i=1

αiβi (4.67)

Equipped with the above lemmas, we can now prove an important series expansion for
the time-evolved observable that splits the observable into system and environment parts.
Although the following lemma can be seen as a variant of the Dyson series on operators.
To the best of our knowledge, we did not find a similar lemma in the literature. Thus, we
will introduce the proof of this lemma in the following.

Lemma 8 (Growing Dyson series). Given observable defined as OS ⊗OE where OS ∈ An

is the observable of the system and OE ∈ AN−n is the observable of the environment.
Providing the rescalable local Hamiltonian Hn = {Hn, ∂Hn, Rl}, denote the corresponding
growing operator as Gl

Gl[Hn] = Hn ⊗ I +
∑

Bi∈∂Hn

Bi ⊗Rl[Bi] + I⊗n ⊗K (4.68)

and total evolution time as T , we can expand the time-evolved observable OS(T )⊗OE(T )
as following:

exp{iTGl[Hn]}OS ⊗OE exp{−iTGl[Hn]} = lim
M→∞

∑
k

δk

2kk! (
M−1∑
m=0
TB(mδ))k(OS(T )⊗OE(T ))

(4.69)
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where δ = t/M , TB(t) = ∑
i,σ adBi(t),σ⊗adRl[Bi](t),−σ, and ∀t1 ≤ t2 ∈ R we define TB(t2)TB(t1) =

TB(t1)TB(t2), thus the product of T is time-ordered. And

OS(T ) = exp{itH}OS exp{−itH}, OE(T ) = exp{itK}OE exp{−itK}
Bi(t) = exp{itHn}Bi exp{−itHn}, R[Bi](t) = exp{itK}R[Bi] exp{−itK}

(4.70)

Proof. The proof uses previous lemmas to expand the operator onto system and envi-
ronment parts, then simplify the series by reorganizing the summation. First by using
Lemma 5, we divide our evolution into small time steps t/M

eitGl[Hn]OS ⊗OEe
−itGl[Hn] = lim

M→∞
(eit/MGl[Hn])MOS ⊗OE(e−it/MGl[Hn])M (4.71)

We can see this product as M steps of time evolution with time step δ = t/M .

lim
M→∞

eiδGl[Hn](eiδGl[Hn] · · · (eiδGl[Hn]OS ⊗OEe
−iδGl[Hn]) · · · e−iδGl[Hn])e−iδGl[Hn] (4.72)

Because δ → 0, we can move the terms only depending on the system or environment onto
the observables, leaving only the boundary terms in the time evolution.

eiδGl[Hn]OS ⊗OEe
−iδGl[Hn] = eiδ

∑
i

Bi⊗Rl[Bi]OS(δ)⊗OE(δ)e−iδ
∑

i
Bi⊗Rl[Bi] (4.73)

to further expand the boundary terms, using Lemma 6 we have

=
∑

k

(iδ)k

k! adk∑
i

Bi⊗Rl[Bi],−(OS(δ)⊗OE(δ)) (4.74)

and Lemma 4 we have

=
∑

k

(iδ)k

2kk! (
∑
i,σ

adBi,σ⊗adRl[Bi],−σ)k(OS(δ)⊗OE(δ)) =
∑

k

(iδ)k

2kk! T
k

B(0)(OS(δ)⊗OE(δ)) (4.75)

and because the product of T is time-ordered, we always do the multiplication in the order
of time steps, making the product commutative. Now, if we apply eiδGl[Hn]Xe−iδGl[Hn]

again, because e−itHn cancels eitHn , they can be merged into the time evolution of each
separate system. Resulting in the following

∑
k1,k2

(iδ)k1+k2

2k1+k2k1!k2!
T k2

B(0)T
k1

B(δ)(OL(2δ)⊗OR(2δ)) (4.76)
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Because the product of T is commutative, reorganizing the summation index as k = k1 +k2
we have

=
∑

k

(iδ)k

2kk! (TB(0) + TB(δ))k(OL(2δ)⊗OR(2δ)) (4.77)

By re-using Equation (4.77) iteratively, we reach the general form

exp{itGl[Hn]}OS ⊗OE exp{−itGl[Hn]} = lim
M→∞

∑
k

δk

2kk! (
M−1∑
m=0
TB(mδ))k(OS(t)⊗OE(t))

(4.78)

Lemma 8 is exactly the series expansion we are looking for. Before proceeding into the
proof, we introduce the notion of multi-index for convenience.
Notation 3 (Multi-index). The multi-index sum and product are defined as the following∑

i
=

∑
i1,i2,··· ,ik∏

i
Ai = Ai1Ai2 · · ·Aik∑

i

∏
i
Ai =

∑
i1,i2,··· ,ik

Ai1Ai2 · · ·Aik

(4.79)

Now, we can check if summing up the components of the environment converges to a
value.

Definition 11 (Time-Ordered Boundary Correlator). Given a rescalable Hamiltonian
Hn = {Hn, ∂Hn, Rl} and an observable O and an initial state ρ on the current scale,
denote the corresponding growing operator as Gl, the total evolution time as T , we can
define the k-th order Time-Ordered Boundary Correlator (TOBC) as following:

⟨χi,t,σ(Sn, T )⟩ = ⟨χi,t,σ(ρ,Hn, O, T )⟩ = tr(ρ[T
∏
i,t,σ

adBi(t),σ]O(T )) (4.80)

where Sn is the corresponding rescalable system, Bi ∈ (∂Hn)Gl , t ∈ [0, T ], σ ∈ {+1,−1},
and i, t, σ is a multi-index of size k. The product is time-ordered, i.e. adBi(t1),σ1adBj(t2),σ2 =
adBj(t2),σ2adBi(t1),σ1 for t1 > t2.

From a physics perspective, TOBC describes how the environment affects the system.
Higher order TOBC corresponds to longer-time, longer-distance correlations. It is derived
from the following theorem.
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Theorem 4 (Real-time ϵ-scaling consistency). Given a w-local rescalable Hamiltonian
Hn = {Hn, ∂Hn, Rk} that has a saturated boundary set (∂Hn)Gl. If ∃ϵ > 0 for ρ =
ρS ⊗ ρE, O = OS ⊗OE and ∀i, t, σ such that∥∥∥⟨χi,t,σ(Sn, T )⟩ −

〈
χi,t,σ(f θ[Sn], T )

〉∥∥∥ ≤ ϵ (4.81)

then for N = n+ kq, the error of expectation pN [Gq
k[Sn]] =

〈
ρeitHNOe−itHN

〉
is bounded by

∥∥∥pN [Gq
k[Sn]]− pN [(Gq−1

k ◦Dk)[Sn]]
∥∥∥ ≤ ϵC exp

{
T
∥∥∥(∂Hn)Gl

∥∥∥C/2} (4.82)

where C is the maximum of max{∥R[Bi]∥∞ | Bi ∈ ∂Hn} and ∥OR∥∞.

Proof. Using Lemma 8 and Corollary 5 on Gq
l we have

exp(itGq
l [Hn])OS ⊗OE exp(−itGq

l [Hn]) =
∑

k

(iδ)k

2kk! (
M−1∑
m=0
TB(mδ))k(OS(T )⊗OE(T )) (4.83)

where Bi ∈ (∂Hn)Gl instead of ∂Hn, checking the k-th order, where the T on the right
denotes the products are time-ordered, we have

(
M−1∑
m=0
TB(mδ))k = T (

∑
i,m,σ

adBi(mδ),σ ⊗ adR[Bi](mδ),−σ)k (4.84)

we can expand the power of sum into the sum of tensor products on the system and
environment ∑

i,m,σ

T
∏

i,m,σ

adBi(mδ),σ ⊗ adR[Bi](mδ),−σ (4.85)

here, the multi-index notion is defined as the following∑
i,m,σ

T
∏

i,m,σ

Ai,m,σ =
∑

i1,i2,··· ,ik

∑
m1,m2,··· ,mk

∑
σ1,σ2,··· ,σk

T Ai1,m1,σ1Ai2,m2,σ2 · · ·Aik,mk,σk
(4.86)

applying the k-th order back to the observable OS(T )⊗OR(T ), we obtained the observables
on the system and environment∑

i,m,σ

[T
∏

i,m,σ

adBi(mδ),σ(OS(T ))]⊗ [T
∏

i,m,σ

adR[Bi](mδ),−σ(OE(T ))] (4.87)
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taking the expectation, the left-hand side of the tensor product is the k-th order TOBC,
which we assume to be bounded by ϵ, and the right-hand side is the observable on the
environment. Thus, we can write the expectation as

pN [Gq
k[Sn]] = tr([ρE ⊗ ρS] exp(itGq

k[Hn])[OS ⊗OE] exp(−itGq
k[Hn]))

=
∑

k

(iδ)k

2kk!
∑

i,m,σ

tr[ρST
∏

i,m,σ

adBi(mδ),σ(OS(T ))] · tr[ρET
∏

i,m,σ

adR[Bi](mδ),−σ(OE(T ))]

=
∑

k

(iδ)k

2kk!
∑

i,m,σ

⟨χi,m,σ(Sn, T )⟩ · tr[ρET
∏

i,m,σ

adR[Bi](mδ),−σ(OE(T ))]

(4.88)
Next, because f θ only applies to the operators in the system, leaving the environment
untouched, we can write the error of expectation as∥∥∥pN [Gq

k[Sn]]− pN [(Gq−1
k ◦Dk)[Sn]]

∥∥∥ =∥∥∥∥∥∥
∑

k

(iδ)k

2kk!
∑

i,m,σ

(⟨χi,t,σ(Sn, T )⟩ −
〈
χi,t,σ(f θ[Sn], T )

〉
) · tr[ρET

∏
i,m,σ

adR[Bi](mδ),−σ(OE(T ))]

∥∥∥∥∥∥
(4.89)

Using triangular inequality, we have∥∥∥pN [Gq
k[Sn]]− pN [(Gq−1

k ◦Dk)[Sn]]
∥∥∥ ≤

∑
k

δk

2kk!

∥∥∥∥∥∥
∑

i,m,σ

(⟨χi,t,σ(Sn, T )⟩ −
〈
χi,t,σ(f θ[Sn], T )

〉
) · tr[ρET

∏
i,m,σ

adR[Bi](mδ),−σ(OE(T ))]

∥∥∥∥∥∥
(4.90)

Because we assume the TOBC is bounded by ϵ > 0 and ∥a · b∥ = ∥a∥ · ∥b∥, we have

∥∥∥pN [Gq
k[Sn]]− pN [(Gq−1

k ◦Dk)[Sn]]
∥∥∥ ≤ ϵ

∑
k

δk

2kk!

∥∥∥∥∥∥
∑

i,m,σ

tr[ρET
∏

i,m,σ

adR[Bi](mδ),−σ(OE(T ))]

∥∥∥∥∥∥
(4.91)

Notice that sum over all possible commutator and anti-commutator in ∑i,m,σ recovers the
product of operators in application order. Applying the triangular inequality again, we
have∥∥∥∥∥∥

∑
i,m,σ

tr[ρET
∏

i,m,σ

adR[Bi](mδ),−σ(OE(T ))]

∥∥∥∥∥∥ ≤
∑
i,m

∥∥∥∥∥∥tr[ρET (
∏
i,m
R[Bi](mδ))OE(T )]

∥∥∥∥∥∥ (4.92)
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Using Lemma 7 on the trace, we have∥∥∥∥∥∥tr[ρET (
∏
i,m
R[Bi](mδ))OE(T )]

∥∥∥∥∥∥ ≤
∑

a

αaβa (4.93)

where αa is the eigenvalues of ρE and ∑a αa = 1 by definition of density matrix, βa is the
eigenvalues of T ∏i,m,σ adR[Bi](mδ),−σ(OE(T )), taking the maximum of βa we have∥∥∥∥∥∥tr[ρET (

∏
i,m
R[Bi](mδ))OE(T )]

∥∥∥∥∥∥ ≤ βmax
∑

a

αa = βmax (4.94)

βmax is equivalent to the operator 2-norm of the operator, thus

∥∥∥pN [Gq
k[Sn]]− pN [(Gq−1

k ◦Dk)[Sn]]
∥∥∥ ≤ ϵ

∑
k

δk

2kk!
∑
i,m

∥∥∥∥∥∥T (
∏
i,m
R[Bi](mδ))OE(T )

∥∥∥∥∥∥
op

(4.95)

Next, we can replace the variable δ → δ
2 and rescale the environment HamiltonianK → 2K,

thus R[Bi](mδ)→ R[Bi](mδ/2) and OE(T )→ OE(T/2), this allows us to remove the factor
of 2k in the summation so that we can find the summation later, now we have

∥∥∥pN [Gq
k[Sn]]− pN [(Gq−1

k ◦Dk)[Sn]]
∥∥∥ ≤ ϵ

∑
k

(δ/2)k

k!
∑
i,m

∥∥∥∥∥∥T (
∏
i,m
R[Bi](mδ))OE(T )

∥∥∥∥∥∥
op

(4.96)

note that the Hamiltonian for R[Bi](mδ/2) and OE(T/2) here is 2K instead of K. Next,
we can use the sub-multiplicative of norm ∥AB∥ ≤ ∥A∥∥B∥ This allows us further to break
the product into the norm of each operator

∥∥∥pN [Gq
k[Sn]]− pN [(Gq−1

k ◦Dk)[Sn]]
∥∥∥ ≤ ϵ

∑
k

(δ/2)k

k!
∑
i,m
T (
∏
i,m
∥R[Bi](mδ/2)∥op)∥OE(T/2)∥op

(4.97)
Because time evolution is unitary, the norm of the operator is preserved, thus ∥R[Bi](mδ/2)∥op =
∥R[Bi]∥op, and ∥OE(T/2)∥op = ∥OE(T )∥op, thus if we have C = max{∥R[Bi]∥op | Bi ∈
∂Hn} and ∥OR∥op, we have

∥∥∥pN [Gq
k[Sn]]− pN [(Gq−1

k ◦Dk)[Sn]]
∥∥∥ ≤ ϵ

∑
k

(δ/2)k

k!
∑
i,m

Ck+1 (4.98)
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Now we can sum over the multi-index i,m, the sum of m is Mk and the sum of i is |∂Hn|k,
thus we have
∥∥∥pN [Gq

k[Sn]]− pN [(Gq−1
k ◦Dk)[Sn]]

∥∥∥ ≤ ϵC
∑

k

(δM/2)k

k! (|∂Hn|C)k = ϵC exp
{
T
∥∥∥(∂Hn)G

∥∥∥C/2}
(4.99)

4.5 OLRG Algorithms

We have successfully relaxed the linearity constraint on the functions f θ
nq
, nq = n, n +

l · · · , N − l for a specific observable ON at N -site system. Since f θ
nq

can now be an ar-
bitrary operator map, it can act as the map between operator matrices, as well as the
map between operator expressions. This allows parameterized f θ

nq
or parameterized out-

put f θ
nq

[X] when the output is an expression. This leads to the classical and quantum
algorithms we introduce in this section.

One can then search for the optimal parameters for f θ
nq

or the output f θ
nq

[X]. For
special f θ

nq
or f θ

nq
[X], like the linear map in NRG and DMRG, the optimal point can be

identified directly. In the general case, we employ gradient-based optimization [196] to
search for optimal parameters θ. The gradient can be obtained using modern differentiable
programming frameworks [7, 10, 13, 90, 197–201] and their automatic differentiation algo-
rithms [4, 12, 121, 202, 203] that work not only on classical computers but also on quantum
devices. This leads to the following general variational algorithm (Algorithm 1) that starts
with a small system and iteratively enlarges the system until it reaches the target system
size (the blue blocks in Figure 4.3).
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Algorithm 1 OLRG Algorithm

1. Input: a small system of n sites with the set of relevant operators Sn, and a classical
or quantum solver.

2. Applying the operator map f θ
n to the set of relevant operators Sn to obtain the set

of virtual operators f θ
n(Sn).

3. Sampling a batch of the index i, t, σ for the TOBCs χi,t,σ.

4. Evaluate the value χi,t,σ(Sn, T ) by calling the solver.

5. Evaluate the value χi,t,σ(f θ
n(Sn), T ) by calling the solver.

6. Evaluate the average error of the sampled TOBCs Ln =∑
i,t,σ

∥∥∥χi,t,σ(Sn, T )− χi,t,σ(f θ
n(Sn), T )

∥∥∥.
7. Enlarge the set of virtual operators and use it as the n + l-site relevant operators:
Sn+l = Gl(f θ

n(Sn)).

8. Reiterate from step 1, accumulating the loss function L ← L+Ln until reach target
system size N .

9. Optimize the loss function concerning the parameters of f θ
n. Compute the update ∆

of the parameters θ by calling an optimizer, e.g ADAM [196]. Applying the update
to parameters θ ← θ + ∆.

10. Repeat the above steps until the loss function converges.

The OLRG algorithm is a general variational algorithm that can be applied to both
classical and quantum systems. Before introducing more details about the operator map f θ

n

for the classical and quantum cases, to illustrate the algorithm further, we will go through
a concrete example of the algorithm in the context of calculating the real-time evolution
of the two-point correlation function ⟨Z1Z2⟩T in a 1D TFIM model. Starting from a 2-site
system, the relevant operators are S2 = {H2, B2 = IZ, ρ2 = |00⟩ ⟨00| , O2 = ZZ}. Applying
our operator map f θ

2 we have f θ
2 [S2] = {f θ

2 [H2], f θ
2 [IZ], f θ

2 [|00⟩ ⟨00|], f θ
2 [ZZ]}, then we can

sample a batch of indices i, t, σ with batch size b, evaluate the TOBCs by solving the
Heisenberg equation of IZ, ZZ for the 2-site system. One must save the checkpoints at t
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for the boundary operator IZ. This allows us to calculate the loss function

L2 = 1
b

∑
i,t,σ

∥∥∥χi,t,σ(S2, T )− χi,t,σ(f θ
2 (S2), T )

∥∥∥. (4.100)

This batch of sampled TOBCs is usually referred as the mini-batch in deep learning. The
size of this batch is a crucial hyperparameter controlling the variance of the gradient and
thus impacts the optimizer’s behavior. When b = 1, the algorithm is called Stochastic
Gradient Descent (SGD), and when b is all the TOBCs, the algorithm is plain gradient
descent. Then, assuming we are taking the simplest growing strategy that grows the system
by 1 site at each step, we can grow the relevant operators using G1, resulting in a new set
of relevant operators S3 = {H3, B3, ρ3, O3} defined as,

H3 = G1[f θ
2 [H2]]

= f θ
2 [H2]⊗ I + f θ

2 [B2]⊗ Z + I ⊗ (h ·X)
B3 = I ⊗ Z
ρ3 = f θ

2 [|00⟩ ⟨00|]⊗ |0⟩ ⟨0|
O3 = f θ

2 [O2]⊗ I.

(4.101)

Here, we assume f θ
2 [I] = I, thus applying I without calculating f θ

2 [I] in B3. I automatically
adjusts to the size of the corresponding system, e.g. B3 = I ⊗ Z; I should share the same
size as f θ

2 [ZZ], and in O3, I should share the same size as |0⟩ ⟨0|. Then we can repeat the
previous steps to obtain L3, and S4 until we get L10 and S10. We then calculate the total
loss as L = L2 + · · · + L10. Finally, we can differentiate the loss function L with respect
to the parameters θ and update the parameters θ using a gradient-based optimizer. This
is called one epoch of the algorithm. We can repeat the above steps until the loss function
converges.

However, this training process directly optimizes towards a target observable at time
T . If one is interested in the time points 0 ≤ t1 ≤ t2 ≤ · · · ≤ T , a transfer learning [204]
strategy can be employed. We can optimize the parameters θ at the first time point t1
resulting in the optimized parameters θt1 . Then, we use θt1 as the initial point for opti-
mizing t2, and so on. This method is similar to the strategy employed in other variational
algorithms, such as MPS TDVP and time-dependent VMC [205–208]. However, in our
setup, the parameters θ do not always represent an explicit state. In other variational
algorithms, the states are passed through to the next time point explicitly by evolving in
the parameter space. In our setup, the states are implicitly passed through as the param-
eters θ. In special cases, an explicit state can be constructed from f θ

nq
, which results in a
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similar algorithm as MPS TDVP. This therefore leads to potential improvements of the
MPS TDVP algorithm to address long-time correlations. The detailed relation between
this transfer learning strategy and the MPS TDVP algorithm is discussed in Section 4.9.5.

Based on how one defines f θ
nq

and the representation of operators, the general algorithm
can find different applications. In the following, we will introduce two specific algorithms for
the classical and quantum case. For the classical case, we will use f θ

nq
as a parameterized

OMM. For the quantum case, we will use f θ
nq

as a map from the problem Hamiltonian
expression to the device Hamiltonian expression with parameters, namely HEM.

4.5.1 Classical Algorithm: Operator Matrix Map

The simulation challenge is more pronounced in real-time dynamics on conventional com-
puters than in ground state, where no efficient classical algorithm is known for simulating
the general real-time evolution of a quantum system. This further motivates the devel-
opment of previous variational frameworks for real-time dynamics by employing a varia-
tional ansatz to model the system’s state and subsequently evolving this ansatz over time
by optimizing the variational parameters through the TDVP [205–207]. Born from the
development of DMRG, the MPS TDVP is the most successful strategy for solving 1D
many-body physics. A holy grail of the field is to find an algorithm that performs as well
in D > 1, with contenders like Tensor Network State (TNS) [151–164] and neural network
states (NNS) [208–222] continually making progress.

Our approach mirrors the workflows of NRG and DMRG but relaxes the linearity
constraint on the operator map f θ

nq
, allowing for a more expressive operator map. We

also propose a loss function that directly minimizes the error of the target property, thus
allowing us to use the same workflow for real-time dynamics. This is achieved by optimizing
the error of the TOBCs, as detailed in Section 4.2.2.

In the same spirit as DMRG, we design f θ
nq

as a parameterized compression function
OMMθ

nq
[X] of the operator matrices X and parameters θ. However, if OMMθ

nq
[X] is

a dense linear function with a fixed size, the operator map is equivalent to an MPS,
thus providing no advantage in expressiveness over MPS. From a physics perspective,
approximating a larger pure system using a smaller pure system is not always possible.
On the other hand, from the expressiveness perspective, the sum of matrix product states
requires exponentially more parameters to represent the same state, despite that in certain
cases when the tensors contain more structure, one can further compress the MPS via
singular value decomposition [155]. Both suggest that letting OMMθ

nq
[X] be an ensemble

of linear maps, which creates an ensemble of small pure systems, will be more expressive.
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This shares the idea of using an ensemble of MPS generated by a recurrent neural network
to represent the wave function in VMC [223]. In summary, instead of generating a single
set of relevant operators from input Sn, we will generate an ensemble of relevant operators
sampled by a probability based on the input Sn. Starting from z copies of the pure system,
we can sample a single set of relevant operators from each copy and then forward them
to the next step. This allows us to sample a chain of ensemble systems while growing the
system size. For example, in our previous 1D TFIM example, we can start with 10 copies
of the 2-site system S2, then applying OMMθ

2 to each copy will sample a corresponding
OMMθ

2[S2]. This results in 10 sets of relevant operators OMMθ
2[S2] based on a probability

distribution defined by OMMθ
2. The loss function L2 is instead evaluated as the average

the sampled index batch b of these 10 systems

L2 =
1

10b
∑
S2

∑
i,t,σ

∥∥∥χi,t,σ(S2, T )− χi,t,σ(OMMθ
2[S2], T )

∥∥∥. (4.102)

Then, we can apply G1 to the 10 sets of relevant operators to obtain the ensemble of 3
sites. Other steps stay the same as the general algorithm.
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X 𝒩(0, 1)

QR

𝑉 †𝑋𝑉

𝑆𝑛

𝐺𝑙
𝑆𝑛+𝑙

Figure 4.6: Illustration of neural OMM. X is a batch of input relevant operators, QR is the
QR decomposition, V †XV is a batch of output relevant operators by applying the batch
of isometric matrices onto X. Gl is the growing operator, Sn is the input set of relevant
operators and Sn+l is the output set of relevant operators

Treating f θ
nq

as a compression function from an input operator matrix to an output
operator matrix aligns well with the idea of generative models in deep learning, where the
model generates a set of outputs from a given input and a noise, which models a condi-
tional probability distribution. For readers familiar with computer vision, this problem is
similar to an image compression, generation, or manipulation problem, where we generate
a new image based on an input image. Under this context, the linear map in NRG and
DMRG can be seen as a similar method of principal component analysis (PCA) for image
compression [224]. More modern image generation in deep learning utilize more powerful
generative models including Generative Adversarial Networks (GANs) [185], Variational
AutoEncoders (VAEs) [225], normalizing flows [226, 227] and diffusion models [228, 229].

In our demonstration, For simplicity, we use the same neural network for each step of
the OLRG, thus OMMθ

nq
= OMMθ. This requires the compression function always reduce
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the size from 2n+l × 2n+l to 2n × 2n to match the input size for next OLRG step. As
depicted in Figure 4.6, we employ the simplest toy neural network architecture used in
GAN [185] that takes the operator matrix X and a noise vector z sampled from Gaussian
distribution N (0, 1) as input and generates an isometric matrix V as output. The isometric
matrix V then applies to the operator matrix X to generate the transformed operator. This
guarantees the function does not change I and the trace of the operator. Thus, it may have
better numerical stability. In the following, we denote this operator map as OMMθ(X, z).
The neural network part of the operator map is a feed-forward neural network (FFNN)
using ReLu [230, 231] activation, each layer layeri(x) defined as following

layeri(x) = ReLU(Wix + bi), (4.103)
where Wi and bi are the weight matrix and bias vector of the i-th layer. The neural
network’s input is the operator matrix reshaped into a vector concatenated with the noise
vector sampled from the Gaussian distribution. The neural network’s output is reshaped
into a square matrix and then performs QR decomposition to generate an isometric matrix
V . Then V is applied to the input operator as V †XV .

In evaluating the loss function, the exact solver for solving TOBCs is an ODE solver.
Thus, because the same OMMθ

nq
is shared as OMMθ between OLRG steps Dl, the auto-

matic differentiation needs to go through an ODE solver. Practically, this differentiation
is typically achieved using the adjoint method, as detailed in various sources [14, 121, 232–
234]. If OMMθ

nq
is not shared then only trivial linear algebra rules are needed for automatic

differentiation.
We opted for a product state as the initial state, primarily due to the clear and well-

defined nature of the growing operator in this context. This decision was influenced by
the straightforward representation of a n+k-site product state as a composition of smaller
system product states. For instance, a n+ k-site zero state can be written as the following
composition of a smaller system and thus defines its growing operator:

Gk(|0 · · · 0⟩ ⟨0 · · · 0|︸ ︷︷ ︸
n sites

) = |0 · · · 0⟩ ⟨0 · · · 0|︸ ︷︷ ︸
n sites

⊗ |0 · · · 0⟩ ⟨0 · · · 0|︸ ︷︷ ︸
k sites

. (4.104)

It is unclear how to write a n+ l-site state for a non-trivial state as the composition of
smaller system states. Intuitively, MPS might be suitable for constructing such a formalism.

4.5.2 Quantum Algorithm: Hamiltonian Expression Map

An alternative approach to simulate the real-time dynamics of quantum many-body sys-
tems is to use a quantum computer. The development of quantum simulation [31, 235–237]
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demonstrated that a quantum computer can efficiently simulate the real-time evolution of
a quantum system. While algorithms based on Hamiltonian simulation [34–36, 238–241]
have been proposed with rigorous bounds and polynomial complexity, the resource re-
quirement [242] of these algorithms is beyond the capabilities of NISQ computers [65]. For
example, the requirement of circuit depth and noise level are still beyond the capabilities
of current devices [40, 104, 105, 182, 243]. As a result, heuristic algorithms such as vari-
ational quantum algorithms VQA) [37, 39, 66, 71, 72, 244–262] have been proposed for
near-term devices. Notably, digital, analog, and logical resources typically coexist in near-
term devices. Evidence in digital-analog quantum algorithms (DAQA) [263–265] show the
potential advantages of using the entire device capabilities. Yet, achieving practical quan-
tum advantage remains an open problem for these heuristic algorithms. These challenges
motivate us to search for an alternative framework that can inherit the advantages of the
above frameworks and potentially lead to different perspectives on the simulation problem.

In our quantum algorithm, because one can utilize real quantum dynamics, the storage
complexity is no longer a concern. Instead, the main objective is to translate the problem
of Hamiltonian dynamics into the dynamics of the quantum device. This involves finding
the appropriate control parameters of the device Hamiltonian that can closely replicate
the dynamics of the problem Hamiltonian. Rather than viewing f θ

nq
as an Operator Ma-

trix Map, f θ
nq

= HEMnq now maps the input expression of a Hamiltonian into device
Hamiltonian expression at each system size nq = n, n + l, · · · , N , leaving other opera-
tors untouched. The expressions are parameterized by control parameters in the device
pulse sequence. The process begins with the relevant set of operators for n-site problem
Sn = {Hn, B

i
n, ρn, On}, applying HEMn, we have HEMn[Sn] = {Hdev

n (θn, tn), Bi
n, ρn, On}.

Hdev
n (θn, tn) is the device Hamiltonian with control parameters θn and an input time tn.

Thus the effect of HEMn is swapping the operator expression from Hn to Hdev
n (θn, tn). Then

we can sample a batch of indices i, t, σ with batch size b, evaluate the TOBCs by running
a classical solver for the problem Hamiltonian and the device Hamiltonian to compute
the first loss function Ln. Next, applying the growing operator Gl on HEMn[Sn] result in
Sn+l = {Hn+l, Bn+l, ρn+l, On+l}, where Bn+l, ρn+l, On+l stays the same as problem system,
and Hn+l is defined by following,

Hn+l = Gl[Hdev
n (θn, tn)]

= Hdev
n (θn, tn)⊗ I +

∑
i

Bi
n ⊗Rl(Bi

n). (4.105)

From the second step, we can evaluate the TOBCs for the dynamics described by Hn+l

using the quantum device. If l ≪ n, then a large component of the dynamics is governed
by the device Hamiltonian. We can then use a product formula, such as trotterization to

136



simulate the dynamics of Hn+l using the quantum circuit depicted in Figure 4.7. Each
trotter step results in the following unitary

exp
(
−iδGl[Hdev

n (θn, tn)]
)

= [exp
(
−iδHdev

n (θn, tn)
)
⊗ I] ·

∏
i

exp
(
−iδBi

n ⊗Rl(Bi
n)
)
.

(4.106)
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(a) initialization step

(b) recursive step

Figure 4.7: Illustration of HEM. (a) In the initialization step, HEM maps the emulation
of n0-site problem Hamiltonian dynamics into the n0-site device Hamiltonian dynamics.
Then the device dynamics is used to build grown system Sn0+l, forwarding to recursive
steps; (b) In recursive steps, HEM maps dynamics UG

n+l = exp
[
−itGl[Hdev

n ]
]

to the device
Hamiltonian dynamics Udev

n+l = exp
[
Hdev

n+l

]
. Bi are the w-qubit digital gates, L =

∥∥∥(∂Hn)Gl

∥∥∥
is the size of saturated boundary. Udev

n is the dynamics of n-site device Hamiltonian.
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If the problem system is w-local, then Bi
n ⊗ Rl[Bi

n] only applies on w qubits. Thus,
the circuit only requires w-qubit high-quality gates at the boundary of the n-site system.
Next, we can evaluate the TOBCs for the dynamics described by Gl[Hdev

n (θn, tn)] and
Hdev

n+l(θn+l, tn+l) to obtain the next loss function Ln+l. Other steps stay the same as the
general algorithm. In summary, the quantum device here plays the role of an exact solver,
and HEMnq generates the parameterized device Hamiltonian expressions. The control
parameters in the device Hamiltonian expressions are optimized to minimize the error of
the target property.

Like previous, we explain this algorithm by simulating the real-time dynamics of two-
point correlation function ⟨Z1Z2⟩T in 1D TFIM using a Rydberg atom device, as described
in recent experimental demonstrations [104, 105]. The 2-level Rydberg Hamiltonian is
defined as follows

Hryd
n (θn, tn)

=
∑
⟨i,j⟩

V θn
ij ninj + Ωθn(tn)

∑
i

Xi −∆θn(tn)
∑

i

ni
(4.107)

where V θ
ij denote the strength of interaction, and Ωθ(t) and ∆θ(t) are two time-dependent

functions, commonly called pulse functions. Note that the 2-level Rydberg Hamiltonian is
not universal and thus is restricted in the expressiveness of representing arbitrary dynamics.
We begin with the set of relevant operators for the 2-site system S2 = {H2, B2 = IZ, ρ2 =
|00⟩ ⟨00| , O2 = ZZ}, where H2 is the 2-site TFIM Hamiltonian with h = 1.0. We use two
FFNNs as the parameterized pulse function Ωθ(t) and ∆θ(t) and another FFNN represent-
ing the strength V θ

i,j so that the effective duration of the device can be controlled. Thus
our HEMnq now maps a given Hamiltonian to a 1D Rydberg Hamiltonian with the pulse
functions V θ

i,j, Ωθ(t) and ∆θ(t). We first run a classical ODE solver to evaluate the TOBCs.
This results in the same loss function in Equation (4.100), where χi,t,σ(HEM2(S2), T ) is
the TOBCs for the 2-site parameterized Rydberg Hamiltonian. Next, we apply the growing
operator G1 to the 2-site parameterized Rydberg Hamiltonian to obtain the set of relevant
operators for the 3-site system S3 = {H3, B3, ρ3, O3}, where,

H3 = G1[Hryd
2 (θ2, t2)]

= Hryd
2 (θ2, t2)⊗ I +B2 ⊗ Z + I ⊗ (h ·X)

B3 = I⊗2 ⊗ Z
ρ3 = |000⟩ ⟨000|
O3 = ZZ ⊗ I.

(4.108)

Next, we apply HEM3 on S3 result in
HEM3[S3] = {Hryd

3 (θ3, t3), B3, ρ3, O3}. (4.109)
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The TOBCs for HEM3[S3] can be evaluated on a standard analog Rydberg atom device.
We use the circuit in Figure 4.7 to evaluate the TOBCs of H3 = G1[Hryd

2 (θ2, t2)]. Each
trotter step results in the following unitary

exp
(
−iδG1[Hryd

2 (θ2, t2)]
)

=[exp
(
−iδHryd

2 (θ2, t2)
)
⊗ I]·

[I ⊗ exp(−iδZ ⊗ Z)]·
[I⊗2 ⊗ exp(−iδh ·X)].

(4.110)

Denote UG(t) = exp
(
−itG1[Hryd

2 (θ2, t2)]
)
. We can write down the 1st order TOBC〈

χi,t,{−}
〉

as an example of the full circuit〈
χi,t,{−}

〉
(S3, T )

= tr
[
ρ3UG(t2)†Z3UG(T − t2)†Z1Z2UG(T )

]
−

tr
[
ρ3UG(T )†Z1Z2UG(T − t2)Z3UG(t2)

]
.

(4.111)

After obtaining the TOBCs for S3, we can calculate the loss function L3 and repeat
the steps until we reach our target size. Like the general algorithm, we optimize the total
loss function until convergence to search for the optimal pulse functions. The HEM-based
OLRG is not limited to the product state because the operator map HEMnq does not
alter the state operator. Thus, we do not need an explicit growing operator for the state
operator.

Through HEM, OLRG allows us to leverage large analog and a few digital resources.
Moreover, by adjusting the l in the growing operator, we can trade off the digital-analog
resources. For example, if we grow the system by 1 site at each step, the algorithm is closer
to a VQA, and if we grow the system by 1≪ l sites at each step, the algorithm is closer to a
product formula. Lastly, OLRG also bridges classical algorithms for simulating dynamics in
the first step. Instead of competing with classical algorithms, HEM-based OLRG allows us
to use the results from classical algorithms in n-site system as a starting point and then use
the quantum device to grow into N -site system where n < N . Thus, improvements in the
first-step classical simulation will improve HEM-based OLRG, allowing both communities
to push the limits of quantum dynamics simulation together.

4.5.3 Error and Resource Estimation

Theoretically, the source of error in our framework originates from the estimation and
optimization of the e2e-style loss function, as well as the expressiveness of operator maps.
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This aligns with e2e learning. However, it is important to note that the error bound
presented in Theorem 2 is not a tight bound. In practice, it intends to predict a large
error. Combined with the truncation error arising from estimating the series expansion,
the actual error estimation is often inaccurate in our current algorithm. The primary
purpose of the theorem is to direct us toward defining a systematically improvable loss
function rather than to provide an exact error estimation. A more precise error estimation
requires finding a tighter bound in Theorem 2. We discuss intuitions and potential methods
to improve this in Section 4.9.1.

In the OMM-based OLRG, denote the time complexity of the evaluation of OMM as
WOMMθ and the time complexity of the small-system solver as Q, for L growing steps, the
time complexity of evaluating the loss function is O(L(WOMMθ +2Q)). The time complexity
of evaluating the derivative of the loss function depends on whether OMMθ is shared
between different scales. We denote the time complexity of differentiating the operator
map evaluation as W ′

OMMθ and the adjoint method as Q′. Heuristically, Q′ = 2Q [14].
Thus, if OMMθ is shared, the time complexity of evaluating the derivative of the loss
function is O(L(W ′

OMMθ + 2Q′)) ≈ O(L(W ′
OMMθ + 4Q)). However, if OMMθ is not shared,

then there is no need to differentiate through the exact solver. The time complexity
becomes O(LW ′

OMMθ). In terms of storage complexity, aside from the batch and sampling
size, we denote the storage complexity of evaluating OMMθ as SOMMθ . If OMMθ is shared,
since the pure system ODE is reversible, the best algorithm solving the derivative has a
constant overhead by using reversibility [4, 14]. We denote this constant overhead as CQ.
The total storage complexity is only O(SOMMθ + CQL). However, if OMMθ is not shared,
the storage complexity becomes O(LSOMMθ). Thus, in the OMM-based OLRG, one can
trade storage for time complexity and vice versa by deciding how many OMMθ are shared.
For simplicity, we do not discuss the complexity of estimating the k-th order TOBCs in
the OMM-based OLRG here because it only requires O(k) times matrix multiplication in
the small system. When considering the batch and sampling size, they create a constant
factor over the time and storage complexity. It is worth noting that the overhead created
by batch and sampling size can be easily reduced by parallelization and distributed storage
due to their simplicity. This fits well into the modern processor architecture designed for
single-program-multiple-data SPMD) [61, 266].

In HEM-based OLRG, the classical computation components are relatively cheaper.
Thus, we focus on discussing the cost of quantum operations. Because our algorithm
involves analog circuits, we use the effective pulse duration (i.e., the scaling of the pulse
duration to execute the circuit) as the measure instead of using circuit depth. We assume
that the optimization only creates a constant prefactor in terms of the pulse duration for
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simulating Gl(Hn) as Cθτ(
∥∥∥(∂Hn)Gl

∥∥∥). Cθ is the overhead caused by variational optimized
pulse sequence. τ(

∥∥∥(∂Hn)Gl

∥∥∥) is the overhead caused by product formula, e.g. for 1st-order
trotterization τ(

∥∥∥(∂Hn)Gl

∥∥∥) =
∥∥∥(∂Hn)Gl

∥∥∥. And there are M ≫ 1 checkpoints and total
time T , for evaluating one k-th order TOBC using 1st-order trotterization, the average
effective pulse duration is O(Cθ

∥∥∥(∂Hn)Gl

∥∥∥kT ) and the worst effective pulse duration is
O(2Cθ

∥∥∥(∂Hn)Gl

∥∥∥kT ).
Denote the checkpoints for k-th order TOBC as t1, · · · , tk, and assuming the constant

overhead in product formula for implementing O(
∥∥∥(∂Hn)Gl

∥∥∥) number of w-qubit gates
result in total. The total effective pulse duration is O(Cθτ(

∥∥∥(∂Hn)Gl

∥∥∥)t) for the evolution
exp

{
−itGl(Hdev

n )
}
. Cθ is the overhead due to variational optimized pulse in effective pulse

duration. The prefactor τ(
∥∥∥(∂Hn)Gl

∥∥∥) depends on the product formula, e.g for 1st-order
trotterization τ(

∥∥∥(∂Hn)Gl

∥∥∥) =
∥∥∥(∂Hn)Gl

∥∥∥. Thus the total effective pulse duration for a
single k-th order TOBC with 1st-order trotterization is Cθ

∥∥∥(∂Hn)Gl

∥∥∥(2t1 + 2t2 + · · ·+ tk +
T − tk + T ) = Cθ

∥∥∥(∂Hn)Gl

∥∥∥(2T + 2∑k−1
i=1 ti). The worst case effective pulse duration is

O(2Cθ

∥∥∥(∂Hn)Gl

∥∥∥kT ). Because we are sampling b TOBCs for each loss function, we now
analyze the average effective pulse duration for a single loss function. For M checkpoints,
the average effective pulse duration is Cθ

∥∥∥(∂Hn)Gl

∥∥∥2T +2
∑k−1

i=1 ti

Mk thus summing over all the
k-th order TOBCs, we have

∑
t1,··· ,tk

2T + 2∑k−1
i=1 ti

Mk
=

∑
t2,··· ,tk

2MT + 2(T (1 +M)/2 +M
∑k−1

i=2 ti)
Mk

=
∑

t3,··· ,tk

2M2T + 2(TM(1 +M)/2 + TM(1 +M)/2 +M2∑k−1
i=3 ti)

Mk

= 2MkT + (k − 1)TMk−1(1 +M)
Mk

= (2 + (k − 1)1 +M

M
)T

(4.112)
Taking M ≫ 1, we have the average effective pulse duration as O(Cθ

∥∥∥(∂Hn)Gl

∥∥∥(k+1)T ) =
O(Cθ

∥∥∥(∂Hn)Gl

∥∥∥kT ) when using 1st order trotterization. This removes n from the effective
pulse duration when comparing to pure trotterization. However, this does not mean we
break the optimal bounds such as [241]. Part of the complexity is moved into Cθ which
becomes heuristic.

Due to our Hamiltonian has a large component of the dynamics governed by the device
Hamiltonian, there is no dependencies of the total number of sites N in the effective
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pulse duration. However, this does not mean we break existing gate depth bounds [241].
This complexity is moved into Cθ. Further analysis is required to understand Cθ in our
effective pulse duration after reaching the optimal point. As for the digital resources, our
HEM circuit requires O(

∥∥∥(∂Hn)Gl

∥∥∥T ) digital gates on w qubits at the boundary depicted
in Figure 4.7.

Next, we discuss the complexity of shots. For each k-th order TOBC, there are O(2k)
expectations to evaluate. Thus for batch size b there are O(b2k) expectations to evaluate.
Assuming each expectation requires E shots for L growing steps, the total number of
shots required is O(bLE2k). Last, without loss of generality, we discuss the complexity of
evaluating the gradients using the parameter shift rule or finite difference. For other ways
of evaluating the gradients [267, 268], one can derive in the same fashion. The complexity
of evaluating the gradient of the loss function using finite difference depends on the number
of parameters in device Hamiltonian, such as the Ω and ∆ in our Rydberg Hamiltonian
case. The rest of the parameters in the classical pulse function can be calculated via
classical automatic differentiation. Thus, for P parameters in device Hamiltonian, we
require O(bLEP2k+1) shots in total.

4.6 Transforming Time-dependent Hamiltonians

The representation of a time-dependent Hamiltonian can be written as a sum of different
time dependencies

H(θ, t) =
n∑

i=1
βi(θ, t)Hi (4.113)

where βi(θ, t) is the time-dependent coefficient of a constant HamiltonianHi optionally with
parameters θ. There are many ways to transform this Hamiltonian expression into another
time-dependent Hamiltonian. However, different ways of transformation may result in
different computational costs and may result in loss of information. For example, one
may directly transform the matrix of H(t) given the time t as f θ[H(t)]. However, this
requires evaluation of the entire f θ[H(t)] within the ODE solver, thus can be expensive.
In the context of jax, the compiler cannot identify runtime-created closure. This can also
easily lead to memory leak due to repeated runtime compilation of the same function 1.
A different approach is to map the constant components ahead of time. This approach is
more efficient regarding runtime because fewer matrix operations are required within the

1See also the jax issue: https://github.com/google/jax/issues/16226
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ODE solver loop. Thus we can define f θ[H(t)] as follows

f θ[H(θ, t)] =
n∑

i=1
g[βi(θ, t)]h[Hi] (4.114)

where g : R → R is a function modifies the output of βi(θ, t), and h : A → A is a
function of the constant components. This approach only requires evaluation of the time-
dependent coefficients within the ODE solver. Thus, this is cheaper compared to the
previous approach when simulating classically. For OMM, this map can be written as

OMMθ
n[H(t)] =

n∑
i=1

βi(t)hθ[Hi] (4.115)

where hθ is the compression function that compresses the constant components of the
Hamiltonian. We do not alter βi(t) here because the time-dependent coefficients can be
adjusted by hθ in the classical case.

This also allows direct transform between Hamiltonian expressions from pulse param-
eters to pulse parameters. In our OMM demonstration, because the TFIM Hamiltonian
is constant, we only use a single h[Hi]. In our NEM demonstration, because we always
map the constant Hamiltonian to a Rydberg Hamiltonian, thus the transform is defined as
follows

HEMn[Gl(Hryd
n (θn, tn))] = g1(θn, tn)

∑
i

nini+1 + g2(θn, tn)
∑

i

Xi + g3(θn, tn)
∑

i

ni (4.116)

where we simplified the map from g(βi(θ, t)) to gi(θ, t) and set h to map constant compo-
nents from Gl(Hryd

n (θn, tn)) to the constant components of the Rydberg Hamiltonian. Here
because h is a deterministic function, it contains no parameters.

4.7 Results

To illustrate the convergence of OLRG as a variational principle and the associated classi-
cal and quantum algorithms, we applied our algorithm to the TFIM model as previously
discussed. We investigated various hyperparameters to understand the algorithm’s perfor-
mance better. The implementation is available at the author’s GitHub repository as an
early-stage Python package [187]. Additionally, for other hyperparameters and training
dynamics, we discuss the training dynamics in Section 4.8.1 for different orders of loss
functions. For other hyperparameters without much impact on our reported results, we in-
clude the extra results in tuning batch and sampling sizes in Section 4.8.2 and the training
using different step sizes of checkpoints in Section 4.8.3.
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4.7.1 OMM

For our implementation of OMM, we initialize the system size at n = 4 and aim for a target
system size of N = 10, setting the field parameter at critical point h = 1.0. The initial state
is ρ0 = |0000⟩. The results of observable predictions are taken at the epoch with minimum
moving average loss of window size 10. OMM is implemented by a neural network as
discussed in Section 4.5.1, referred to as neural OMM in the following. The loss function is
optimized via the gradient obtained from the adjoint method via jax.experimental.ode.
The simulation utilizes only a single GPU. Our results are obtained from various different
GPUs, including P100, V100, and A100.
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Figure 4.8: Comparison of OMM optimized at different loss function orders. (a) two-point
correlation function ⟨Sz

1S
z
2⟩; (b) The relative error of the two-point correlation function

⟨Sz
1S

z
2⟩.

We first evaluate the performance of loss functions at different TOBC orders. Theoret-
ically, increasing the order should enhance the precision of the loss function in estimating
discrepancies, thus resulting in better performance. To test this, we measure the relative
error of the time-evolved two-point correlation function ⟨S1

zS
2
z ⟩t against the exact result. In

our study, the depth of neural OMM is 8. We train the neural OMM with 6000 epochs at
each time point, starting from randomly initialized parameters. As depicted in Figure 4.8,
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we observed that at short-time intervals, the order of the loss function does not significantly
impact the results. However, at longer times, the 0-order and 1-order loss functions failed
to produce the correct results in the OMM-based OLRG.
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Figure 4.9: Comparison of different depths of the neural network in OMM optimized with
2nd order loss function. (a) The two-point correlation function ⟨Sz

1S
z
2⟩; (b) The relative

error of the two-point correlation function ⟨Sz
1S

z
2⟩.

In neural OMM, the depth of the neural network corresponds to the expressiveness of
the operator map. As depicted in Figure 4.9, we find that the depth of the neural network
influences the relative error as well as the speed of convergence as shown in Figure 4.10.
Deeper networks tend to converge faster and with a lower relative error. This is likely
because deeper networks are more expressive and have better local minimums, thus allowing
the algorithm to converge to a better solution faster.
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Figure 4.10: The loss function of different depths of neural OMM with 2nd order loss
function at T = 2.0 with a moving average of window size 5.

4.7.2 HEM

For our implementation of HEM, we initialize the system size at n = 2 and aim for a
target system size of N = 6, setting the field parameter at critical point h = 1.0. The
initial state is chosen as ρ0 = |0 · · · 0⟩. The results of observable predictions are taken at
the epoch with the minimum moving average loss with window size 10. We use a 2-level
Rydberg Hamiltonian as the target device Hamiltonian. The pulse function is represented
by a small feedforward neural network that takes the clock t as input and returns the
corresponding pulse value at time t. The simulation of the HEM algorithm is conducted on
a single CPU. The loss function is also optimized via the gradient obtained from the adjoint
method via jax.experimental.ode. In practice, the gradient could also utilize quantum
gradient [68, 126, 267–269], finite difference, or other optimization algorithms suitable for
the real device.
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Figure 4.11: Comparison of HEM optimized at different loss function orders. (a) The
two-point correlation function ⟨Sz

1S
z
2⟩; (b) The relative error of the two-point correlation

function ⟨Sz
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z
2⟩.

We also evaluate the performance of HEM at different orders of the loss function. As
depicted in Figure 4.11, similar to the classical algorithm, we observe that at short-time
intervals, the order of the loss function does not significantly impact the results. At longer
times, the 0-order loss functions drifts more from the exact result. However, the 3-order
loss also drifts in t = 1.9, 2.0. We suspect this is due to insufficient optimization, because
higher orders requires optimizing more discrepancies.
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Figure 4.12: Comparison of the HEM optimized at different widths of neural networks
with depth 4. (a) The two-point correlation function ⟨Sz
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z
2⟩; (b) The relative error of the

two-point correlation function ⟨Sz
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For HEM, the expressiveness of representing a quantum dynamical process is mainly
provided by the device Hamiltonian. Thus, the hyperparameters of the neural network
affect the optimization rather than the expressiveness. We conduct a comparative analysis
of the neural network’s width and depth. As illustrated in Figure 4.12, we find that the
width of the neural network (set at a depth of 4) does not significantly influence the
algorithm’s performance. In contrast, the depth of the neural network (set at a width of
4) shows a notable impact. As depicted in Figure 4.13, a deeper neural network leads to
diminished performance, likely due to a vanishing gradient that does not provide a better
landscape. Conversely, shallower networks are more successful in identifying an appropriate
pulse function. All the results of HEM start drifting after T = 1.1. We hypothesize that
this is due to the 2-level Rydberg Hamiltonian not being universal.
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Figure 4.13: Comparison of HEM optimized at different depths of neural networks with
width 4. (a) The two-point correlation function ⟨Sz
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4.7.3 Transfer Learning between Time Points
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Figure 4.14: Transfer learning to different time points. Compared by a different order
of loss function. The y-axis is the ratio between the relative error of initialization from
previous time point ϵprevious and random initialization ϵrand. Above the line y = 100 means
random initialization is better; below the line means initialization from the previous time
point is better. (a) neural OMM; (b) HEM targeting Rydberg Hamiltonian;

We investigate the transfer learning between time points with uniformly training each time
point for a fixed number of epochs. For neural OMM, we allocated 1000 epochs at each time
point, while for HEM, we allocate 500 epochs. As depicted in Figure 4.14, this approach
reduces the number of epochs needed compared to initialization from random parameters,
yet it still delivers similar performance levels. Additionally, initializing from the parameters
of the previous time point results in the lower order loss function achieving a better relative
error than when starting from random parameters. This improved performance can be
attributed to the smooth nature of this specific time evolution, which allows high-order
correlations to propagate through the parameter initialization. In contrast, when OMM
represents a pure isometry, it is possible to express an explicit state as a MPS. Therefore,
initializing from the parameters of the previous time point can be viewed as utilizing an
implicit quantum state as input.
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4.8 Additional Results

4.8.1 Training History

The training history at different orders of OMM and HEM are shown in Figure 4.15 and
Figure 4.16. The left column is OMM, and the right is HEM. Each row is ordered by time.
In a short time, there isn’t a significant difference between each order. However, with time
increase, the higher order loss function approaches higher precision faster and can reach
significantly higher precision over a long time than the lower order loss function.

10 9
10 7
10 5
10 3
10 1

(t=0.1)

10 9
10 7
10 5
10 3
10 1

10 5
10 4
10 3
10 2
10 1

(t=1.0)

10 4
10 3
10 2
10 1

10 510 410 310 210 1
(t=1.5)

10 1

100

0
10

00
20

00
30

00
40

00
50

00
60

00

10 510 410 310 210 1
(t=2.0)

0
10

00
20

00
30

00
40

00
50

00
10 3
10 2
10 1
100

re
la

tiv
e 

er
ro

r

epoch

order 0 order 1 order 2 order 3

Figure 4.15: Training history of relative error. Left is the training history of the classical
algorithm, and right is the training history of the quantum algorithm.
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Figure 4.16: Training history of the loss function. Left is the training history of the classical
algorithm, and right is the training history of the quantum algorithm.

We also show the history of the loss function when we reuse the previous time point’s
parameters in Figure 4.17. The left column is the OMM, and the right is the HEM. Each
row is ordered by time. The loss function is larger at higher order, we suspect the higher
order TOBC is harder to optimize because the search space is larger than the lower order
thus resulting in a worse absolute value of the loss function but a better relative error.
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Figure 4.17: Training history of the training by reusing previous time point’s parameters.
(a) The history of loss function for OMM. (b) The history of loss function for HEM.

This also reflects our theoretical bound in Theorem 2 is not a tight bound. As pointed
out in Section 4.9.1, the loss function contains many zero TOBCs, thus they do not actually
contribute to the loss function. Gradient-based optimization towards a truth value of zero is
often hard due to vanishing gradients. On the other hand, these TOBCs do not contribute
to the final error. Thus we expect the loss function can be improved by removing the zero
TOBCs.

4.8.2 Batch and Sampling Size

We also compared the batch size and sampling size. The batch size controls the sampling
variance of the neural OMM, which parameterizes an ensemble of small systems. Increasing
batch size will reduce the variance of gradient estimation. We did not observe a significant
difference in tuning batch size. The results are shown in Figure 4.18.
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Figure 4.18: Comparison of different batch sizes at order 2, with depth 8 for OMM. (a)
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2⟩; (b) the relative error.

This is actually reasonable because the batch does not contribute to the expressiveness.
When the average error of the ensemble start decreasing in zero, the variance caused by
small batch size should not be significant in the optimization as the gradient will approach
zero.

The sampling size controls how many observables are sampled to estimate the loss
function at each evaluation. Increasing the sampling size should decrease the variance in
the gradient. We did not observe a significant difference in tuning sampling size. The
results are shown in Figure 4.19 and Figure 4.20.
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Based on the exact results in Figure 4.5 and Figure 4.22, we believe the actual non-zero
TOBCs at each order for TFIM could only be polynomial. Thus, increasing the number
of samples will not actually “hit” the non-zero TOBCs by a large factor. As a result, this
does not increase the performance of gradient-based optimization. We also hypothesize
that the variance of the loss function is useful for SGD exploring better minimum, which
compensates for the performance drop caused by sampling. On the other hand, the toy
problem we ran our simulation with might be too simple to demonstrate the difference.
As one may expect, all the TOBCs to be non-zero in a more complex problem. We also
observe a flat trend in the relative error of Figure 4.19 and Figure 4.9, indicating the error
can stay around 10−3 for longer times.
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For the HEM-based OLRG algorithm, following the discussion from Section 4.7, we
observe a consistent bump between t = 1.2 to t = 1.8 with similar values across different
hyperparameters from Figures 4.11 to 4.13 and 4.20. This indicates that the optimization
has converged at these time points. The relative error is consistent across different hy-
perparameters, indicating that the optimal point within the space of the 2-level Rydberg
Hamiltonian with a global pulse sequence has been reached. Thus we suspect this perfor-
mance drop is due to the non-universal nature of the 2-level analog Rydberg Hamiltonian.
We see the rise of the relative error decrease at t = 1.9, 2.0 with a relatively smooth change
in the absolute value. Thus we suspect this is only due to coincidence, where the Rydberg
Hamiltonian dynamics are close to the two-point correlation dynamics of the TFIM at
these time points.

4.8.3 Step Size

As for the step size δ in the sampling, we tune the number of checkpoints M in an ODE
solver, which controls the step size as δ = T/M . While smaller step sizes generally increase
the precision of the loss function, we did not observe a significant difference in the tuning
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step sizes. The results are shown in Figure 4.21. As discussed in Section 4.2, this is likely
because the TOBC in 1D TFIM has many zeros and is quite smooth. Thus, the loss
function is not sensitive to the step size.
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Figure 4.21: Comparison of different step sizes δ at order 2, with depth 8.

This result is consistent with our analysis in Section 4.2 about TOBCs. Because the
actual dynamics across the entire time of evolution are smooth. The step size of checkpoints
in a small-system solver does not need to be very small. This heuristic analysis eliminates
the concerns about fine step sizes in the ODE solver when simulating practical systems.
However, we expect the step size to be smaller when simulating fast oscillating dynamics,
when the TOBCs are not smooth.

4.9 Discussion

In this work, we have introduced an algorithmic framework named OLRG, an alternative
variational principle that generalizes Wilson’s NRG and White’s DMRG. The algorithm’s
e2e-style loss function directly bounds the real-time dynamics of target observables. The
OLRG framework allows us to introduce different categories of ansatzes for an operator map
between a real and a virtual system. We designed operator maps for real-time dynamics
simulation on conventional computers and quantum devices. This includes the OMM and
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the HEM. OMM opens up new possibilities to provide more expressiveness than the linear
operator map in NRG and DMRG. This could lead to opportunities to explore challenging
real-time dynamics problems, e.g. in higher dimension lattices, by exploring different forms
of the growing operator Gk (Section 4.9.4). As a side product of this work, we also see
OLRG as a potentially complementary variational principle to address high-order and long-
time correlations for MPS TDVP in Section 4.9.5. In addition, our HEM-based OLRG
provides a digital-analog quantum algorithm that integrates the product formula, VQA,
and classical simulators for simulating quantum dynamics. Finally, we discussed tuning
different hyperparameters and training schedules to improve the algorithm’s performance
in calculating two-point correlations for TFIM undergoing real-time dynamics.

Advancement to the OLRG framework can be made by enhancing the operator map
and loss function. For the loss function, one could derive a more specific loss function
for the target problem and further explore the relationship between superblock formalism
from DMRG and series expansion (Section 4.9.1). Because Theorem 1 is general for any
properties. Another future direction is finding the loss function directly for other proper-
ties such as ground state properties, phase transition points, entanglement entropy, etc.
(Section 4.9.3). This will align the framework further with e2e learning for calculating
other properties. Such loss functions likely exist due to the success of NRG and DMRG in
evaluating various properties especially in solving ground-state problems.

For the operator map, as a further step one can consider the implementation of OMM
including tensor network ensembles and deep neural network architectures. The target
device Hamiltonian of HEM could be expanded to universal neutral atom arrays, ion traps,
and superconducting circuits with different control capabilities. We discuss various ansatz
designs under the OLRG framework in Section 4.9.2. In this paper, we only investigated
the simplest OMM implemented by a feedforward neural network and a HEM targeting
the non-universal 2-level Rydberg Hamiltonian. More powerful operator maps remain to
be explored in future research. For real quantum devices, skipping the step of compiling
the Hamiltonian terms into gates and directly using the pulse sequence may result in a
non-trivial pulse sequence that is more efficient than 1 or 2-qubit gates. This is because, for
real devices, certain global unitaries are easier to implement with shorter pulse sequences
than decomposing into gates [270]. Thus, one may expect the effective pulse duration
to be shorter than performing small-qubit gate compilation. The HEM-based OLRG can
thus be also viewed as a quantum-assisted quantum compilation algorithm [271]. A future
direction is to benchmark the effective pulse duration in this case. Another interesting
direction is exploring the generalization capability of the operator map for a larger system
size trained at a small system size. By utilizing previous theoretical work about finite
size error [149], one may derive the e2e-style loss function for infinite-size systems. Then,
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one could attempt to train the operator map to predict properties directly for infinite-size
systems.

4.9.1 Improving Loss Function

The theoretical bounds we present for real-time evolution in Theorem 2 is a general es-
timation for arbitrary geometrically local Hamiltonian. Thus, it is rather a loose bound
considering more specific system properties. We believe that a tighter bound can be es-
tablished for specific system properties. This may result in a better loss function and
a more efficient algorithm. Furthermore, the global loss function and modeling by e2e
provide advantages in that every learning step optimizes the target problem but also has
limitations [272]. The usage of e2e heavily relies on optimization and thus may result in
a slow convergence and ill-conditioned optimization. Our framework also allows theoreti-
cal improvements through a better theoretical understanding of the problem, such as the
analytical or heuristic understanding of the TOBCs. This will incorporate the theoretical
knowledge into the loss function and thus may potentially improve the algorithm’s effi-
ciency. For example, as shown in Figure 4.5 and Figure 4.22, some TOBCs can be almost
perfectly zero, and the nonzero TOBCs are also very sparse in 1D TFIM dynamics, where
many points are relatively small thus result in a small contribution to the loss function.
This suggests that by looking into specific Hamiltonian and TOBCs, we may be able to
design a better loss function that can be more efficient in practice.
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Figure 4.22: 3rd-order TOBC for 5-site 1D TFIM at T = 5.0 for the two-point correlation
function ⟨Z1Z2⟩T =5.0 with |00000⟩ as initial state and h = 1.0. We fix t3 = 2.5 and plot
the TOBC for t1, t2 ∈ [0, 5.0].

On the other hand, there is a different possible style of constructing the loss function
by reusing existing scales. Using the same superblock construction as DMRG, one can see
such loss function as the following concept. If we can prepare good representations of the
systems at size n1, n2, then concatenating them into a system at size n1 + n2 should be a
good representation of the system at size n1 + n2. This is a very natural assumption, and
it is also the core idea of superblocks. From a series expansion perspective, assuming we
have the series expansion of a property p as

p(Sn1 ⊗ Sn2) =
∞∑

i=0
αi⟨Ai⟩⟨Bi⟩ (4.117)

Here, we can use the infinite DMRG style loss function as an example. If we are promised
to have a good representation of Sn1 , copying it then the concatenating system Sn1 ⊗ Sn1

should be a good representation of 2n1 system. This is exactly the description of infinite
DMRG [150] in the traditional fashion. If we assume the property we are calculating is
the same observable. The series expansion becomes a sum of square expressions:
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p(Sn1 ⊗ Sn1) =
∞∑

i=0
αi⟨Ai⟩2 (4.118)

If the loss function is then set as the error of observables on this superblock, we can
see we are optimizing the error of some high-order terms in the Dyson series.

L =
∥∥∥p(Sn1 ⊗ Sn1)− p(S ′

n1 ⊗ S
′
n1)
∥∥∥

=
∥∥∥∥∥

∞∑
i=0

αi⟨Ai⟩2 −
∞∑

i=0
αi⟨A′

i⟩2
∥∥∥∥∥ (4.119)

However, it remains uncertain whether this loss function is upper-bounded in a manner
that would rigorously ensure the scaling consistency condition. Utilizing superblocks in
practice will improve the efficiency of evaluating the loss function, as now one does not
need to solve time-evolved operators but can directly evaluate the discrepancies between
expectation values in superblocks instead. This is similar to using the superblock in DMRG
to evaluate the system’s energy.

4.9.2 Improving Operator Maps

Like all other variational algorithms, the expressiveness of the operator map is crucial to
the algorithm’s performance. In our current implementation, we only use some vanilla
operator maps without much careful design.

For OMM, the power of optimizing operator maps, such as deep neural networks or
tensor network ensembles, is yet to be explored. Furthermore, one can use different operator
maps for larger system sizes for different scales and only share at closer scales. This
naturally creates a hierarchical structure of the operator map, similar to how depth of
neural networks are used in deep learning [273]. As we now utilize an operator map for
operator mapping rather than a state, the expressiveness of such an operator mapping
remains to be determined. More specifically, although our neural OMM has the potential
of expressiveness representing MPS with exponential large bonds. Because they are no
longer ansatzes for states, it is unclear what the limit of such operator maps is.

For HEM, we only use a simple and small neural network to parameterize the pulse,
which does not consider more realistic pulse shapes. Thus, the result pulse shape does not
necessarily execute on real hardware due to violation of hardware constraints. On the other
hand, our HEM targets a non-universal Hamiltonian, thus resulting in worse performance
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over a longer time despite increasing the order. It is important to explore more realistic
pulse shapes, universal Hamiltonians, and more detailed device capabilities to develop a
better understanding of the algorithm.

4.9.3 Finding the Loss Function for Other Properties

We have demonstrated the existence of a loss function that effectively bounds the real-time
dynamics of local observables. However, this methodology might not be entirely end-to-
end (e2e) when dealing with target properties that are complex functions not directly
derived from local observables, such as phase transition points or entanglement entropy.
Additionally, our Theorem 2 does not extend to imaginary-time evolution or ground-state
simulations. Because the series expansion we derived does not hold in these cases. Despite
these limitations, our framework is not intrinsically confined to real-time dynamics alone,
as suggested by Theorem 1. The proven effectiveness of NRG and DMRG inspires the
possibility that suitable loss functions for imaginary time and ground state challenges may
also exist. To further follow the e2e principle in solving real-world quantum many-body
simulation problems, we seek if there is a loss function that guarantees scaling consistency
for other properties such as entanglement entropy, phase transition points, etc.

4.9.4 Higher Dimension Lattice and Other Geometry

While our numerical results are confined to a 1D lattice in Section 4.7, it’s important
to note that, like NRG and DMRG, the variational principle, OLRG framework is not
inherently limited to this geometry. Indeed, the OLRG framework can be applied to
any geometric configuration. However, in geometries other than 1D, the implementation
of the growing operator presents a range of alternative strategies that have yet to be
fully explored. Moreover, by incorporating the growing scheme into the loss function,
our operator map no longer necessitates an exponential increase in storage, provided that
f θ

nq
is not a dense isometric map. Consequently, techniques developed for navigating 1D

ansatzes, such as MPS [274] and autoregressive neural networks [217], could be adapted
and prove beneficial in 2D and other configurations within this framework.

4.9.5 Relation with MPS TDVP

When f θ
nq

is a linear map, the OLRG framework is equivalent to a tensor network. For
example, if f θ

nq
is not shared by each OLRG step, and denoting f θ

nq
for q-th OLRG step,
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the set {f θ
nq
} represents the tensors in an MPS as shown in the left column of Figure 4.2.

On the other hand, the MPS TDVP algorithm projects an MPS |ψ(t)⟩ at time t to the
MPS |ψ(t+ δ)⟩ at time t+ δ by solving the Schrödinger equation in the subspace of MPS.
Assuming the bond dimension does not change from |ψ(t)⟩ to |ψ(t+ δ)⟩, the MPS TDVP
should find the optimal MPS representation for |ψ(t+ δ)⟩. By optimal |ψ(t+ δ)⟩ we mean
this state has the minimum error for arbitrary observables at t+δ. Thus, this is equivalent
to optimizing support of observables at t + δ using OLRG starting from the initial point
|ψ(t)⟩, which is the transfer learning algorithm we introduced in Section 4.7.3.

From this perspective, plugging the small duration δ into Theorem 4, we can see that the
loss function of the MPS TDVP algorithm directs the optimization towards the t+ δ time
observables instead of the final time T observables. Thus, only the error of χi,t={δ},σ(Sn, t+
δ) are optimized in the MPS TDVP algorithm for an arbitrary observable O(t), thus
missing longer time correlations in the optimization target. This is consistent with the
recent analysis of the MPS TDVP algorithm in the ancillary Krylov subspace TDVP [275].

With this observation, we can see that the OLRG framework can be a complementary
approach to the MPS TDVP algorithm. A potential improvement to the MPS TDVP
algorithm is to add the loss function of the OLRG framework as a regularization term for
long-time TOBCs, and thus help the MPS TDVP algorithm to include long-time correla-
tions in the optimization target and increase the efficiency of the MPS TDVP algorithm
for longer time by increasing the step size δ. However, the gradient-based optimization in
OLRG also has its limitations, as it may not be able to adjust bond dimension variation-
ally, thus for pure MPS, it can only be used as a regularization term instead of the main
optimization target.

4.9.6 Implementation

Both classical and quantum algorithms were optimized using the ADAM optimizer [276]
and implemented via the recent automatic differentiation frameworks and GPU computing
jax [10] and flax [277] frameworks. Due to the absence of sufficient sparse matrix support
when the author implements the software in jax, a brute-force solver was employed to
compute the observables. This limitation restricted the quantum algorithm’s simulation
to no more than 6 sites due to memory limitation. The classical algorithms use single
NVIDIA GPUs, while the quantum algorithms are executed on 1 CPU cores. From an
implementation perspective, the OLRG framework opens the door to adapting good small-
system solvers to larger systems. Thus, like DMRG, all the technologies developed for
small-system solvers can be transferred into large system calculations. We believe that
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by integrating with better small-system solvers, the practical performance of the OLRG
framework can be further improved. We thank the support of the open-source community
in the development of the following software, they contributed directly in producing our
results: jax [10], flax [277], optax [278], tqdm, wandb, matplotlib [279], Yao [201],
Makie [280].

4.9.7 Optimization

Differentiable programming is a powerful technique for optimizing and training arbitrary
operator maps. One should not expect gradient-based optimization always to work well.
Besides the advantages we have demonstrated in this paper, the disadvantages of differen-
tiable programming include longer convergence time and higher evaluation cost compared
to iterative optimization, such as utilizing eigensolvers. Future directions in improving
gradient-based optimization include co-designing optimization and operator maps by in-
corporating symmetries and guidance from real data in medium-size systems [281, 282].
Because a large component in the time complexity can be parallelized, potential technical
improvements may be seen in utilizing distributed gradient descent [283].
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Chapter 5

Conclusion

In this thesis, starting from the motivation of integrating physicists from different sub-
fields in our community, designing high-performance multi-purpose software frameworks
for quantum many-body systems, and understanding the existing methods from a pro-
grammatic perspective, we have introduced the concept of programmatic representation
and its application in quantum many-body physics. We introduced three tree-based rep-
resentations for quantum circuits, general quantum operators, and pulse sequences. All
these representations have been tested and iterated in many real-world simulations and
experiments, including but not limited to previous experiments mentioned in the white pa-
per [104]. Thus we see the success of using the programmatic representation to accelerate
scientific discoveries. We further show that more sophisticated representations can be built
by combining the semantics of these representations with the concept of static single assign-
ment (SSA) form. This representation as an intermediate representation (IR) allows more
complicated analysis of the representation, such as constant propagation and dead code
elimination [284]. While the use of SSA IR for high-level circuit-based quantum programs
could be an overkill, we discussed the potential of using SSA IR for low-level compilation
on quantum devices due to the needs of asynchronous and real-time execution. Thus,
we see the opportunities in designing a more sophisticated IR for quantum many-body
physics that covers a broader range of problems and potentially leads to better simulation
algorithms and performance using both conventional and quantum computers. By incorpo-
rating multiple levels of IR, we expect the communities of theoretical, computational, and
experimental physicists will once again be united by compilation techniques [64, 109, 285],
allowing the community to push the boundary of quantum many-body physics further.

We further introduced the transformations on top of these representations. Starting
from the techniques pushing exact simulations to hardware limits, we introduced the trans-
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formation from an expression into the subspace matrix-vector multiplication routine and
special matrices, which execute the simulation. Moreover, we introduced the techniques for
implementing these routines and special matrices in the context of exact simulation. On
top of these building blocks, we introduced the transformation for automatic differentiation
and the use of SSA IR for implementing automatic differentiation. We also benchmarked
the performance of the exact simulation and the automatic differentiation and showed that
the exact simulation is already approaching the limit of the classical computer. Thus, our
software implementation of these exact simulations achieved state-of-the-art performance
compared to other available software with only thousands of lines of code [201]. These
performance improvements also lead to the study of using the Rydberg atom array for
combinatoric optimization problems [118].

Moreover, we showed that by utilizing the reversibility of the quantum circuits, only
constant memory is required for performing automatic differentiation in classical emulation.
The memory complexity improvement leads to the example of differentiating a 10,000-layer
parameterized quantum circuit, which no previous software can achieve. Thus, the reverse
mode AD by reversibility opened the possibility of exploring large variational quantum algo-
rithms with automatic differentiation. We further discuss the future directions of studying
the transformations on these representations and the potential of using these transforma-
tions to automatically specialize the simulation on problems with specific properties, which
we hope can be achieved in the next-generation software framework Liang.

Based on our previous progress and understanding in programmatic representations,
exact simulation, and automatic differentiation, we revisit the well-known Wilson’s NRG
and White’s DMRG algorithms [26, 27]. By reviewing these two numerical renormalization
group formulations proposed a few decades ago. We have shown that the concept of pro-
grammatic representation is not only a concept for software engineering but also a concept
for designing new theories and methods in our recent work OLRG [286]. We introduced an
alternative variational principle for quantum many-body systems allowing arbitrary oper-
ator maps as ansatzes in lieu of state ansatzes. A theory guiding the design of end-to-end
loss functions is also proposed. We further proved that a loss function exists with rig-
orous error bound for real-time evolution. We proposed the neural operator matrix map
(OMM) for simulation on conventional computers and the Hamiltonian Expression Map
(HEM) for simulation on quantum computers. By building on top of classical algorithms,
the HEM-based OLRG as a quantum algorithm integrates the conventional computational
algorithms and the quantum algorithms. Furthermore, As a generalization of Wilson’s
NRG and White’s DMRG, our framework is also compatible with tensor networks, thus
can potentially improve existing tensor network algorithms.

We see our framework aligns well with conventional deep-learning algorithms. The
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model processes operators, generates operators as output, and then takes the output op-
erators as input for the next iteration. This hierarchical procedure naturally creates the
concept of depth in the model. Our setup also aligns well with the idea of the mini-batch
from deep learning, as the model is trained on a dataset of operators. The utilization of
batch allows our framework to be highly efficient in utilizing the parallelism of modern
hardware such as GPUs and TPUs. Furthermore, the concept of end-to-end learning also
allows us to eliminate the unnecessary bias caused by intermediate targets, which aligns
well with the concept of end-to-end learning.

An early-stage software framework has been implemented for exploring this direc-
tion [187]. Using this software framework, we demonstrate the convergence of our the-
oretical loss function by solving the two-point correlation function dynamics of TFIM. For
the OMM, we explored the effect of different hyperparameters on the relative error of our
prediction. We show that the neural network’s depth helps improve the relative error and
optimization while other hyperparameters remain less important. We also show that the
OMM can be used to simulate the dynamics of the two-point correlation function of a 1D
10-site TFIM with a relative error of 10−3 at t = 2.0. This result is not yet the state of the
art. However, we discussed the relationship between OLRG and TDVP. The theoretical
analysis indicates that TDVP will lack long-time correlations, and thus, the optimization
will throw information necessary for calculating long-time results at each time step. We
thus see the potential of OLRG to be state of the art in high-dimensional long-time dynam-
ics. Concurrently, we also demonstrated the HEM-based OLRG, which allows compilation
of an input problem Hamiltonian into target quantum device pulse sequence. We show
the HEM-based OLRG can achieve 10−3 relative error before t = 1.0 in simulating the
two-point correlation function dynamics for a 1D 6-site TFIM Hamiltonian. Our results
show promising precision before t = 1.0 compared to the state of the art [262], while af-
ter t = 1.0, we see a bump in relative error between t = 1.2 to t = 1.7 consistently on
all the hyperparameters we explored. We suspect future research targeting a universal
Hamiltonian should be able to solve this problem.

The OLRG framework has also led to many interesting open problems in both theory,
numerics and experiments. We discussed them in detail at the end of introducing this work.
For example, the loss function, in principle, does not have to be the error of observables but
can be the error of the final target directly, e.g., the phase transition point, entanglement
entropy. The loss function for these properties remains an open problem in theory. Due to
the success of DMRG and time-dependent DMRG, we believe such a loss function should
exist. In the context of numerics, there are many interesting generative models that can
be directly borrowed from the deep learning community. Compared to VMC, which uses
discrete configurations as input, the operator matrices as input and output align well with
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images in computer vision. This field has seen significant progress due to deep learning.
Unlike using neural networks in VMC, there is no need to engineer complex numbers in
OMM. The color channels in images have a natural connection with complex numbers.

Furthermore, the operator matrices are naturally continuous numbers built on top
of primitive operators such as Pauli operators. Such matrices as input allow the use of
generative models such as flow models [227] and diffusion models [229], which has been
hard to incorporate into the VMC framework. Such possibilities open the imagination of
designing more expressive models that may lead to better performance. In the context
of experiments, the OLRG framework can be used in the context of quantum computing.
Especially on Rydberg atom arrays, our HEM-based algorithm can utilize the unique multi-
qubit gates and analog Hamiltonian dynamics in Rydberg atom arrays. By using device
native operations, the HEM-based OLRG leads to the potential of using Rydberg atom
arrays to simulate quantum dynamics by directly programming the control parameters
using a few high-quality gates.

Following these applications of programmatic representation, we see that thinking from
the programmatic perspective allows physicists to open up the imagination beyond sim-
ple representations such as matrices and tensors. A good example is the HEM-based
OLRG. The representation of an operator does not have to be a matrix but can be any
programmatic representation. Thus, our operator map can also be a map from the input
Hamiltonian expression to the expression of a pulse sequence. A similar idea might be
applied to other problems in quantum many-body physics. Furthermore, in the age of
language models, programmatic representations provide a perfect “language” describing
the domain physicists are interested in. One may see future applications of training large
language models on programmatic representations rather than natural languages, which is
almost always ambiguous due to the lack of formal semantics.

To conclude this thesis, in the age of programming, programmatic representation, as
a fundamental concept for creating computational processes, will be an essential way to
design new software, theories, and methods in quantum many-body physics.
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Glossary

differentiable programming A programming paradigm that allows the automatic dif-
ferentiation of programs 18–20, 71, 79, 129

end-to-end A machine learning paradigm that learns a system from input to output 98,
163, 167, 168

faithful gradient A gradient that can be evalulated on quantum computer 84

syntax sugar A syntactic feature that makes the code easier to read or write 45
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