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Abstract

In this thesis, we analyze a space-time hybridizable discontinuous Galerkin (HDG)
method for the time-dependent advection-dominated advection-diffusion problem. It is
well-known that solutions to these problems may admit sharp boundary and interior layers
and that many numerical methods are prone to non-physical oscillations when resolving
these solutions. This challenge has prompted the design of many new numerical methods
and stabilization mechanisms. Among others, HDG methods prove to be capable of resolv-
ing the sharp layers in a robust manner. The design principles of HDG methods consist
of discontinuous Galerkin (DG) methods and their strong stability properties, as well as
hybridization to reduce the computational cost of the numerical method.

The analysis in this work focuses on a space-time formulation of the time-dependent
advection-diffusion problem and an HDG discretization in both space and time. This
provides a straightforward approach to discretize the problem on a time-dependent domain,
with arbitrary higher-order spatial and temporal accuracy. We present an a priori error
analysis that provides Péclet-robust error estimates that are also valid on moving meshes.
A key intermediate step towards our error estimates is a Péclet-robust inf-sup stability
condition.

The second contribution of this thesis is an a posteriori error analysis of the space-time
HDG method for the time-dependent advection-dominated advection-diffusion problem on
fixed domains. This is motivated by the efficiency of combining a posteriori error estimators
with adaptive mesh refinement (AMR) to locally refine or coarsen a mesh in the presence
of sharp layers. When the solution admits sharp layers, AMR may still lead to optimal
rates of convergence in terms of the number of degrees-of-freedom, unlike uniform mesh
refinement.

In this thesis, we present an a posteriori error estimator for the space-time HDG method
with respect to a locally computable norm. We prove its reliability and local efficiency.
The proof of reliability is based on a combination of a Péclet-robust coercivity type result
and a saturation assumption. In addition, efficiency, which is local both in space and time,
is shown using bubble function techniques. The error estimator in this thesis is fully local,
hence it is an estimator for local space and time adaptivity in the AMR procedure.

Finally, numerical simulations are presented to demonstrate and verify the theory. Both
uniform and adaptive refinement strategies are performed on problems which admit bound-
ary and interior layers.
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Chapter 1

Introduction

This thesis presents an a priori and an a posteriori error analysis of a space-time hybridiz-
able discontinuous Galerkin (HDG) method for the time-dependent advection-diffusion
problem. The a priori error analysis considers the problem on a time-dependent polygonal
(d = 2) or polyhedral (d = 3) domain Ω(t) ⊂ Rd, that evolves continuously in the time
interval t ∈ [0, T ]. The problem is given by

∂tu+∇ · (β̄u)− ε∇2
u = f in Ω(t), 0 < t ≤ T, (1.1)

in which ∇ = (∂x1 , ∂x2 , . . . , ∂xd
) denotes the spatial gradient, β̄ is a given divergence-free

advective field, ε > 0 is a constant diffusion coefficient, and f is a forcing term. The
a posteriori error analysis considers eq. (1.1) on a fixed spatial domain Ω(t) ≡ Ω. We
also introduce the (d + 1)-dimensional polyhedral space-time domain as E := {(t, x) :
x ∈ Ω(t), 0 < t < T} ⊂ Rd+1. In section 2.1, we will recast eq. (1.1) to its space-time
formulation.

We will assume that β̄ ∈ [W 1,∞(E)]d, ∥β̄∥L∞(E) ≤ 1 and, following [12], that ∥β̄∥W 1,∞(E) ≤
c ∥β̄∥L∞(E) ≤ c. We further assume that the size of Ω is order 1, following [31, 95], and hence

ε−1 is the Péclet number of eq. (1.1). The focus in this thesis is the advection-dominated
regime (ε≪ 1).

1



1.1 Stabilization of the advection-dominated advection-

diffusion problem

The time-dependent advection-dominated advection-diffusion equation eq. (1.1) arises in
various application areas [92]. Examples include, but are not limited to, the linearized
Navier–Stokes equations of fluid dynamics with large Reynolds number [60, 80], the simu-
lation of oil extraction from underground reservoirs [49], convective heat transport problems
with large Péclet numbers [65], and multiphase flows [58].

When advection dominates in the advection-diffusion equation, its solution is well-
known to potentially admit sharp boundary and interior layers [43, 57]. Accurately cap-
turing these solutions proves to be nontrivial, and it is well understood that when applied
to such problems, standard finite element methods are prone to global nonphysical oscil-
lations. In response to this difficulty, various stabilization strategies have been proposed
over the recent decades [11, 68, 73, 91, 92]. A prominent example is the streamline up-
wind Petrov–Galerkin method (SUPG) [21, 24, 39, 72] which achieves robust solutions by
introducing artificial diffusion in the streamline direction of the advective field. However,
spurious oscillations in the narrow boundary/interior layer region have been observed in
SUPG solutions [2]. To smear out these oscillations, nonlinear artificial crosswind diffusion
terms are added and this is the design principle of the spurious oscillations at layers di-
minishing method (SOLD) [70, 69, 71]. An alternative approach is the continuous interior
penalty method (CIP) which enhances stability by penalizing the jump of the streamline
derivative on interior faces of the mesh [22, 26, 27, 42]. The stabilization term of CIP
methods is symmetric, unlike SUPG methods. Another member of symmetric stabiliza-
tion techniques is the local projection stabilization method (LPS). It was introduced under
the framework of projection-based stabilizations and is capable of attaining SUPG-type
stability [77, 78, 79]. Finally, we remark that nonlinear artificial crosswind diffusion terms
have also been combined with CIP and LPS methods, see [17, 25].

The numerical methods discussed above can be considered as stabilized variants of con-
tinuous finite element methods (CG) which use piecewise polynomial approximations that
are continuous across interior facets of the mesh. An alternative is to use a discontinu-
ous Galerkin (DG) finite element method which uses a discontinuous piecewise polynomial
approximation.

With the DG method the PDE is discretized locally on each element and adjacent local
discrete systems are coupled through a numerical flux defined on the element boundary.
See the left panel of fig. 1.1 for an illustration. Under the framework of numerical fluxes,
many existing DG methods can be unified and categorized by the specific choice of the

2



K Knb K Knb

Figure 1.1: Red dots depict dofs. Left: DG dofs on the element K directly interact with
dofs on a neighboring element Knb. Right: HDG dofs on the element K only interact with
dofs on facets.

numerical flux [10]. Suitably devised numerical fluxes render DG methods locally conserva-
tive, which is an important feature when local conservation of certain physical quantities is
desired. Furthermore, the localized nature of DG methods opens up opportunities to highly
parallelizable implementations, general meshes (meshes with hanging nodes, elements with
nonstandard shapes, etc.), and hp-adaptivity (h-adaptivity: refining and coarsening local
elements; p-adaptivity: the polynomial degree may vary between elements).

It is because of the aforementioned reasons that we consider a class of DG methods
in this thesis. In the context of the advection-dominated advection-diffusion problem, DG
methods have been extensively studied in [12, 37, 38, 46, 87]. Comparison studies of dif-
ferent stabilization techniques, including DG methods, on advection-dominated advection-
diffusion problems can be found in [11, 20]. We also mention that published monographs
on DG methods include [30, 41, 74, 86, 90].

1.2 Space-time hybridizable discontinuous Galerkin

methods

DG methods are known to be expensive; on the same mesh, and when using polynomi-
als of the same degree, DG methods have a larger number of degrees-of-freedom (dofs)
compared to, for example, CG methods. Hybridizable DG (HDG) methods have been
designed specifically to reduce the number of globally coupled degrees-of-freedom by using
hybridization [36, 35]. This is achieved by introducing new dofs on the facets and designing
the numerical flux such that element dofs communicate only with facet dofs, see the right
panel of fig. 1.1 for an illustration. As such, element dofs are local dofs and can be cheaply
eliminated through static condensation. This results in a reduced system of equations for
only the globally coupled facet dofs. For higher-order approximations this reduced system

3



(a) CG (b) DG (c) HDG (d) HDG after static
condensation

Figure 1.2: Using CG, DG, HDG, we solve a Poisson problem on a unit square mesh with
34 elements. We use polynomials of order 6 and plot the sparsity pattern. We observe that
DG leads to a larger linear system (952) than CG (661). HDG further adds and additional
(413) facet dofs. However, after static condensation, the facet dofs form the global system
to be solved, which is smaller than CG’s system (due to using high-order finite elements).
Implementations for this example are done in the finite element library NGSolve [94].

of equations may be smaller than that of a CG discretization on the same mesh. See
fig. 1.2 for the sparsity patterns of CG, DG, HDG before static condensation, and HDG
after static condensation when applied to a Poisson problem.

Space-time discontinuous Galerkin methods: To discretize the time-dependent advection-
diffusion equation, this thesis considers a space-time HDG method. In the space-time
framework, a time-dependent PDE on a d-dimensional spatial domain is first converted to
a ‘stationary’ PDE on a (d+ 1)-dimensional space-time domain. This space-time problem
is then discretized simultaneously in space and time by a finite element method on the
(d + 1)-dimensional space-time mesh. At the expense of increased memory requirement,
space-time methods excel at the automatic treatment of time-dependent domains, are ar-
bitrarily higher-order accurate in both space and time, are straightforward to parallelize,
and easily allows for local space and time adaptivity.

The space-time HDG method traces back to using DG time-stepping in space-time
discretizations [66, 67]. On fixed domains, for example, DG time-stepping combined with
SUPG was analyzed for the advection-diffusion equation in [64], while space-time DG,
in which DG is applied both in space and time, was analyzed for a nonlinear advection-
diffusion problem in [51]. The space-time DG method for the (linear) advection-diffusion
problem on a time-dependent domain was analyzed in [98] by considering the space-time
discretization on a space-time mesh consisting of anisotropic (in space and time) elements.
This enabled them to obtain error estimates in terms of the spatial mesh size and the

4



time-step. Their work was an extension of the analysis of DG methods for the stationary
advection-diffusion problem on anisotropic spatial meshes [53] to space-time.

The extension of HDG to space-time, in which HDG is used to discretize a PDE in both
space and time, was presented in [88, 89]. Application and analysis of HDG methods for
the stationary advection-dominated advection-diffusion equation can be found in [34, 44,
85, 106]. The first a priori error analysis of a space-time HDG method for the advection-
diffusion problem on time-dependent domains appeared in [76], which extended the space-
time anisotropic framework used in [98] to HDG. However, despite the space-time HDG
method in [76] performing well in practice for ε ≪ 1, the well-posedness result proven in
[76] does not hold in the advection dominated regime.

The a priori error analysis of this thesis. In this thesis we revisit the analysis in
[76], however, with focus on the advection-dominated regime. We start by identifying the
standard coercivity argument as the main source of the error estimate being nonrobust
with respect to the Péclet number. Specifically, coercivity is a special stability bound
derived by choosing the test function as exactly the trial function in the weak formulation.
This typically leads to a bound in terms of an energy-type norm that involves the H1-
seminorm scaled by ε1/2 and the L2-norm. The coercivity bound typically has a constant
factor that requires a positive reaction coefficient when the advective field is divergence-
free (see, for example, [106, Lemma 4.2], [86, Lemma 4.59]). This means that a simple
advection-diffusion problem with a constant advective field, which is necessarily divergence-
free, would lose coercivity in the energy-type norm.

In [76, Lemma 4.3], a similar coercivity argument was able to circumvent the need
of a strictly positive reaction term while retaining a bound for the energy-type norm.
However, the resulting coercivity constant depends on ε, entailing a weakened stability
when ε ≪ 1. Moreover, this ε-dependence of the stability constant eventually manifests
in the error analysis, resulting in a nonrobust a priori error estimate with respect to the
Péclet number.

The pivotal development in deriving a stronger stability bound of finite element methods
for advection-diffusion-reaction equations appeared in [12] which is inspired by an analysis
on the PDE itself from decades earlier [40]. The latter provides a well-posedness analysis of
the PDE in its pure hyperbolic limit (ε = 0) by imposing the following regularity conditions
on the advective field β̄: (1) β̄ ∈ W 1,∞(Ω); (2) β̄ has no stationary point in the domain,
i.e., |β̄(x)| ̸= 0 for any x ∈ Ω; (3) β̄ has no closed curves. The last condition means that
any subcharacteristic ξx(τ), defined as the solution of the ordinary differential equation
dξ
dτ

= β̄(ξ(τ)) with ξ(0) = x ∈ Ω, leaves the domain Ω in a finite time. See also [92, Part
III Chapter 1] for related discussions.
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One theoretical implication of the aforementioned set of assumptions on β̄ is the exis-
tence of a smooth function ψ such that β̄ · ∇ψ(x) ≥ b0 for some constant b0 > 0, which
depends on the inverse of the diameter of the domain Ω. This function ψ turns out to be
the key theoretical devise which [12] employs to obtain a stronger stability estimate for
the DG method therein. In particular, they define a weighting function φ := exp(−ψ)+χ,
with χ a free to choose positive constant. Then, instead of choosing the test function
as the trial function itself, they use the product of the trial function and the weighting
function φ as the new test function. This results in a coercivity-type bound with respect
to an energy-type norm and simultaneously, a stability constant independent of the dif-
fusion parameter ε. By projecting this weighted test function to the DG finite element
space and by taking into account the corresponding projection estimate, they are able to
prove a discrete inf-sup stability in the advection-dominated regime. A Péclet-robust a
priori error analysis follows in a standard fashion. Additionally, they demonstrate that
the inf-sup condition can be further enhanced to bound a norm that also provides control
of the streamline derivative. The same idea is used to analyze an HDG method for the
stationary advection-diffusion problem in the advection-dominated regime in [52].

Inspired by the weighted test function approach, we will construct a weighted test func-
tion to show stability of the space-time HDG method. However, we make the important
observation that in the space-time formulation of the time-dependent advection-diffusion
problem, the space-time advective field combines the time derivative and the spatial ad-
vective field, ∂tu+∇ · (β̄u) = ∇ · (βu) with β := (1, β̄) and ∇ := (∂t,∇), and hence has a
constant component in the time direction (see section 2.1 for the detailed setup). With the
assumption that β̄ ∈ W 1,∞(Ω), this constant component ensures that (1) β ∈ W 1,∞(E);
(2) β has no stationary point in the space-time domain E ; and (3) β has no closed curves.
The last statement is because any subcharacteristic leaves the space-time domain E in a
finite time bounded by T . Therefore, differing from [12, 52], we are guaranteed for free a
smooth function ψ such that β · ∇ψ(x) ≥ b0 for some constant b0 > 0, which depends on
the inverse of the diameter of the space-time domain E .

A further development shows that we are able to simplify the analysis by explic-
itly constructing the smooth function as ψ = t/T and the weighting function as φ =
eT exp(−t/T ) + χ (see eq. (4.3)), i.e., the weighted test function depending only on the
time variable and b0 depending only on 1/T (the inverse of the diameter of the space-time
domain in the time direction). Based on this choice of the weighted test function, we
prove an inf-sup stability with its constant independent of the diffusion parameter ε (see
eq. (4.2a)) in place of the coercivity result [76, Lemma 4.3]. The proof is similar to its coun-
terparts in [12, 52] where a projection estimate of the weighted test function (see lemma 4.4)
is combined with a coercivity-type Péclet robust stability bound (see lemma 4.1).
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Based on this new Péclet-robust inf-sup stability, we prove the second Péclet-robust
inf-sup stability in an enhanced norm which provides control on the time derivative. This
result finds its counterpart in [76, Theorem 4.4]. However, the choice of our test function
proves more convoluted (see eq. (4.42)). Finally, analogous to [12], we further enhance the
second inf-sup stability to a norm that also provides control on the streamline derivative.
This results in the main Péclet-robust inf-sup stability of our a priori error analysis, see
theorem 4.1. The Péclet-robust a priori error estimate can be shown based on the inf-sup
stability in a standard fashion. To the best of the author’s knowledge, this is the first
a priori error analysis of an HDG method for the time-dependent advection-dominated
advection-diffusion problem on moving domains.

1.3 Adaptivity and a posteriori error analysis

A segue: why adaptivity? When solving advection-dominated advection-diffusion prob-
lems with uniform mesh refinement, which is the assumed refinement strategy in the a priori
error analysis, and when sharp boundary and/or interior layers are present in the solution,
the local approximation error in the narrow boundary/interior layer region tends to domi-
nate the global error. This imbalance of error distribution can manifest itself in a dramatic
fashion where only a small portion of the elements contribute to, for example, more than
99% of the error.

The objective of adaptivity is therefore to allocate more elements/dofs to areas of
the domain where the local numerical approximation has the largest errors. This alter-
native mesh refinement strategy is known as adaptive mesh refinement (AMR). In the
case of advection-dominated advection-diffusion problems, resolving sharp layers with suf-
ficiently small approximation errors requires mesh elements at a similar scale as the bound-
ary/interior layer width. Meanwhile, outside this narrow layer region, a similar level of
local approximation error can be achieved with much coarser elements. A successfully ex-
ecuted AMR procedure, therefore, balances the local errors throughout the mesh and has
the potential to yield an “optimal mesh” associated with a specific global error tolerance.
Figure 1.3 shows a test case of eq. (1.1) on the space-time domain [0, 1]3 with the exact
solution being

u(t, x, y) = (1− exp(−t))
( exp((x−1)/ε)−1

exp(−1/ε)−1
+ x− 1

) ( exp((y−1)/ε)−1
exp(−1/ε)−1

+ y − 1
)
.

The solution exhibits boundary layers of width O(ε) near the boundary of the domain
where x = 1 or y = 1. Two solutions are shown in fig. 1.3 implemented with uniform mesh

7



refinement and AMR respectively. We observe that with less dofs, the solution on the
adaptively refined mesh successfully resolves the boundary layer whereas its counterpart
on the uniformly refined mesh does not.

We remark that, under the same principle, special layer-adapted meshes have been
devised for layer problems [92]. This, however, requires the location of the layer to be
known a priori which is typically not possible especially for time-dependent problems.
AMR, on the other hand, does not require a priori information of the solution and hence
is generally a more suitable approach. The lack of a priori information of the solution also
rules out a priori error estimates as a viable guide for the AMR procedure. A standard form
of an a priori error estimate is ∥u− uh∥21,Ω ≤

∑
K∈Ω ch

2
K |u|22,K , which contains unknown

local quantity |u|2,K of the exact solution. Thus it does not provide a computable local error
estimate and it is usually used to show the asymptotic convergence rate under uniform mesh
refinement. This motivates the a posteriori error estimation, which purports to provide
local error estimates that can be computed at a low cost using known and computable
quantities only, such as the finite element solution uh, the problem data, the boundary
conditions, and the geometric data of the mesh. With an a posteriori error estimator, the
standard AMR procedure is enabled and proceeds as follows:

SOLVE ESTIMATE STOP? MARK REFINE/COARSEN

Inside this loop, in the SOLVE step we obtain the finite element solution uh on the current
mesh Th, and in the ESTIMATE step we compute the local error estimate on each element.
This estimate is denoted by ηK. The summation of ηK over all K ∈ Th gives an estimate for
the global error ∥u− uh∥Th . In the STOP step we check whether the global error estimate
is smaller than a prescribed error tolerance. This serves as the stopping criterion of the
procedure. If the error tolerance has not been reached, we proceed with the MARK step in
which we mark all elements with ηK bigger than a prescribed threshold. Common marking
strategies include: (1) a certain percentage of the elements with the biggest local error
estimates are marked; (2) elements with error estimates bigger than a certain percentage of
the biggest local estimate are marked; and (3) elements whose local error estimates together
constitute a certain percentage of the global error estimate are marked. Similarly, a portion
of elements with relatively smaller error estimates are marked for coarsening. Finally the
REFINE/COARSEN step applies a prescribed refinement strategy to the elements marked
for refinement and coarsens the elements marked for coarsening. We then proceed again to
the SOLVE step, now on this new mesh. In this thesis, we only consider regular refinement
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Refinement Number of elements Number of facet dofs L2-error
Spatial
H1-error

Uniform 1,404,928 17,009,664 4.1e-3 1.6e-1
Adaptive 1,173,990 16,801,500 7.9e-4 9.7e-2

Figure 1.3: This is a boundary layer example implemented using the space-time HDG
method in this thesis. Uniform refinement (upper row) and adaptive refinement (lower
row) are employed and their spatial solutions at the final time are plotted. With slightly
less dofs, adaptive refinement resolves the boundary layer whereas the uniform refinement
still has not. Furthermore, numbers of elements and dofs on the global space-time mesh
as well as global L2- and H1-errors are tabulated. The degree to which the boundary layer
has been resolved is reflected in the errors.
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whereby a hexahedral element is divided into eight smaller hexahedral elements by joining
the midpoints of edges.

For the AMR loop to properly function, we expect two crucial properties of the a pos-
teriori error estimator ηK. Firstly, the stopping criterion requires the global error estimate
to bound the exact global error as follows

∥u− uh∥Ω ≤ c∗ (
∑
K∈T

η2K)
1/2
. (1.2)

With eq. (1.2), if (
∑

K∈T η
2
K)

1/2
< τ , the prescribed error tolerance, we can conclude that

∥u− uh∥Ω < τ , up to a multiplicative constant c∗. The constant c∗ should be independent
of the mesh-size parameters and ideally be O(1) at all levels of refinement. This is known
as the reliability property of an a posteriori error estimator. Secondly, for a well-informed
selection of elements during the MARK step, we want the local error estimate to be a lower
bound for the exact local error

ηK ≤ c∗ ∥u− uh∥K , ∀K ∈ Th. (1.3)

With eq. (1.3), if ηK surpasses the marking threshold, we deduce that ∥u− uh∥K is also
greater than the marking threshold, up to a multiplicative constant c∗. Similarly, the
constant c∗ should be independent of the mesh-size parameters and ideally be O(1) at
all levels of refinement. This property of the error estimator is known as local efficiency.

Furthermore, the ratio between the estimated error, (
∑

K∈Th η
2
K)

1/2
, and the exact error,

∥u− uh∥Ω measures the quality of the error estimator and should ideally be O(1) at all
levels of refinement. This ratio is called the efficiency index. Combining reliability and
(local) efficiency leads to a bound for the efficiency index, [1/c∗, c∗].

For solutions of the advection-dominated advection-diffusion equation, a reliable and
locally efficient error estimator might still prove insufficient in driving the AMR procedure.
This usually manifests when the efficiency index is dependent on the problem parameter,
which, in this case, is the Péclet number ε−1. Particularly, when the Péclet number grows,
the sharpness of the reliability and local efficiency bounds eqs. (1.2) and (1.3) deteriorates.
In other words, as the layers become sharper, which corresponds to a larger Péclet number
and which signals a greater demand for AMR, the quality of the error estimator worsens.
Therefore, it is of great interest to aim for the independence of the reliability and local effi-
ciency constants with respect to the problem parameter that behaves singularly, a property
aptly termed robustness of the error estimator.

The a posteriori error analysis of this thesis. We present an a posteriori error analysis
for a space-time HDG method for the time-dependent advection-diffusion problem on fixed
domains.
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For the stationary advection-diffusion problem, in the advection-dominated limit, a
posteriori error analysis has been done for various finite element methods. Examples
include a posteriori error analysis for conforming finite element methods [81, 93, 100, 103],
DG methods [47, 48, 56, 95, 109], and HDG methods [6, 33, 96]. The focus of these studies
has been the robustness of the error estimator with respect to the Péclet number.

Nonrobustness of the error estimator for the standard energy norm was first observed
in [100]. The analysis therein was based on the standard coercivity (which is used to show
reliability) and boundedness (which is used to show local efficiency) with respect to the
standard energy norm of the weak formulation of the PDE (see [100, Section 4]). It showed
that the upper and lower bound constants (as in eqs. (1.2) and (1.3) respectively) differ by
a factor ε−1/2 particularly when narrow layer regions have not been sufficiently resolved.
This behaviour may be attributed to the lack of measurement of the streamline derivative
in the standard energy norm. Furthermore, a space-time version of the error estimator in
[100] is derived and analyzed in [7] for the time-dependent advection-diffusion problem,
inheriting the nonrobustness.

To attain robustness, one possible approach is to augment the energy norm to measure
the streamline derivative. Then, based on the enhanced norm, one may derive an inf-sup
condition in place of the coercivity and a new boundedness result. Ideally, these two results
lead to upper and lower bound constants that are independent of ε. This idea forms the
basis of the newly introduced dual norm in [103] which measures the error in the streamline
derivative. A Péclet robust continuous inf-sup condition was proved with respect to the
augmented energy norm by the dual norm. Meanwhile, a boundedness result with respect
to the augmented norm is shown with no dependence on the Péclet number. Combining
the corresponding upper and lower bounds results in robustness (see [103, Lemma 3.1
and Theorem 4.1]). This approach was also used in the a posteriori error analysis of DG
methods for the stationary advection-diffusion problem (see [48, 95]). An alternative dual
norm, argued to be more suitable for advection-dominated problems, was presented in [93].
Their residual-based estimator was shown to be almost robust in one spatial dimension.

Based on [103], the dual norm technique is extended to analyzing an a posteriori error
estimator for the time-dependent advection-diffusion problem in [102], which is shown to be
robust. Computing the space-time error estimator therein is not trivial and requires solving
an auxiliary stationary reaction-diffusion problem. Similarly, the error estimator in [95] for
the DG method, which is also robust with respect to an energy norm augmented by a dual
norm, is extended to the time-dependent problem in [31, 32]. The latter extension follows
the elliptic reconstruction technique [55, 82, 83], which provides a general framework to
extend error estimators for the stationary problem to the time-dependent problem.
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However, the dual norm approach is not without its downside. Particularly, the na-
ture of it being dual with respect to a global (energy) norm renders its local evaluation
or estimation impossible. Therefore, the efficiency bound (as in eq. (1.3)) for the error
estimator can only be global. An a posteriori error analysis, not involving dual norms,
was presented in [33] and was later extended to the Oseen problem in [6]. The reliability
analysis is based on a Péclet-robust coercivity-type result. This result, as an alternative
of the Péclet robust continuous inf-sup condition proved for the dual norm, was inspired
by the a priori error analysis in [12]. As we discussed previously in this chapter on the
a priori error analysis, the analysis in [12] is based on the weighted test function and the
assumptions that β̄ lives inW 1,∞(Ω) and has no closed curves nor stationary points. Using
the weighted test function, a coercivity-type bound is derived (see [12, Lemma 4.4]) and
it is closely related to the bound used to show reliability in [33, 6] (see, respectively, [33,
Lemma 4.1], [6, Lemma 3.6]). Robustness of the a posteriori error estimator was shown in
[33] for the stationary advection-diffusion problem. Furthermore, without any dual norm,
the norm in [33] is locally-computable and a local efficiency result is provided.

This has naturally led us to exploit the Péclet-robust a priori error analysis in this thesis
in order to obtain an a posteriori error estimator for the space-time HDG discretization
of the time-dependent advection-diffusion problem. Analogous to [33], the basis for the
a posteriori error analysis in this thesis is the intermediate Péclet-robust coercivity result
(see lemma 4.1) we proved for the a priori error analysis. This results in a reliability bound
for the L2- and spatial H1-norms of the error, but not for the error of the time derivative.
For the latter, we use a saturation assumption, inspired by [23].

Let Th be a given mesh and let Th be a mesh obtained by applying a level of refinement
on Th. Let uh be the finite element solution on mesh Th and uh the finite element solution
on mesh Th. A saturation assumption supposes that uh has a strictly smaller error than
uh. In other words, we have

∥u− uh∥Ω ≤ ρ ∥u− uh∥Ω for ρ < 1.

By a triangle inequality, we then have

∥u− uh∥Ω ≤ 1

1− ρ
∥uh − uh∥Ω .

The saturation assumption provides an approach to estimate ∥u− uh∥Ω by estimating
∥uh − uh∥Ω instead. For the latter, one can typically rely on a combination of discrete
inf-sup stability and Galerkin orthogonality. This was done in [23] for an a posteriori error
analysis of the advection-reaction equation. Certain restrictions had to be placed on the
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subgrid refinement to construct theoretically viable Th in [23] which prevents the analysis
to be applicable in three-dimensions. In this thesis, since desired error estimation is for the
error in the time derivative, we rely on a subgrid constructed by halving the time-step of
every space-time element. A time derivative error estimate is then obtained by combining
a Galerkin orthogonality and a discrete inf-sup stability. The latter comes from the inf-sup
condition we proved for the a priori error analysis with respect to a norm that involves
a term that measures the time derivative. See eq. (4.2b) and theorem 5.3. Finally, we
remark that the saturation assumption may fail in general. See [1, Section 5.2] and [18].

Due to that the saturation assumption of our interest does not hold for constant poly-
nomial approximation in time, we will use linear polynomial approximation in time in
the space-time HDG discretization. The resulting a posteriori error analysis is thus for
a second order accurate in time and arbitrary order accurate in space space-time HDG
discretization of the time-dependent advection-diffusion problem. We remark that despite
a nonrobust a posteriori error bound, as shown in theorems 5.1 and 5.2, the norm we use
is locally computable and also measures the error in the time derivative. Furthermore, the
error estimator in this work is fully local hence it is an estimator for local space and time
adaptivity in the AMR procedure.

1.4 Implementations in this thesis

Numerical experiments in this thesis are implemented in the finite element library deal.II
[8, 9] with distributed memory parallelization [16]. In contrast with shared memory paral-
lelization, the mesh is decomposed by the p4est library [29] and each processor only stores a
subset of elements with a distributed data structure. The communication between machines
is then handled by an implementation of Message Passing Interface (MPI). This allows our
implementation to run test cases with up to 1000 processors and 50 million dofs (after
static condensation). The linear system arising from the space-time HDG discretization is
solved all-at-once using the Multifrontal Massively Parallel Solver (MUMPS) [3, 4]. We
remark that on uniformly refined meshes, the solution process can alternatively be carried
out using a slab-by-slab approach. By partitioning the global time interval into subinter-
vals, the initial space-time domain is divided into space-time slabs. Each space-time slab
is then tessellated and the PDE is discretized and solved on the space-time slab mesh from
one time subinterval to the next using the solution on the current space-time slab as an
initial condition for the next. See fig. 1.4 for an illustration. Besides MUMPS, we also
used preconditioned GMRES in PETSc [14, 13, 15] to solve the linear system arised from
the slab-by-slab approach. The GMRES is preconditioned by classical algebraic multigrid
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slab 1
t0

t1 slab 2
t1

t2 slab 3
t2

t3

Figure 1.4: The slab-by-slab approach: The discretization on the global space-time mesh
is solved one slab at a time, exemplified by the three slabs above. The solution of slab 1 is
used as initial condition for the problem on slab 2, etc. When solving on a time-dependent
domain, the slab moves forward in time according to the domain deformation mapping.

from BoomerAMG [59] with an absolute solver tolerance of 10−12. Finally, we remark
that the memory requirement is always lower for the slab-by-slab approach compared to
the all-at-once approach. However, the all-at-once approach allows for a straightforward
implementation of space-time adaptivity and so we adopt the all-at-once approach for the
AMR procedure in this thesis.
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1.5 Thesis outline

The subsequent chapters of this thesis are organized as follows:

Chapter 2: The time-dependent advection-diffusion problem on a moving domain is re-
cast into its space-time formulation on the (d + 1)-dimensional space-time domain. This
formulation automatically accounts for the domain deformation. To tessellate the space-
time domain, we introduce geometric objects such as space-time slabs, elements, facets
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(d-dimensional faces) and edges ((d − 1)-dimensional faces) and describe regularity con-
ditions thereof. Finite element spaces are then defined on the space-time mesh and a
space-time HDG method is introduced.

Chapter 3: Before we lay out the a priori and a posteriori error analyses of the space-
time HDG method, we present in this chapter the useful theoretical tools such that scaling
arguments, inverse and trace inequalities, local projection estimates, approximation esti-
mates of an averaging operator (also known as the Oswald approximation operator), and a
subgrid projection estimate. All these bounds, inequalities, and estimates are formulated
and proved with space-time anisotropy.

Chapter 4: As the first contribution of this thesis, this chapter presents a Péclet-robust
a priori error analysis of the space-time HDG method when applied to the advection-
dominated advection-diffusion problem on moving domains. Based on a weighted test
function technique, a novel inf-sup condition is proved as the key result to attain Péclet-
robustness. This inf-sup stability is then extended to a norm that also measures the error
of the streamline derivative. The error analysis and numerical examples conclude this
chapter.

Chapter 5: The second contribution of this thesis is an a posteriori error analysis of
the space-time HDG method when applied to the advection-dominated advection-diffusion
problem on fixed domains. We present the a posteriori error estimator and prove its relia-
bility and local efficiency. A novel saturation assumption along with a subgrid projection
estimation are employed to estimate the error in the time derivative. Finally, we illustrate
the theory with numerical examples that involve boundary and interior layers.

Chapter 6: The thesis concludes with discussions on potential future work based on the
research in chapters 3 to 5.
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Chapter 2

Space-time HDG for
advection-diffusion problems

In this chapter, we introduce the space-time formulation of the time-dependent advection-
diffusion equation and a space-time HDG method. The analysis of the latter will be
the focus of this thesis. In section 2.1, the time-dependent advection-diffusion equation
eq. (1.1) is reformulated into eq. (2.1), which is more convenient for the analysis. In
section 2.2, the space-time HDG method is subsequently introduced in detail with two
parts: in section 2.2.1 we describe geometries of space-time slabs, elements and facets
as well as regularity conditions imposed on these geometric objects; in section 2.2.2, we
present the finite element spaces, norms, conditions on the problem data, and finally, the
space-time HDG discretization eq. (2.9).

2.1 The advection-diffusion problem

The space-time formulation of the advection-diffusion equation consists in recasting eq. (1.1)
as a problem in (d+1)-dimensional space-time. For this, we define the (d+1)-dimensional
polyhedral space-time domain as E := {(t, x) : x ∈ Ω(t), 0 < t < T} ⊂ Rd+1. Its boundary,
∂E , consists of three disjoint parts

Ω(0) := {(t, x) ∈ ∂E : t = 0},
Ω(T ) := {(t, x) ∈ ∂E : t = T},
QE := {(t, x) ∈ ∂E : 0 < t < T}.
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The outward space-time normal vector to ∂E is denoted by n := (nt, n̄), where nt and n̄
are temporal and spatial components of the space-time normal vector, respectively. In-
troducing the space-time advective field β := (1, β̄) and the space-time gradient operator
∇ := (∂t,∇), the space-time formulation of eq. (1.1) is given by

∇ · (βu)− ε∇2
u = f in E . (2.1a)

We consider a nonoverlapping partition of the domain boundary, ∂E = ∂ED ∪ ∂EN , and
impose the boundary conditions

−ζ−uβ · n+ ε∇u · n̄ = g on ∂EN , (2.1b)

u = 0 on ∂ED. (2.1c)

The Dirichlet ∂ED and Neumann ∂EN boundaries are defined by:

∂ED := {(t, x) : x ∈ ΓD(t), 0 < t ≤ T} ,
∂EN := {(t, x) : x ∈ ΓN(t) ∪ Ω(0) ∪ Ω(T ), 0 < t ≤ T} ,

where we also prescribe a nonoverlapping partition of the boundary of Ω(t), i.e., ∂Ω(t) =
ΓD(t) ∪ ΓN(t). Furthermore, ζ− is an indicator function for the inflow (where β · n < 0)
part of the boundary of E . Therefore, the boundary condition on ∂EN also imposes the
initial condition u(x, 0) = g(x) on Ω(0). Finally, we assume that the forcing term f lies in
L2(E) and that the Neumann boundary data g lies in L2(∂EN).

2.2 The space-time HDG method

2.2.1 Description of space-time slabs, elements, facets and edges

An initial partition of the space-time domain E consists of dividing the time interval [0, T ]
into time levels 0 = t0 < t1 < · · · < tN = T and defining the nth time interval as
In = (tn, tn+1). The space-time domain is divided into space-time slabs En := E∩(In × Rd),
which are then divided into space-time elements, En = ∪jKn

j . To construct the space-time
element Kn

j , we divide the domain Ω(tn) into nonoverlapping spatial elements Kn
j so that

Ω(tn) = ∪jK
n
j . Let Υ be the transformation describing the deformation of the domain.

The spatial elements Kn+1
j at tn+1 are obtained by mapping the nodes of the elements Kn

j

into their new position via the transformation Υ. Each space-time element Kn
j is obtained

by connecting the elements Kn
j and Kn+1

j via linear interpolation in time following [99].
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When domain is fixed, we remark that Υ becomes the identity mapping. We denote the
set of all space-time elements tessellating the space-time domain by Th.

The boundary of a space-time elementK with t ∈ (t∗, t
∗) is partitioned as ∂K = QK∪RK

whereRK := K∗∪K∗, QK∩RK = ∅, and whereK∗ denotes the facet of K at time t = t∗ and
K∗ denotes the facet of K at time t∗. On ∂K, the outward unit space-time normal vector is
denoted by nK = (nK

t , n̄
K), where nK

t and n̄K are the temporal and spatial components of
the space-time normal vector, respectively. For ease of notation, we omit the superscript
K from now on. Note that n̄ is the zero vector on an R-facet, i.e., that n̄ = 0 on K∗ and
K∗, and that n̄ ̸= 0 on a Q-facet. The a posteriori error analysis in this thesis also requires
the (d− 1)-dimensional edges of K∗ and K∗. We denote such an edge by EK.

We will allow at most 1-irregularly refined space-time elements in the space-time mesh
Th. The facets in the mesh can be divided into three cases: (1) boundary facets; (2)
interior facets shared by two elements at the same refinement level; (3) interior facets
shared between more than two elements. We denote the set of all facets by Fh. Within
this set, the sets of all interior facets, boundary facets, Q-facets (facets on which n̄ ̸= 0),
and R-facets (facets on which n̄ = 0) are denoted by F i

h, F b
h, FQ,h, and FR,h, respectively.

The union of all facets in Fh is denoted by Γ. Furthermore, we denote by ∂Th the set of
element boundaries, by Qh the set that consists of parts of an element boundary on which
n̄ ̸= 0, by Rh the set that consists of parts of an element boundary on which n̄ = 0, and
by ∂T i

h the set of element boundaries excluding the part of the element boundary that lies
on ∂E .

We denote by ωK the union of elements K′ such that ∂K ∩ ∂K′ ̸= ∅, and denote by σK
the union of elements that share at least one vertex with K. Consider now a facet F . Any
elements containing facets F ′ such that F ∩ F ′ is itself a facet belong to the set ωF . See
fig. 2.1 for a depiction of ωK, σK, and ωF .

To define the finite element spaces, we require the mapping ΦK between a fixed reference
element K̂ = (−1, 1)d+1 and space-time element K ∈ Th. Following [53] and [98], this

mapping ΦK(K̂) = K is decomposed into two parts. First, GK(K̂) = K̃ denotes the affine
mapping defined by GK(x̂) = AKx̂ + b, where AK = diag (δtK/2, hK/2, . . . , hK/2) and

b ∈ Rd+1 a constant translation vector such that the brick K̃ := (0, δtK) × (0, hK)
d, see

fig. 2.2. In the following, hK is used to denote the spatial size of the element K and δtK
the time-step. We then define ΦK := ϕK ◦ GK, where ϕK is a diffeomorphism such that
ϕK(K̃) = K (see fig. 2.2). Note that GK sets the size of the element K while ϕK sets its
shape. Following [53] and [98], we assume that ϕK is close to the identity, i.e., we will
assume that ϕK satisfies:

c−1 ≤ |det JϕK| ≤ c, ∥(JϕK)ij∥L∞(K̃)
≤ c 0 ≤ i, j ≤ d, ∀K ∈ Th, (2.2)
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K K
K

(a) ωK and σK

F F F

(b) ωF

Figure 2.1: Depiction of sets ωK, σK, and ωF on conforming and 1-irregularly refined
meshes. Figure (a): elements in the set ωK are the grey colored elements excluding the
hatched elements; elements in the set σK are colored grey and include the hatched elements.
Figure (b): elements in the set ωF are colored grey.

x1
t

x2

(−1,−1,−1)

(1, 1, 1)

K̂ K̃

hK

hK

δtK

K
GK ϕK

Figure 2.2: Construction of the space-time element K through an affine mapping GK :
K̂ → K̃ and a diffeomorphism ϕK : K̃ → K [98]. Note that the front and back faces of K
have constant t-coordinate and hence are parallel to each other.
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where c is a generic constant independent of hK , δtK, ε, and T , where JϕK ∈ R(n+1)×(n+1)

is the Jacobian of the diffeomorphism ϕK, and where the index 0 denotes the coordinate
of the time direction. Since t only depends on t̃,(

JϕK

)
0k

= 0, 1 ≤ k ≤ d, ∀K ∈ Th. (2.3a)

We remark that when domain is fixed, xk is independent of t̃ for 1 ≤ k ≤ d, thus, we have(
JϕK

)
k0

= 0, 1 ≤ k ≤ d, ∀K ∈ Th. (2.3b)

For the inverse of JϕK , let det JϕK\mn denote the (m,n) minor of JϕK . We will assume that:

c−1 ≤ |det J−1
ϕK

| ≤ c, ∥det JϕK\mn∥L∞(K̃)
≤ c, ∀K ∈ Th. (2.4)

Let F j
Q be a Q-face where x̃j is fixed in its affine domain. The parametrization of F j

Q,

obtained from the restriction of ϕK to the boundary of K̃ where x̃j is fixed, is denoted by
ϕFQ . Then, (see [84, Theorem 21.3 and Definition on page 189] and appendix A),∫

F j
Q

f(x) ds =

∫
F̃ j
Q

f
(
ϕFQ(x̃)

) (
det
(
(J j

ϕK
)
⊺
J j
ϕK

))1/2
ds̃, (2.5)

where J j
ϕK

∈ R(n+1)×n is obtained by removing the jth column vector from JϕK . We will
assume that

c−1 ≤
(
det ((J i

ϕK
)
⊺
J i
ϕK
)
)1/2 ≤ c, 0 ≤ i ≤ d. (2.6)

To account for local time-stepping, consider a space-time element K in space-time slab
En. Then we introduce, in addition to the local time-step δtK set by ΦK, the slab time-step
∆tK := tn+1 − tn, i.e., the length of In. Note that δtK ≤ ∆tK with δtK < ∆tK when using
local time-stepping. We will assume that ∆tK/δtK ≤ c for all K ∈ Th. An illustration of a
(d+ 1)-dimensional space-time mesh in slab En, with d = 2, is shown in fig. 2.3.

2.2.2 Finite element spaces and the discretization

Let ∂αx v, with α a multi-index, be the weak derivative of v and let Hs(U) := {v ∈ L2(U) :
∂αx v ∈ L2(U) for |α| ≤ s}, where s is a nonnegative integer and U ⊂ Rr is an open domain
with x := (x1, . . . , xr) denoting the coordinates of Rr. The norm of Hs(U) is defined by
∥v∥2Hs(U) :=

∑
|α|≤s ∥∂αx v∥

2
U , where ∥·∥U is the usual L2-norm on U .

We also require anisotropic Sobolev spaces. Following [98] we only consider anisotropy
between spatial and temporal variables with no anisotropy between the spatial variables.
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(a) A spatial mesh Ω(tn) = ∪jK
n
j

In

tn

tn+1

K
K∗

K∗

(b) A space-time slab En. The facets dyed in red
form QK while RK is the union of K∗ and K∗.

Figure 2.3: Illustration of a moving spatial domain Ω(t) ⊂ Rd for t ∈ In resulting in the
space-time slab En ⊂ R(d+1) (with d = 2). Local time-stepping within a space-time slab is
featured in fig. 2.3b. Here K∗ = Kn+1 and K∗ = Kn.

As such, let ss and st denote the spatial and temporal Sobolev indices, respectively. For
αt, αsi ≥ 0, 1 ≤ i ≤ d, the anisotropic Sobolev space of order (st, ss) is defined on an open
domain U ⊂ Rd+1 by (see [53]):

H(st,ss)(U) := {v ∈ L2(U) : ∂αt
t ∂

αs
x v ∈ L2(U) for αt ≤ st, |αs| ≤ ss} ,

where αs = (αs1 , . . . , αsd) and x := (x1, . . . , xd) denotes the spatial coordinates. The
anisotropic Sobolev norm reads ∥v∥2

H(st,ss)(U)
:=
∑

αt≤st, |αs|≤ss
∥∂αt

t ∂
αs
x v∥2U .

For the HDG method, we require the following finite element spaces

V
(pt,ps)
h := {vh ∈ L2 (E) : vh|K ◦ ϕK ◦GK ∈ Q(pt,ps) (K̂) ∀K ∈ Th} ,

M
(pt,ps)
h := {µh ∈ L2 (Γ) : µh|F ◦ ϕK ◦GK ∈ Q(pt,ps) (F̂ ) ∀F ∈ Fh, µh = 0 on ∂ED},

where Q(pt,ps)(U) denotes the set of all tensor product polynomials of degree pt in the
temporal direction and ps in each spatial direction on a domain U . For simplicity of
notation, we omit the superscript (pt, ps) from now on and define V h = Vh × Mh and
denote the pairs (v, µ) ∈ V h and (u, λ) ∈ V h as v = (v, µ) and u = (u, λ).

On an element boundary we denote the HDG jump by [vh] := (vh − µh) and on a facet
F ∈ F i

h, where F ⊂ ∂K1 ∩ ∂K2, we denote the usual DG jump by JvhK := (vh1n1 + vh2n2).
Next, consider two elements K1 and K2 such that K∗

1 = K2,∗. Denote the restriction of
µh to QK1 and QK2 by µh1 and µh2, respectively. The jump of µh across edges of K∗

1 is
defined by ⟨⟨µh⟩⟩ := µh1 − µh2. Note that for pairs of K1 and K2 such that K∗

1 ⊊ K2,∗ or
K2,∗ ⊊ K∗

1 , we do not define any edge jump.
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To end this section we introduce V := V ×M , where V := {v ∈ H1(E) | v|∂ED = 0} ∩
H2(E) andM its trace space, and define the extended function space V (h) := V (h)×M(h)
where V (h) := Vh + V and M(h) := Mh +M . We will require the following three norms
on V (h):

|||v|||2v,h :=
∑
K∈Th

∥v∥2K +
∑
K∈Th

∥|βs − 1
2
β · n|1/2 [v]∥

2

∂K +
∑

F∈∂EN

∥|1
2
β · n|1/2 µ∥

2

F
(2.7a)

+
∑
K∈Th

ε ∥∇v∥2K +
∑
K∈Th

εh−1
K ∥[v]∥2QK

,

|||v|||2s,h :=|||v|||2v,h +
∑
K∈Th

τε ∥∂tv∥2K , (2.7b)

|||v|||2ss,h :=|||v|||2s,h +∥v∥2sd,h := |||v|||2s,h +
∑
K∈Th

δtKh2
K

δtK+hK
∥Πh (β · ∇v)∥2K , (2.7c)

where Πh denotes the L2-projection onto Vh and the parameter τε in the definition of
|||v|||s,h depends on the size of the space-time element compared to the diffusion parameter
ε:

τε := ∆tKε̃,

where

ε̃ :=


1 if K ∈ T d

h :=
{
K ∈ Th|δtK ≤ hK ≤ ε

}
,

ε1/2 if K ∈ T x
h :=

{
K ∈ Th|δtK ≤ ε < hK

}
,

ε if K ∈ T c
h :=

{
K ∈ Th|ε < δtK ≤ hK

}
.

Finally, βs := sup(x,t)∈F |β · n|, for F ⊂ ∂K. It is useful to remark that

inf
(x,t)∈F

(βs − 1
2
β · n) ≥ 1

2
max
(x,t)∈F

|β · n| ∀F ∈ ∂K, ∀K ∈ Th. (2.8)

Let u, v ∈ [L2(U)]
r
for 1 ≤ r ≤ d + 1. We will write (u, v)U =

∫
U
u · v dx if

U ⊂ Rd+1 and ⟨u, v⟩U =
∫
U
u · v ds if U ⊂ Rd. Furthermore, we define (u, v)Th :=∑

K∈Th(u, v)K, ⟨u, v⟩∂Th :=
∑

K∈Th⟨u, v⟩∂K, ⟨u, v⟩Qh
:=
∑

K∈Th⟨u, v⟩QK , and ⟨u, v⟩∂EN :=∑
F∈Fb

h∩∂EN
⟨u, v⟩F .

The space-time HDG method for eq. (2.1) is given by: Find uh ∈ V h such that

ah (uh,vh) = (f, vh)Th + ⟨g, µh⟩∂EN ∀vh ∈ V h, (2.9)
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with ah(uh,vh) := ah,d(uh,vh) + ah,c(uh,vh) and where

ah,d (u,v) := (ε∇u,∇v)Th + ⟨εαh−1
K [u] , [v]⟩Qh

− ⟨ε [u] ,∇n̄v⟩Qh
− ⟨ε∇n̄u, [v]⟩Qh

,

ah,c (u,v) := − (βu,∇v)Th + ⟨ζ+β · nλ, µ⟩∂EN + ⟨(β · n)λ+ βs [u] , [v]⟩∂Th .

Here, ∇n̄v := ∇v · n̄ denotes the directional derivative, βs > 0 is a penalty parameter and
ζ+ denotes the outflow boundary indicator on a facet.
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Chapter 3

Inequalities, approximations and
projections

This chapter presents theoretical results that are useful for the a priori error analysis in
chapter 4 and the a posteriori error analysis in chapter 5. Sections 3.1 to 3.3 list our
scaling arguments, inverse inequalities, trace inequalities and local projection estimates in
the space-time setting. For this we take into account the anisotropy between spatial and
temporal variables. When the domain is fixed, which we assume for the a posteriori error
analysis, special cases of these inequalities and additional useful inequalities are included
at the end of each section.

Furthermore, sections 3.4 to 3.6 cover results that are only relevant to the a posteriori
error analysis and hence a fixed domain is assumed. Specifically, section 3.4 presents useful
local projection estimates; section 3.5 presents approximation estimates of an averaging
operator (also known as the Oswald approximation operator); finally, section 3.6 presents
several results related to a subgrid projection.

3.1 Scaling arguments

Following [53, Definition 2.9], we define

H1(K) := {v ∈ L2(K) : (v ◦ ϕK) ∈ H1(K̃)} .

Consider an element K̃ and let F̃Q ⊂ QK̃ and F̃R ⊂ RK̃. For ṽ ∈ H1(K̃), the following
scaling arguments between the reference domain and the affine domain can be shown based
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on [97, Lemma B.7]

∥v̂∥2K̂ =
(
1
2

)−d−1
δt−1

K h−d
K ∥ṽ∥2K̃ , (3.1a)

∥v̂∥2F̂Q
=
(
1
2

)−d
δt−1

K h−d+1
K ∥ṽ∥2F̃Q

, (3.1b)

∥v̂∥2F̂R
=
(
1
2

)−d
h−d
K ∥ṽ∥2F̃R

, (3.1c)

∥∂x̂i
v̂∥2K̂ =

(
1
2

)−d+1
δt−1

K h−d+2
K ∥∂x̃i

ṽ∥2K̃ , ∀1 ≤ i ≤ d, (3.1d)

∥∂t̂v̂∥
2
K̂ =

(
1
2

)−d+1
δtKh

−d
K ∥∂t̃ṽ∥

2
K̃ . (3.1e)

Furthermore, we have the following scaling arguments between the affine domain and the
physical domain

c−1 ∥v∥K ≤∥ṽ∥K̃ ≤ c ∥v∥K , (3.2a)

c−1 ∥v∥FQ
≤∥ṽ∥F̃Q

≤ c ∥v∥FQ
, (3.2b)

c−1 ∥v∥FR
≤∥ṽ∥F̃R

≤ c ∥v∥FR
, (3.2c)

∥∂x̃i
ṽ∥K̃ ≤c ∥∇v∥K , ∀1 ≤ i ≤ d, (3.2d)

∥∂t̃ṽ∥K̃ ≤c
(
∥∂tv∥K + ∥∇v∥K

)
. (3.2e)

Here, eq. (3.2a) follows from a change of variables, eqs. (2.2) and (2.4), while eqs. (3.2b)
and (3.2c) follow from a change of variables and eqs. (2.5) and (2.6).

Equation (3.2e) follows from the chain rule, eq. (2.2), change of variables and eq. (2.4):

∥∂t̃ṽ∥
2
K̃ =

∫
K̃

( d∑
j=0

∂xj
v ◦ ϕK

(∂xj

∂t̃

))2

dt̃ dx̃

≤ c
(∫

K̃
(∂tv ◦ ϕK)

2 dt̃ dx̃+
d∑

j=1

∫
K̃
(∂xj

v ◦ ϕK)
2 dt̃ dx̃

)
≤ c

(∫
K

(
∂tv
)2 |det J−1

ϕK
| dt dx+

d∑
j=1

∫
K

(
∂xj

v
)2 |det J−1

ϕK
| dt dx

)
≤ c

(
∥∂tv∥K + ∥∇v∥K

)2
.

Similar steps, combined with eq. (2.3a), are used to show eq. (3.2d).

Special cases and additional inequalities on a fixed domain: Following similar
steps in showing eq. (3.2e), combined with eq. (2.3b), we have the following reduced version
of eq. (3.2e)

∥∂t̃ṽ∥K̃ ≤ c ∥∂tv∥K . (3.3)
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Furthermore, when ṽh ∈ Q(K̃) we have

∥∂t̂v̂h∥F̂R
=
(
1
2

)1−d/2
δtKh

−d/2
K ∥∂t̃ṽh∥F̃R

, (3.4a)

∥∂t̃ṽh∥F̃R
≤ c ∥∂tvh∥FR

. (3.4b)

Equation (3.4a) follows by extending [53, Lemma A.3] to (d+ 1)-dimensions in the space-
time setting, while eq. (3.4b) follows from the chain rule, eq. (2.3b), a change of variables,
and eqs. (2.5) and (2.6):

∥∂t̃ṽh∥
2
F̃R

=

∫
F̃R

(∂t̃ṽh)
2 dx̃ =

∫
F̃R

( d∑
j=0

∂xj
vh ◦ ϕK

(∂xj

∂t̃

))2

dx̃

=

∫
F̃R

(∂tvh ◦ ϕK)
2 (∂t

∂t̃
)
2
dx̃ =

∫
F̃R

(∂tvh ◦ ϕK)
2 dx̃

=

∫
F̃R

(∂tvh ◦ ϕFR)
2 dx̃ ≤ c

∫
F̃R

(∂tvh ◦ ϕFR)
2 (det ((J0

ϕK
)
⊺
J0
ϕK
)
)1/2

dx̃ ≤ c ∥∂tvh∥2FR
.

When we consider an edge EK such that ϕK(ẼK) = EK, we have

c−1 ∥ṽh∥ẼK
≤ ∥vh∥EK

≤ c ∥ṽh∥ẼK
. (3.5)

Equation (3.5) is analogous to eq. (3.2b) in an integral domain with one lower dimension
and can be shown with similar steps.

3.2 Anisotropic inverse and trace inequalities

Consider again an element K̃ and let F̃Q ⊂ QK̃ and F̃R ⊂ RK̃. For any K ∈ Th and
v ∈ H1(K), we have the following trace inequalities from [97, Lemma B.6]

∥ṽ∥2F̃Q
≤ c (h−1

K ∥ṽ∥2K̃ + ∥ṽ∥K̃ ∥∇̃ṽ∥K̃) , (3.6a)

∥ṽ∥2F̃R
≤ c (δt−1

K ∥ṽ∥2K̃ + ∥ṽ∥K̃ ∥∂t̃ṽ∥K̃) . (3.6b)

Adapting [53, Corollaries 3.49, 3.54] to the space-time context, specifically taking into
account the spatial mesh size hK and time-step δtK of a space-time element K ∈ Th, we
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have the following anisotropic inverse and trace inequalities, which hold for all vh ∈ Vh:

∥∂tvh∥K ≤ c (δtK
−1 + h−1

K ) ∥vh∥K , (3.7a)

∥∇vh∥K ≤ ch−1
K ∥vh∥K , (3.7b)

∥vh∥QK
≤ c⋆h

−1/2
K ∥vh∥K , (3.7c)

∥vh∥∂K ≤ c (δtK
−1/2 + h

−1/2
K ) ∥vh∥K , (3.7d)

where c⋆ is a constant independent of hK , δtK, ε, and T . (We distinguish c⋆ from c to
prove lemma 4.1.) The following lemma introduces an additional inequality.

Lemma 3.1. Let K ∈ Th be a space-time element. For all µh ∈Mh,

∥∂tµh∥FQ
≤ c (δtK

−1 + h−1
K ) ∥µh∥FQ

. (3.8)

Proof. The d-dimensional hypersurface FQ is embedded in Rd+1 and in general it may be
curved. Therefore, we cannot use eq. (3.7a) directly to conclude eq. (3.8). Instead, we first

map FQ to the affine domain. For this, let ϕFQ(F̃Q) = FQ, i.e., the transformation of a face
from the affine domain to the physical domain. We then observe that one of the spatial
coordinates, which is denoted by x̃j without loss of generality, of F̃Q is fixed. This means

we can view F̃Q in the Rd domain with coordinates (t̃, x̃1, . . . , x̃j−1, x̃j+1, . . . , x̃d) and apply

the d-dimensional versions of eq. (3.7a) and eq. (3.7b) to F̃Q:

∥∂t̃µ̃h∥F̃Q
≤ c (δtK

−1 + h−1
K ) ∥µ̃h∥F̃Q

, ∥∇̃µ̃h∥F̃Q
≤ ch−1

K ∥µ̃h∥F̃Q
. (3.9)

Using the mapping ϕFQ , eqs. (2.5) and (2.6),

∥∂tµh∥2FQ
=

∫
F̃Q

[(
∂t (µ̃h ◦ ϕ−1

FQ
)
)
◦ ϕFQ

]2 [
det
(
(J j

ϕK
)
⊺
J j
ϕK

)]1/2
ds̃

≤ c

∫
F̃Q

[(
∂t (µ̃h ◦ ϕ−1

FQ
)
)
◦ ϕFQ

]2
ds̃.

By the chain rule,

∂t (µ̃h ◦ ϕ−1
FQ

) =
(
(∂t̃µ̃h) ◦ ϕ−1

FQ

) ∂t̃
∂t

+
∑

1≤i≤d,i ̸=j

(
(∂x̃i

µ̃h) ◦ ϕ−1
FQ

) ∂x̃i
∂t
.

We note that ∂x̃i

∂t
is the (i, 0)-element of J−1

ϕK
which equals (−1)i det JϕK\i0/ det JϕK . Sim-

ilarly, ∂t̃
∂t

corresponds to the (0, 0)-element of J−1
ϕK

which equals det JϕK\00/ det JϕK . Now
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using eq. (2.2), eq. (2.4), eq. (3.9), definition eq. (2.5), and eq. (2.6) we find that:

∥∂tµh∥2FQ
≤ c

(∫
F̃Q

(∂t̃µ̃h)
2 ds̃+

∫
F̃Q

(∇̃µ̃h)
2

ds̃

)
≤ c (δtK

−2 + h−2
K )

∫
F̃Q

µ̃2
h

[
det
(
(J j

ϕK
)
⊺
J j
ϕK

)]1/2
ds̃ ≤ c (δtK

−2 + h−2
K ) ∥µh∥2FQ

,

which is eq. (3.8).

Special cases and additional inequalities on a fixed domain: The following ver-
sions of eqs. (3.7a), (3.7d) and (3.8) adapted to fixed domains can be shown by considering
eq. (2.3b)

∥∂tvh∥K ≤ cδt−1
K ∥vh∥K ∀vh ∈ Vh, (3.10a)

∥vh∥RK
≤ cδt

−1/2
K ∥vh∥K ∀vh ∈ Vh, (3.10b)

∥∂tµh∥QK
≤ cδt−1

K ∥µh∥QK
∀µh ∈Mh. (3.10c)

The following lemma introduces additional inequalities for fixed domains:

Lemma 3.2. Let K ∈ Th be a space-time element and µh ∈ Mh. For any FR ⊂ RK and
FQ ⊂ QK, we have

∥∇µh∥FR
≤ ch−1

K ∥µh∥FR
, (3.11a)

∥µh∥EK
≤ cδt

−1/2
K ∥µh∥FQ

∀EK ⊂ FQ, (3.11b)

∥µh∥EK
≤ ch

−1/2
K ∥µh∥FR

∀EK ⊂ FR. (3.11c)

Proof. Equation (3.11a) is a result of applying eq. (3.7b) on FR while eq. (3.11c) is a direct
application of a standard isotropic trace inequality on EK (see, for example, [45, Lemma

12.8]). As for eq. (3.11b), consider ϕFQ(ẼK) = EK. Applying eq. (3.7d) on the affine
domain gives us

∥µ̃h∥ẼK
≤ cδt

−1/2
K ∥µ̃h∥F̃Q

.

We conclude eq. (3.11b) via scaling arguments eqs. (3.2b) and (3.5).
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3.3 Anisotropic projection estimates

Let ΠF
h be the L2-projection onto Mh. It can be shown that for v ∈ H1(K), we have

∥v − Πhv∥K ≤ c (δtK ∥∂tv∥K + hK ∥∇v∥K) , (3.12a)

∥∇ (v − Πhv)∥K ≤ c ∥∇v∥K , (3.12b)

∥∂t (v − Πhv)∥K ≤ c (∥∂tv∥K + ∥∇v∥K) , (3.12c)

∥Πhv − ΠF
h v∥QK

≤ ch
1/2
K ∥∇v∥K . (3.12d)

Proof. To begin, we note that the projection operator on K̂ and K̃ are related to the
projection operator on K as follows (see [53, Definition 3.12]):

Π̃hṽ = (Πh (ṽ ◦ ϕ−1
K )) ◦ ϕK ∀ṽ ∈ L2(K̃), Π̂v̂ = (Π̃h (v̂ ◦G−1

K )) ◦GK ∀v̂ ∈ L2(K̂).

Similarly, on any F ∈ ∂K, we have the following relations:

Π̃F
h ṽ = (ΠF

h (ṽ ◦ ϕ−1
F )) ◦ ϕF ∀ṽ ∈ L2(F̃ ), Π̂F v̂ = (Π̃F

h (v̂ ◦G−1
F )) ◦GF ∀v̂ ∈ L2(F̂ ),

where GF and ϕF are the restrictions of GK and ϕK on F , respectively.

Equation (3.12a) is the standard anisotropic projection estimate (see, for example, [53,
Lemma 3.13]) and hence we omit its proof here. To show eq. (3.12b) we first note that

the following projection estimate holds on K̂ for any 1 ≤ i ≤ d (see [53, Lemma 3.7, eq.
(3.12)]):

∥∂x̂i
(v̂ − Π̂v̂)∥K̂ ≤ c ∥∂x̂i

v̂∥K̂ . (3.13)

By the chain rule ∂x̃i
(ṽ − Π̃hṽ) = 2h−1

K ∂x̂i
((ṽ − Π̃hṽ) ◦GK) ◦ G−1

K , using that |det GK| =
δtKh

d
K2

−d−1, and using eqs. (3.1d) and (3.13), we find

∥∂x̃i
(ṽ − Π̃hṽ)∥

2

K̃ ≤ cδtKh
d−2
K ∥∂x̂i

v̂∥2 ≤ c ∥∂x̃i
ṽ∥2K̂ . (3.14)

To obtain the result on the physical element, consider first that by the chain rule,

∂xi
(v − Πhv) =

∑
1≤j≤d

(∂x̃j
((v − Πhv) ◦ ϕK) ◦ ϕ−1

K ) ((−1)i+j(det JϕK)
−1 det JϕK\ij) ,

where we used that t̃ only depends on t in ϕ−1
K and that

∂x̃j

∂xi
= (−1)i+j(det JϕK)

−1 det JϕK\ij.
By assumptions eq. (2.2) and eq. (2.4), and using eq. (3.14), we therefore find that:

∥∂xi
(v − Πhv)∥2K ≤ c

∑
1≤j≤d

∥∂x̃i
(ṽ − Π̃hṽ)∥

2

K̃ ≤ c
∑

1≤j≤d

∥∂x̃j
ṽ∥2K̃ ≤ c ∥∇v∥2K ,
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where the last step uses eq. (3.2d). The proof for eq. (3.12c) is similar and therefore
omitted.

For eq. (3.12d), we consider a d-dimensional hypersurface FQ ∈ QK. We first map

FQ to the reference domain. For this, let ϕFQ ◦ GFQ(F̂Q) = FQ, i.e., the transformation
of a face from the reference domain to the physical domain. We then observe that one
of the spatial coordinates, which is denoted by x̂j without loss of generality, of F̂Q is

fixed. We further consider a decomposition of Π̂ = π̂t̂Π1≤i≤dπ̂x̂i
where π̂t̂ and π̂x̂i

are the
one-dimensional L2-projection operators applied in the time direction and in the spatial
direction x̂i, respectively. Similarly, (Π̂F) |F̂Q

= π̂t̂Π1≤i≤d,i̸=jπ̂x̂i
. By [53, Definitions 3.1,

3.6], we have:

∥Π̂v̂ − Π̂F v̂∥F̂Q
= ∥π̂t̂Π1≤i≤d,i ̸=jπ̂x̂i

(v̂ − π̂x̂j
v̂)∥

F̂Q
≤ c ∥v̂ − π̂x̂j

v̂∥
F̂Q

≤ c ∥∂x̂j
v̂∥K̂ , (3.15)

where the equality is by commutativity of π̂x̂i
and π̂x̂j

(i ̸= j) and the last two inequalities
are due to the boundedness of any composition of projections π̂ and [53, Lemma 3.3]. Next,
using eq. (3.1b), eq. (3.15), and eq. (3.1d),

∥Π̃hṽ − Π̃F
h ṽ∥

2

F̃Qi
≤ chK ∥∂x̃j

ṽ∥2K̃ .

Therefore, also using eq. (2.5) and eq. (2.6),

∥Πhv − ΠF
h v∥

2

FQ
≤ c ∥Π̃hṽ − Π̃F

h ṽ∥
2

F̃Q
≤ chK ∥∂x̃j

ṽ∥2K̃ ≤ chK ∥∇v∥2K ,

where we reverse the scaling arguments in the final inequality, proving eq. (3.12d).

Special cases and additional inequalities on a fixed domain: It can be shown
that by using eq. (2.3b) in the proof of eq. (3.12c), eq. (3.12c) reduces to the following

∥∂t(v − Πhv)∥K ≤ c ∥∂tv∥K . (3.16)

Additionally, the following projection estimate can be shown similarly as eq. (3.12d):

∥(Πh − ΠF
h ) v∥FR

≤ cδt
1/2
K ∥∂tv∥K . (3.17)

3.4 Projection estimates for the a posteriori error anal-

ysis

The following lemma presents local projection estimates that will be useful in showing
reliability of the error estimator eq. (5.1).
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Lemma 3.3. Let v ∈ H1(K) and consider Πh, the L
2-projection onto Vh. For any K ∈ Th

and any FQ ⊂ QK, FR ⊂ RK, assuming that δtK = O(h2K), the following projection
estimates can be shown

∥v − Πhv∥K ≤ cλK
(
hKε

1/2 ∥∂tv∥K + ε1/2 ∥∇v∥K + ∥v∥K
)
, (3.18a)

∥v − Πhv∥FQ
≤ ch

1/2
K ε−1/2

(
hKε

1/2 ∥∂tv∥K + ε1/2 ∥∇v∥K
)
, (3.18b)

∥v − Πhv∥FR
≤ cε−1/2

(
hKε

1/2 ∥∂tv∥K + ε1/2 ∥∇v∥K
)
, (3.18c)

where λK := min {1, hKε−1/2}.

Proof. Consider the following local trace inequality, which holds for all K ∈ Th, FQ ⊂
QK and v ∈ H1(K) and it can be shown by combining eq. (3.6) and scaling arguments
eqs. (3.2b) to (3.2d) and (3.3)

∥v∥2FQ
≤ c

(
h−1
K ∥v∥2K + ∥v∥K ∥∇v∥K

)
, (3.19a)

∥v∥2FR
≤ c

(
δt−1

K ∥v∥2K + ∥v∥K ∥∂tv∥K
)
. (3.19b)

Using eq. (3.12a), we have

∥v − Πhv∥K ≤ chKε
−1/2 (ε1/2h−1

K δtK ∥∂tv∥K + ε1/2 ∥∇v∥K)
≤ chKε

−1/2 (ε1/2h−1
K δtK ∥∂tv∥K + ε1/2 ∥∇v∥K + ∥v∥K) ,

(3.20)

while boundedness of the projection operator Πh gives

∥v − Πhv∥K ≤ c ∥v∥K ≤ c (ε1/2h−1
K δtK ∥∂tv∥K + ε1/2 ∥∇v∥K + ∥v∥K) . (3.21)

Combining eqs. (3.20) and (3.21) yields

∥v − Πhv∥K ≤ cλK
(
ε1/2h−1

K δtK ∥∂tv∥K + ε1/2 ∥∇v∥K + ∥v∥K
)
. (3.22)

Furthermore, combining the trace inequalities eq. (3.19) with the projection bounds eqs. (3.12b)
and (3.16), we obtain:

∥v − Πhv∥FQ
≤ cε−1/2

(
δtKh

−1/2
K ε1/2 ∥∂tv∥K + h

1/2
K ε1/2 ∥∇v∥K

)
, (3.23a)

∥v − Πhv∥FR
≤ cε−1/2

(
δt

1/2
K ε1/2 ∥∂tv∥K + hKδt

−1/2
K ε1/2 ∥∇v∥K

)
. (3.23b)

Lemma 3.3 is now an immediate consequence of eq. (3.23), eq. (3.22), and using δtK =
O(h2K).
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3.5 Approximation estimates of an averaging opera-

tor

We define an averaging operator Ic
h : Vh → Vh ∩C0(E). For any vh ∈ Vh, we first construct

the coarsest conforming refinement T c
h of Th; the operator Ic

hvh is prescribed at vertices of
T c
h by the average of the values of vh at the vertex (see [33, Lemma 3.4] and [45, Section

22.2]). For the Dirichlet boundary nodes, i.e. nodes on ∂ED, Ic
hvh is prescribed by zero.

Furthermore, given a space-time element K ∈ Th, we introduce Q̌i
K to denote the union of

Q-facets in F i
h that have a non-empty intersection with ∂K. Similarly we introduce Ři

K.

Lemma 3.4. For a space-time element K ∈ Th, the averaging operator Ic
h : Vh →

Vh ∩ C0(E) satisfies the following

∥vh − Ic
hvh∥K ≤ c

( ∑
F∈Q̌i

K

h
1/2
K

∥∥JvhK∥∥F +
∑

F∈Ři
K

δt
1/2
K
∥∥JvhK∥∥F) . (3.24)

Proof. The proof below combines an estimate for the averaging operator on conforming
meshes (extended from [45, Lemma 22.3] to space-time meshes), and an auxiliary mesh
technique (see, for example, [63, 75, 108, 109]).

We start by proving eq. (3.24) on a conforming (d+ 1)-dimensional space-time mesh.
Within this conforming mesh, consider σK (see fig. 2.1) which consists of a space-time
element K and Ki, i = 1, . . . , 3(d+1) − 1. We map σK to the reference domain while
preserving connectivity relations between the elements. This is achieved by combining ΦK
with ΦKi

(i = 1, . . . , 3(d+1) − 1), where ΦKi
are ΦK with suitable linear translations.

Applying [45, Lemma 22.3] to σK in the reference domain,

∥v̂h − Ic
hv̂h∥K̂ ≤ c

( ∑
F̂⊂Q̌i

K̂

∥Jv̂hK∥F̂ +
∑

F̂⊂Ři
K̂

∥Jv̂hK∥F̂
)
. (3.25)

We remark that in the proof of [45, Lemma 22.3], the only intermediate result that restricts
the domain dimension to be lower than or equal to three is [45, Lemma 21.4]. We argue
that [45, Lemma 21.4] can be extended to the space-time domain E ⊂ Rd+1 due to it being
Lipschitz. With scaling arguments eqs. (3.1a) to (3.1c) and (3.2), eq. (3.25) is transformed
back to the physical domain:

∥vh − Ic
hvh∥K ≤ c

( ∑
F⊂Q̌i

K

h
1/2
K ∥JvhK∥F +

∑
F⊂Ři

K

δt
1/2
K ∥JvhK∥F

)
. (3.26)
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We now consider the case of a 1-irregular mesh. Let K ∈ Th and let T c
h be the coarsest

refinement of Th. We consider two cases: (1) K is not refined on T c
h ; and (2) K is refined

on T c
h . In fig. 3.1, we provide examples of both cases to illustrate the geometric objects

involved in the following proof.

Case 1. If K is not refined on T c
h , we denote by σc

K the local patch of elements
associated with K on T c

h . Applying eq. (3.26) on σc
K gives

∥vh − Ic
hvh∥K ≤ c

( ∑
F⊂Q̌i,c

K \Q̌i
K

h
1/2
K ∥JvhK∥F +

∑
F⊂Ři,c

K \Ři
K

δt
1/2
K ∥JvhK∥F

)
, (3.27)

where Q̌i,c
K and Ři,c

K are defined similarly as Q̌i
K and Ři

K, but for K on T c
h , and where Q̌i

K
and Ři

K are unions of newly generated Q-faces and R-faces that divide an element in Th

to create T c
h . Note that JvhK vanishes on Q̌i

K and Ři
K, explaining why they are excluded

from the summation in eq. (3.27). Equation (3.24) then follows from eq. (3.27) by noting
that ∑

F⊂Q̌i,c
K \Q̌i

K

h
1/2
K ∥JvhK∥F ≤ c

∑
F⊂Q̌i

K

h
1/2
K ∥JvhK∥F ,∑

F⊂Ři,c
K \Ři

K

h
1/2
K ∥JvhK∥F ≤ c

∑
F⊂Ři

K

h
1/2
K ∥JvhK∥F .

Case 2. When K is refined on T c
h into MK elements, K = ∪MK

j=1Kj, where MK ≤ 2d+1.
We apply eq. (3.26) on each σc

Kj
resulting in

∥vh − Ic
hvh∥Kj

≤ c
( ∑
F⊂Q̌i,c

Kj
\Q̌i

Kj

h
1/2
K ∥JvhK∥F +

∑
F⊂Ři,c

Kj
\Ři

Kj

δt
1/2
K ∥JvhK∥F

)
. (3.28)

Combining eq. (3.28) for all j = 1, . . . ,MK gives eq. (3.24) by noting that

MK∑
j=1

∑
F⊂Q̌i,c

Kj
\Q̌i

Kj

h
1/2
K ∥JvhK∥F ≤ c

∑
F⊂Q̌i

K

h
1/2
K ∥JvhK∥F ,

MK∑
j=1

∑
F⊂Ři,c

Kj
\Ři

Kj

h
1/2
K ∥JvhK∥F ≤ c

∑
F⊂Ři

K

h
1/2
K ∥JvhK∥F .
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K K K

(a) An example of Case 1 in the proof of lemma 3.4

K
K1 K2

K3K4

K1

(b) An example of Case 2 in the proof of lemma 3.4

Figure 3.1: Examples of Case 1 and 2 in the proof of lemma 3.4.
Left column: the space-time element K on the 1-irregular mesh Th. Thick solid lines are
the union of facets in Ři

K and Q̌i
K.

Centre column: Coarsest refinement of Th (in dashed lines) is applied to construct T c
h . In

fig. 3.1a, K is not refined in T c
h . Elements in σc

K are colored in grey. In fig. 3.1b, K is
refined to K1,K2,K3,K4 (i.e., MK = 4). We only highlight K1 for this illustration and
elements in σc

K1
are colored in grey.

Right column: thick lines (solid and dashed) are the union of facets in Ři,c
K and Q̌i,c

K . In
fig. 3.1a, thick dashed lines are the union in facets of Ři

K and Q̌i
K. In fig. 3.1b, thick dashed

lines are the union of facets of Ři
K1

and Q̌i
K1
.
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3.6 Subgrid projection estimates

Let Th be the subgrid obtained by halving the time-step of each element in Th. We now
define a set of objects within the subgrid that will be useful in the ensuing analysis. As a
rule of thumb, objects that are associated with the upper half time-step are denoted with
an asterisk superscript while objects that are associated with the lower half time-step are
denoted with an asterisk subscript.

For each K ∈ Th, we introduce K̊∗ and K̊∗ to denote the two resulting space-time
elements in Th, i.e., K = K̊∗ ∪ K̊∗, and write TK := {K̊∗, K̊∗}. Furthermore, every Q-facet

FQ ⊂ QK is divided into F ∗
Q and FQ,∗. We define FR̊ := ∂K̊∗ ∩ ∂K̊∗ and introduce EK̊

to denote any edge of FR̊. Finally, for any vh ∈ Vh, when considering a K ∈ Th with

K = K̊∗ ∪ K̊∗, we let v∗h and vh,∗ denote vh|K̊∗ and vh|K̊∗
, respectively. See figs. 3.2 and 3.3

for illustrations in (1+1), (2+1) and (3+1)-dimensional space-time domains respectively.

The following trace inequalities are obtained by applying eq. (3.11b) and eq. (3.11c).

Lemma 3.5. On the subgrid Th, the following trace inequalities hold (where, for each
inequality, it is implicitly assumed that EK̊ is an edge of the facet on the right-hand side):

∥v∗h∥EK̊
≤ cδt

−1/2
K ∥v∗h∥F ∗

Q
, ∥vh,∗∥EK̊

≤ cδt
−1/2
K ∥vh,∗∥FQ,∗

,

∥v∗h∥EK̊
≤ ch

−1/2
K ∥v∗h∥FR̊

, ∥vh,∗∥EK̊
≤ ch

−1/2
K ∥vh,∗∥FR̊

.
(3.29)

Definition 3.1. We define the following restriction operator:

γh : V h → V h : (vh, µh) 7→
(
vh, γF ,h (vh)

)
,

γF ,h (vh) :=

{
µh, ∀F ∈ FQ,h ∪ FR,h,

vh, ∀F ∈ FR,h \ FR,h.

(3.30)

Furthermore, let iKh (vh) denote the L2-projection of vh onto Vh, and let iFh (µh) be defined
as follows. For any facet F ∈ Fh, if F ∈ Fh, (i

F
h (µh)) |F := (µh) |F ; else, (iFh (µh)) |F is the

L2-projection of µh onto Mh. If F ∈ FR,h\FR,h we define (iFh (µh))|F := (µh)|F . See fig. 3.4
for an illustration of how iFh projects onto interior Q-facets in FQ,h. We then define the
projection operator:

ih : V h → V h : (vh, µh) 7→ γh
(
iKh (vh) , i

F
h (µh)

)
.

We have the following projection estimates.
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t

Ω0

x

ΩT

subgrid

t

Ω0

x

ΩT

(a) (1 + 1)-dimensional example

x1
x2

t

FR̊

EK̊

(b) (2 + 1)-dimensional example

Figure 3.2: In the left-hand side of the figure we show a (1 + 1)-dimensional example of
constructing the subgrid while the right-hand side of the figure gives a (2+1)-dimensional
illustration of the new facets and edges resulting from the subgrid refinement. We point
readers to fig. 3.3 for a (3 + 1)-dimensional illustration.
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K∗

K∗

FR̊

x1

x2

x3

t

A∗ B∗

C∗D∗

Å B̊

C̊D̊

A∗
B∗

C∗D∗

EK̊: a hyperedge of FR̊

Figure 3.3: A (3 + 1)-dimensional illustration of new hyperfaces of dimension 2 and 3
resulting from the subgrid refinement. In the left-hand side panel, a 4-dimensional space-
time element K is shown. Hexahedra K∗ and K∗ are boundary facets of K in RK. The
subgrid facet FR̊ is obtained by halving the time-step of K. In the right-hand side panel,
one of the six Q-facets of K is shown by connecting A∗ with A∗, B

∗ with B∗, C
∗ with C∗

and D∗ with D∗. The quadrilateral formed by Å, B̊, C̊ and D̊ is highlighted as one of the
six hyperedges of FR̊.
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µh

µh

iFh µh

iFh

µh

µh

iFh µh

iFh

Figure 3.4: Illustration of subgrid projection iFh onto an interior Q-facet in FQ,h. The
neighboring elements of the Q-facet are on the same refinement level in the left column
and are on different refinement levels in the right column.

Lemma 3.6. Let vh ∈ V h, let the projection operator ih be defined as in definition 3.1.
Then,

∥(I − iKh ) vh∥K ≤ c
(
δt

1/2
K
∥∥JvhK∥∥FR̊

+ δt
3/2
K
∥∥J∂tvhK∥∥FR̊

)
for K ∈ Th, (3.31a)

∥(I − iFh )µh∥FQ
≤ c

(
δt

1/2
K
∥∥⟨⟨µh⟩⟩

∥∥
EK̊

+ δt
3/2
K
∥∥⟨⟨∂tµh⟩⟩

∥∥
EK̊

)
for FQ ∈ FQ,h, (3.31b)

where K on the right-hand side of eq. (3.31b) is chosen such that FQ ⊂ QK.

Proof. We show eq. (3.31) based on an idea in the proof of [19, Lemma 3.1]. On the

reference element K̂, let v̂h be defined as follows

v̂h :=



∑
0≤pi≤ps,1≤i≤d k

∗
p1...pd

t̂x̂p11 x̂
p2
2 · · · x̂pdd

+
∑

0≤pi≤ps,1≤i≤d b
∗
p1...pd

x̂p11 x̂
p2
2 · · · x̂pdd on

̂̊K∗
,∑

0≤pi≤ps,1≤i≤d kp1...pd,∗t̂x̂
p1
1 x̂

p2
2 · · · x̂pdd

+
∑

0≤pi≤ps,1≤i≤d bp1...pd,∗x̂
p1
1 x̂

p2
2 · · · x̂pdd on

̂̊K∗,
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and let

ŵ◦
h :=

∑
0≤pi≤ps,1≤i≤d

1
2
(k∗p1...pd + kp1...pd,∗) t̂x̂

p1
1 x̂

p2
2 · · · x̂pdd

+
∑

0≤pi≤ps,1≤i≤d

1
2
(b∗p1...pd + bp1...pd,∗) x̂

p1
1 x̂

p2
2 · · · x̂pdd .

Then, by Hölder’s inequality for sums and Fubini’s theorem, we have

∥v̂h − ŵ◦
h∥

2
K̂ =

∫
K̂

( ∑
0≤pi≤ps

1
2

(
k∗p1...pd − kp1...pd,∗

)
t̂x̂p11 x̂

p2
2 · · · x̂pdd

+
∑

0≤pi≤ps

1
2

(
b∗p1...pd − bp1...pd,∗

)
x̂p11 x̂

p2
2 · · · x̂pdd

)2
dx̂dt̂

≤c
∫
K̂

( ∑
0≤pi≤ps

(
k∗p1...pd − kp1...pd,∗

)
x̂p11 x̂

p2
2 · · · x̂pdd

)2
t̂2 dx̂dt̂

+ c

∫
K̂

( ∑
0≤pi≤ps

(
b∗p1...pd − bp1...pd,∗

)
x̂p11 x̂

p2
2 · · · x̂pdd

)2
dx̂dt̂

≤c
∫
x̂∈[−1,1]d

( ∑
0≤pi≤ps

(
k∗p1...pd − kp1...pd,∗

)
x̂p11 x̂

p2
2 · · · x̂pdd

)2
dx̂

+ c

∫
x̂∈[−1,1]d

( ∑
0≤pi≤ps

(
b∗p1...pd − bp1...pd,∗

)
x̂p11 x̂

p2
2 · · · x̂pdd

)2
dx̂,

(3.32)

We further observe that

∥Jv̂hK∥2F̂R̊
+ ∥J∂t̂v̂hK∥

2
F̂R̊

=

∫
x̂∈[−1,1]d

( ∑
0≤pi≤ps

(b∗p1...pd − bp1...pd,∗) x̂
p1
1 x̂

p2
2 · · · x̂pdd

)2
dx̂

+

∫
x̂∈[−1,1]d

( ∑
0≤pi≤ps

(k∗p1...pd − kp1...pd,∗) x̂
p1
1 x̂

p2
2 · · · x̂pdd

)2
dx̂. (3.33)

Combining eqs. (3.32) and (3.33) we conclude that

inf
ŵh∈Q(1,ps)(K̂)

∥v̂h − ŵh∥K̂ ≤ ∥v̂h − ŵ◦
h∥K̂ ≤ c

(
∥Jv̂hK∥F̂R̊

+ ∥J∂t̂v̂hK∥F̂R̊

)
.

Since the L2-projection is optimal [45, eq.(18.32)], we have shown eq. (3.31a) on the refer-
ence element, i.e.,

∥(I − îK) v̂h∥K̂ ≤ c
(
∥Jv̂hK∥F̂R̊

+ ∥J∂t̂v̂hK∥F̂R̊

)
.
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Scaling arguments eqs. (3.1a), (3.1c) and (3.4a) now give us

∥(I − ĩKh ) ṽh∥K̃ ≤ c (δt
1/2
K ∥JṽhK∥F̃R̊

+ δt
3/2
K ∥J∂t̃ṽhK∥F̃R̊

) . (3.34)

Combining eq. (3.34), eqs. (3.2a), (3.2c) and (3.4b), we conclude eq. (3.31a). The proof of
eq. (3.31b) is similar, but in one lower spatial dimension.

Lemma 3.7. Let vh ∈ V h, there holds:

∥JvhK∥FR̊
≤ c

∑
K̊∈TK

∥|βs − 1
2
β · n|1/2 [vh]∥∂K̊∩FR̊

≤ c|||vh|||s,h, (3.35a)

∥J∂tvhK∥FR̊
≤ c

∑
K̊∈TK

∥∂tvh∥∂K̊∩FR̊
≤ c

∑
K̊∈TK

δt
−1/2
K ∥∂tvh∥K̊ , (3.35b)

∥⟨⟨µh⟩⟩∥EK̊
≤ ch

−1/2
K

∑
K̊∈TK

∥|βs − 1
2
β · n|1/2 [vh]∥∂K̊∩FR̊

(3.35c)

+ cδt
−1/2
K

(
∥[v∗

h]∥F ∗
Q
+ ∥[vh,∗]∥FQ,∗

)
,

∥⟨⟨∂tµh⟩⟩∥EK̊
≤ ch

−1/2
K δt

−1/2
K

∑
K̊∈TK

∥∂tvh∥K̊ (3.35d)

+ cδt
−3/2
K

(
∥[v∗

h]∥F ∗
Q
+ ∥[vh,∗]∥FQ,∗

)
.

Proof. For eq. (3.35a), we write the DG jump in terms of HDG jumps by inserting the
facet variable:

(JvhK|FR̊
)2 = ([vh] |∂K̊∗∩FR̊

− [vh] |∂K̊∗∩FR̊
)2

= (
√
2/3 |βs − 1

2
β · n|1/2 [vh] |∂K̊∗∩FR̊

−
√
2 |βs − 1

2
β · n|1/2 [vh] |∂K̊∗∩FR̊

)
2
,

where we factor in |βs − 1
2
β · n|1/2 due to that |βs − 1

2
β · n|1/2 =

√
3/2 on an R-face if

nt = −1 and |βs − 1
2
β · n|1/2 =

√
1/2 on an R-face if nt = 1; eq. (3.35a) then follows by

the triangle inequality and the definition of |||·|||s,h.
For eq. (3.35b), we expand the DG jump and apply the triangle inequality; the trace

inequality eq. (3.7d) then concludes the bound.

To show eq. (3.35c) we require a more involved splitting. For the edge EK̊ on a Q-face
FQ, we observe the following:

⟨⟨µh⟩⟩|EK̊
= − [v∗

h] |QK̊∗∩EK̊
+ [vh,∗] |QK̊∗∩EK̊

+ ⟨⟨vh⟩⟩|EK̊
, (3.36)
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where v∗
h and vh,∗ denote the HDG solution pairs on K̊∗ and K̊∗, respectively. We apply

the triangle inequality on ∥⟨⟨µh⟩⟩∥EK̊
and use trace inequalities eq. (3.29) to obtain:

∥⟨⟨µh⟩⟩∥EK̊
≤ ∥⟨⟨vh⟩⟩∥EK̊

+ ∥[v∗
h]∥EK̊

+ ∥[vh,∗]∥EK̊

≤ c
(
h
−1/2
K ∥JvhK∥FR̊

+ δt
−1/2
K ∥[v∗

h]∥F ∗
Q
+ δt

−1/2
K ∥[vh,∗]∥FQ,∗

)
≤ c

(
h
−1/2
K

∑
K̊∈TK

∥|βs − 1
2
β · n|1/2 [vh]∥∂K̊∩FR̊

+ δt
−1/2
K ∥[v∗

h]∥F ∗
Q
+ δt

−1/2
K ∥[vh,∗]∥FQ,∗

)
.

To show eq. (3.35d) we again use the splitting eq. (3.36), followed by the triangle inequality,
trace inequalities eq. (3.29) and eq. (3.7d), and inverse inequality eq. (3.8) to obtain:

∥⟨⟨∂tµh⟩⟩∥EK̊
≤ ∥⟨⟨∂tvh⟩⟩∥EK̊

+ ∥[∂tv∗
h]∥EK̊

+ ∥[∂tvh,∗]∥EK̊

≤ c
(
h
−1/2
K ∥J∂tvhK∥FR̊

+ δt
−1/2
K ∥[∂tv∗

h]∥F ∗
Q
+ δt

−1/2
K ∥[∂tvh,∗]∥FQ,∗

)
≤ c

(∑
K̊∈TK

h
−1/2
K δt

−1/2
K ∥∂tvh∥K̊ + δt

−3/2
K ∥[v∗

h]∥F ∗
Q
+ δt

−3/2
K ∥[vh,∗]∥FQ,∗

)
.

Lemma 3.8. Let vh ∈ V h and let the projection operator ih be defined as in definition 3.1.
Consider an element K ∈ Th such that it has a Q-facet FQ ⊂ QK such that FQ ∈ FQ,h.
There holds that (iKh vh) |FQ ≡ iFh (vh|FQ) on FQ,h.

Proof. We verify the equivalence by showing that îKh v̂h ≡ îFh v̂h on the reference domain.

On K̂, let v̂h be defined as follows

v̂h :=


∑

0≤p0≤pt,0≤pi≤ps,1≤i≤d k
∗
p0p1...pd

t̂p0x̂p11 x̂
p2
2 · · · x̂pdd on

̂̊K∗
,∑

0≤p0≤pt,0≤pi≤ps,1≤i≤d kp0p1...pd,∗t̂
p0x̂p11 x̂

p2
2 · · · x̂pdd on

̂̊K∗.

Suppose that

îKh v̂h =
∑

0≤p0≤pt,0≤pi≤ps,1≤i≤d

k̃p0p1...pd t̂
p0x̂p11 x̂

p2
2 · · · x̂pdd .

By definition of the projection, for any 0 ≤ q0 ≤ pt and 0 ≤ qi ≤ ps, 1 ≤ i ≤ d∫
K̂
(v̂h − îKh v̂h) (t̂

q0x̂q11 x̂
q2
2 · · · x̂qdd ) dx̂ dt̂ = 0.
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Let us denote the Q-face on which x̂d = 1 by F̂d. Then, without loss of generality, and
using Fubini’s theorem,∫

̂̊K∗

∑
0≤p0≤pt,0≤pi≤ps,1≤i≤d

(k∗p0...pd − k̃p0...pd) t̂
p0+q0x̂p1+q1

1 · · · x̂pd+qd
d dx̂ dt̂

+

∫
̂̊K∗

∑
0≤p0≤pt,0≤pi≤ps,1≤i≤d

(kp0...pd,∗ − k̃p0...pd) t̂
p0+q0x̂p1+q1

1 · · · x̂pd+qd
d dx̂ dt̂

=
∑

0≤p0≤pt,0≤pi≤ps,1≤i≤d

(∫
̂̊K∗

∩F̂d

(k∗p0...pd − k̃p0...pd) t̂
p0+q0x̂p1+q1

1 · · · x̂pd−1+qd−1

d−1 dŝ

∫ 1

−1

x̂pd+qd
d dx̂d

+

∫
̂̊K∗∩F̂d

(kp0...pd,∗ − k̃p0...pd) t̂
p0+q0x̂p1+q1

1 · · · x̂pd−1+qd−1

d−1 dŝ

∫ 1

−1

x̂pd+qd
d dx̂d

)

=
∑

0≤p0≤pt,0≤pi≤ps,1≤i≤d

∫ 1

−1

x̂pd+qd
d dx̂d

(∫
̂̊K∗

∩F̂d

(k∗p0...pd − k̃p0...pd) t̂
p0+q0x̂p1+q1

1 · · · x̂pd−1+qd−1

d−1 dŝ

+

∫
̂̊K∗∩F̂d

(kp0...pd,∗ − k̃p0...pd) t̂
p0+q0x̂p1+q1

1 · · · x̂pd−1+qd−1

d−1 dŝ

)
.

Note that
∫ 1

−1
x̂pd+qd
d dx̂d = 0 for pd + qd odd. Then, for each 0 ≤ qd ≤ ps leaving out pd’s

such that pd + qd is odd, we have:∑
pd s.t. pd+qd is even

(∫ 1

−1

x̂pd+qd
d dx̂d

)
·( ∑

0≤p0≤pt,0≤pi≤ps,1≤i≤d−1

(∫
̂̊K∗

∩F̂d

(k∗p0...pd − k̃p0...pd) t̂
p0+q0x̂p1+q1

1 · · · x̂pd−1+qd−1

d−1 dŝ

+

∫
̂̊K∗∩F̂d

(kp0...pd,∗ − k̃p0...pd) t̂
p0+q0x̂p1+q1

1 · · · x̂pd−1+qd−1

d−1 dŝ
))

= 0.

Using that
∫ 1

−1
x̂2kd dx̂d = 2/(2k + 1) and introducing

zpd :=
∑

0≤p0≤pt,0≤pi≤ps,1≤i≤d−1

(∫
̂̊K∗

∩F̂d

(k∗p0...pd − k̃p0...pd) t̂
p0+q0x̂p1+q1

1 · · · x̂pd−1+qd−1

d−1 dŝ

+

∫
̂̊K∗∩F̂d

(kp0...pd,∗ − k̃p0...pd) t̂
p0+q0x̂p1+q1

1 · · · x̂pd−1+qd−1

d−1 dŝ
)
,
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we have for each 0 ≤ qd ≤ ps ∑
pd s.t. pd+qd is even

2zpd
pd + qd + 1

= 0.

Writing this as a linear system we find, for ps even,

1 0 1
3

0 1
5

· · · 1
ps+1

0 1
3

0 1
5

0 · · · 0
1
3

0 1
5

0 1
7

· · · 1
ps+3

0 1
5

0 1
7

0 · · · 0
1
5

0 1
7

0 1
9

· · · 1
ps+5

...
...

...
...

...
. . .

...
1

ps+1
0 1

ps+3
0 1

ps+5
· · · 1

2ps+1





z0
z1
z2
...

zps−2

zps−1

zps


=



0
0
0
...
0
0
0


.

When ps is odd we find:

1 0 1
3

0 1
5

· · · 0
0 1

3
0 1

5
0 · · · 1

ps+2
1
3

0 1
5

0 1
7

· · · 0
0 1

5
0 1

7
0 · · · 1

ps+4
1
5

0 1
7

0 1
9

· · · 0
...

...
...

...
...

. . .
...

0 1
ps+2

0 1
ps+4

0 · · · 1
2ps+1





z0
z1
z2
...

zps−2

zps−1

zps


=



0
0
0
...
0
0
0


.

After suitable transformations, the above matrices can be written as, when ps is even,

1 1
3

1
5

· · · 1
ps+1

0 · · · · · · 0
1
3

1
5

1
7

· · · 1
ps+3

0 · · · · · · 0
1
5

1
7

1
9

· · · 1
ps+5

0 · · · · · · 0
...

...
...

. . .
...

... · · · · · · 0
1

ps+1
1

ps+3
1

ps+5
· · · 1

2ps+1
0 · · · · · · 0

0 0 0 · · · 0 1
3

1
5

· · · 1
ps+1

...
...

...
...

... 1
5

1
7

· · · 1
ps+3

...
...

...
...

...
...

...
. . .

...
0 0 0 0 0 1

ps+1
1

ps+3
· · · 1

2ps−1


, (3.37)

43



and, when ps is odd,

1 1
3

1
5

· · · 1
ps

0 · · · · · · 0
1
3

1
5

1
7

· · · 1
ps+2

0 · · · · · · 0
1
5

1
7

1
9

· · · 1
ps+4

0 · · · · · · 0
...

...
...

. . .
...

... · · · · · · 0
1
ps

1
ps+2

1
ps+4

· · · 1
2ps−1

0 · · · · · · 0

0 0 0 · · · 0 1
3

1
5

· · · 1
ps+2

...
...

...
...

... 1
5

1
7

· · · 1
ps+4

...
...

...
...

...
...

...
. . .

...
0 0 0 0 0 1

ps+2
1

ps+4
· · · 1

2ps+1


. (3.38)

We observe that two diagonal block matrices in eqs. (3.37) and (3.38) are examples of the
Hankel matrix (a square matrix in which elements on each skew-diagonal are constant).
They can further be shown to be totally positive, see [50, Example 0.1.8]. Therefore, we
conclude that both block matrices eqs. (3.37) and (3.38) are nonsingular and zi = 0 for
0 ≤ i ≤ ps, i.e.,∑

0≤p0≤pt,0≤pi≤ps,1≤i≤d−1

(∫
̂̊K∗

∩F̂d

(k∗p0...pd − k̃p0...pd) t̂
p0+q0x̂p1+q1

1 · · · x̂pd−1+qd−1

d−1 dŝ

+

∫
̂̊K∗∩F̂d

(kp0...pd,∗ − k̃p0...pd) t̂
p0+q0x̂p1+q1

1 · · · x̂pd−1+qd−1

d−1 dŝ
)
= 0,

(3.39)

for any 0 ≤ q0 ≤ pt and 0 ≤ qi ≤ ps, 1 ≤ i ≤ d− 1. Therefore, considering

µ̂h,pd :=


∑

0≤p0≤pt,0≤pi≤ps,1≤i≤d−1 k
∗
p0...pd

t̂p0x̂p11 x̂
p2
2 · · · x̂pd−1

d−1 on
̂̊K∗

∩ F̂d,∑
0≤p0≤pt,0≤pi≤ps,1≤i≤d−1 kp0...pd,∗t̂

p0x̂p11 x̂
p2
2 · · · x̂pd−1

d−1 on
̂̊K∗ ∩ F̂d,

λ̂h,pd :=
∑

0≤p0≤pt,0≤pi≤ps,1≤i≤d−1

k̃p0...pd t̂
p0x̂p11 x̂

p2
2 · · · x̂pd−1

d−1 on F̂d,

we conclude from eq. (3.39) that îFh µ̂h,pd = λ̂h,pd . Further, observing that v̂h|F̂d
=
∑

pd
µ̂h,pd ,

that (̂iKh v̂h) |F̂d
=
∑

pd
λ̂h,pd and that projection is linear, we conclude that (̂iKh v̂h) |F̂d

=

îFh (v̂h|F̂d
).
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Chapter 4

Péclet-robust a priori error analysis

An a priori error analysis of a space-time HDG discretization of the time-dependent
advection-diffusion equation is presented in this chapter. We prove the inf-sup stabil-
ity of the space-time HDG method in section 4.1. Based on the inf-sup stability esti-
mate, a Galerkin orthogonality and projection estimates, we present the error analysis
in section 4.2. Finally, in section 4.3, we illustrate the theoretical results with numerical
examples.

4.1 Stability

The main goal of this section is to prove theorem 4.1 which states stability of the space-
time HDG method for the advection-diffusion equation with respect to a norm that includes
measurement of the streamline derivative, i.e., |||·|||ss,h defined in eq. (2.7c). We will prove
that this result is robust with respect to the Péclet number. A similar result for the
stationary problem is shown in [12, Theorem 4.6]. For this and following sections, cT
denotes a constant independent of hK , δtK, and ε, but linear in T .

Theorem 4.1. There exists δt0, independent of ε and T , such that when δtK ≤ min(hK , δt0)
on all K ∈ Th, and for all wh ∈ V h,

c−1
T |||wh|||ss,h ≤ sup

vh∈V h

ah(wh,vh)

|||vh|||s,h
. (4.1)

The following two inf-sup conditions with respect to, respectively, |||·|||v,h and |||·|||s,h,
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and which hold under the same conditions as theorem 4.1, are used to prove theorem 4.1:

c−1
T |||wh|||v,h ≤ sup

vh∈V h

ah(wh,vh)

|||vh|||v,h
∀wh ∈ V h, (4.2a)

c−1
T |||wh|||s,h ≤ sup

vh∈V h

ah(wh,vh)

|||vh|||s,h
∀wh ∈ V h. (4.2b)

We prove eqs. (4.2a) and (4.2b) in sections 4.1.1 and 4.1.2, respectively. We then prove
theorem 4.1 in section 4.1.3. To prove these results we introduce, for T ≥ 1, the weighting
function

φ = eT exp(−t/T ) + χ, (4.3)

where the positive constant χ will be determined later. For 0 < T < 1 we propose
φ(t) = e exp(−t)+χ. In our analysis, however, we will only consider T ≥ 1; the analysis for
T < 1 follows identical steps as the T ≥ 1 case, resulting in inf-sup conditions theorem 4.1
and eqs. (4.2a) and (4.2b) independent of T . Denoting the cell mean of β̄ by β̄0, we will
also use that (see [28]),

∥β̄ − β̄0∥L∞(K) ≤ chK |β̄|W 1,∞(K) ∀K ∈ Th. (4.4)

4.1.1 The inf-sup condition with respect to ||| · |||v,h

To prove eq. (4.2a) we first require the following lemmas.

Lemma 4.1. Let φ be defined as in eq. (4.3) with χ chosen such that χ > (e−
√
2)T/ (

√
2− 1).

Furthermore, choose the penalty parameter α in eq. (2.9) such that α > 1 + 4c2⋆, with c⋆
the constant in eq. (3.7c). Then for all wh := (wh,κh) ∈ V h:

ah(wh, φwh) ≥1
2
(T + χ)

(∑
K∈Th

ε ∥∇wh∥
2

K +
∑
K∈Th

εh−1
K ∥[wh]∥2QK

)
+ 1

2

∑
K∈Th

∥wh∥2K

+ (T + χ)
(
∥|1

2
β · n|1/2 κh∥

2

∂EN
+
∑
K∈Th

∥|βs − 1
2
β · n|1/2 [wh]∥

2

∂K

)
.

Proof. On an element K ∈ Th we have −whβ · ∇ (φwh) = −1
2
∇ · (φβw2

h) − 1
2
w2

hβ · ∇φ.
Using Gauss’s theorem, [φwh] = φ [wh], and that ζ+β ·n = (β ·n+ |β ·n|)/2, we note that

ah,c(wh, φwh) =− (1
2
w2

h, β · ∇φ)Th + ⟨1
2
φκ2

h, β · n+ |β · n|⟩∂EN
− ⟨1

2
φw2

h, β · n⟩∂Th + ⟨φ [wh]
2 , sup |β · n|⟩∂Th + ⟨φκh [wh] , β · n⟩∂Th .
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Since −1
2
w2

h+κh [wh] = −1
2
[wh]

2− 1
2
κ2

h, κh is single-valued on element boundaries, κh = 0
on ∂ED, we have by definition of φ and using that −β · ∇φ ≥ 1:

ah,c(wh, φwh) ≥ (T + χ) ∥|1
2
β · n|1/2 κh∥

2

∂EN
+ 1

2

∑
K∈Th

∥wh∥2K

+ (T + χ)
∑
K∈Th

∥|βs − 1
2
β · n|1/2 [wh]∥

2

∂K . (4.5)

Next, noting that ∇φ = 0, and using the Cauchy–Schwarz inequality and eq. (3.7c),

ah,d(wh, φwh) ≥ (T + χ)
∑
K∈Th

ε ∥∇wh∥
2

K + (T + χ)α
∑
K∈Th

εh−1
K ∥[wh]∥2QK

−
∑
K∈Th

2ε1/2c⋆ (eT + χ) ∥∇wh∥K ε
1/2h

−1/2
K ∥[wh]∥QK

.

Using Hölder’s inequality for sums and the inequality ax2 − 2bxy + dy2 ≥ (ad − b2)(x2 +
y2)/(a + d), which holds for positive real numbers a, b, d and ad > b2 (see [86]) allows us
to obtain

ah,d(wh, φwh) ≥ (T + χ)
α−
( c⋆(eT+χ)

T+χ

)2
1+α

(
∑
K∈Th

ε ∥∇wh∥
2

K +
∑
K∈Th

εh−1
K ∥[wh]∥2QK

) .

Since χ and α are chosen such that χ > (e−
√
2)T/ (

√
2− 1), so that T+χ > (eT+χ)/

√
2,

and α > 1 + 4c2⋆, it follows that

ah,d(wh, φwh) ≥ 1
2
(T + χ) (

∑
K∈Th

ε ∥∇wh∥
2

K +
∑
K∈Th

εh−1
K ∥[wh]∥2QK

) . (4.6)

The result follows after combining eqs. (4.5) and (4.6).

The following lemma extends the L2-projection estimates of [12, Lemma 4.2] to space-
time elements, taking into account the spatial mesh size hK and time-step δtK.

Lemma 4.2. Let φ be the function defined in eq. (4.3). For any wh ∈ Vh the following
estimates hold:

∥(I − Πh) (φwh)∥K ≤ cδtK ∥wh∥K , (4.7a)

∥∇ ((I − Πh) (φwh))∥K ≤ cδtKh
−1
K ∥wh∥K , (4.7b)

∥∇ ((I − Πh) (φwh))∥QK
≤ cδtKh

−3/2
K ∥wh∥K , (4.7c)

∥(I − Πh) (φwh)∥QK
≤ cδtKh

−1/2
K ∥wh∥K , (4.7d)

∥(I − Πh) (φwh)∥RK
≤ cδtK

1/2 ∥wh∥K . (4.7e)
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Proof. We first observe that when φ is a function of the time variable only on K, so are φ̃
and φ̂ on K̃ and K̂ respectively. Therefore, for wh ∈ Vh, and for 1 ≤ i, j ≤ d, j ̸= i,

∂ps+1
x̃i

(φ̃wh) = ∂ps+1
x̃i

∂x̃j
(φ̃wh) = ∂ps+1

x̃i
∂t̃ (φ̃wh) = 0. (4.8)

The equivalent derivatives above are also zero on the reference domain K̂. Furthermore,

∥∂pt+1

t̃
(φ̃wh)∥K̃ ≤ cδt−pt

K ∥w̃h∥K̃ , (4.9a)

∥∂pt+1

t̃
∂x̃i

(φ̃wh)∥K̃ ≤ cδt−pt
K h−1

K ∥w̃h∥K̃ . (4.9b)

Equation (4.9a) can be shown using the general Leibniz rule, that ∂pt+1

t̃
w̃h = 0, that

∥∂jt
t̃
φ̃∥

K̃
≤ e for all 1 ≤ jt ≤ pt+1, that eq. (3.7a) reduces to ∥∂t̃ṽh∥K̃ ≤ cδt−1

K ∥ṽh∥K̃ on the

axiparallel element K̃ (see [53, Corollary 3.54]) and using that δtK < 1. Similar arguments
can be used to show eq. (4.9b).

To prove eq. (4.7a) we follow the proof of [12, Lemma 4.2], and apply the projec-

tion estimates in [62, Lemma 3.4] when considered on the affine domain K̃, eq. (4.8) and
eq. (4.9a),

∥φ̃wh − Π̃h

(
φ̃wh

)
∥K̃ ≤ cδtK

pt+1 ∥∂pt+1

t̃

(
φ̃wh

)
∥
K̃
≤ cδtK ∥w̃h∥K̃ . (4.10)

A scaling argument applied to eq. (4.10) from K̃ to K yields eq. (4.7a).

We next prove eq. (4.7b). First note,∥∥∇̃ (φ̃wh − Π̃h (φ̃wh)
)∥∥2

K̃ ≤
∑
1≤i≤d

chd−2
K δtK ∥∂x̂i

(φ̂wh − Π̂h (φ̂wh))∥
2

K̂ . (4.11)

Following similar steps as in the proof of [54, Lemma 7.5], the right-hand side of eq. (4.11)
can be bound further using the triangle inequality, commutativity of ∂x̂i

with π̂tΠ1≤j≤d,j ̸=iπ̂xj
,

boundedness of π̂tΠ1≤j≤d,j ̸=iπ̂xj
, the projection estimates in [62, Lemma 3.4] and [54,

Lemma 7.3], eq. (4.8), eq. (3.1a), and eq. (4.9b),

∥∂x̂i

(
φ̂wh − Π̂h (φ̂wh)

)
∥K̂ ≤ ∥∂x̂i

φ̂wh − Π̂h (∂x̂i
φ̂wh)∥K̂ + c ∥π̂xi

(∂x̂i
φ̂wh)− ∂x̂i

(π̂xi
(φ̂wh))∥K̂

≤ c ∥∂pt+1

t̂
∂x̂i
φ̂wh∥K̂ ≤ ch

−d/2
K δt

1/2
K ∥w̃h∥K̃ .

(4.12)

Combining the right-hand side of eq. (4.12) with eq. (4.11), we find:

∥∇̃ (φ̃wh − Π̃h (φ̃wh))∥K̃ ≤ cδtKh
−1
K ∥w̃h∥K̃ . (4.13)
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A scaling argument applied to eq. (4.13) from K̃ to K yields eq. (4.7b). With similar steps
it can be shown that

∥∂t̃ (φ̃wh − Π̃h (φ̃wh))∥K̃ ≤ c ∥w̃h∥K̃ . (4.14)

We next prove eq. (4.7c). We start with a scaling argument to transform the integral

on a Q-face F̃Q,m from the affine domain to the reference domain. Note that, without loss
of generality, subscript m denotes the index of the spatial coordinate for which x̂m ≡ 1.
Using eq. (3.1b) we find

∥∇̃ (φ̃wh − Π̃h (φ̃wh))∥
2

F̃Q,m
≤
∑
1≤i≤d

cδtKh
d−3
K ∥∂x̂i

(φ̂wh − Π̂h (φ̂wh))∥
2

F̂Q,m
. (4.15)

Consider now the right-hand side term. Following [54, Lemma 7.9] we consider the cases
i = m and i ̸= m separately, starting with i = m. Using the commutativity of ∂x̂m with
π̂tΠ1≤j≤d,j ̸=mπ̂xj

, the triangle inequality, and [53, Lemma 3.47] (see also [54, Lemma 7.8]),

∥∂x̂m (φ̂wh − Π̂h (φ̂wh))∥F̂Q,m
≤∥∂x̂m (φ̂wh)− π̂xm∂x̂m (φ̂wh)∥F̂Q,m

+ c ∥π̂xm∂x̂m (φ̂wh)− π̂tΠ1≤j≤d,j ̸=mπ̂xj
(π̂xm∂x̂m (φ̂wh))∥K̂

+ c ∥π̂tΠ1≤j≤d,j ̸=mπ̂xj
(π̂xm∂x̂m (φ̂wh)− ∂x̂m π̂xm (φ̂wh))∥K̂ .

(4.16)

The first and third terms on the right-hand side of eq. (4.16) vanish by [54, Lemmas 7.2
and 7.3] and eq. (4.8). The second term on the right-hand side of eq. (4.16) is bounded
using the same argument as in the proof of [62, Lemma 3.4] by noting that π̂xm and π̂t
are one-dimensional L2-projections applied in the spatial direction x̂m and time direction,
respectively, the commutativity of π̂xm with ∂pt+1

t̂
and ∂ps+1

x̂j
(j ̸= m), the boundedness of

π̂xm , and eq. (4.8),

∥π̂xm∂x̂m (φ̂wh)− π̂tΠ1≤j≤d,j ̸=mπ̂xj
(π̂xm∂x̂m (φ̂wh))∥K̂ ≤ c ∥∂pt+1

t̂
∂x̂m (φ̂wh)∥K̂ , (4.17)

so that eq. (4.16) becomes:

∥∂x̂m (φ̂wh − Π̂h (φ̂wh))∥F̂Q,m
≤ c ∥∂pt+1

t̂
∂x̂m (φ̂wh)∥K̂ . (4.18)

We now consider the right-hand side of eq. (4.15) with i ̸= m. We have by a triangle
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inequality

∥∂x̂i
(φ̂wh − Π̂h (φ̂wh))∥F̂Q,m

≤∥∂x̂i
(φ̂wh)− π̂xm∂x̂i

(φ̂wh)∥F̂Q,m

+ ∥(I − π̂tΠ1≤j≤d,j ̸=i,j ̸=mπ̂xj
) π̂xm∂x̂i

(φ̂wh)∥F̂Q,m

+ ∥∂x̂i
(φ̂wh)− ∂x̂i

π̂xi
(φ̂wh)∥F̂Q,m

+ ∥(I − π̂xm) (∂x̂i
(φ̂wh)− ∂x̂i

π̂xi
(φ̂wh))∥F̂Q,m

+ ∥(I − π̂tΠ1≤j≤d,j ̸=i,j ̸=mπ̂xj
) π̂xm (∂x̂i

(φ̂wh)− ∂x̂i
π̂xi

(φ̂wh))∥F̂Q,m
.

(4.19)

For the second and the fifth terms on the right-hand side, we observe that the functions
inside the norms are polynomials in the x̂m-direction. Therefore, [54, Lemma 7.8] gives us,
using similar steps used to find eq. (4.17),

∥(I − π̂tΠ1≤j≤d,j ̸=i,j ̸=mπ̂xj
) π̂xm∂x̂i

(φ̂wh)∥F̂Q,m

+ ∥(I − π̂tΠ1≤j≤d,j ̸=i,j ̸=mπ̂xj
) π̂xm (∂x̂i

(φ̂wh)− ∂x̂i
π̂xi

(φ̂wh))∥F̂Q,m

≤c
(
∥∂pt+1

t̂
∂x̂i

(φ̂wh)∥K̂ + ∥∂t̂ (∂x̂i
(φ̂wh)− ∂x̂i

π̂xi
(φ̂wh))∥K̂

)
+ c (

∑
1≤j≤d,j ̸=m,j ̸=i

∥∂x̂j
(∂x̂i

(φ̂wh)− ∂x̂i
π̂xi

(φ̂wh))∥K̂) .

Next, using that π̂xi
and ∂x̂j

commute, using [54, eq.(7.5) in Lemma 7.3] and eq. (4.8), we

find that for any j ̸= i where 1 ≤ i ≤ d and 0 ≤ j ≤ d with x̂0 = t̂,

∥∂x̂j
(∂x̂i

(φ̂wh)− ∂x̂i
π̂xi

(φ̂wh))∥2K̂ ≤ c ∥∂ps+1
x̂i

∂x̂j
(φ̂wh)∥

2

K̂ = 0.

Therefore, the second and fifth terms on the right-hand side of eq. (4.19) are bounded by
c ∥∂pt+1

t̂
∂x̂i

(φ̂wh)∥K̂. All remaining terms on the right-hand side of eq. (4.19) vanish by

combining [54, Lemmas 7.2 and 7.3] eqs. (3.6) and (4.8) and so, for i ̸= m,

∥∂x̂i
(φ̂wh − Π̂h (φ̂wh))∥F̂Q,m

≤ c ∥∂pt+1

t̂
∂x̂i

(φ̂wh)∥K̂ . (4.20)

Combining eqs. (4.15), (4.18) and (4.20) and applying eqs. (3.1a) and (4.9b) we obtain:

∥∇̃ (φ̃wh − Π̃h (φ̃wh))∥F̃Q,m
≤ cδtKh

−3/2
K ∥w̃h∥K̃ . (4.21)

A scaling argument applied to eq. (4.21) from K̃ to K yields eq. (4.7c).

50



Equation (4.7d) follows directly by combining the local trace inequality eq. (3.6a) with
eqs. (4.10) and (4.13):

∥φ̃wh − Π̃h (φ̃wh)∥Q̃K
≤ ch

−1/2
K δtK ∥w̃h∥K̃ , (4.22)

and a scaling argument applied to eq. (4.22) from K̃ to K. Lastly, eq. (4.7e) follows by
combining the local trace inequality eq. (3.6b) with eqs. (4.10) and (4.14):

∥φ̃wh − Π̃h (φ̃wh)∥R̃K
≤ cδtK

1/2 ∥w̃h∥K̃ , (4.23)

and a scaling argument applied to eq. (4.23) from K̃ to K.

Lemma 4.3. Let Πh (φwh) := (Πh (φwh) ,Π
F
h (φκh)) for all wh := (wh,κh) ∈ V h. The

following holds:
|||Πh (φwh)|||v,h ≤ cT |||wh|||v,h.

Proof. We start with volume terms in the definition of |||·|||v,h eq. (2.7a). Due to bounded-
ness of Πh, and using eq. (3.12b),∑

K∈Th

∥Πh (φwh)∥2K +
∑
K∈Th

ε ∥∇ (Πh (φwh))∥
2

K ≤ c (eT + χ)2 |||wh|||2v,h. (4.24)

Next, the diffusive facet terms are bounded using a triangle inequality, eq. (3.12d), and
boundedness of ΠF

h :∑
K∈Th

εh−1
K ∥Πh (φwh)− ΠF

h (φκh)∥
2

QK

≤ c
∑
K∈Th

εh−1
K hK ∥∇ (φwh)∥

2

K + c
∑
K∈Th

εh−1
K ∥φ [wh]∥2QK

≤ c (eT + χ)2 |||wh|||2v,h.
(4.25)

For the Neumann boundary term in the definition of |||·|||v,h, consider first a single facet
F ∈ ∂EN . Then,

∥|1
2
β · n|1/2ΠF

h (φκh)∥F
≤ ∥|1

2
β · n|1/2

(
ΠF

h (φκh)− Πh (φwh)
)
∥
F
+ ∥|1

2
β · n|1/2Πh (φwh)∥F := I + II.
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For term I, using that |β · n| ≤ (max(t,x)∈F |β · n|), that ΠF
hΠh(φwh) = Πh(φwh) on F ,

boundedness of ΠF
h and a triangle inequality we have:

∥|1
2
β · n|1/2

(
ΠF

h (φκh)− Πh (φwh)
)
∥
F
≤ (1

2
max
(t,x)∈F

|β · n|)1/2 ∥φκh − Πh (φwh)∥F

≤ (1
2
max
(t,x)∈F

|β · n|)1/2 ∥φκh − φwh∥F

+ (1
2
max
(t,x)∈F

|β · n|)1/2 ∥(I − Πh) (φwh)∥F .

Using that |φ| ≤ eT + χ and eq. (2.8) for the first term on the right-hand side, and using
eq. (4.7d) and that δtK ≤ hK for the second term, we obtain

I ≤ (eT + χ) ∥(βs − 1
2
β · n)1/2 (κh − wh)∥F + c ∥wh∥KF

, (4.26)

where KF is the space-time element of which F is a facet. Next, for term II, by a triangle
inequality, using eq. (4.7d), that δtK ≤ hK , |φ| ≤ eT + χ, and eq. (2.8),

II ≤ ∥|1
2
β · n|1/2 (I − Πh)(φwh)∥F + ∥|1

2
β · n|1/2 φ(wh − κh)∥F + (eT + χ) ∥|1

2
β · n|1/2 κh∥F

≤ c ∥wh∥K + (eT + χ) ∥|βs − 1
2
β · n|1/2 (wh − κh)∥F + (eT + χ) ∥|1

2
β · n|1/2 κh∥F .

For a facet F ∈ ∂EN we therefore conclude that

∥|1
2
β · n|1/2ΠF

h (φκh)∥F ≤ c (eT + χ) ∥(βs − 1
2
β · n)1/2 (κh − wh)∥F

+ c ∥wh∥K + (eT + χ) ∥|1
2
β · n|1/2 κh∥F . (4.27)

We find for the Neumann term in the definition of |||·|||v,h:∑
F∈∂EN

∥|1
2
β · n|1/2ΠF

h (φκh)∥
2

F
≤ c ∥β∥L∞(E)

∑
K∈Th

∥wh∥2K

+ (eT + χ)2
(∑
K∈Th

∥(βs − 1
2
β · n)1/2 (κh − wh)∥

2

∂K +
∑

F∈∂EN

∥|1
2
β · n|1/2 κh∥

2

F

)
. (4.28)

Finally, we consider the advective facet terms in the definition of |||·|||v,h. On a single facet
we have:

∥|βs − 1
2
β · n|1/2 (Πh (φwh)− ΠF

h (φκh))∥F ≤ c( max
(t,x)∈F

|β ·n|)1/2 ∥(Πh (φwh)− ΠF
h (φκh))∥F .
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Using identical steps as used to find the bound for I in eq. (4.26), we find:

∥|βs − 1
2
β · n|1/2 (Πh (φwh)− ΠF

h (φκh))∥F
≤ c (eT + χ) ∥(βs − 1

2
β · n)1/2 (κh − wh)∥F + c ∥wh∥K ,

so that∑
K∈Th

∥|βs − 1
2
β · n|1/2 (Πh (φwh)− ΠF

h (φκh))∥
2

∂K

≤ c (eT + χ)2
∑
K∈Th

∥(βs − 1
2
β · n)1/2 (κh − wh)∥

2

∂K + c
(∑
K∈Th

∥wh∥2K
)
. (4.29)

The result follows after collecting the bounds in eqs. (4.24), (4.25), (4.28) and (4.29).

Lemma 4.4. For any w := (w,κ) ∈ L2(E)×L2(Γ), let δw := (w − Πhw,κ − ΠF
h κ). The

following holds for all wh ∈ V h:

ah(wh, δ (φwh)) ≤cT
(∑
K∈Th

ε ∥∇wh∥
2

K +
∑
K∈Th

εh−1
K ∥[wh]∥2QK

)
+
∑
K∈Th

(1/8 + δtK) ∥wh∥2K

+ cT
( ∑
F∈∂EN

∥|1
2
β · n|1/2 κh∥

2

F
+
∑
K∈Th

∥|βs − 1
2
β · n|1/2 [wh]∥

2

∂K

)
.

Proof. Let z ∈ H1(Th) and ϖ ∈ L2(Fh) such that ϖ|∂ED = 0. Let z := (z,ϖ). Integrating
(βwh,∇z)Th by parts and using that ⟨(β · n)κh, ϖ⟩∂Th = ⟨(β · n)κh, ϖ⟩∂EN , because κh

and ϖ are single-valued on Γ and zero on ∂ED, we have:

ah,c(wh, z) = (β · ∇wh, z)Th − ⟨1
2
(β · n) [wh] , z⟩∂Th

+ ⟨
(
βs − 1

2
(β · n)

)
[wh] , z⟩∂Th − ⟨βs [wh] , ϖ⟩∂Th + ⟨1

2

(
|β · n| − β · n

)
κh, ϖ⟩∂EN .
(4.30)

At this point, note that δ (φwh) = δ
(
eT exp(−t/T )wh

)
because δ (χwh) = 0. Further-

more, let β0 = (1, β̄0). By definition of Πh, the following vanishes

(β0 · ∇wh, (I − Πh) (eT exp(−t/T ))wh)Th = 0.

From eq. (4.30), with z = δ (eT exp(−t/T )wh), we now find that:

ah,c
(
wh, δ (eT exp(−t/T ))wh

)
=((β − β0) · ∇wh, (I − Πh) (eT exp(−t/T )wh))Th
− ⟨1

2
(β · n) [wh] , (I − Πh) (eT exp(−t/T )wh)⟩∂Th

+ ⟨(βs − 1
2
(β · n)) [wh] , (I − Πh) (eT exp(−t/T )wh)⟩∂Th

+ ⟨1
2
(|β · n| − β · n)κh, (I − ΠF

h ) (eT exp(−t/T )κh)⟩∂EN
=:M1 +M2 +M3 +M4,
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where, by definitions of ΠF
h and βs, ⟨βs [wh] , (I − ΠF

h ) (eT exp(−t/T )κh)⟩∂Th = 0. We will
now bound each of the terms Mi, i = 1, . . . , 4 separately.

We observe that (β − β0) ·∇wh = (β̄ − β̄0) ·∇wh because the first components of β and
β0 are 1. We then bound M1 using the Cauchy–Schwarz inequality, eq. (4.4), eq. (4.7a),
and eq. (3.7b):

M1 ≤
∑
K∈Th

chKh
−1
K ∥wh∥K δtK ∥wh∥K = c

∑
K∈Th

δtK ∥wh∥2K . (4.31)

We proceed with bounding M2 and M3. Using the Cauchy–Schwarz inequality, eq. (2.8),
eq. (4.7d), and eq. (4.7e), we find that

M2 +M3 ≤ c
∑
K∈Th

δtKh
−1/2
K ∥|βs − 1

2
β · n|1/2 [wh]∥QK

∥wh∥K

+ c
∑
K∈Th

δtK
1/2 ∥|βs − 1

2
β · n|1/2 [wh]∥RK

∥wh∥K .

Since δtK ≤ hK , δtKh
−1/2
K can be bounded by 1. Therefore, applying Young’s inequality,

M2 +M3 ≤c
∑
K∈Th

∥|βs − 1
2
(β · n)|1/2 [wh]∥∂K ∥wh∥K

≤1
2
δ
∑
K∈Th

∥wh∥2K + cδ−1
∑
K∈Th

∥|βs − 1
2
(β · n)|1/2 [wh]∥

2

∂K .
(4.32)

For M4, we first apply the Cauchy–Schwarz inequality and the triangle inequality:

M4 ≤ c
∑

F∈∂EN

∥|1
2
β · n|1/2 κh∥F

(
∥|1

2
β · n|1/2 κh∥F + ∥|1

2
β · n|1/2ΠF

h (eT exp(−t/T )κh)∥F
)
.

(4.33)

The second term in parentheses on the right-hand side of eq. (4.33) is bounded following
identical steps in showing eq. (4.27). Applying also Young’s inequality, and denoting by
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KF the space-time element of which F is a facet,

M4 ≤c
∑

F∈∂EN

∥|1
2
β · n|1/2 κh∥

2

F

+ c
∑

F∈∂EN

∥|1
2
β · n|1/2 κh∥F

(
cT ∥|1

2
β · n|1/2 κh∥F + cT ∥(βs − 1

2
β · n)1/2 [wh]∥∂K + ∥wh∥KF

)
=(c+ cT )

∑
F∈∂EN

∥|1
2
β · n|1/2 κh∥

2

F

+ cT
∑

F∈∂EN

∥|1
2
β · n|1/2 κh∥F ∥(βs − 1

2
β · n)1/2 [wh]∥∂K + c

∑
F∈∂EN

∥|1
2
β · n|1/2 κh∥F ∥wh∥KF

≤ δ
2

∑
K∈Th

∥wh∥2K + (cT + cδ−1)
∑

F∈∂EN

∥|1
2
β · n|1/2 κh∥

2

F
+ cT

∑
F∈∂EN

∥(βs − 1
2
β · n)1/2 [wh]∥

2

∂K .

(4.34)

We proceed with the diffusive term ah,d. With test function z = δ (eT exp(−t/T )wh),

ah,d
(
wh, δ (eT exp(−t/T ))wh

)
=
(
ε∇wh,∇ ((I − Πh) (eT exp(−t/T ))wh)

)
Th

− ⟨εαh−1
K [wh] , (Πh − ΠF

h ) (eT exp(−t/T )wh)⟩Qh

+ ⟨εαh−1
K [wh] , (I − ΠF

h ) (eT exp(−t/T ) [wh])⟩Qh

− ⟨ε [wh] ,∇n̄ ((I − Πh) (eT exp(−t/T )wh))⟩Qh

+ ⟨ε∇n̄wh, (Πh − ΠF
h ) (eT exp(−t/T )wh)⟩Qh

− ⟨ε∇n̄wh, (I − ΠF
h ) (eT exp(−t/T ) [wh])⟩Qh

=:M5 +M6 +M7 +M8 +M9 +M10.

To bound M5 we use the Cauchy–Schwarz inequality, eq. (4.7b), the assumption that
δtK ≤ hK , and Young’s inequality:

M5 ≤ c
∑
K∈Th

ε ∥∇wh∥K δtKh
−1
K ∥wh∥K ≤ 1

2
δ
∑
K∈Th

∥wh∥2K + cεδ−1
∑
K∈Th

ε ∥∇wh∥
2

K . (4.35)

To boundM6 we apply the Cauchy–Schwarz inequality, eq. (3.12d), and Young’s inequality:

M6 ≤c
∑
K∈Th

εh−1
K ∥[wh]∥QK

h
1/2
K ∥∇ (eT exp(−t/T )wh)∥K

≤cT
∑
K∈Th

εh−1
K ∥[wh]∥2QK

+ cT
∑
K∈Th

ε ∥∇wh∥
2

K .
(4.36)
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M7 can be bounded using the boundedness of ΠF
h :

M7 ≤ c
∑
K∈Th

εh−1
K ∥[wh]∥QK

∥(I − ΠF
h ) (eT exp(−t/T ) [wh])∥QK

≤ cT
∑
K∈Th

εh−1
K ∥[wh]∥2QK

.

(4.37)
Terms M9 and M10 are bounded in a similar way as M6 and M7, and using eq. (3.7c):

M9 +M10 ≤ cT
∑
K∈Th

εh−1
K ∥[wh]∥2QK

+ cT
∑
K∈Th

ε ∥∇wh∥
2

K . (4.38)

Finally, we bound M8 using the Cauchy–Schwarz inequality, eq. (4.7c), the assumption
that δtK ≤ hK , and Young’s inequality:

M8 ≤
∑
K∈Th

ε ∥[wh]∥QK
∥∇ ((I − Πh) (eT exp(−t/T )wh))∥QK

≤ c
∑
K∈Th

ε ∥[wh]∥QK
δtKh

−3/2
K ∥wh∥K

≤ 1
2
δ
∑
K∈Th

∥wh∥2K + cεδ−1
∑
K∈Th

εh−1
K ∥[wh]∥2QK

.

(4.39)

Collecting eqs. (4.31), (4.32) and (4.34) to (4.39) we find that

ah(wh, δ (φwh)) ≤c
∑
K∈Th

δtK ∥wh∥2K + 2δ
∑
K∈Th

∥wh∥2K

+ (cT + cδ−1)
( ∑
F∈∂EN

∥|1
2
β · n|1/2 κh∥

2

F
+
∑
K∈Th

∥|βs − 1
2
β · n|1/2 [wh]∥

2

∂K

)
+ (cT + cεδ−1)

(∑
K∈Th

ε ∥∇wh∥
2

K +
∑
K∈Th

εh−1
K ∥[wh]∥2QK

)
.

The result follows by choosing δ = 1/16.

We are now ready to prove eq. (4.2a).

Proof of eq. (4.2a). Choose δt0 = 1/8. When δtK ≤ δt0 for all K ∈ Th we find, by combin-
ing lemmas 4.1 and 4.4,

ah(wh,Πh (φwh)) ≥ (1
4
(T + χ)− cT ) (

∑
K∈Th

ε ∥∇wh∥
2

K +
∑
K∈Th

εh−1
K ∥[wh]∥2QK

) + 1
4

∑
K∈Th

∥wh∥2K

+ (T + χ− cT ) (
∑

F∈∂EN

∥|1
2
β · n|1/2 κh∥

2

F
+
∑
K∈Th

∥|βs − 1
2
β · n|1/2 [wh]∥

2

∂K) .
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Choosing χ to satisfy χ ≥ 4cT in addition to the conditions of lemma 4.1, we obtain

ah(wh,Πh (φwh)) ≥ 1
4
|||wh|||2v,h ≥ c−1

T |||wh|||v,h|||Πh(φwh)|||v,h, (4.40)

where the second inequality is due to lemma 4.3. We therefore conclude eq. (4.2a).

4.1.2 The inf-sup condition with respect to ||| · |||s,h

The following boundedness result will be useful in the proof of stability eq. (4.2b)

|ah,d(uh,vh)| ≤ c|||uh|||v,h|||vh|||v,h ∀uh,vh ∈ V h. (4.41)

To prove this, we have by the Cauchy–Schwarz inequality and eq. (3.7c),

|ah,d(uh,vh)|

≤
∑
K∈Th

ε1/2 ∥∇uh∥K ε
1/2 ∥∇vh∥K + α

∑
K∈Th

ε1/2h
−1/2
K ∥[uh]∥QK

ε1/2h
−1/2
K ∥[vh]∥QK

+ c
(∑
K∈Th

ε1/2h
−1/2
K ∥[uh]∥QK

ε1/2 ∥∇vh∥K +
∑
K∈Th

ε1/2 ∥∇uh∥K ε
1/2h

−1/2
K ∥[vh]∥QK

)
,

after which eq. (4.41) follows immediately.

To prove eq. (4.2b), we first construct the test function yh := (yh, ϑh) as a function of
wh = (wh,κh) ∈ V h. The elemental test function yh is defined as:

yh := τε∂twh. (4.42a)

To define the facet test function ϑh we consider four different sets of facets. First we
consider facets F in ∂K1 ∩ ∂K2 ∩Qi

h and such that there is no difference in the refinement
level in the time direction between K1 and K2. This means that δtK1 = δtK2 =: δtK and,
since K1 and K2 must come from the same space-time slab, ∆tK1 = ∆tK2 =: ∆tK. We then
define:

ϑh :=


∆tK∂tκh, δtK ≤ hK1 ≤ ε, δtK ≤ hK2 ≤ ε,

∆tKε
1/2∂tκh, δtK ≤ ε < hK1 , δtK ≤ ε < hK2 ,

0, otherwise.

(4.42b)
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We next consider facets F in ∂K1∩∂K2∩Qi
h and such that there is one level of refinement

difference between K1 and K2 in the time direction. Without loss of generality, we assume
that 2δtK1 = δtK2 . Furthermore, since K1 and K2 must come from the same space-time
slab, ∆tK1 = ∆tK2

:= ∆tK. We then define:

ϑh :=


∆tK∂tκh, δtK1 ≤ hK1 ≤ ε, δtK2 ≤ hK2 ≤ ε,

∆tKε
1/2∂tκh, δtK1 ≤ ε < hK1 , δtK2 ≤ ε < hK2 ,

0, otherwise.

(4.42c)

For facets F in ∂K ∩Qb
h, we define:

ϑh :=


∆tK∂tκh, δtK ≤ hK ≤ ε,

∆tKε
1/2∂tκh, δtK ≤ ε < hK ,

0, otherwise.

(4.42d)

Finally, for facets F in Rh, we define:

ϑh := 0. (4.42e)

We observe from definition eq. (4.42) that ϑh ≡ 0 on ∂T c
h , which denotes the set of

element boundaries of space-time elements in T c
h . Furthermore, for any space-time element

K ∈ T dx
h := T d

h ∪ T x
h , we introduce Q0

K to denote those Q-faces on which ϑh is prescribed
in eqs. (4.42b) and (4.42c) to be zero. We will define Q0

h := ∪K∈ThQ0
K. Consider now

K ∈ T dx,0
h , which denotes the set of space-time elements in T dx

h for which Q0
K ̸= ∅. Then,

there exists a K′ such that ∂K′∩∂K ̸= ∅ and that either hK ≤ ε ≤ hK′ (or hK′ ≤ ε ≤ hK),
or δtK ≤ ε ≤ δtK′ (or δtK′ ≤ ε ≤ δtK). For the former case, since spatial elements are
shape-regular and the difference of refinement levels in the spatial direction between two
adjacent space-time elements is at most one, we have c−1hK′ ≤ hK ≤ chK′ . If the latter
case holds, since δtK = 1

2
δtK′ , it holds that δtK ∼ ε. Therefore,

c−1hK ≤ ε ≤ chK or c−1δtK ≤ ε ≤ cδtK ∀K ∈ T dx,0
h . (4.43)

Lemmas 4.5 and 4.6 will be used to prove eq. (4.2b). The proofs of these lemmas will
repeatedly use the following set of inequalities: For all K ∈ Th,

h−1
K ≤ δt−1

K , ∆tK ≤ cδtK, τε ≤ ∆tK, ε ≤ 1. (4.44)
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Lemma 4.5. Assume that δtK ≤ hK for all space-time elements K ∈ Th. Let wh =
(wh,κh) ∈ V h and let yh be defined by eq. (4.42). The following holds:

|||yh|||s,h ≤ c|||wh|||s,h. (4.45)

Proof. We start with the volume terms of |||·|||s,h. Using eq. (3.7a) and eq. (4.44), we have:∑
K∈Th

∥yh∥2K ≤
∑
K∈Th

τε ∥∂twh∥2K . (4.46)

For the diffusive volume term, using commutativity of ∇ and ∂t, eq. (3.7a) and eq. (4.44):∑
K∈Th

ε ∥∇yh∥
2

K =
∑
K∈Th

τ 2ε ε ∥∂t (∇wh)∥
2

K ≤ c
∑
K∈Th

ε ∥∇wh∥
2

K . (4.47)

The time-derivative volume term is treated similarly, using eq. (4.44):∑
K∈Th

τε ∥∂tyh∥2K ≤ c
∑
K∈Th

τε ∥∂twh∥2K . (4.48)

For the diffusive facet term in the definition of |||·|||s,h, we use lemma 3.1, eq. (3.7c), that

ϑh vanishes on ∂T c
h , that ϑh vanishes on Q0

K when K ∈ T dx
h , that ε ≤ δtK and εh−2

K τε ≤ 1
on T c

h , and that εh−2
K τε ≤ c on T dx,0

h due to eq. (4.43):∑
K∈Th

εh−1
K ∥[yh]∥

2
QK

=
∑

K∈T dx
h

εh−1
K τ 2ε ∥[∂twh]∥2QK\Q0

K
+
∑

K∈T dx
h

εh−1
K τ 2ε ∥∂twh∥2Q0

K
+
∑
K∈T c

h

εh−1
K τ 2ε ∥∂twh∥2QK

≤c
∑
K∈Th

εh−1
K ∥[wh]∥2QK

+ c
∑
K∈Th

τε ∥∂twh∥2K .

(4.49)

For the advective facet term, using lemma 3.1, eq. (3.7d), eq. (4.44), that ε̃2 ≤ εh−1
K on

K ∈ T dx
h since hK ≤ ε on T d

h and ε̃ = ε1/2 on T x
h :∑

K∈Th

∥|βs − 1
2
β · n|1/2 [yh]∥

2

∂K

≤c
( ∑
K∈T dx

h

τ 2ε ∥[∂twh]∥2QK\Q0
K
+
∑

K∈T dx
h

τ 2ε ∥∂twh∥2RK∪Q0
K
+
∑
K∈T c

h

τ 2ε ∥∂twh∥2∂K
)

≤c
( ∑
K∈T dx

h

εh−1
K ∥[wh]∥2QK\Q0

K

)
+ c

∑
K∈T c

h

τε ∥∂twh∥2K .

(4.50)
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Finally, the Neumann boundary term is bounded using the triangle inequality, Young’s
inequality, lemma 3.1, eq. (3.7c), eq. (4.44), and that hK ≤ ε for K ∈ T d

h :∑
K∈T dx

h

∥|1
2
β · n|1/2 ϑh∥

2

QK∩∂EN
≤c

∑
K∈T dx

h

τ 2ε ∥[∂twh]∥2QK∩∂EN + c
∑

K∈T dx
h

τ 2ε ∥∂twh∥2QK∩∂EN

≤c
∑

K∈T dx
h

εh−1
K ∥[wh]∥2QK∩∂EN + c

∑
K∈T dx

h

τε ∥∂twh∥2K .
(4.51)

Combining eqs. (4.46) to (4.51) yields eq. (4.45).

Lemma 4.6. Assume that δtK ≤ hK for all space-time elements K ∈ Th. Let wh =
(wh,κh) ∈ V h, let yh be defined as in eq. (4.42), and let Πh (φwh) be defined as in
lemma 4.3. There exists a positive constant c such that

|||wh|||2s,h ≤ ah(wh, 2 (yh + cΠh (φwh))).

Proof. Let us first note that ϑh vanishes on Rh and ∂T c
h . Therefore, defining Qdx

h :=
∂T dx

h ∩Qh, we find after some algebraic manipulation that:

ah,c(wh,yh) = (∇ · (βwh) , yh)Th + ⟨(βs − 1
2
β · n) [wh] , yh⟩∂Th − ⟨1

2
β · n [wh] , yh⟩∂Th

− ⟨1
2
(|β · n| − β · n)κh, [yh]⟩∂EN∩Qdx

h
+ ⟨1

2
(|β · n| − β · n)κh, yh⟩∂EN∩Qdx

h

+ ⟨βs [wh] , [yh]⟩Qdx
h \Q0

h
− ⟨βs [wh] , yh⟩Qdx

h \Q0
h
.

Furthermore, since (∇ · (βwh) , yh)Th = (∂twh, τε∂twh)Th + (∇ · (β̄wh) , τε∂twh)Th , we find
that∑

K∈Th

τε ∥∂twh∥2K =ah(wh,yh)− ah,d(wh,yh)− (∇ · (β̄wh) , τε∂twh)Th

− ⟨(βs − 1
2
β · n) [wh] , τε∂twh⟩∂Th + ⟨1

2
β · n [wh] , τε∂twh⟩∂Th

− ⟨βs [wh] , τε [∂twh]⟩Qdx
h \Q0

h
+ ⟨βs [wh] , τε∂twh⟩Qdx

h \Q0
h

+ ⟨1
2
(|β · n| − β · n)κh, τε [∂twh]⟩∂EN∩Qdx

h

− ⟨1
2
(|β · n| − β · n)κh, τε∂twh⟩∂EN∩Qdx

h

=ah(wh,yh)− ah,d(wh,yh)− (∇ · (β̄wh) , τε∂twh)Th
+ T1 + T2 + T3 + T4 + T5 + T6.

(4.52)
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We will bound the last eight terms on the right-hand side of the above equation. First, by
eq. (4.41), lemma 4.5, and Young’s inequality, we have

ah,d(wh,yh) ≤c|||wh|||v,h|||wh|||s,h ≤ c ((
∑
K∈Th

τε ∥∂twh∥2K)
1/2

+ |||wh|||v,h) |||wh|||v,h

≤c (1 + δ−1) |||wh|||2v,h +
1
2
δ
∑
K∈Th

τε ∥∂twh∥2K .
(4.53)

Next, using the Cauchy–Schwarz and Young’s inequalities, δtK ≤ ε for K ∈ T dx
h , eq. (3.7b)

and eq. (4.44):

(∇ · (β̄wh) , τε∂twh)Th ≤δ
2

∑
K∈Th

τε ∥∂twh∥2K + cδ−1
∑
K∈Th

τε ∥∇wh∥
2

K

≤δ
2

∑
K∈Th

τε ∥∂twh∥2K + cδ−1
∑
K∈Th

ε ∥∇wh∥
2

K + cδ−1
∑
K∈Th

∥wh∥2K .

(4.54)

T1 and T2 can be bounded using the Cauchy–Schwarz inequality, 1
2
|β · n| ≤ |βs − 1

2
β · n|

for all F ∈ ∂Th, eq. (3.7d), eq. (4.44), and Young’s inequality:

T1 + T2 ≤ 1
2
δ
∑
K∈Th

τε ∥∂twh∥2K + cδ−1
∑
K∈Th

∥|βs − 1
2
β · n|1/2 [wh]∥

2

∂K . (4.55)

Similarly T3 and T4 are bounded using the Cauchy–Schwarz inequality, lemma 3.1, eq. (3.7c),
eq. (2.8), δtK ≤ hK ≤ ε for K ∈ T d

h , eq. (4.44), and Young’s inequality. Note that we also

make use of ε̃ ≤ ε1/2h
−1/2
K on T dx

h since on T d
h , ε̃ = 1 and hK ≤ ε while on T x

h , ε̃ = ε1/2

and hK ≤ 1:

T3 + T4 ≤c
∑

K∈T dx
h

τε ∥|βs − 1
2
β · n|1/2 [wh]∥QK\Q0

K
((δt−1

K + h−1
K ) ∥[wh]∥QK\Q0

K
+ h

−1/2
K ∥∂twh∥K)

≤c
∑

K∈T dx
h

∥|βs − 1
2
β · n|1/2 [wh]∥QK\Q0

K
(ε̃ ∥[wh]∥QK\Q0

K
+∆t

1/2
K ε̃ ∥∂twh∥K)

≤c
∑

K∈T dx
h

∥|βs − 1
2
β · n|1/2 [wh]∥QK\Q0

K
(ε1/2h

−1/2
K ∥[wh]∥QK\Q0

K
+ τ 1/2ε ∥∂twh∥K)

≤1
2
δ
∑
K∈Th

τε ∥∂twh∥2K + c
∑
K∈Th

εh−1
K ∥[wh]∥2QK

+ c (1 + δ−1)
∑
K∈Th

∥|βs − 1
2
β · n|1/2 [wh]∥

2

∂K .

(4.56)
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Similarly, to bound T5 and T6, we use the Cauchy–Schwarz inequality, lemma 3.1, eq. (3.7c),

that δtK ≤ hK ≤ ε for K ∈ T d
h , eq. (4.44), ε̃ ≤ ε1/2h

−1/2
K on T dx

h and Young’s inequality:

T5+T6 ≤ 1
2
δ
∑
K∈Th

τε ∥∂twh∥2K+c
∑
K∈Th

εh−1
K ∥[wh]∥2QK

+c (1 + δ−1)
∑
K∈Th

∥|1
2
β · n|1/2 κh∥

2

QK∩∂EN
.

(4.57)
Combining eqs. (4.52) to (4.57) and choosing δ = 1/5 we obtain∑

K∈Th

τε ∥∂twh∥2K ≤ ah(wh, 2yh) + c|||wh|||2v,h. (4.58)

Adding |||wh|||2v,h to both sides of eq. (4.58), the first bound in eq. (4.40) yields the result.

We end this section by proving eq. (4.2b).

Proof of eq. (4.2b). By eq. (3.12c) and using that τε ≤ cε, because on T dx
h , τε ≤ ∆t ≤

cδt ≤ cε and on T c
h , τε = ∆tKε ≤ ε(≤ cε), we find∑

K∈Th

τε ∥∂t
(
Πh (φwh)

)
∥2K ≤c

(∑
K∈Th

τε ∥∂t (φwh)∥2K +
∑
K∈Th

τε ∥∇ (φwh)∥
2

K

)
≤c
(
c2T

(∑
K∈Th

τε ∥∂twh∥2K + c
∑
K∈Th

ε ∥∇wh∥
2

K

)
+
∑
K∈Th

∥wh∥2K
)

≤c2T |||wh|||2s,h.

Therefore, using lemma 4.3, we conclude that

|||Πh (φwh)|||s,h ≤ cT |||wh|||s,h. (4.59)

Equation (4.2b) can now be shown to hold after combining eq. (4.59) with lemmas 4.5
and 4.6.

4.1.3 The inf-sup condition with respect to ||| · |||ss,h

Proof of theorem 4.1. We construct the test function κh := (κh, ςh) such that for K ∈ Th,

κh|K :=
δtKh2

K

δtK+hK
Πh (β · ∇wh) while ςh vanishes on all faces of Fh. We first show that there
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exists a positive constant c1, independent of hK , δtK, ε, and T such that the following
holds:

|||κh|||s,h ≤ c1∥wh∥sd,h . (4.60)

We bound each term of |||·|||s,h, starting with the volume terms. Noting that
δtKh2

K

δtK+hK
≤ 1

and using the definition of ∥·∥sd,h in eq. (2.7c), we have:∑
K∈Th

∥κh∥2K ≤∥wh∥2sd,h . (4.61)

The diffusive volume term is bounded using ε ≤ 1,
δtKh2

K

δtK+hK
h−2
K ≤ 1 and eq. (3.7b):∑

K∈Th

ε ∥∇κh∥
2

K ≤ c
∑
K∈Th

(
δtKh2

K

δtK+hK

)2
h−2
K

∥∥Πh (β · ∇wh)
∥∥2
K ≤ c∥wh∥2sd,h . (4.62)

For the time derivative volume term, we need eq. (4.44) and eq. (3.7a):∑
K∈Th

τε∥∂tκh∥2K ≤ c
∑
K∈Th

δtK (δt−1
K + h−1

K )
2
(

δtKh2
K

δtK+hK

)2∥∥Πh (β · ∇wh)
∥∥2
K ≤ c∥wh∥2sd,h . (4.63)

Next we turn to the facet terms. To bound the diffusive facet term, we apply eq. (3.7c):∑
K∈Th

εh−1
K ∥[κh]∥2QK

=
∑
K∈Th

εh−1
K

(
δtKh2

K

δtK+hK

)2
∥Πh (β · ∇wh)∥2QK

≤ c
∑
K∈Th

δtKh2
K

δtK+hK
∥Πh (β · ∇wh)∥2K ≤ c ∥wh∥2sd,h .

(4.64)

We use eq. (3.7d) and that (δt
−1/2
K + h

−1/2
K )

2 δtKhK

δtK+hK
≤ 2 to bound the advective facet term:∑

K∈Th

∥|βs − 1
2
β · n|1/2 [κh]∥

2

∂K ≤ c
∑
K∈Th

(
δtKh2

K

δtK+hK

)2
∥Πh (β · ∇wh)∥2∂K

≤ c
∑
K∈Th

δtKh2
K

δtK+hK
∥Πh (β · ∇wh)∥2K ≤ c∥wh∥2sd,h .

(4.65)

The Neumann boundary term vanishes since ςh ≡ 0. We can therefore conclude eq. (4.60)
from eqs. (4.61) to (4.65).

We next show that there exists a positive constant c2, independent of hK , δtK, ε, and
T such that

∥wh∥2sd,h − c2|||wh|||s,h∥wh∥sd,h ≤ ah(wh,κh). (4.66)
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We first write the advective part of the bilinear form as:

ah,c(wh,κh) =
(
∇ · (βwh) , κh

)
Th

+ ⟨(βs − β · n) [wh] , κh⟩∂Th =: T1 + T2. (4.67)

We bound T1 using the definition of the projection operator Πh:

T1 =
(
(I − Πh) (β · ∇wh) ,

δtKh2
K

δtK+hK
Πh (β · ∇wh)

)
Th

+
(
Πh (β · ∇wh) ,

δtKh2
K

δtK+hK
Πh (β · ∇wh)

)
Th

=∥wh∥2sd,h .
(4.68)

For T2, we note that |βs − β · n| ≤ 2 |βs − 1
2
β · n| for any F ∈ Th. Then, also using

eq. (3.7d) and Hölder’s inequality for sums,

T2 ≤ c
∑
K∈Th

∥∥∣∣βs − 1
2
β · n

∣∣1/2 [wh]
∥∥
∂K

δtKh2
K

δtK+hK

∥∥Πh (β · ∇wh)
∥∥
∂K ≤ c|||wh|||s,h∥wh∥sd,h .

(4.69)
For the diffusive part of the bilinear form, we write:

ah,d(wh,κh) = (ε∇wh,∇κh)Th − ⟨ε [wh] ,∇n̄κh⟩Qh
− ⟨εκh,∇n̄wh⟩Qh

+ ⟨αεh−1
K [wh] , κh⟩Qh

=: I1 + I2 + I3 + I4.

(4.70)

For I1, we apply the Cauchy–Schwarz inequality, eq. (3.7b), and Hölder’s inequality for
sums:

I1 ≤
∑
K∈Th

ε ∥∇wh∥K
δtKh2

K

δtK+hK
∥∇ (Πh (β · ∇wh))∥K

≤ c
∑
K∈Th

ε1/2 ∥∇wh∥K
( δtKh2

K

δtK+hK

)1/2
∥Πh (β · ∇wh)∥K ≤ c|||wh|||s,h∥wh∥sd,h .

(4.71)

For I2, we apply the Cauchy–Schwarz inequality, eqs. (3.7b) and (3.7c), and Hölder’s
inequality for sums:

I2 ≤
∑
K∈Th

ε ∥[wh]∥QK

δtKh2
K

δtK+hK
∥∇ (Πh (β · ∇wh))∥QK

≤ c
∑
K∈Th

ε1/2h
−1/2
K ∥[wh]∥QK

( δtKh2
K

δtK+hK

)1/2
∥Πh (β · ∇wh)∥K ≤ c|||wh|||s,h∥wh∥sd,h .

(4.72)
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Similarly for I3 and I4, we apply the Cauchy–Schwarz inequality, eq. (3.7c), and Hölder’s
inequality for sums:

I3 + I4 ≤ c|||wh|||s,h∥wh∥sd,h . (4.73)

Combining eqs. (4.67) to (4.73), we conclude eq. (4.66).

Combining eq. (4.66) and eq. (4.60) then yields:

c−1
1

(
∥wh∥sd,h − c2|||wh|||s,h

)
≤ ah(wh,κh)

c1∥wh∥sd,h
≤ ah(wh,κh)

|||κh|||s,h
≤ sup

vh∈V h

ah(wh,vh)

|||vh|||s,h
.

By combining the above with eq. (4.2b),(
1 + (c−1

1 c2 + 1)cT
)

sup
vh∈V h

ah(wh,vh)

|||vh|||s,h
≥ c−1

1 ∥wh∥sd,h + |||wh|||s,h ≥ c|||wh|||ss,h,

proving eq. (4.1).

4.2 Error analysis

The following projection estimates for Πh and ΠF
h were shown to hold for any u|K ∈

H(pt+1,ps+1)(K), K ∈ Th, see [76, Lemma 5.2], [98, Lemma 6.1 and Remark 6.2], and [53,
Lemmas 3.13 and 3.17]:

∥u− Πhu∥2K ≤ c
(
h2ps+2
K + δtK

2pt+2
)
∥u∥2H(pt+1,ps+1)(K) , (4.74a)

∥∇ (u− Πhu)∥
2

K ≤ c
(
h2psK + δtK

2pt+2
)
∥u∥2H(pt+1,ps+1)(K) , (4.74b)

∥∂t (u− Πhu)∥2K ≤ c
(
h2psK + δtK

2pt
)
∥u∥2H(pt+1,ps+1)(K) , (4.74c)

∥∇n̄ (u− Πhu)∥
2

QK
≤ c

(
h2ps−1
K + h−1

K δtK
2pt+2

)
∥u∥2H(pt+1,ps+1)(K) , (4.74d)

∥u− Πhu∥2∂K ≤ c
(
h2ps+1
K + δtK

2pt+1
)
∥u∥2H(pt+1,ps+1)(K) , (4.74e)

∥u− ΠF
h u∥

2

∂K ≤ c
(
h2ps+1
K + δtK

2pt+1
)
∥u∥2H(pt+1,ps+1)(K) . (4.74f)

Let us define h := maxK∈Th hK and δt := maxK∈Th δtK. An immediate consequence of
eq. (4.74) is the following estimate.

Lemma 4.7. Let u, with u|K ∈ H(pt+1,ps+1)(K) for all K ∈ Th, and define u := (u, u|Γ).
Let Πhu = (Πhu,Π

F
h u). Then,

|||u−Πhu|||2ss,h ≤ c
[
h2ps(h+ ε+ ε̃δt) + δt2pt(δt+ εh−1δt)

]
,

where the constant c depends on
∑

K∈Th ∥u∥H(pt+1,ps+1)(K).
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Proof. By eq. (4.74a),

∥u− Πhu∥2K ≤ c
(
h2ps+2
K + δtK

2pt+2
)
∥u∥2H(pt+1,ps+1)(K) . (4.75)

Next, eq. (4.74b) gives us:

ε ∥∇ (u− Πhu)∥
2

K ≤ cε
(
h2psK + δtK

2pt+2
)
∥u∥2H(pt+1,ps+1)(K) . (4.76)

For the advective facet terms, we use eqs. (4.74e) and (4.74f) and the triangle inequality:

∥∥|βs − 1
2
β · n|1/2

(
(u− Πhu)− (γ(u)− ΠF

h γ(u))
)∥∥2

∂K+∥|1
2
β · n|1/2 (γ(u)− ΠF

h γ(u))∥
2

∂K∩∂EN

≤ c (h2ps+1
K + δtK

2pt+1) ∥u∥2H(pt+1,ps+1)(K) . (4.77)

Similarly, for the diffusive facet term, we again apply the triangle inequality and eqs. (4.74e)
and (4.74f):

εh−1
K ∥(u− Πhu)− (γ(u)− ΠF

h γ(u))∥
2

QK
≤ cε (h2psK + h−1

K δtK
2pt+1) ∥u∥2H(pt+1,ps+1)(K) .

(4.78)

For the streamline derivative term, we use eqs. (4.74b) and (4.74c) and that
δtKh2

K

δtK+hK
≤

δtKhK :

δtKh2
K

δtK+hK

∥∥Πh (β · ∇ (u− Πhu))
∥∥2
K ≤cδtKhK

(
∥∇ (u− Πhu)∥

2

K + ∥∂t (u− Πhu)∥2K
)

≤cδtKhK (h2psK + δtK
2pt) ∥u∥2H(pt+1,ps+1)(K) .

(4.79)

Finally, for the time-derivative term, using eq. (4.74c),

τε ∥∂t (u− Πhu)∥2K ≤


c (h2psK δtK + δtK

2pt+1) ∥u∥2H(pt+1,ps+1)(K) if K ∈ T d
h ,

cε1/2 (h2psK δtK + δtK
2pt+1) ∥u∥2H(pt+1,ps+1)(K) if K ∈ T x

h ,

cε (h2psK δtK + δtK
2pt+1) ∥u∥2H(pt+1,ps+1)(K) if K ∈ T c

h .

≤ cε̃ (h2psK δtK + δtK
2pt+1) ∥u∥2H(pt+1,ps+1)(K) .

(4.80)

The result follows after combining eqs. (4.75) to (4.80) and summing over all K ∈ Th.

The following lemma will be used to prove the global error estimate of theorem 4.2.
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Lemma 4.8. Let u, with u|K ∈ H(pt+1,ps+1)(K) for all K ∈ Th, solve eq. (2.1) and define
u := (u, λ) with λ = u|Γ. Let Πhu = (Πhu,Π

F
h u) and let uh = (uh, λh) ∈ V h be the

solution to eq. (2.9). The following holds:

|ah(u−Πhu,vh)|

≤
[
c|||u−Πhu|||ss,h + c ∥|βs − 1

2
β · n|1/2 (u− Πhu)∥∂Th +

(∑
K∈Th

εhK ∥∇n̄ (u− Πhu)∥
2

QK

)1/2]
· |||vh|||s,h.

Proof. We start with the advective part of ah(·, ·). Writing ζ+β ·n = (β ·n+ |β · n|)/2 and
using the triangle inequality,

|ah,c(u−Πhu,vh)| ≤ |(β (u− Πhu) ,∇vh)Th|+ |⟨1
2

(
β · n+ |β · n|

)
(λ− ΠF

h λ) , µh⟩∂EN |
+ |⟨(β · n) (λ− ΠF

h λ) + βs [u−Πhu] , [vh]⟩∂Th| =: I1 + I2 + I3.

To bound I1, we follow the proof of [12, Theorem 5.1] by noting that if β0 = (1, β̄0) then
(β0 (u− Πhu) ,∇vh)Th = 0 and ((β − β0) (u− Πhu) ,∇vh)Th = ((β̄ − β̄0) (u− Πhu) ,∇vh)Th .
Then, using the Cauchy–Schwarz inequality, eq. (4.4), eq. (3.7b), and Hölder’s inequality
for sums, we obtain

I1 ≤
∑
K∈Th

c ∥u− Πhu∥K ∥vh∥K .

Using the Cauchy–Schwarz inequality, we bound I2 as:

I2 ≤ c ∥|1
2
β · n|1/2 (λ− ΠF

h λ)∥∂EN ∥|1
2
β · n|1/2 µh∥∂EN .

With β ·n ≤ sup |β · n| ≤ 2 (sup |β · n| − 1
2
β · n), for all F ∈ ∂Th, and the Cauchy–Schwarz

inequality, we bound I3 as:

I3 ≤ c |⟨(sup |β · n| − 1
2
β · n) (λ− ΠF

h λ+ [u−Πhu]) , [vh]⟩∂Th|

≤ c
∑
K∈Th

∥|βs − 1
2
β · n|1/2 (u− Πhu)∥∂K ∥|βs − 1

2
β · n|1/2 [vh]∥∂K .

Collecting the bounds for I1, I2, and I3, and using Hölder’s inequality for sums,

|ah,c(u−Πhu,vh)| ≤
(
c|||u−Πhu|||ss,h + c ∥|βs − 1

2
β · n|1/2 (u− Πhu)∥∂Th

)
|||vh|||s,h.

(4.81)
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We now proceed with the diffusive part of ah(·, ·). By the triangle inequality,

|ah,d(u−Πhu,vh)| ≤ |(ε∇ (u− Πhu) ,∇vh)Th|+ |⟨εαh−1
K [u−Πhu] , [vh]⟩Qh

|
+ |⟨ε [u−Πhu] ,∇n̄vh⟩Qh

|+ |⟨ε∇n̄ (u− Πhu) , [vh]⟩Qh
| .

By applying the Cauchy–Schwarz inequality, the first two terms on the right-hand side can
be bounded by (1 + α) |||u − Πhu|||s,h|||vh|||s,h. For the last two terms, by the Cauchy–
Schwarz inequality and eq. (3.7c),

|⟨ε [u−Πhu] ,∇n̄vh⟩Qh
|+ |⟨ε∇n̄ (u− Πhu) , [vh]⟩Qh

|

≤c
∑
K∈Th

ε1/2h
−1/2
K ∥[u−Πhu]∥QK

ε1/2 ∥∇vh∥K

+
∑
K∈Th

ε1/2h
1/2
K ∥∇n̄ (u− Πhu)∥QK

ε1/2h
−1/2
K ∥[vh]∥QK

.

Therefore, using Hölder’s inequality for sums,

|ah,d(u−Πhu,vh)| ≤
(
c|||u−Πhu|||ss,h +

(∑
K∈Th

εhK ∥∇n̄ (u− Πhu)∥
2

QK

)1/2)
|||vh|||s,h.

(4.82)
The result follows by combining eq. (4.81) and eq. (4.82).

Theorem 4.2 (Global error estimate). Let u and uh be as in lemma 4.8. Then

|||u− uh|||2ss,h ≤ cT
[
h2ps(h+ ε+ ε̃δt) + δt2pt+1(1 + εh−1)

]
.

where cT depends on
∑

K∈Th ∥u∥H(pt+1,ps+1)(K).

Proof. We start by noting that Galerkin orthogonality was shown in [76]:

ah(u− uh,vh) = 0 ∀vh := (vh, µh) ∈ V h. (4.83)

By a triangle inequality, theorem 4.1, and eq. (4.83) we find:

|||uh − u|||ss,h ≤ |||u−Πhu|||ss,h + cT sup
vh∈V h

ah(u−Πhu,vh)

|||vh|||s,h
.

Using lemma 4.8,

|||uh − u|||ss,h ≤ cT |||u−Πhu|||ss,h + cT ∥|βs − 1
2
β · n|1/2 (u− Πhu)∥∂Th

+ cT
(∑
K∈Th

εhK ∥∇n̄ (u− Πhu)∥
2

QK

)1/2
. (4.84)
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The second term on the right-hand side of eq. (4.84) is bounded using eq. (4.74e):∑
K∈Th

∥|βs − 1
2
β · n|1/2 (u− Πhu)∥

2

∂Kh
≤ c (h2ps+1 + δt2pt+1)

∑
K∈Th

∥u∥2H(pt+1,ps+1)(K) . (4.85)

The last term on the right-hand side of eq. (4.84) is bounded using eq. (4.74d):∑
K∈Th

εhK ∥∇n̄ (u− Πhu)∥
2

QK
≤ cε (h2ps + δt2pt+2)

∑
K∈Th

∥u∥2H(pt+1,ps+1)(K) . (4.86)

The result follows after combining eqs. (4.84) to (4.86) and lemma 4.7.

Remark 1. The error estimate of theorem 4.2 shows that if ε < δt = h then |||u−uh|||ss,h =

O(hps+1/2 + δtpt+1/2), while if δt = h < ε then |||u− uh|||ss,h = O(hps + δtpt).

4.3 Numerical examples

The space-time HDG method eq. (2.9) is implemented in this section using the finite
element library deal.II [8] on unstructured hexahedral space-time meshes with p4est [16]
to obtain distributed mesh information. We use PETSc [14, 13, 15] to solve the linear
systems arising at each time-step (GMRES preconditioned by classical algebraic multigrid
from BoomerAMG [59] with an absolute solver tolerance of 10−12).

In our implementation we furthermore choose the penalty parameter α = 8p2s (see, for
example, [90]). For both numerical examples, we show the rates of convergence for different
polynomial degrees when the error is measured in |||·|||ss,h for ε = 10−2 and ε = 10−8,
respectively.

4.3.1 A rotating Gaussian pulse test on moving domain

We consider the solution of a two-dimensional rotating Gaussian pulse on a deforming
domain [89] to demonstrate the convergence properties of the space-time HDG method
predicted by theorem 4.2. In eq. (2.1) we set β = (1,−4x2, 4x1)

T and f = 0. Defining
x̃1 := x1 cos(4t) + x2 sin(4t) and x̃2 := −x1 sin(4t) + x2 cos(4t), the exact solution to this
problem is given by

u(t, x1, x2) =
σ2

σ2+2εt
exp

(
− (x̃1−x1c)

2+(x̃2−x2c)
2

2σ2+4εt

)
,
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Figure 4.1: The spatial mesh and the ring of elements with an extra level of refinement
deform over time. The solution shown is for ε = 10−8. Plots correspond to time levels
t = 0.2, 0.5, 0.8 from left to right.

with initial and boundary conditions set appropriately. We choose σ = 0.1 and (x1c, x2c) =
(−0.2, 0.1). The deforming domain Ω(t) is obtained by transforming a uniform mesh, with
coordinates (xu1 , x

u
2) ∈ (−0.5, 0.5)2, to

xi = xui + A(1
2
− xui ) sin(2π(

1
2
− x∗i + t)), i = 1, 2,

where (x∗1, x
∗
2) = (x2, x1) and A = 0.1. We consider this problem for t ∈ [0, 1].

To create our coarsest mesh, we start with an initial mesh with elements of size h ≈
δt = 10−1. Space-time elements in a ring prescribed by |((xc1)2 + (xc2)

2)1/2 − 0.2| < 0.1,
where (xc1, x

c
2) is the spatial coordinate of the centre of a space-time element, are then

uniformly refined once and are of size h ≈ δt = 0.05. See fig. 4.1 for plots of the solution
and spatial mesh at different time levels. The reason to consider two sets of elements is to
verify that the analysis of previous sections hold on 1-irregular space-time meshes. Finer
meshes are obtained by uniformly refining our coarsest mesh.

In the third row of table 4.1 we have that h ≈ δt = 1.25 × 10−2 inside the refined
ring while elsewhere h ≈ δt = 2.5 × 10−2. Therefore, for the first three rows in table 4.1,
h ≈ δt ≥ ε = 10−2 and we observe a rate of convergence of approximately p + 1/2. In
the following three rows we observe a drop in the rate of convergence to approximately p.
This happens in two stages since there are two sets of elements in our mesh, see fig. 4.1.
In the first stage (the fourth row of table 4.1), elements in the refined ring are such that
h ≈ δt = 6.25 × 10−3 < ε, but elsewhere h ≈ δt = 1.25 × 10−2 > ε. In the next stage
(fifth row of table 4.1), all elements satisfy h ≈ δt < ε, resulting in a rate of convergence
of p after the fifth row. In table 4.2 we observe that h ≈ δt > ε = 10−8 for all cycles and
the error converges at a rate of approximately p+1/2. These observations from tables 4.1
and 4.2 are in agreement with remark 1.
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Table 4.1: The solution errors measured in ||| · |||ss,h and corresponding rates of convergence
when using polynomial approximation p = 1, 2, 3 for the case ε = 10−2.

Cells per slab Number of slabs p = 1 Rates p = 2 Rates p = 3 Rates
296 10 4.7e-2 - 7.8e-3 - 1.3e-3 -
1100 20 1.8e-2 1.4 1.6e-3 2.4 1.2e-4 3.6
4372 40 7.7e-3 1.3 3.2e-4 2.3 1.7e-5 3.4
17572 80 3.7e-3 1.1 7.3e-5 2.1 1.4e-6 3.2
70540 160 2.0e-3 0.9 2.3e-5 1.7 2.4e-7 2.4
282580 320 9.0e-4 1.1 4.9e-6 2.2 2.5e-8 3.3

Table 4.2: The solution errors measured in ||| · |||ss,h and corresponding rates of convergence
when using polynomial approximation p = 1, 2, 3 for the case ε = 10−8.

Cells per slab Number of slabs p = 1 Rates p = 2 Rates p = 3 Rates
289 10 1.1e-1 - 1.6e-2 - 2.8e-3 -
1086 20 3.9e-2 1.5 2.8e-3 2.7 2.3e-4 3.8
4372 40 1.1e-2 1.8 4.4e-4 2.7 1.8e-5 3.7
17572 80 3.4e-3 1.7 7.1e-5 2.6 1.4e-6 3.7
70540 160 1.1e-3 1.6 1.2e-5 2.6 1.1e-7 3.6
282580 320 4.0e-4 1.5 2.1e-6 2.5 9.7e-9 3.6
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4.3.2 A boundary layer test case on a fixed domain

In this example, we consider the solution of a two-dimensional boundary layer test case on
a fixed domain (x1, x2) ∈ (0, 1)2 and t ∈ [0, 1] [52]. In eq. (2.1) we set β = (1, 1, 1)T and
with suitably chosen source term f , the exact solution is given by

u(t, x1, x2) =
(
1− exp(−t)

)
·
(
sin(

πx1
2

) + sin(
πx2
2

)− sin(
πx1
2

) sin(
πx2
2

) +
exp(−1/ε)− exp(−(1− x1)(1− x2)/ε)

1− exp(−1/ε)

)
.

The solution develops boundary layers of width O(ε) near the domain boundary where
x = 1 and y = 1. The trigonometry terms in the solution are added such that the exact
solution does not behave like quadratic polynomials away from the boundary layer (see
[12, Section 6, example 4]). This helps to verify the rates of convergence when using p > 1.

In table 4.3, the convergence history is presented for ε = 10−2. In the fourth row of
table 4.1, all elements satisfy h = δt = 0.0125 > ε, while in the fifth row of table 4.1, all
elements satisfy h = δt = 6.25× 10−3 < ε. Hence, the boundary layer has been resolved in
the last two rows, which show a rate of convergence p. The rate of convergence p+1/2 in the
pre-asymptotic regime, i.e., prior to the layer being resolved, is not observed in this case.
We remark that this may be due to that, in the pre-asymptotic regime,∥u∥H(pt+1,ps+1)(K) for

a space-time element K within the layer region may be as large as O(ε−1). The errors in
these elements dominate |||u−uh|||ss,h, but they are not accounted for in the error estimate
in lemma 4.7. See the left panel of fig. 4.2 for the solution solved with 320 space-time slabs
and plotted at the final time t = 1.0.

In table 4.4, the convergence history is presented for ε = 10−8. For this case, the
bounday layer is unresolved throughout all refinement levels due to the most refined level
corresponding to h = δt = 3.125 × 10−3 ≫ 10−8. As a result, the sharp gradient in
the boundary layer region is not resolved. This becomes the dominating source of the
global error |||u − uh|||ss,h. Therefore, we choose to compute the solution error measured
in |||·|||ss,h only in that part of the domain that excludes the boundary layer, i.e., in [0, 1]×
[0, 0.9] × [0, 0.9] ⊊ E . Outside of the boundary layer, the solution is “smooth” and hence
∥u∥H(pt+1,ps+1)(K) can be bounded by O(1). We observe that the error converges at a rate of
approximately p+1/2 in agreement with remark 1 in regard to the pre-asymptotic regime.
See the right panel of fig. 4.2 for the solution solved with 320 space-time slabs and plotted
at the final time t = 1.0.
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Figure 4.2: The solutions shown are for the boundary layer test case with ε = 10−2 (left
panel) and ε = 10−8 (right panel) respectively. Both are solved with 320 space-time slabs
(corresponding to the last rows of table 4.3 and table 4.4) and plotted at the final time
t = 1.0. We observe that the boundary layer has been resolved for ε = 10−2 whereas for
ε = 10−8, the layer has not yet been resolved.

Table 4.3: The solution errors measured in ||| · |||ss,h and corresponding rates of convergence
when using polynomial approximation p = 1, 2, 3 for the case ε = 10−2.

Cells per slab Number of slabs p = 1 Rates p = 2 Rates p = 3 Rates
100 10 4.0e-1 - 2.5e-1 - 1.3e-1 -
400 20 2.6e-1 0.6 1.1e-1 1.2 3.3e-2 2.0
1600 40 1.5e-1 0.8 3.5e-2 1.6 6.0e-3 2.5
6400 80 8.0e-2 0.9 9.7e-3 1.9 8.7e-4 2.8
25600 160 4.0e-2 1.0 2.5e-3 2.0 1.1e-4 3.0
102400 320 2.0e-2 1.0 6.2e-4 2.0 1.4e-5 3.0

Table 4.4: The solution errors measured in ||| · |||ss,h for space-time elements that lie in
[0, 1] × [0, 0.9] × [0, 0.9] and corresponding rates of convergence when using polynomial
approximation p = 1, 2, 3 for the case ε = 10−8.

Cells per slab Number of slabs p = 1 Rates p = 2 Rates p = 3 Rates
100 10 1.4e-2 - 7.0e-3 - 4.8e-3 -
400 20 1.3e-3 3.3 1.0e-5 9.4 5.3e-8 16.5
1600 40 4.4e-4 1.6 1.6e-6 2.7 3.6e-9 3.9
6400 80 1.5e-4 1.6 2.7e-7 2.6 2.8e-10 3.7
25600 160 5.1e-5 1.5 4.6e-8 2.6 2.3e-11 3.6
102400 320 1.8e-5 1.5 7.9e-9 2.5 2.1e-12 3.5
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Chapter 5

A posteriori error analysis

This chapter is dedicated to the a posteriori error analysis of the space-time HDG method.
In section 5.1, the error estimators and the main reliability and local efficiency results
are presented. Section 5.2 introduces a saturation assumption and a subgrid projection.
These two theoretical devices are combined to derive an a posteriori error estimation of
the error of the time derivative. The reliability of the a posteriori error estimator is proven
in section 5.3 and the local efficiency in section 5.4. Finally, we illustrate the theoretical
results with numerical examples in section 5.5.

5.1 The error estimator and the main results

We present the residual-based a posteriori error estimator for the space-time HDG method,
eq. (2.9), in this section. Firstly, we need the following element and facet residuals

RK
h := f + ε∇2

uh −∇ · (βuh) ∀K ∈ Th,

RN
h := g − ε∇uh · n+ ζ−uhβ · n ∀F ∈ ∂EN .

Furthermore, we define

ηKR := λK ∥RK
h ∥K , ηKJ,1 := h

1/2
K ε1/2

∥∥J∇nuhK
∥∥
QK\∂E ,

ηKJ,2 :=
(
(ηKJ,2,1)

2
+ (ηKJ,2,2)

2)1/2
, ηKJ,3 :=

(
(ηKJ,3,Q)

2
+ (ηKJ,3,R)

2)1/2
,

ηKBC,1 := h
1/2
K ε−1/2 ∥RN

h ∥QK∩∂EN , ηKBC,2 := ∥RN
h ∥∂K∩Ω0

= ∥g − uh∥∂K∩Ω0
,
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where

ηKJ,2,1 := h
−1/2
K ε1/2

∥∥[uh]
∥∥
QK

, ηKJ,2,2 := h
1/4
K ε−1/2

∥∥[uh]
∥∥
QK

,

ηKJ,3,Q := ∥|βs − 1
2
β · n|1/2 [uh]∥QK

, ηKJ,3,R := ∥|βs − 1
2
β · n|1/2 [uh]∥RK

.

We then introduce the following a posteriori error estimator for the solution uh ∈ V h to
eq. (2.9):

η2 :=
∑
K∈Th

(ηK)
2
, (5.1)

where (ηK)
2
:= (ηKR)

2
+
∑3

i=1 (η
K
J,i)

2
+
∑2

j=1 (η
K
BC,j)

2
. Finally, a modified version of the

norm |||·|||s,h is needed. For v ∈ V (h), we define

|||v|||2sT,h :=
∑
K∈Th

∥v∥2K +
∑
K∈Th

∥|βs − 1
2
β · n|1/2 [v]∥

2

∂K + T
∑

F∈∂EN

∥|1
2
β · n|1/2 µ∥

2

F

+ T
∑
K∈Th

ε ∥∇v∥2K +
∑
K∈Th

εh−1
K ∥[v]∥2QK

+
∑
K∈Th

τε ∥∂tv∥2K .

The following theorems establish reliability and efficiency of the a posteriori error estimator
eq. (5.1). Their proofs are given in sections 5.3 and 5.4, respectively.

Theorem 5.1 (Reliability). Let u solve eq. (2.1), u = (u, u|Γ), and let uh solve eq. (2.9).
Assuming that δtK = O(h2K), we have the following reliability estimate

|||u− uh|||sT,h ≤ cTε−1/2η. (5.2)

Theorem 5.2 (Efficiency). Let u and uh be as in theorem 5.1 and assume that δtK =

O(h2K). Furthermore, let oscKh := λK ∥(I − Πh)R
K
h ∥K and oscNh := h

1/2
K ε−1/2 ∥(I − ΠF

h )R
N
h ∥F ,

where ΠF
h denotes the L2-projection onto Mh. Then, for all K ∈ Th,

ηK ≤ c
∑
K⊂ωK

ε−1/2ε̃−1/2|||u− uh|||sT,h,K + c oscKh + c oscNh , (5.3)

where

|||v|||2sT,h,K := ∥v∥2K + ∥|βs − 1
2
β · n|1/2 [v]∥

2

∂K + T
∑

F∈∂EN∩∂K

∥|1
2
β · n|1/2 µ∥

2

F

+ Tε ∥∇v∥2K + εh−1
K ∥[v]∥2QK

+ τε ∥∂tv∥2K .

Remark 2. From theorem 5.2, and by definition of ε̃, we have that on sufficiently refined
elements K ∈ T d

h the following estimate holds:

ηK ≤ c
∑
K⊂ωK

ε−1/2|||u− uh|||sT,h,K + c oscKh + c oscNh .
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5.2 Saturation assumption and time derivative error

estimation

We pose problem eq. (2.9) on the subgrid mesh Th, i.e., find uh ∈ V h such that

ah
(
uh,vh

)
=
(
f, vh

)
Th

+ ⟨g, µh⟩∂EN ∀vh ∈ V h. (5.4)

Lemma 5.1 (Galerkin orthogonality). Let uh and uh be the solutions of eq. (2.9) and
eq. (5.4), respectively. With the restriction operator defined in eq. (3.30), we have the
following Galerkin orthogonality result:

ah
(
uh − γh (uh) , γh (vh)

)
= 0 ∀vh ∈ V h. (5.5)

Proof. For any vh ∈ V h

ah (uh,vh) = (f, vh)Th + ⟨g, µh⟩∂EN ,
ah
(
uh, γh (vh)

)
= (f, vh)Th + ⟨g, γF ,h (vh)⟩∂EN = (f, vh)Th + ⟨g, µh⟩∂EN ,

and thus ah (uh,vh) = ah
(
uh, γh (vh)

)
. To show eq. (5.5), it remains to show that

ah (uh,vh) = ah
(
γh (uh) , γh (vh)

)
. First, note for the element integrals we have,

(ε∇uh,∇vh)Th − (βuh,∇vh)Th = (ε∇uh,∇vh)Th − (βuh,∇vh)Th ,

and for the diffusion facet terms,

⟨ε∇nuh, [vh]⟩Qh
+ ⟨ε [uh] ,∇nvh⟩Qh

= ⟨ε∇nuh,
[
γh (vh)

]
⟩Qh

+ ⟨ε
[
γh (uh)

]
,∇nvh⟩Qh

.

Next, since
[
γh (vh)

]
= 0 on Rh \ Rh, we have

⟨(β · n) γF ,h (uh) + βs
[
γh (uh)

]
,
[
γh (vh)

]
⟩∂Th = ⟨(β · n)λh + βs [uh] , [vh]⟩∂Th ,

and similarly, on the Neumann boundary, we have for the advective facet terms

⟨ζ+β · nγF ,h (uh) , γF ,h (vh)⟩∂EN = ⟨ζ+β · nλh, µh⟩∂EN .

Finally, for the penalty term,

⟨εαh−1
K [γh (uh)] , [γh (vh)]⟩Qh

= ⟨εαh−1
K [uh] , [vh]⟩Qh

,

because the spatial element size parameter hK does not change from K to K̊. Therefore,
ah(uh,vh) = ah

(
γh (uh) , γh (vh)

)
for any vh ∈ V h and hence eq. (5.5).
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Following [23, Section 4, especially Remark 2], we assume that the following saturation
assumption holds uniformly on the family of meshes {Th}h: There exists ρ < 1, independent
of hK , δtK, and ε, such that:∑

K∈Th

τε
∥∥∂t(u− uh)

∥∥2
K ≤ ρ2

∑
K∈Th

τε
∥∥∂t(u− uh)

∥∥2
K . (5.6)

With the saturation assumption we prove the following useful theorem.

Theorem 5.3 (Time derivative estimation). Let u be the solution to eq. (2.1) and let
uh = (uh, λh) be the solution to eq. (2.9). If the saturation assumption eq. (5.6) holds, and
if δtK = O(h2K), then ∑

K∈Th

τε
∥∥∂t (u− uh)

∥∥2
K ≤ cT 2ε−1η2. (5.7)

Proof. By the triangle inequality and eq. (5.6) we find(∑
K∈Th

τε ∥∂t (u− uh)∥2K
)1/2

≤ 1

1− ρ

(∑
K∈Th

τε ∥∂t (uh − uh)∥2K
)1/2

.

By the inf-sup condition eq. (4.2b), we have(∑
K∈Th

τε ∥∂t (uh − uh)∥2K
)1/2

≤ c|||uh − γh(uh)|||s,h ≤ cT sup
vh∈V h

ah
(
uh − γh(uh),vh

)
|||vh|||s,h

. (5.8)

Using Galerkin orthogonality eq. (5.5), that ΩT consists ofR-facets only and that
(
I− iFh

)
µh

vanishes on R-facets, we have

ah(uh − γh(uh),vh) = ah(uh − γh(uh), (I− ih)vh)

= (f, (I− iKh ) vh)Th + ⟨g, (I− iFh )µh⟩∂EN∩Qh
− ah(γh(uh), (I− ih)vh).

Using integration by parts on (ε∇uh,∇vh)Th and
(
βuh,∇vh

)
Th
, using the definition of the

residual RK
h , and applying the Dirichlet and the Neumann boundary conditions, we have

ah(uh,vh) =
(
f −RK

h , vh
)
Th

+ ⟨ε∇nuh, µh⟩Qh\∂E − ⟨β · nuh, µh⟩∂Th\∂E
+ ⟨ε∇nuh − ζ−β · nuh, µh⟩∂EN − ⟨ζ+β · n [uh] , µh⟩∂EN
− ⟨ε [uh] ,∇nvh⟩Qh

+ ⟨εαh−1
K [uh] , [vh]⟩Qh

+ ⟨(βs − β · n) [uh] , [vh]⟩∂Th .

(5.9)
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We will replace the trial and test functions (uh,vh) in the above by the trial and test
functions (γh(uh), (I − ih)vh). To simplify what follows, we write out the definitions of
these trial and test functions:

γh(uh) = (uh, γF ,h(uh)) =

{
(uh, λh), ∀F ∈ FQ,h ∪ FR,h,

(uh, uh), ∀F ∈ FR,h\FR,h,

and

(I − ih)vh = vh − γh(i
K
h (vh), i

F
h (µh)) = vh − (iKh (vh), γF ,h(i

K
h (vh), i

F
h (µh)))

= vh −

{
(iKh (vh), i

F
h (µh)), ∀F ∈ FQ,h ∪ FR,h,

(iKh (vh), i
K
h (vh)), ∀F ∈ FR,h\FR,h,

=

{
(vh, µh)− (iKh (vh), i

F
h (µh)), ∀F ∈ FQ,h ∪ FR,h,

(vh, µh)− (iKh (vh), i
K
h (vh)), ∀F ∈ FR,h\FR,h,

=

{
((I − iKh )vh, (I − iFh )µh), ∀F ∈ FQ,h ∪ FR,h,

((I − iKh )vh, µh − iKh (vh)), ∀F ∈ FR,h\FR,h.

We now consider each term of ah(γh(uh), (I − ih)vh) separately. First, let us note that(
f −RK

h , vh
)
Th

→
(
f −RK

h , (I − iKh )vh
)
Th

⟨ε∇nuh, µh⟩Qh\∂E →⟨ε∇nuh, (I − iFh )µh⟩Qh\∂E

Next,

⟨β · nuh, µh⟩∂Th\∂E →

{
⟨β · nuh, (I − iFh )µh⟩∂Th\∂E ∀F ∈ FQ,h ∪ FR,h

⟨β · nuh, µh − iKh (vh)⟩∂Th\∂E ∀F ∈ FR,h \ FR,h

Note, however, that ⟨β · nuh, µh − iKh (vh)⟩∂Th\∂E = 0 on facets F ∈ FR,h \ FR,h. This is
because µh − iKh (vh) and uh are single-valued on F ∈ FR,h \ FR,h and β · n− = −β · n+ on
F ∈ FR,h \ FR,h. Let ∂T R

h denote that set ∂Th excluding all facets F ∈ FR,h \ FR,h. We
may therefore write:

⟨β · nuh, µh⟩∂Th\∂E → ⟨β · nuh, (I − iFh )µh⟩∂T R
h \∂E

= ⟨β · nuh, (I − iFh )µh⟩∂T R
h \∂E + ⟨β · nuh, (I − iFh )µh⟩FR,h\FR,h

= ⟨β · nuh, (I − iFh )µh⟩∂Th\∂E
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where we added the zero term ⟨β · nuh, (I − iFh )µh⟩FR,h\FR,h
(indeed, by definition of iFh on

F ∈ FR,h \ FR,h, (I − iFh )µh = 0). Next, we have:

⟨ε [uh] ,∇nvh⟩Qh
→⟨ε [γh(uh)] ,∇n((I − iKh )vh)⟩Qh

,

⟨εαh−1
K [uh] , [vh]⟩Qh

→⟨εαh−1
K [γh(uh)] , [(I − ih)vh]⟩Qh

,

⟨(βs − β · n) [uh] , [vh]⟩∂Th →⟨(βs − β · n) [γh(uh)] , [(I − ih)vh]⟩∂Th ,
⟨ζ+β · n [uh] , µh⟩∂EN →⟨ζ+β · n [γh(uh)] , (I − iFh )µh⟩∂EN ,

⟨ε∇nuh − ζ−β · nuh, µh⟩∂EN →⟨ε∇nuh − ζ−β · nuh, (I − iFh )µh⟩Qh∩∂EN ,

where the third term can be divided into two cases

⟨(βs − β · n) [γh(uh)] , [(I − ih)vh]⟩∂Th

=

{
⟨(βs − β · n) [γh(uh)] , (I − iKh )vh − (I − iFh )µh⟩∂Th ∀F ∈ FQ,h ∪ FR,h,

⟨(βs − β · n) [γh(uh)] , (I − iKh )vh − (µh − iKh (vh))⟩∂Th = 0 ∀F ∈ FR,h \ FR,h.

Returning to eq. (5.9), we find

ah(uh − γh(uh),vh)

=
(
RK

h , (I − iKh )vh
)
Th

+
[
−⟨ε∇nuh, (I − iFh )µh⟩Qh\∂E + ⟨β · nuh, (I − iFh )µh⟩∂Th\∂E

]
+ ⟨ε [γh(uh)] ,∇n((I − iKh )vh)⟩Qh

− ⟨εαh−1
K [γh(uh)] , [(I − ih)vh]⟩Qh

+
[
−⟨(βs − β · n) [γh(uh)] , [(I − ih)vh]⟩∂Th + ⟨ζ+β · n [γh(uh)] , (I − iFh )µh⟩∂EN

]
+ ⟨g − ε∇nuh + ζ−(β · n)uh, (I − iFh )µh⟩Qh∩∂EN

=:M1 +M2 +M3 +M4 +M5 +M6.

(5.10)

We will bound the Mi’s separately.
Bound forM1. M1 is bounded using the Cauchy–Schwarz inequality, eq. (3.31a), eqs. (3.35a)
and (3.35b), and that δtK = O(h2K):

(RK
h , (I − iKh ) vh)Th = (RK

h , (I − iKh ) vh)Th

≤c
∑
K∈Th

λK ∥RK
h ∥K max {h−1

K ε1/2, 1} ∥(I − iKh ) vh∥K

≤c
∑
K∈Th

λK ∥RK
h ∥K max {ε1/2, hK}

(∑
K̊∈TK

∥|βs − 1
2
β · n|1/2 [vh]∥∂K̊∩FR̊

+
∑
K̊∈TK

δtKh
−1
K

∥∥∂tvh∥∥K̊) .
79



On elements where max {ε1/2, hK} = ε1/2, using that δtK = O(h2K), we find ε
1/2δtKh

−1
K ∥∂tvh∥K̊ ≤

cτ
1/2
ε ∥∂tvh∥K̊. On elements where max {ε1/2, hK} = hK we have, by eq. (3.10a), hKδtKh

−1
K ∥∂tvh∥K̊ ≤

c ∥vh∥K̊. Therefore,

max {ε1/2, hK}
∑
K̊∈TK

δtKh
−1
K

∥∥∂tvh∥∥K̊ ≤
∑
K̊∈TK

τ 1/2ε ∥∂tvh∥K̊ +
∑
K̊∈TK

∥vh∥K̊ .

Using furthermore that max {ε1/2, hK} ≤ 1 and Hölder’s inequality for sums, we find

M1 ≤c
(∑
K∈Th

(ηKR)
2)1/2 [∑

K∈Th

(∑
K̊∈TK

(
∥|βs − 1

2
β · n|1/2 [vh]∥RK̊

+ τ 1/2ε ∥∂tvh∥K̊ + ∥vh∥K̊
))2]1/2

≤c
(∑
K∈Th

(ηKR)
2)1/2 |||vh|||s,h.

Bound for M2. We first write

M2 = −⟨ε∇nuh, (I − iFh )µh⟩Qh\∂E︸ ︷︷ ︸
M21

+ ⟨β · nuh, (I − iFh )µh⟩∂Th\∂E︸ ︷︷ ︸
M22

.

For M21, using that ⟨·, ·⟩Qh\∂E = ⟨·, ·⟩Qh\∂E , writing element-wise integrals as facet inte-
grals on interior facets, using the Cauchy–Schwarz inequality and the projection estimate
eq. (3.31b), we find

M21 ≤ c
∑

FQ∈Fi
Q,h

∣∣⟨Jε∇nuhK, (I − iFh )µh⟩FQ

∣∣
≤ c

∑
FQ∈Fi

Q,h

δt
1/2
K ∥Jε∇nuhK∥FQ

(
∥⟨⟨µh⟩⟩∥EK̊

+ δtK ∥⟨⟨∂tµh⟩⟩∥EK̊

)
,

(5.11)

where K in the last step is chosen such that FQ ⊂ QK. Consider the two terms on the
right-hand side of eq. (5.11) separately. First, using eq. (3.35c) and δtK = O(h2K), we have∑

FQ∈Fi
Q,h

∥Jε∇nuhK∥FQ
δt

1/2
K ∥⟨⟨µh⟩⟩∥EK̊

≤c
∑

FQ∈Fi
Q,h

h
1/2
K ε−1/2 ∥Jε∇nuhK∥FQ

·
(
δt

1/2
K h−1

K

∑
K̊∈TK

∥|βs − 1
2
β · n|1/2 [vh]∥∂K̊∩FR̊

+ ε1/2h
−1/2
K ∥[v∗

h]∥F ∗
Q
+ ε1/2h

−1/2
K ∥[vh,∗]∥FQ,∗

)
≤c
(∑
K∈Th

(ηKJ,1)
2)1/2 |||vh|||s,h.
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The second term on the right-hand side of eq. (5.11) can be bounded similarly by using

eq. (3.35d) and δtKh
−1
K ε1/2 ≤ cτ

1/2
ε :∑

FQ∈F i
Q,h

∥Jε∇nuhK∥FQ
δt

3/2
K ∥⟨⟨∂tµh⟩⟩∥EK̊

≤ c
(∑
K∈Th

(ηKJ,1)
2)1/2 |||vh|||s,h.

Therefore, we have that

M21 ≤ c
(∑
K∈Th

(ηKJ,1)
2)1/2 |||vh|||s,h.

For M22, we first note that since (I − iFh )µh vanishes on Rh we have that

M22 = ⟨β · nuh, (I − iFh )µh⟩∂Th\∂E = ⟨β · nuh, (I − iFh )µh⟩Qh\∂E .

Then, similar to eq. (5.11), we have using eqs. (3.31b), (3.35c) and (3.35d), that δtK =
O(h2K), ε ≤ 1, hK ≤ 1, that ∥β̄∥L∞(E) ≤ 1, and noting that ⟨β · nλh, (I − iFh )µh⟩Qh\∂E = 0

by single-valuedness of λh, β · n, and (I − iFh )µh on element boundaries,

M22 =⟨β · n [uh] , (I − iFh )µh⟩Qh\∂E

≤c
∑
K∈Th

δt
1/2
K ∥[uh]∥QK

(
∥⟨⟨µh⟩⟩∥EK̊

+ δtK ∥⟨⟨∂tµh⟩⟩∥EK̊

)
≤c
∑
K∈Th

∥[uh]∥QK
·
( ∑

K̊∈TK

δt
1/2
K h

−1/2
K ∥|βs − 1

2
β · n|1/2 [vh]∥∂K̊∩FR̊

+ δtKh
−1/2
K

∑
K̊∈TK

∥∂tvh∥K̊ + ∥[v∗
h]∥F ∗

Q
+ ∥[vh,∗]∥FQ,∗

)

≤c
∑
K∈Th

h
1/2
K ε−1/2 ∥[uh]∥QK

·
( ∑

K̊∈TK

∥|βs − 1
2
β · n|1/2 [vh]∥∂K̊∩FR̊

+
∑
K̊∈TK

τ 1/2ε ∥∂tvh∥K̊ + ε1/2h
−1/2
K ∥[v∗

h]∥F ∗
Q
+ ε1/2h

−1/2
K ∥[vh,∗]∥FQ,∗

)
≤c
(∑
K∈Th

(ηKJ,2,2)
2)1/2 |||vh|||s,h.

Combining the bounds for M21 and M22 we obtain:

M2 ≤ c
[(∑

K∈Th

(ηKJ,1)
2)1/2

+
(∑
K∈Th

(ηKJ,2,2)
2)1/2] |||vh|||s,h.

81



Bound for M3. For M3, using the Cauchy–Schwarz inequality, the trace inequality
eq. (3.7c), the inverse inequality eq. (3.7b), the subgrid projection estimate eq. (3.31a),
eqs. (3.35a) and (3.35b), that δtK = O(h2K), and Hölder’s inequality for sums,

M3 ≤c
∑
K∈Th

εh
−1/2
K ∥[uh]∥QK

h
1/2
K ∥∇ ((I − iKh ) vh)∥QK

≤c
∑
K∈Th

εh
−1/2
K ∥[uh]∥QK

h−1
K

(
δt

1/2
K ∥JvhK∥FR̊

+ δt
3/2
K ∥J∂tvhK∥FR̊

)
≤c
∑
K∈Th

ε1/2h
−1/2
K ∥[uh]∥QK

h−1
K δt

1/2
K

·
(∑
K̊∈TK

∥|βs − 1
2
β · n|1/2 [vh]∥∂K̊∩FR̊

+
∑
K̊∈TK

τ 1/2ε

∥∥∂tvh∥∥K̊)
≤c
(∑
K∈Th

(ηKJ,2,1)
2)1/2 |||vh|||s,h.

Bound for M4. Let K̊ ∈ TK and FQ ⊂ QK̊. We write M4 :=M41 +M42 where M41 is the
sum of integrals over FQ ∈ FQ,h and M42 the sum of integrals over FQ /∈ FQ,h. The latter

case occurs when the neighboring element of K̊ over FQ is coarser than K̊. To bound M41,
we first note that for FQ ∈ FQ,h, we have

[(I − ih)vh] = (I − iKh ) vh − (I − iFh )µh = (I − iFh ) (vh − µh) , (5.12)

where the last step is by lemma 3.8. Then, note that by the Cauchy–Schwarz inequality
and boundedness of the projection iFh , we have

⟨εαh−1
K [γh(uh)] , [(I − ih)vh]⟩FQ ≤ c

(
ε1/2h

−1/2
K ∥[uh]∥QK

) (
ε1/2h

−1/2
K ∥[vh]∥QK

)
, (5.13)

so that

M41 ≤ c
(∑
K∈Th

(
ηKJ,2,1

)2)1/2 |||vh|||s,h.

We now consider M42. Consider an FQ /∈ FQ,h. Denote the coarser neighboring element of

K̊ over FQ by K̊nb and denote the restriction of vh to K̊nb by vnb,h. We have

[(I − ih)vh] = (I − iKh ) vh + vnb,h − µh + iFh µh − vnb,h

= (I − iKh ) vh + (I − iFh ) (vnb,h − µh)− (I − iKh ) vnb,h,
(5.14)
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where the last step is by lemma 3.8. We have:

⟨εαh−1
K [γh(uh)] , [(I − ih)vh]⟩FQ =⟨εαh−1

K [uh] , (I − iKh ) vh⟩FQ

+ ⟨εαh−1
K [uh] , (I − iFh ) [vnb,h]⟩FQ

− ⟨εαh−1
K [uh] , (I − iKh ) vnb,h⟩FQ .

(5.15)

The second term on the right-hand side of eq. (5.15) is bounded in the same way as
eq. (5.13). For the first term on the right-hand side of eq. (5.15), using the Cauchy–Schwarz
inequality, the trace inequality eq. (3.7c), the subgrid projection bound eq. (3.31a), that
δtK = O(h2K), and eqs. (3.35a) and (3.35b), we find

⟨εαh−1
K [uh] , (I − iKh ) vh⟩FQ

≤ c
(
ε1/2h

−1/2
K ∥[uh]∥QK

) (∑
K̊∈TK

(
∥|βs − 1

2
β · n|1/2 [vh]∥∂K̊∩FR̊

+ τ 1/2ε

∥∥∂tvh∥∥K̊)) .
The third term on the right-hand side of eq. (5.15) is bound in the same way. For M42 we
therefore find that

M42 ≤ c
(∑
K∈Th

(
ηKJ,2,1

)2)1/2 |||vh|||s,h.

Combining the bounds for M41 and M42,

M4 ≤ c
(∑
K∈Th

(ηKJ,2,1)
2)1/2 |||vh|||s,h.

Bound for M5. For M5 we first write

M5 = −⟨(βs − β · n) [γh(uh)] , [(I − ih)vh]⟩∂Th︸ ︷︷ ︸
M51

+ ⟨ζ+β · n [γh(uh)] , (I − iFh )µh⟩∂EN︸ ︷︷ ︸
M52

.

To boundM51 we consider the Q-facets and R-facets separately. For the Q-facets we follow
the same steps as used in bounding M4. Let K̊ ∈ TK and FQ ⊂ QK̊. If FQ ∈ FQ,h, we use
eq. (5.12), the Cauchy–Schwarz inequality, boundedness of the projection iFh , and eq. (2.8):

⟨(βs − β · n) [γh(uh)] , [(I − ih)vh]⟩FQ ≤ c ∥|βs − 1
2
β · n|1/2 [uh]∥QK

∥|βs − 1
2
β · n|1/2 [vh]∥QK

.

(5.16)
If FQ /∈ FQ,h, we have, using eq. (5.14),

⟨(βs − β · n) [γh(uh)] , [(I − ih)vh]⟩FQ =⟨(βs − β · n) [γh(uh)] , (I − iKh ) vh⟩FQ

⟨(βs − β · n) [γh(uh)] , (I − iFh ) [vnb,h]⟩FQ

⟨(βs − β · n) [γh(uh)] , (I − iKh ) vnb,h⟩FQ .

(5.17)
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The second term on the right-hand side of eq. (5.17) is bounded in the same way as
eq. (5.16). For the first term on the right-hand side of eq. (5.17) we use the Cauchy–Schwarz
inequality, the trace inequality eq. (3.7c), the subgrid projection estimate eq. (3.31a), the
estimates eqs. (3.35a) and (3.35b), and eq. (2.8) to find:

⟨(βs − β · n) [uh] , (I − iKh ) vh⟩FQ

≤ cε−1/2 ∥|βs − 1
2
β · n|1/2 [uh]∥QK

(∑
K̊∈TK

(
∥|βs − 1

2
β · n|1/2 [vh]∥∂K̊∩FR̊

+ τ 1/2ε ∥∂tvh∥K̊
))
.

(5.18)

The third term on the right-hand side of eq. (5.17) is bounded in the same way. Combining
eqs. (5.16) and (5.18), we bound the contributions from the Q-facets to M51 as follows:

⟨(βs − β · n) [γh(uh)] , [(I − ih)vh]⟩Qh
≤ cε−1/2

(∑
K∈Th

(ηKJ,3,Q)
2)1/2 |||vh|||s,h. (5.19)

Next we consider the contributions of the R-facets to M51. Using that (I − iFh )µh = 0 on
F ∈ FR,h, and that [γh(uh)] = 0 on F ∈ FR,h \FR,h, using the Cauchy–Schwarz inequality,
the trace inequality eq. (3.10b), the subgrid projection estimate eq. (3.31a), the estimates
eqs. (3.35a) and (3.35b) the inverse estimate eq. (3.11a), we find

⟨(βs − β · n) [γh(uh)] , [(I − ih)vh]⟩Rh
= ⟨(βs − β · n) [uh] , (I − iKh ) vh⟩Rh

≤ c
∑
K∈Th

ε−1/2 ∥|βs − 1
2
β · n|1/2 [uh]∥RK

·
(∑

K̊∈TK

∥|βs − 1
2
β · n|1/2 [vh]∥∂K̊ +

∑
K̊∈TK

τ 1/2ε

∥∥∂tvh∥∥K̊)
≤ cε−1/2

(∑
K∈Th

(ηKJ,3,R)
2)1/2 |||vh|||s,h.

(5.20)

We can now bound M51 by combining eqs. (5.19) and (5.20):

M51 ≤ cε−1/2
[(∑

K∈Th

(ηKJ,3,Q)
2)1/2

+
(∑
K∈Th

(ηKJ,3,R)
2)1/2] |||vh|||s,h.

For M52 we use that (I − iFh )µh = 0 on F ∈ FR,h, the Cauchy–Schwarz inequality, the
boundedness of the projection iFh , and eq. (2.8) to find that

⟨ζ+β · n [γh(uh)] , (I − iFh )µh⟩∂EN ≤ c
∑
K∈Th

∥|βs − 1
2
β · n|1/2 [uh]∥QK∩∂EN

β1/2
s ∥µh∥QK∩∂EN .

(5.21)
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To bound β
1/2
s ∥µh∥QK∩∂EN , consider a facet FQ ⊂ QK ∩ ∂EN . By the mean value theorem

for definite integrals (see, for example, [5, Theorem 14.16]), there exists (tm, xm) ∈ FQ such
that

∥|β · n|1/2 µh∥
2

FQ
=

∫
FQ

|β · n|µ2
h ds = |β · n| |(tm,xm)

∫
FQ

µ2
h ds = |β · n| |(tm,xm) ∥µh∥2FQ

.

(5.22)
Let (tM , xM) ∈ FQ be the point on which |β · n| attains its maximum βs on FQ. Since β
is Lipschitz continuous and n is constant on FQ (since Q-facets are flat), we deduce that
β · n is Lipschitz continuous on FQ. Thus, using that δtK ≤ hK , we have∣∣βs − |β · n| |(tm,xm)

∣∣ ≤ c |(tm, xm)− (tM , xM)| ≤ chK . (5.23)

A consequence of eq. (5.22), eq. (5.23), and eq. (3.7c) is the following bound:

βs ∥µh∥2QK∩∂EN ≤ |β · n| |(tm,xm) ∥µh∥2QK∩∂EN + chK ∥µh∥2QK∩∂EN

≤ ∥|β · n|1/2 µh∥
2

QK∩∂EN + chK ∥vh∥2QK∩∂EN + chK ∥[vh]∥2QK∩∂EN

≤ cε−1
[
∥|β · n|1/2 µh∥

2

QK∩∂EN + ∥vh∥2K + εh−1
K ∥[vh]∥2QK∩∂EN

]
.

(5.24)

Combining eqs. (5.21) and (5.24), we find the following bound for M52:

M52 ≤ cε−1/2
(∑
K∈Th

(ηKJ,3,Q)
2)1/2 |||vh|||s,h.

Combining the bounds for M51 and M52 we find that

M5 ≤ cε−1/2
[(∑

K∈Th

(ηKJ,3,Q)
2)1/2

+
(∑
K∈Th

(ηKJ,3,R)
2)1/2] |||vh|||s,h.

Bound for M6. The derivation of a bound for M6 is similar to that of the bound for M22:

M6 ≤ c
(∑
K∈Th

(ηKBC,1)
2)1/2 |||vh|||s,h.

Combining eqs. (5.8) and (5.10) with the bounds for M1 to M6 we find:(∑
K∈Th

τε ∥∂t (uh − uh)∥2K
)1/2

≤ cT

( (∑
K∈Th

(ηKR)
2)1/2

+
(∑
K∈Th

(ηKJ,1)
2)1/2

+
(∑
K∈Th

(ηKJ,2,1)
2)1/2

+
(∑
K∈Th

(ηKJ,2,2)
2)1/2

+ ε−1/2
(∑
K∈Th

(ηKJ,3)
2)1/2

+
(∑
K∈Th

(ηKBC,1)
2)1/2 )

.

Equation (5.7) follows by using Hölder’s inequality for sums.
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5.3 Reliability of the error estimator

In this section we prove theorem 5.1. Let eu := u− uh denote the true error. To derive an
upper bound for eu we follow [56, 61, 95, 107] and consider the following decomposition of
uh = Ic

huh+u
r
h. Here Ic

h is the averaging operator defined in section 3.5 and urh := uh−Ic
huh.

We further introduce ecu := u− Ic
huh. Applying the triangle inequality,∑

K∈Th

ε ∥∇eu∥
2

K+
∑
K∈Th

∥eu∥2K ≤ c
(∑
K∈Th

ε ∥∇ecu∥
2

K +
∑
K∈Th

∥ecu∥
2
K +

∑
K∈Th

ε ∥∇urh∥
2

K +
∑
K∈Th

∥urh∥
2
K
)
.

In this section we will use the same weighting function as in eq. (4.3)

φ := eT exp(−t/T ) + χ,

where the positive constant χ will be determined later. We further introduce the following
forms (see [56, 95, 109]):

kh(u,v) = −⟨ε [u] ,∇nv⟩Qh
− ⟨ε∇nu, [v]⟩Qh

,

bh(λ, µ) = ⟨ζ+β · nλ, µ⟩∂EN ,
ãh(u,v) = ah(u,v)− kh(u,v)− bh(λ, µ).

Lemma 5.2. Let φ be as in eq. (4.3). Then,

χ
∑
K∈Th

ε ∥∇ecu∥
2

K + 1
2

∑
K∈Th

∥ecu∥
2
K + 1

2
χ
∑
K∈Th

∥|β · n|1/2 ecu∥
2

∂EN ≤
6∑

i=1

Ti, (5.25)

where

T1 = (RK
h , (I − Πh)(φe

c
u))Th ,

T2 = −⟨ε∇nuh, (I − ΠF
h ) (φe

c
u)⟩Qi

h
+ ⟨RN

h , (I − ΠF
h )(φe

c
u)⟩∂EN\ΩT

,

T3 = ⟨εαh−1
K [uh] , (Πh − ΠF

h ) (φe
c
u)⟩Qh

− ⟨ε [uh] ,∇n (Πh (φe
c
u))⟩Qh

,

T4 = ⟨β · nuh, (I − ΠF
h ) (φe

c
u)⟩∂T i

h
+ ⟨(βs − β · n) [uh] , (Πh − ΠF

h ) (φe
c
u)⟩∂T i

h
,

T5 = (ε∇ (I − Ic
h)uh,∇ (φecu))Th − (β (I − Ic

h)uh,∇ (φecu))Th ,

T6 = ⟨ζ+β · n (uh − Ic
huh) , φe

c
u⟩∂EN − ⟨ζ+β · n [uh] ,Π

F
h (φecu)⟩∂EN

+ ⟨(βs − β · n) [uh] , (Πh − ΠF
h ) (φe

c
u)⟩∂E\ΩT

.
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Proof. Using the definition of the weighting function eq. (4.3), that φ ≥ χ, that β · ∇φ =
∂tφ = −e exp(−t/T ) and that ∇φ = 0, we have

(ε∇ecu,∇ (φecu))Th ≥ χε (∇ecu,∇ecu)Th and − 1
2
((β · ∇φ) ecu, ecu)Th ≥ 1

2
(ecu, e

c
u)Th ,

so that

χ
∑
K∈Th

ε ∥∇ecu∥
2

K + 1
2

∑
K∈Th

∥ecu∥
2
K ≤ (ε∇ecu,∇ (φecu))Th −

1
2
((β · ∇φ) ecu, ecu)Th . (5.26)

For the right-hand side of eq. (5.26), using that −1
2
(β · ∇φ)(ecu)2 = φecu∇ · (βecu) − 1

2
∇ ·

(βφ(ecu)
2) because ∇ · β = 0, integration by parts, that β · n, ecu, and φ are single-valued

on element boundaries, that ecu vanishes on ∂ED, the divergence theorem, and eq. (2.1a),
we find:

(ε∇ecu,∇ (φecu))Th −
1
2
((β · ∇φ) ecu, ecu)Th

=− (ε∇2
u, φecu)Th + ⟨ε∇nu, φe

c
u⟩Qh∩∂EN − (ε∇Ic

huh,∇ (φecu))Th
+ (∇ · (βu) , φecu)Th − (∇ · (βIc

huh) , φe
c
u)Th −

1
2
⟨β · necu, φecu⟩∂EN

=(f, φecu)Th + ⟨ε∇nu, φe
c
u⟩Qh∩∂EN − (ε∇Ic

huh,∇ (φecu))Th
+ (βIc

huh,∇ (φecu))Th − ⟨β · nIc
huh, φe

c
u⟩∂E − 1

2
⟨β · necu, φecu⟩∂EN

=(f, φecu)Th − ãh((Ic
huh, Ic

huh), (φe
c
h, φe

c
h)) + ⟨ε∇nu, φe

c
u⟩Qh∩∂EN

− ⟨β · nIc
huh, φe

c
u⟩∂EN − 1

2
⟨β · necu, φecu⟩∂EN .

(5.27)

Using ζ−β · n = 1
2
(β · n− |β · n|), the last term above, excluding ΩT ⊂ ∂EN , is rewritten

as follows

− 1
2
⟨β · necu, φecu⟩∂EN\ΩT

= −⟨ζ−β · nu, φecu⟩∂EN\ΩT
− 1

2
⟨|β · n|u, φecu⟩∂EN\ΩT

+ 1
2
⟨β · nIc

huh, φe
c
u⟩∂EN\ΩT

.

Therefore, using the Neumann boundary condition eq. (2.1b), the right-hand side of
eq. (5.27) becomes

(f, φecu)Th + ⟨g, φecu⟩∂EN\ΩT
− ãh((Ic

huh, Ic
huh), (φe

c
h, φe

c
h))− ⟨β · nIc

huh, φe
c
u⟩∂EN

− 1
2
⟨β · necu, φecu⟩ΩT

− 1
2
⟨|β · n|u, φecu⟩∂EN\ΩT

+ 1
2
⟨β · nIc

huh, φe
c
u⟩∂EN\ΩT

=(f, φecu)Th + ⟨g, φecu⟩∂EN\ΩT
− ãh((Ic

huh, Ic
huh), (φe

c
h, φe

c
h))− 1

2
⟨β · nIc

huh, φe
c
u⟩∂EN\ΩT

− ⟨β · nIc
huh, φe

c
u⟩ΩT

− 1
2
⟨β · necu, φecu⟩ΩT

− 1
2
⟨|β · n|u, φecu⟩∂EN\ΩT

=(f, φecu)Th + ⟨g, φecu⟩∂EN\ΩT
− ãh((Ic

huh, Ic
huh), (φe

c
h, φe

c
h))−Bh,

(5.28)
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where in the last step we collect remaining boundary terms in Bh:

Bh = 1
2
⟨β · nIc

huh, φe
c
u⟩∂EN\ΩT

+ 1
2
⟨β · nIc

huh, φe
c
u⟩ΩT

+ 1
2
⟨β · nu, φecu⟩ΩT

+ 1
2
⟨|β · n|u, φecu⟩∂EN\ΩT

.

Next, the HDG method eq. (2.9) with test functions Πh(φe
c
u, φe

c
u) := (Πh(φe

c
u),Π

F
h (φe

c
u)),

and noting that ΠF
h (φe

c
u) = 0 on ∂ED, becomes:

0 = − (f,Πh(φe
c
u))Th − ⟨g,ΠF

h (φe
c
u)⟩∂EN\ΩT

+ ãh(uh,Πh(φe
c
u, φe

c
u)) + kh(uh,Πh(φe

c
u, φe

c
u)) + bh(λh,Π

F
h (φe

c
u)). (5.29)

Adding eq. (5.29) to eq. (5.28), the right-hand side of eq. (5.26) becomes

(ε∇ecu,∇ (φecu))Th −
1
2
((β · ∇φ) ecu, ecu)Th

=(f, (I − Πh)(φe
c
u))Th + ⟨g, (I − ΠF

h )(φe
c
u)⟩∂EN\ΩT

− ãh(uh, (I −Πh)(φe
c
u, φe

c
u))−Rh

+ kh(uh,Πh(φe
c
u, φe

c
u)) + bh(λh,Π

F
h (φe

c
u))−Bh,

(5.30)

where Rh := ãh((Ic
huh, Ic

huh), (φe
c
h, φe

c
h))− ãh(uh, (φe

c
u, φe

c
u)). By definition of ãh, the first

three terms on the right-hand side of eq. (5.30) become

(f, (I − Πh)(φe
c
u))Th + ⟨g, (I − ΠF

h )(φe
c
u)⟩∂EN\ΩT

− (ε∇uh,∇ (I − Πh) (φe
c
u))Th − ⟨εαh−1

K [uh] , [(I −Πh) (φe
c
u, φe

c
u)]⟩Qh

+ (βuh,∇(I − Πh) (φe
c
u))Th − ⟨β · nλh + βs [uh] , [(I −Πh) (φe

c
u, φe

c
u)]⟩∂Th

=(RK
h , (I − Πh)(φe

c
u))Th + ⟨RN

h , (I − ΠF
h )(φe

c
u)⟩∂EN\ΩT

+ ⟨εαh−1
K [uh] , (Πh − ΠF

h ) (φe
c
u)⟩Qh

− ⟨ε∇nuh, (I − ΠF
h ) (φe

c
u)⟩Qi

h
+ ⟨ε∇nuh, (Πh − ΠF

h ) (φe
c
u)⟩Qh

+ ⟨(1− ζ−) β · nuh, (I − ΠF
h ) (φe

c
u)⟩∂EN\ΩT

+ ⟨β · nuh, (I − ΠF
h ) (φe

c
u)⟩∂T i

h∪ΩT

+ ⟨β · nλh + βs [uh] , (Πh − ΠF
h ) (φe

c
u)⟩∂Th − ⟨β · nuh, (Πh − ΠF

h ) (φe
c
u)⟩∂Th .

(5.31)

For the kh, bh and Rh terms on the right-hand side of eq. (5.30), we have

kh(uh,Πh (φe
c
u, φe

c
u)) = −⟨ε [uh] ,∇n (Πh (φe

c
u))⟩Qh

− ⟨ε∇nuh, (Πh − ΠF
h ) (φe

c
u)⟩Qh

,

bh(λh,Π
F
h (φecu)) = ⟨ζ+β · nλh,ΠF

h (φecu)⟩∂EN ,
Rh = − (ε∇ (I − Ic

h)uh,∇ (φecu))Th + (β (I − Ic
h)uh,∇ (φecu))Th .

(5.32)

Using eqs. (5.30) to (5.32), and the definition of −Bh we obtain eq. (5.25).
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Lemma 5.3. Let φ be as in eq. (4.3) and assume that δtK = O(h2K). The following estimate
holds:

T
∑
K∈Th

ε ∥∇ecu∥
2

K + 1
2

∑
K∈Th

∥ecu∥
2
K + T

∑
F∈∂EN

∥|β · n|1/2 ecu∥
2

F

≤c
∑
K∈Th

(
T 2 (ηKR)

2
+ T 2 (ηKJ,1)

2
+ T 2ε−1 (ηKJ,2,1)

2
+ T 2ε−1 (ηKJ,2,2)

2

+ T 2ε−1 (ηKJ,3,R)
2
+ T 2 (ηKJ,3)

2
+ T 2 (ηKBC,1)

2
+ T (ηKBC,2)

2 )
.

(5.33)

Proof. We start by bounding the Ti, i = 1, . . . , 6, terms in lemma 5.2.
Bound for T1. Using the Cauchy–Schwarz inequality, the local projection estimate
eq. (3.18a), that T + χ ≤ |φ| ≤ eT + χ and that 1 ≤ |∂tφ| ≤ e, and Young’s inequal-
ity, and that δtK = O(h2K) and T ≥ 1, we find that

T1 ≤
∑
K∈Th

∥RK
h ∥K ∥(I − Πh) (φe

c
u)∥K

≤c
∑
K∈Th

λK ∥RK
h ∥K (eT + χ)

(
hKε

1/2 ∥∂tecu∥K + ε1/2 ∥∇ecu∥K + ∥ecu∥K
)

+
∑
K∈Th

λK ∥RK
h ∥K (ehKε

1/2 + eT + χ) ∥ecu∥K

≤c
∑
K∈Th

ηKR (T + χ)
(
hKε

1/2 ∥∂tecu∥K + ε1/2 ∥∇ecu∥K + ∥ecu∥K
)

≤ c
δ
(T + χ)2

∑
K∈Th

(ηKR)
2
+ cδ

2
(T + χ)

∑
K∈Th

ε ∥∇ecu∥
2

K + cδ
2

∑
K∈Th

τε ∥∂tecu∥
2
K + cδ

2

∑
K∈Th

∥ecu∥
2
K .

Bound for T2. We write T2 as

T2 = −⟨ε∇nuh, (I − ΠF
h ) (φe

c
u)⟩Qi

h︸ ︷︷ ︸
T21

+ ⟨RN
h , (I − ΠF

h )(φe
c
u)⟩∂EN\(ΩT∪Ω0)︸ ︷︷ ︸

T22

+ ⟨RN
h , (I − ΠF

h )(φe
c
u)⟩Ω0︸ ︷︷ ︸

T23

.

For T21 we write element boundary integrals as facet integrals in which we use that
(I − ΠF

h ) (φe
c
u) is continuous across a facet, use the Cauchy–Schwarz inequality, the trian-

gle inequality, the local projection estimate eq. (3.18b), the projection bound eq. (3.12d),
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and that δtK = O(h2K), T ≥ 1, and Young’s inequality to find

T21 ≤
∑

F∈Fi
Q,h

∥Jε∇n̄uhK∥F ∥(I − ΠF
h ) (φe

c
u)∥F

≤
∑

F∈Fi
Q,h

∥Jε∇n̄uhK∥F (∥(I − Πh) (φe
c
u)∥F + ∥(Πh − ΠF

h ) (φe
c
u)∥F )

≤c
∑

F∈Fi
Q,h

h
1/2
K ε−1/2 ∥Jε∇n̄uhK∥F (T + χ)

(
hKε

1/2 ∥∂tecu∥K + ε1/2 ∥∇ecu∥K
)

+ c
∑

F∈Fi
Q,h

h
1/2
K ε−1/2 ∥Jε∇n̄uhK∥F ∥ecu∥K

≤ c
δ
(T + χ)2

∑
K∈Th

(ηKJ,1)
2
+ cδ

2
(T + χ)

∑
K∈Th

ε ∥∇ecu∥
2

K + cδ
2

∑
K∈Th

τε ∥∂tecu∥
2
K + cδ

2

∑
K∈Th

∥ecu∥
2
K .

Term T22 can be bounded similarly:

T22 ≤ c
δ
(T + χ)2

∑
K∈Th

(ηKBC,1)
2
+ cδ

2
(T + χ)

∑
K∈Th

ε ∥∇ecu∥
2

K+
cδ
2

∑
K∈Th

τε ∥∂tecu∥
2
K+

cδ
2

∑
K∈Th

∥ecu∥
2
K .

For T23 we have, by the Cauchy–Schwarz inequality, boundedness of ΠF
h , that |β · n| = 1

on Ω0, and Young’s inequality:

T23 ≤
∑

FR⊂Ω0

∥RN
h ∥FR

∥(I − ΠF
h ) (φe

c
u)∥FR

≤c (T + χ)
∑

FR⊂Ω0

∥RN
h ∥FR

∥|1
2
β · n|1/2 ecu∥FR

≤ c
2δ
(T + χ)

∑
K∈Th

(ηKBC,2)
2
+ cδ

2
(T + χ)

∑
FR⊂Ω0

∥|1
2
β · n|1/2 ecu∥

2

FR
.

Combining the bounds for T21, T22, and T23, we obtain:

T2 ≤ c
δ
(T + χ)2

∑
K∈Th

(ηKJ,1)
2
+ c

δ
(T + χ)2

∑
K∈Th

(ηKBC,1)
2
+ c

2δ
(T + χ)

∑
K∈Th

(ηKBC,2)
2

+ cδ (T + χ)
∑
K∈Th

ε ∥∇ecu∥
2

K + cδ
∑
K∈Th

τε ∥∂tecu∥
2
K + cδ

∑
K∈Th

∥ecu∥
2
K

+ cδ
2
(T + χ)

∑
FR⊂Ω0

∥|1
2
β · n|1/2 ecu∥

2

FR
.
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Bound for T3. We write T3 as

T3 = ⟨εαh−1
K [uh] , (Πh − ΠF

h ) (φe
c
u)⟩Qh︸ ︷︷ ︸

T31

−⟨ε [uh] ,∇n (Πh (φe
c
u))⟩Qh︸ ︷︷ ︸

T32

.

Term T31 is bounded using the Cauchy–Schwarz inequality, the projection bound eq. (3.12d),
and Young’s inequality:

T31 ≤c
∑
K∈Th

εh−1
K ∥[uh]∥QK

∥(Πh − ΠF
h ) (φe

c
h)∥QK

≤c (T + χ)
∑
K∈Th

ε1/2h
−1/2
K ∥[uh]∥QK

ε1/2 ∥∇ecu∥K

≤ c
2δ
(T + χ)

∑
K∈Th

(ηKJ,2,1)
2
+ cδ

2
(T + χ)

∑
K∈Th

ε ∥∇ecu∥
2

K .

For T32 we use the Cauchy–Schwarz inequality, the trace inequality eq. (3.7c), the first
bound in eq. (3.16), and Young’s inequality to find:

T32 ≤c
∑
K∈Th

ε ∥[uh]∥QK
∥∇ (Πh (φe

c
u))∥QK

≤c
∑
K∈Th

ε ∥[uh]∥QK
h
−1/2
K ∥∇ (Πh (φe

c
u))∥K

≤c (T + χ)
∑
K∈Th

ε1/2h
−1/2
K ∥[uh]∥QK

ε1/2 ∥∇ecu∥K

≤ c
2δ
(T + χ)

∑
K∈Th

(ηKJ,2,1)
2
+ cδ

2
(T + χ)

∑
K∈Th

ε ∥∇ecu∥
2

K .

Combining the bounds for T31 and T32 we obtain:

T3 ≤ c
δ
(T + χ)

∑
K∈Th

(ηKJ,2,1)
2
+ cδ (T + χ)

∑
K∈Th

ε ∥∇ecu∥
2

K .

Bound for T4. Using that ⟨β · nλh, (I − ΠF
h ) (φe

c
u)⟩∂T i

h
= 0 we start by writing T4 as

T4 = ⟨β · n [uh] , (I − ΠF
h ) (φe

c
u)⟩∂T i

h
+ ⟨(βs − β · n) [uh] , (Πh − ΠF

h ) (φe
c
u)⟩∂T i

h
.

Next, by a triangle inequality, using eq. (2.8), that |βs − 1
2
β · n|1/2 ≤ c, and the Cauchy–
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Schwarz inequality,

T4 ≤c
∑
K∈Th

∥|βs − 1
2
β · n|1/2 [uh]∥QK

(
∥(I − Πh) (φe

c
u)∥QK

+ ∥(Πh − ΠF
h ) (φe

c
u)∥QK

)
+ c

∑
K∈Th

∥|βs − 1
2
β · n|1/2 [uh]∥RK

(
∥(I − Πh) (φe

c
u)∥RK

+ ∥(Πh − ΠF
h ) (φe

c
u)∥RK

)
=:T41 + T42.

For T41 we use the local projection estimate eq. (3.18b), the projection estimate eq. (3.12d),
and Young’s inequality to find:

T41 ≤c
∑
K∈Th

h
1/2
K ε−1/2 ∥[uh]∥QK

(T + χ)
(
τ 1/2ε ∥∂tecu∥K + ε1/2 ∥∇ecu∥K

)
+ c

∑
K∈Th

h
1/2
K ε−1/2 ∥[uh]∥QK

∥ecu∥K

≤ c
δ
(T + χ)2

∑
K∈Th

(ηKJ,2,2)
2
+ cδ

2
(T + χ)

∑
K∈Th

ε ∥∇ecu∥
2

K + cδ
2

∑
K∈Th

τε ∥∂tecu∥
2
K + cδ

2

∑
K∈Th

∥ecu∥
2
K .

For T42 we use the local projection estimate eq. (3.18c), the projection estimate eq. (3.17)
using that δtK = O(h2K), and Young’s inequality,

T42 ≤c
∑
K∈Th

ε−1/2 ∥|βs − 1
2
β · n|1/2 [uh]∥RK

(T + χ)
(
τ 1/2ε ∥∂tecu∥K + ε1/2 ∥∇ecu∥

)
+ c

∑
K∈Th

ε−1/2 ∥|βs − 1
2
β · n|1/2 [uh]∥RK

∥ecu∥K

≤ c
δ
ε−1 (T + χ)2

∑
K∈Th

(ηKJ,3,R)
2
+ cδ

2
(T + χ)

∑
K∈Th

ε ∥∇ecu∥
2

K

+ cδ
2

∑
K∈Th

τε ∥∂tecu∥
2
K + cδ

2

∑
K∈Th

∥ecu∥
2
K .

Combining the bounds for T41 and T42 we obtain:

T4 ≤ c
δ
(T + χ)2

∑
K∈Th

(ηKJ,2,2)
2
+ c

δ
ε−1 (T + χ)2

∑
K∈Th

(ηKJ,3,R)
2

+ cδ (T + χ)
∑
K∈Th

ε ∥∇ecu∥
2

K + cδ
∑
K∈Th

τε ∥∂tecu∥
2
K + cδ

∑
K∈Th

∥ecu∥
2
K .
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Bound for T5. We write T5 as

T5 = (ε∇ (I − Ic
h)uh,∇ (φecu))Th︸ ︷︷ ︸

T51

− (β (I − Ic
h)uh,∇ (φecu))Th︸ ︷︷ ︸
T52

.

For T51 we use the Cauchy–Schwarz inequality, the inverse inequality eq. (3.7b), the ap-
proximation estimate of the averaging operator eq. (3.24), that δtK = O(h2K), and Young’s
inequality to find

T51 ≤
∑
K∈Th

ε ∥∇ (I − Ic
h)uh∥K ∥∇ (φecu)∥K

≤c
∑
K∈Th

εh−1
K ∥(I − Ic

h)uh∥K ∥∇ (φecu)∥K

≤c
∑
K∈Th

εh−1
K

( ∑
F⊂Q̌i

K

h
1/2
K ∥JuhK∥F +

∑
F⊂Ři

K

δt
1/2
K ∥JuhK∥F

)
∥∇ (φecu)∥K

≤c
∑
K∈Th

εh
−1/2
K

·
( ∑
F⊂Q̌i

K

∑
K′⊂ωF

∥[uh]∥QK′ + h
1/2
K

∑
F⊂Ři

K

∑
K′⊂ωF

∥|βs − 1
2
β · n|1/2 [uh]∥RK′

)
(T + χ) ∥∇ecu∥K

≤ c
2δ
(T + χ)

∑
K∈Th

(
(ηKJ,2,1)

2
+ (ηKJ,3,R)

2)
+ cδ

2
(T + χ)

∑
K∈Th

ε ∥∇ecu∥
2

K .

For T52 we first write

T52 = − (uh − Ic
huh, ∂t (φe

c
u))Th︸ ︷︷ ︸

T521

− (β(uh − Ic
huh),∇ (φecu))Th︸ ︷︷ ︸
T522

.

We bound T521 using the Cauchy–Schwarz inequality, the approximation estimate of the
averaging operator eq. (3.24), and that δtK = O(h2K). We further note that on T x

h we have

that ε̃−1/2h
−1/2
K < h

1/4
K ε−1 and on T c

h we have that ε̃−1/2h
−1/2
K ≤ ε−1h

1/2
K . Therefore,

T521 ≤c
∑
K∈Th

( ∑
F⊂Q̌i

K

∑
K′⊂ωF

ε̃−1/2h
−1/2
K ∥[uh]∥QK′

)
((T + χ) τ 1/2ε ∥∂tecu∥K +∥ecu∥K)

+ c
∑
K∈Th

( ∑
F⊂Ři

K

∑
K′⊂ωF

ε̃−1/2 ∥|βs − 1
2
β · n|1/2 [uh]∥RK′

)
((T + χ) τ 1/2ε ∥∂tecu∥K +∥ecu∥K)

≤ c
δ
ε−1 (T + χ)2

∑
K∈Th

(ηKJ,2,1)
2
+ c

δ
ε−1 (T + χ)2

∑
K∈Th

(ηKJ,2,2)
2

+ c
δ
ε−1 (T + χ)2

∑
K∈Th

(ηKJ,3,R)
2
+ 2cδ

∑
K∈Th

τε ∥∂tecu∥
2
K + 2cδ

∑
K∈Th

∥ecu∥
2
K .
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For T522, using the Cauchy–Schwarz inequality, the approximation estimate of the averaging
operator eq. (3.24)

T522 ≤c
∑
K∈Th

( ∑
F⊂Q̌i

K

∑
K′⊂ωF

h
1/2
K ε−1/2 ∥[uh]∥QK′ +

∑
F⊂Ři

K

∑
K′⊂ωF

ε−1/2 ∥|βs − 1
2
β · n|1/2 [uh]∥RK′

)
· (T + χ) ε1/2 ∥∇ecu∥K

≤ c
2δ
(T + χ)

∑
K∈Th

(
(ηKJ,2,2)

2
+ ε−1 (ηKJ,3,R)

2)
+ cδ

2
(T + χ)

∑
K∈Th

ε ∥∇ecu∥
2

K .

T522 ≤ c
2δ
(T + χ)

∑
K∈Th

(
(ηKJ,2,2)

2
+ ε−1 (ηKJ,3,R)

2)
+ cδ

2
(T + χ)

∑
K∈Th

ε ∥∇ecu∥
2

K .

Combining the bounds for T521 and T522 we find that

T52 ≤ c
δ
ε−1 (T + χ)2

∑
K∈Th

(ηKJ,2,1)
2

+ c
δ
(T + χ)

[
ε−1 (T + χ) + 1

2

] ∑
K∈Th

(ηKJ,2,2)
2

+ c
δ
ε−1 (T + χ)

[
(T + χ) + 1

2

] ∑
K∈Th

(ηKJ,3,R)
2

+ 2cδ
∑
K∈Th

τε ∥∂tecu∥
2
K + 2cδ

∑
K∈Th

∥ecu∥
2
K + cδ

2
(T + χ)

∑
K∈Th

ε ∥∇ecu∥
2

K .

Combining the bounds for T51 and T52, we obtain:

T5 ≤ c
δ
(T + χ)

[
ε−1 (T + χ) + 1

2

] ∑
K∈Th

(ηKJ,2,1)
2

+ c
δ
(T + χ)

[
ε−1 (T + χ) + 1

2

] ∑
K∈Th

(ηKJ,2,2)
2

+ c
δ
(T + χ)

{
ε−1
[
(T + χ) + 1

2

]
+ 1

2

} ∑
K∈Th

(ηKJ,3,R)
2

+ 2cδ
∑
K∈Th

τε ∥∂tecu∥
2
K + 2cδ

∑
K∈Th

∥ecu∥
2
K + cδ (T + χ)

∑
K∈Th

ε ∥∇ecu∥
2

K .
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Bound for T6. We write T6 as follows:

T6 =⟨(βs − β · n) [uh] , (Πh − ΠF
h ) (φe

c
u)⟩∂ED

+
[
⟨ζ+β · n (uh − Ic

huh) , φe
c
u⟩ΩT

− ⟨ζ+β · n [uh] ,Π
F
h (φecu)⟩ΩT

]
+
[
⟨ζ+β · n (uh − Ic

huh) , φe
c
u⟩∂EN\ΩT

− ⟨ζ+β · n [uh] ,Π
F
h (φecu)⟩∂EN\ΩT

+ ⟨(βs − β · n) [uh] , (Πh − ΠF
h ) (φe

c
u)⟩∂EN\(ΩT∪Ω0)

]
+ ⟨(βs − β · n) [uh] , (Πh − ΠF

h ) (φe
c
u)⟩Ω0

= : T61 + T62 + T63 + T64.

For T61, we use the Cauchy–Schwarz inequality and the projection bound eq. (3.12d)

T61 ≤c
∑
K∈Th

∥[uh]∥∂K∩∂ED h
1/2
K ∥∇ (φecu)∥K

≤ c
2δ
(T + χ)

∑
K∈Th

(ηKJ,2,2)
2
+ cδ

2
(T + χ)

∑
K∈Th

ε ∥∇ecu∥
2

K .

For T62 we first write

T62 = ⟨ζ+β · n (uh − Ic
huh) , φe

c
u⟩ΩT︸ ︷︷ ︸

T621

−⟨ζ+β · n [uh] ,Π
F
h (φecu)⟩ΩT

.︸ ︷︷ ︸
T622

We bound T621, using the Cauchy–Schwarz inequality, the trace inequality eq. (3.10b),
the approximation estimate of the averaging operator eq. (3.24), that δtK = O(h2K), and
Young’s inequality:

T621 ≤
∑
K∈Th

∥uh − Ic
huh∥RK∩ΩT

∥φecu∥RK∩ΩT

≤c
∑
K∈Th

(
ε−1/2

∑
F⊂Q̌i

K

∑
K′⊂ωF

ε1/2h
−1/2
K ∥[uh]∥QK′ +

∑
F⊂Ři

K

∑
K′⊂ωF

∥|βs − 1
2
β · n|1/2 [uh]∥∂K′

)
· (T + χ) ∥|β · n|1/2 ecu∥RK∩ΩT

≤ c
2δ
ε−1 (T + χ)

∑
K∈Th

(ηKJ,2,1)
2
+ c

2δ
(T + χ)

∑
K∈Th

(ηKJ,3,R)
2

+ cδ (T + χ)
∑
K∈Th

∥|β · n|1/2 ecu∥
2

RK∩ΩT
.
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Next, we bound T622 using the Cauchy–Schwarz inequality, the boundedness of the projec-
tion operator ΠF

h , and Young’s inequality:

T622 ≤
∑
K∈Th

∥|βs − 1
2
β · n|1/2 [uh]∥RK∩ΩT

(T + χ) ∥|β · n|1/2 ecu∥RK∩ΩT

≤ c
2δ
(T + χ)

∑
K∈Th

(ηKJ,3,R)
2
+ cδ

2
(T + χ)

∑
K∈Th

∥|β · n|1/2 ecu∥
2

RK∩ΩT
.

Combining the bounds for T621 and T622 we find that

T62 ≤ c
2δ
ε−1 (T + χ)

∑
K∈Th

(ηKJ,2,1)
2
+ c

δ
(T + χ)

∑
K∈Th

(ηKJ,3,R)
2
+3cδ

2
(T + χ)

∑
F⊂ΩT

∥|β · n|1/2 ecu∥
2

F .

For T63 we write T63 = T631 + T632 + T633 where

T631 := ⟨ζ+β · n (uh − Ic
huh) , φe

c
u⟩∂EN∩Qh

,

T632 := −⟨ζ+β · n [uh] ,Π
F
h (φecu)⟩∂EN∩Qh

,

T633 := ⟨(βs − β · n) [uh] , (Πh − ΠF
h ) (φe

c
u)⟩∂EN∩Qh

.

To bound T631, we use the Cauchy–Schwarz inequality, the trace inequality eq. (3.7c), the
approximation estimate of the averaging operator eq. (3.24), and Young’s inequality:

T631 ≤
∑
K∈Th

ch
−1/2
K ∥uh − Ic

huh∥K ∥|β · n|1/2 φecu∥QK∩∂EN

≤
∑
K∈Th

c
( ∑
F ′⊂Q̌i

K

∑
K′⊂ωF ′

∥[uh]∥QK′ +
∑

F ′⊂Ři
K

∑
K′⊂ωF ′

∥[uh]∥RK′

)
∥|β · n|1/2 φecu∥QK∩∂EN

≤
∑
K∈Th

c
(
ε−1/2

∑
F ′⊂Q̌i

K

∑
K′⊂ωF ′

h
−1/2
K ε1/2 ∥[uh]∥QK′ +

∑
F ′⊂Ři

K

∑
K′⊂ωF ′

∥|βs − 1
2
β · n|1/2 [uh]∥RK′

)
· ∥|β · n|1/2 φecu∥QK∩∂EN

≤ c
2δ
ε−1 (T + χ)

∑
K∈Th

(ηKJ,2,1)
2
+ c

2δ
(T + χ)

∑
K∈Th

(ηKJ,3,R)
2
+ cδ (T + χ)

∑
F∈∂EN

∥|β · n|1/2 ecu∥
2

F .

For T632, using the Cauchy–Schwarz inequality, eq. (2.8), and boundedness of the projection
operator ΠF

h , we find

T632 ≤
∑
K∈Th

∥|βs − 1
2
β · n|1/2 [uh]∥QK∩∂EN

(T + χ) β1/2
s ∥ecu∥QK∩∂EN .
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Using similar steps as used to bound M52 in the proof of theorem 5.3, we note that

βs ∥ecu∥
2
F ≤ ∥|β · n|1/2ecu∥

2

F + chK ∥ecu∥
2
F . Furthermore, using eq. (3.19) and Young’s in-

equality we then find

T632 ≤c
∑
K∈Th

∥|βs − 1
2
β · n|1/2 [uh]∥QK∩∂EN

(T + χ) (∥|β · n|1/2 ecu∥QK∩∂EN + h
1/2
K ∥ecu∥QK∩∂EN )

≤c
∑
K∈Th

∥|βs − 1
2
β · n|1/2 [uh]∥QK∩∂EN

(T + χ)

· (∥|β · n|1/2 ecu∥QK∩∂EN + ∥ecu∥K + h
1/2
K ∥∇ecu∥

1/2

K ∥ecu∥
1/2
K )

≤c
∑
K∈Th

∥|βs − 1
2
β · n|1/2 [uh]∥QK∩∂EN

(T + χ)

· (∥|β · n|1/2 ecu∥QK∩∂EN + ∥ecu∥K + hK ∥∇ecu∥K)

≤ c
δ
(T + χ)2

∑
K∈Th

(ηKJ,3,Q)
2
+ cδ

2

∑
K∈Th

∥ecu∥
2
K + cδ

2
(T + χ)

∑
F⊂∂EN

∥|β · n|1/2 ecu∥
2

F

+ c
2δ
(T + χ)

∑
K∈Th

(ηKJ,2,2)
2
+ cδ

2
(T + χ)

∑
K∈Th

ε ∥∇ecu∥
2

K .

Next, we consider T633. Using the Cauchy–Schwarz inequality, the projection estimate
eq. (3.12d), and Young’s inequality we find

T633 ≤c
∑
K∈Th

∥[uh]∥QK∩∂EN ∥(Πh − ΠF
h ) (φe

c
u)∥QK∩∂EN

≤c
∑
K∈Th

h
1/2
K ε−1/2 ∥[uh]∥QK∩∂EN ε

1/2 (T + χ) ∥∇(ecu)∥K

≤ c
2δ
(T + χ)

∑
K∈Th

(ηKJ,2,2)
2
+ cδ

2
(T + χ)

∑
K∈Th

ε ∥∇ecu∥
2

K .

Combining the bounds for T631, T632, and T633 we find that

T63 ≤ c
2δ
ε−1 (T + χ)

∑
K∈Th

(ηKJ,2,1)
2
+ c

δ
(T + χ)

∑
K∈Th

(ηKJ,2,2)
2
+ c

δ
(T + χ)2

∑
K∈Th

(ηKJ,3)
2

+ cδ
2

∑
K∈Th

∥ecu∥
2
K + cδ (T + χ)

∑
K∈Th

ε ∥∇ecu∥
2

K + 3cδ
2
(T + χ)

∑
F⊂∂EN

∥|β · n|1/2 ecu∥
2

F .

For T64, we use the Cauchy–Schwarz inequality, the projection estimate eq. (3.17), and
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Young’s inequality to find

T64 ≤c
∑
K∈Th

∥|βs − 1
2
β · n|1/2 [uh]∥RK∩Ω0

∥(Πh − ΠF
h ) (φe

c
u)∥RK∩Ω0

≤c
∑
K∈Th

ε−1/2 ∥|βs − 1
2
β · n|1/2 [uh]∥RK∩Ω0

(T + χ) τ 1/2ε ∥∂tecu∥K

+ c
∑
K∈Th

∥|βs − 1
2
β · n|1/2 [uh]∥RK∩Ω0

∥ecu∥K

≤ c
δ
ε−1 (T + χ)2

∑
K∈Th

(ηKJ,3,R)
2
+ cδ

2

∑
K∈Th

τε ∥∂tecu∥
2
K + cδ

2

∑
K∈Th

∥ecu∥
2
K .

Combining the bounds for T61, T62, T63 and T64, we obtain

T6 ≤ c
δ
ε−1 (T + χ)

∑
K∈Th

(ηKJ,2,1)
2
+ 3c

2δ
(T + χ)

∑
K∈Th

(ηKJ,2,2)
2

+ 2c
δ
ε−1 (T + χ)2

∑
K∈Th

(ηKJ,3,R)
2
+ c

δ
(T + χ)2

∑
K∈Th

(ηKJ,3)
2

+ cδ
2

∑
K∈Th

τε ∥∂tecu∥
2
K + cδ

∑
K∈Th

∥ecu∥
2
K

+ 3cδ
2
(T + χ)

∑
K∈Th

ε ∥∇ecu∥
2

K + 3cδ (T + χ)
∑

F⊂∂EN

∥|β · n|1/2 ecu∥
2

F .

With each of the terms Ti, i = 1, . . . , 6 bounded, we now bound
∑

K∈Th τε ∥∂te
c
u∥

2
K. By the

triangle inequality and eq. (5.7),∑
K∈Th

τε ∥∂tecu∥
2
K ≤ cT 2ε−1η2 + c

∑
K∈Th

τε ∥∂t(uh − Ic
huh)∥

2
K .

For the second term on the right-hand side, using the inverse inequality eq. (3.10a), the
approximation estimate of the averaging operator eq. (3.24), Hölder’s inequality for sums,
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and that δtK = O(h2K),∑
K∈Th

τε ∥∂t(uh − Ic
huh)∥

2
K

≤ c
∑
K∈Th

ε̃
( ∑
F⊂Q̌i

K

hKδt
−1
K ∥JuhK∥2F +

∑
F⊂Ři

K

∥JuhK∥2F
)

≤ c
∑
K∈Th

ε̃
( ∑
F⊂Q̌i

K

∑
K′⊂ωF

h−1
K ∥[uh]∥2QK′ +

∑
F⊂Ři

K

∑
K′⊂ωF

∥|βs − 1
2
β · n|1/2 [uh]∥∂K′

)
≤ cε−1

∑
K∈Th

(ηKJ,2,1)
2
+ c

∑
K∈Th

(ηKJ,3)
2
.

(5.34)

Combining eqs. (5.25) and (5.34) with the bounds for T1 to T6, we have

χ
∑
K∈Th

ε ∥∇ecu∥
2

K + 1
2

∑
K∈Th

∥ecu∥
2
K + 1

2
χ
∑

F⊂∂EN

∥|β · n|1/2 ecu∥
2

F

≤ cδ (T + χ)
∑
K∈Th

ε ∥∇ecu∥
2

K + cδ
∑
K∈Th

∥ecu∥
2
K + cδ (T + χ)

∑
F⊂EN

∥|β · n|1/2 ecu∥
2

F

+ c
δ
(T + χ)2

∑
K∈Th

(ηKR)
2
+ c

δ
(T + χ)2

∑
K∈Th

(ηKJ,1)
2

+ c
δ
(T + χ)2

∑
K∈Th

(ηKBC,1)
2
+ c

δ
(T + χ)

∑
K∈Th

(ηKBC,2)
2

+ c
(

1
δ
+ δ
)
(T + χ)2 ε−1

∑
K∈Th

(ηKJ,2,1)
2
+ c

δ
(T + χ)2 ε−1

∑
K∈Th

(ηKJ,2,2)
2

+ c
δ
(T + χ)2 ε−1

∑
K∈Th

(ηKJ,3,R)
2
+ c
(

1
δ
+ δ
)
(T + χ)2

∑
K∈Th

(ηKJ,3)
2
.

The result eq. (5.33) follows by choosing χ = T and δ = 1/(8c).

We end this section by proving theorem 5.1.

Proof of theorem 5.1. Using the triangle inequality, Young’s inequality, and eq. (2.8), we
have

|||u− uh|||2sT,h ≤c
(
T
∑
K∈Th

ε ∥∇ecu∥
2

K +
∑
K∈Th

∥ecu∥
2
K + T

∑
F⊂∂EN

∥|1
2
β · n|1/2 ecu∥

2

F

)
+
∑
K∈Th

τε ∥∂teu∥2K +
∑
K∈Th

(
(ηKJ,2,1)

2
+ T (ηKJ,3)

2)
+ I1 + I2 + I3,

(5.35)
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where

I1 = cT
∑
K∈Th

ε ∥∇(I − Ic
h)uh∥

2

K , I2 = c
∑
K∈Th

∥(I − Ic
h)uh∥

2
K ,

I3 = cT
∑

F⊂∂EN

∥|1
2
β · n|1/2 (I − Ic

h)uh∥
2

F
.

Using the inverse inequality eq. (3.7b), the approximation estimate of the averaging oper-
ator eq. (3.24), and that δtK = O(h2K), we bound I1 as follows:

I1 ≤ cT
∑
K∈Th

ε
( ∑
F⊂Q̌i

K

h−1
K ∥JuhK∥2F +

∑
F⊂Ři

K

∥JuhK∥2F
)

≤ cT
∑
K∈Th

( ∑
F⊂Q̌i

K

∑
K′⊂ωF

εh−1
K ∥[uh]∥2QK′ +

∑
F⊂Ři

K

∑
K′⊂ωF

∥|βs − 1
2
β · n|1/2 [uh]∥

2

RK′

)
≤ cT

∑
K∈Th

(
(ηKJ,2,1)

2
+ (ηKJ,3,R)

2)
.

Using the approximation estimate of the averaging operator eq. (3.24), then similar to the
bound of I1 we have:

I2 ≤ c
∑
K∈Th

(
(ηKJ,2,2)

2
+ (ηKJ,3,R)

2)
.

Finally, using the trace inequalities eqs. (3.7c) and (3.10b), the approximation estimate of
the averaging operator eq. (3.24), and that δtK = O(h2K), we can bound I3 as follows:

I3 ≤ cT
∑
K∈Th

(
ε−1 (ηKJ,2,1)

2
+ (ηKJ,3,R)

2)
.

Combining the bounds for I1, I2, and I3 with eq. (5.35) we find that

|||u− uh|||2sT,h ≤ c
(
T
∑
K∈Th

ε ∥∇ecu∥
2

K +
∑
K∈Th

∥ecu∥
2
K + T

∑
F⊂∂EN

∥|1
2
β · n|1/2 ecu∥

2

F

)
+
∑
K∈Th

τε ∥∂teu∥2K + c
∑
K∈Th

(ηKJ,2,2)
2
+ cT

∑
K∈Th

(
ε−1 (ηKJ,2,1)

2
+ (ηKJ,3)

2)
.

100



By lemma 5.3 this is further bound as:

|||u− uh|||2sT,h ≤c
∑
K∈Th

(
T 2 (ηKR)

2
+ T 2 (ηKJ,1)

2
+ T 2ε−1 (ηKJ,2,1)

2
+ T 2ε−1 (ηKJ,2,2)

2

+ T 2ε−1 (ηKJ,3,R)
2
+ T 2 (ηKJ,3)

2
+ T 2 (ηKBC,1)

2
+ T (ηKBC,2)

2
)

+
∑
K∈Th

τε ∥∂teu∥2K

≤cT 2ε−1η2 +
∑
K∈Th

τε ∥∂teu∥2K .

We conclude eq. (5.2) using theorem 5.3.

5.4 Local efficiency of the error estimator

In this section we prove theorem 5.2. Given any space-time element K, we introduce
element bubble function ψK = cθΠ

2d+1

i=1 θK,i, where θK,i denotes the linear Lagrangian basis
polynomial associated with the i-th vertex of K, and the constant factor cθ is such that
∥ψK∥L∞(K) = 1. We observe that (ψK) |∂K = 0. Given any v ∈ Vh, the element bubble
function satisfies the following estimates (see [100, Lemma 3.3] and [103, Lemma 3.6]):

∥ψKv∥K ≤ c ∥v∥K , c ∥v∥2K ≤ (v, ψKv)K , (5.36)

We also need facet bubble functions. For an element K and one of its Q-facets F ∈ QK,
we first transform to the reference domain and consider K̂ = Φ−1

K (K) and F̂ = Φ−1
K (F ).

Without loss of generality, we let x̂i denote the spatial coordinate such that x̂i ≡ −1 on F̂ .
Given any number κ ∈ (0, 1], we denote by Ψκ the mapping from (t̂, x̂1, . . . , x̂i, . . . , x̂d) to

(t̂, x̂1, . . . , κ(x̂i + 1)− 1, . . . , x̂d) and we let K̂κ := Ψκ(K̂). We introduce the following facet
bubble function

ψ̂K,F,κ =

{
cθ,FΠ

2d

i=1θ̂K,F,i,κ on K̂κ,

0 on K̂ \ K̂κ,

where θ̂K,F,i,κ denotes the linear Lagrangian basis polynomial associated with the i-th vertex

of K̂κ that is also on F̂ . Similarly, the constant factor cθ,F is such that ∥ψ̂K,F,κ∥L∞(F̂ ) = 1.
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Furthermore, given any µ ∈ Mh and considering µ̂ = µ ◦ ΦK, we have the following
estimates:

∥ψ̂K,F,κµ̂∥F̂ ≤ c ∥µ̂∥F̂ , c ∥µ̂∥2F̂ ≤ ⟨µ̂, ψ̂K,F,κµ̂⟩F̂ ,

∥ψ̂K,F,κµ̂∥K̂ ≤ cκ1/2 ∥µ̂∥F̂ , ∥∇̂ψ̂K,F,κµ̂∥K̂ ≤ cκ−1/2 ∥µ̂∥F̂ ,
(5.37)

where the first estimate is a result of ∥ψ̂K,F,κ∥L∞(F̂ ) = 1 and the remaining estimates are

shown in [101, Lemma 3.4].

We remark that the facet function µ in eq. (5.37) is continued to functions on elements
using the continuation operator defined in [100]. We furthermore remark that eqs. (5.36)
and (5.37) are proven in [100, 101, 103] on n-simplices and parallelepipeds, with n ≥ 2.
However, these inequalities also hold for our mesh due to the assumptions on ϕK eqs. (2.2)
and (2.4) resulting in a Jacobian bounded independent of hK and δtK.

To define the facet bubble function on ωF , we consider three cases in fig. 5.1:

Case 1 The neighboring element of K across F , denoted by Knb, is at the same refinement
element as K.

Case 2 The 2d neighboring elements of K across F , denoted by Knb,i with i = 1, . . . , 2d, are
finer.

Case 3 The neighboring element of K with respect to facet F is coarser, which is denoted by
Knb,0.

For Case 1, we let

ψF,κ :=

{
ψ̂K,F,κ ◦ Φ−1

K on K,
ψ̂Knb,F,κ ◦ Φ−1

Knb
on Knb.

(5.38)

For Case 2, we consider the refinement of K := ∪2d

i=1Ki such that F is refined to the set of

{Fi}2
d

i=1 where Fi = QKi
∩ QKnb,i

. We further denote by ωFi
the union of Ki and Knb,i and

define a ψF,κ,i on ωFi
as in eq. (5.38) on each Fi.

For Case 3, we consider the coarsest refinement of Knb,0 such that one of the refined
elements Knb has the property that F = QK ∩ QKnb

. We denote the union of K and Knb

by ωF,∗. Then, ψF,κ is defined on ωF,∗ as in eq. (5.38).

Applying the scaling arguments eqs. (3.1) and (3.2) to eq. (5.37), using the definition
of ψF,κ described above, choosing κ = ε̃1/2ε1/2, and dropping the subscript κ from ψF,κ, we
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K
Knb

(a) Facet bubble when the neighboring el-
ement, Knb, of K is at the same refinement
level

K

Knb,1

Knb,2

(b) Facet bubble when the neighboring el-
ement, Knb, of K is finer

Knb,0

K

(c) Facet bubble when the neighboring el-
ement, Knb, of K is coarser

Figure 5.1: Given an element K and a Q-facet F ∈ QK, depending on the refinement level
of K’s neighboring element(s), we consider three different cases of the facet bubble function
ψF for F ∈ QK.
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obtain the following estimates:

∥ψFµ∥F ≤ c ∥µ∥F , c ∥µ∥2F ≤ ⟨µ, ψFµ⟩F ,
∥ψFµ∥ωF

≤ ch
1/2
K ε̃1/4ε1/4 ∥µ∥F , ∥∇ψFµ∥ωF

≤ ch
−1/2
K ε̃−1/4ε−1/4 ∥µ∥F .

(5.39)

With the above bubble functions defined, we proceed with proving theorem 5.2.

Proof of theorem 5.2. Each term of ηK will be bound separately. However, let us first note
that since ηKJ,2 and ηKJ,3 are part of |||u− uh|||sT,h,K, these terms are trivially bounded.

Bound for ηKR. By the triangle inequality and Young’s inequality,

∥RK
h ∥

2

K ≤ 2 ∥ΠhR
K
h ∥

2

K + 2 ∥(I − Πh)R
K
h ∥

2

K . (5.40)

We bound the first term on the right-hand side. Using estimate eq. (5.36), with c1 and c2
the constants in the first and second inequalities of eq. (5.36), respectively, the Cauchy–
Schwarz inequality, and Young’s inequality with constant c1, we note that

c1
2
∥ΠhR

K
h ∥

2

K ≤ (RK
h , ψKΠhR

K
h )K +

c22
2c1

∥(I − Πh)R
K
h ∥

2

K . (5.41)

Combining eqs. (5.40) and (5.41), and using the boundedness of the projection Πh so that

∥(I − Πh)R
K
h ∥

2

K ≤ c ∥(I − Πh)R
K
h ∥K ∥RK

h ∥K, we obtain

λK ∥RK
h ∥

2

K ≤ cλK (RK
h , ψKΠhR

K
h )K + cλK ∥(I − Πh)R

K
h ∥K ∥RK

h ∥K . (5.42)

To bound the first term on the right-hand side of eq. (5.42), we use the definition of RK
h ,

integrate by parts, and use that ∇ · β = 0, to find for any z ∈ H1
0 (K),

(RK
h , z)K = (ε1/2∇(u− uh), ε

1/2∇z)K + (β · ∇(u− uh), z)K + (∂t(u− uh), z)K . (5.43)

Choosing z = ψKΠhR
K
h , we bound each term on the right-hand side of eq. (5.43) separately.

Using the Cauchy–Schwarz inequality, the inequality eq. (3.7b), estimate eq. (5.36), and
boundedness of the projection Πh, we obtain:

(ε1/2∇(u− uh), ε
1/2∇(ψKΠhR

K
h ))K ≤cε1/2 ∥∇(u− uh)∥K ε

1/2h−1
K ∥RK

h ∥K , (5.44a)

(β · ∇(u− uh), ψKΠhR
K
h )K ≤cε1/2 ∥∇(u− uh)∥K ε

−1/2 ∥RK
h ∥K , (5.44b)

(∂t(u− uh), ψKΠhR
K
h )K ≤cτ 1/2ε ∥∂t(u− uh)∥K τ

−1/2
ε ∥RK

h ∥K . (5.44c)
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From eq. (5.43) with z = ψKΠhR
K
h and eq. (5.44) we therefore obtain:

(RK
h , ψKΠhR

K
h )K ≤ c

(
(ε1/2h−1

K + ε−1/2)ε1/2 ∥∇(u− uh)∥K

+ τ−1/2
ε τ 1/2ε ∥∂t(u− uh)∥K

)
∥RK

h ∥K . (5.45)

Using that δtK = O(h2K) we note that λK(ε
1/2h−1

K + ε−1/2) < cε̃−1/2ε−1/2. Therefore,
multiplying both sides of eq. (5.45) by λK, we find

λK (RK
h , ψKΠhR

K
h )K ≤ cε−1/2ε̃−1/2

(
ε1/2 ∥∇(u− uh)∥K + τ 1/2ε ∥∂t(u− uh)∥K

)
∥RK

h ∥K .
(5.46)

Combining eqs. (5.42) and (5.46), and using the definitions of |||u−uh|||sT,h,K, ηKR and oscKh ,

ηKR ≤ cε−1/2ε̃−1/2|||u− uh|||sT,h,K + c oscKh .

Bound for ηKJ,1. Let F be a facet such that F ⊂ QK \ ∂E . To bound ηKJ,1 we consider
separately Case 1, Case 2, and Case 3.

Case 1. For any F ⊂ QK and z ∈ H1
0 (ωF ), we have

⟨εJ∇nuhK, z⟩F =− (ε1/2∇(u− uh), ε
1/2∇z)ωF

− (∂t(u− uh), z)ωF

− (β · ∇(u− uh), z)ωF
+ (RK

h , z)ωF
.

(5.47)

Choosing z = ψF εJ∇nuhK, using eq. (5.39), and the Cauchy–Schwarz inequality, we obtain

h
1/2
K ε1/2 ∥J∇nuhK∥F ≤ cε−1/4ε̃−1/4ε1/2 ∥∇(u− uh)∥ωF

+hKε
−1/2ε1/4ε̃1/4

(
τ−1/2
ε τ 1/2ε ∥∂t(u− uh)∥ωF

+ ε−1/2ε1/2 ∥∇(u− uh)∥ωF
+ λ−1

K λK ∥RK
h ∥ωF

)
.

(5.48)

Using δtK = O(h2K), hKε
−1/2ε̃1/2 ≤ 1 and ε−1/4ε̃1/4max {hK , ε1/2} ≤ 1, we find

h
1/2
K ε1/2 ∥J∇nuhK∥F ≤ c

∑
K⊂ωF

ε−1/4ε̃−1/4|||u− uh|||sT,h,K + λK ∥RK
h ∥ωF

.

Case 2. Identical steps as in Case 1 gives

h
1/2
K ε1/2 ∥J∇nuhK∥Fi

≤ cε−1/4ε̃−1/4ε1/2 ∥∇(u− uh)∥ωFi
+cε1/4ε̃1/4τ 1/2ε ∥∂t(u− uh)∥ωFi

+λK ∥RK
h ∥ωFi

.
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Summing over all Fi’s,

h
1/2
K ε1/2 ∥J∇nuhK∥F ≤ c

∑
K⊂ωF

ε−1/4ε̃−1/4|||u− uh|||sT,h,K + λK ∥RK
h ∥ωF

.

Case 3. Identical steps as in Case 1 gives

h
1/2
K ε1/2 ∥J∇nuhK∥F ≤ cε−1/4ε̃−1/4ε1/2 ∥∇(u− uh)∥ωF,∗

+cε1/4ε̃1/4τ 1/2ε ∥∂t(u− uh)∥ωF,∗
+λK ∥RK

h ∥ωF,∗
.

Since ωF,∗ ⊂ ωF , we then find

h
1/2
K ε1/2 ∥J∇nuhK∥F ≤ c

∑
K⊂ωF

ε−1/4ε̃−1/4|||u− uh|||sT,h,K + λK ∥RK
h ∥ωF

.

For each of the three cases, summing over all facets F ⊂ QK \ ∂E , and using the
definitions of ηKJ,1 and ηKR , we find

ηKJ,1 ≤
∑

F∈QK\∂E

∑
K⊂ωF

[
cε−1/4ε̃−1/4|||u− uh|||sT,h,K + ηKR

]
.

Bound for ηKBC,1. To bound ηKBC,1, let F be a facet such that F ⊂ QK ∩ ∂EN . By the
triangle inequality and Young’s inequality,

∥RN
h ∥

2

F ≤ 2 ∥ΠF
hR

N
h ∥

2

F + 2 ∥(I − ΠF
h )R

N
h ∥

2

F . (5.49)

We bound the first term on the right-hand side. Using estimate eq. (5.39), with c1 and c2
the constants in the first and second inequalities of eq. (5.39), respectively, the Cauchy–
Schwarz inequality, and Young’s inequality with constant c1, we note that

c1
2
∥ΠF

hR
N
h ∥

2

F ≤ ⟨RN
h , ψFΠ

F
hR

N
h ⟩F +

c22
2c1

∥(I − ΠF
h )R

N
h ∥

2

F . (5.50)

Combining eqs. (5.49) and (5.50), and using the boundedness of the projection ΠF
h so that

∥(I − ΠF
h )R

N
h ∥

2

F ≤ c ∥(I − ΠF
h )R

N
h ∥F ∥RN

h ∥F , we obtain

∥RN
h ∥

2

F ≤ c⟨RN
h , ψFΠ

F
hR

N
h ⟩F + c ∥(I − ΠF

h )R
N
h ∥F ∥RN

h ∥F . (5.51)

Let z ∈ H1(ωF ) be such that z|∂ωF \F = 0. Note that ωF = K. Similar to eq. (5.47), we
have:

(RK
h , z)K = (ε1/2∇(u− uh), ε

1/2∇z)K+(∂t(u− uh), z)K+(β · ∇(u− uh), z)K−⟨ε∇n̄(u−uh), z⟩F .
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The last term on the right-hand side can be rewritten using eq. (2.1b) resulting in

⟨RN
h , z⟩F =(ε1/2∇(u− uh), ε

1/2∇z)K + (∂t(u− uh), z)K + (β · ∇(u− uh), z)K

− (RK
h , z)K − ⟨ζ−(u− µh)β · n, z⟩F + ⟨ζ− [uh] β · n, z⟩F .

(5.52)

Choosing z = ψFΠ
F
hR

N
h in eq. (5.52) and using eqs. (2.8) and (5.39) and boundedness of

ΠF
h

ch
1/2
K ε−1/2⟨RN

h , ψFΠ
F
hR

N
h ⟩F ≤

(
ε−1/4ε̃−1/4ε1/2 ∥∇(u− uh)∥K

+ chKε
−1/2ε1/4ε̃1/4

(
∥∂t(u− uh)∥K + ∥∇(u− uh)∥K + ∥RK

h ∥K
)

+ ch
1/2
K ε−1/2

(
∥|1

2
β · n|1/2 (u− µh)∥F + ∥|βs − 1

2
β · n|1/2 [uh]∥F

))
∥RF

h ∥F .

The first two terms on the right-hand side are identical to the right-hand side in eq. (5.48)
and so can be bounded similarly:

ch
1/2
K ε−1/2⟨RN

h , ψFΠ
F
hR

N
h ⟩F ≤

(
ε−1/4ε̃−1/4|||u− uh|||sT,h,K + λK ∥RK

h ∥K

+ ch
1/2
K ε−1/2

(
∥|1

2
β · n|1/2 (u− µh)∥F + ∥|βs − 1

2
β · n|1/2 [uh]∥F

))
∥RF

h ∥F . (5.53)

At this point, let us note that h
1/2
K ε−1/2 ≤ ε̃−1/2 for δtK = O(h2K). Therefore, for the last

term on the right-hand side of eq. (5.53) we have

ch
1/2
K ε−1/2

(
∥|1

2
β · n|1/2 (u− µh)∥F + ∥|βs − 1

2
β · n|1/2 [uh]∥F

)
≤ cε̃−1/2|||u− uh|||sT,h,K.

(5.54)
Combining eqs. (5.51), (5.53) and (5.54), summing over all F ∈ QK ∩ ∂EN , using that
ε̃−1/2 ≤ ε−1/4ε̃−1/4, and the definitions of ηKBC,1 and ηKR , we find that

ηKBC,1 ≤ cε−1/4ε̃−1/4|||u− uh|||sT,h,K + cηKR + c oscNh .

Bound for ηKBC,2. Let F be a facet such that F ⊂ RK ∩ Ω0. By eq. (2.1b) we have
that g = −uβ · n = u. Therefore,

ηKBC,2 = ∥u− uh∥F ≤ ∥u− µh∥F + ∥[uh]∥F ≤ c|||u− uh|||sT,h,K.
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Bound for ηKJ,2,2. Let F be a facet such that F ⊂ QK\∂E . Using again that h
1/2
K ε−1/2 ≤

ε̃−1/2 for δtK = O(h2K), we have

ηKJ,2,2 ≤ ε−1/4ε̃−3/4|||u− uh|||sT,h,K.

Combining the bounds for ηKR , η
K
J,1, η

K
BC,1, η

K
BC,2 and ηKJ,2,2, and since ε−1/4ε̃−1/4 ≤

ε−1/2ε̃−1/2, we conclude eq. (5.3).

5.5 Numerical examples

In this section, we solve the space-time HDG method eq. (2.9) with AMR using the a
posteriori error estimator ηK introduced in eq. (5.1). The implementation uses the finite
element library deal.II [8, 9] on unstructured hexahedral space-time meshes with p4est [16]
to obtain distributed mesh information. Furthermore, in our implementation we choose the
penalty parameter α = 8p2s (see, for example, [90]). The linear system is solved all-at-once
using the Multifrontal Massively Parallel Solver (MUMPS) [3, 4]. In each refinement cycle,
the local error estimate ηK is computed for all K ∈ Th and then ordered according to the
magnitude of ηK. The top 25% of elements are marked for refinement and the bottom 10%
of elements are marked for coarsening. The test cases in this section are implemented for
both δtK = hK and δtK = O(h2K). In each example we will also investigate the efficiency
index, which is defined as η/|||u− uh|||sT,h.

Remark 3. By theorem 5.1, theorem 5.2 and remark 2 we expect the efficiency index to
be bounded below by O(ε1/2) and above by O(ε−1) in the pre-asymptotic regime and above
by O(ε−1/2) in the asymptotic regime.

5.5.1 A rotating Gaussian pulse test

This test case involves a Gaussian pulse on the spatial domain Ω = (−0.5, 0.5)2 and we
simulate its rotation in the time interval I = (0, 1]. We set β = (1,−4x2, 4x1)

⊺ and f = 0.
Initial and boundary conditions are then chosen such that the exact solution to the problem
is given by

u(t, x1, x2) =
σ2

σ2+2εt
exp

(
− (x̃1−x1c)

2+(x̃2−x2c)
2

2σ2+4εt

)
,

where x̃1 := x1 cos(4t) + x2 sin(4t) and x̃2 := −x1 sin(4t) + x2 cos(4t). We choose σ = 0.1
and (x1c, x2c) = (−0.2, 0.1). To demonstrate the motion of the pulse and the adaptive mesh
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Figure 5.2: The spatial mesh and the rotating pulse. The solution is shown for ε = 10−4.
Plots correspond to time levels t = 0.2, 0.5, 0.8 from left to right.

refinement, we plot the spatial meshes and the solutions at t = 0.2, 0.5, 0.8 for ε = 10−4 in
fig. 5.2.

We perform three convergence tests with ε = 10−3, 10−4, and 10−5. In fig. 5.3, for
δtK = O(hK) and δtK = O(h2K), we present the convergence histories of the error estimator
η, the true error |||u−uh|||sT,h when using AMR, and the true error |||u−uh|||sT,h when using
uniform refinement. Additionally, we compute the efficiency index after each refinement
cycle and plot its history. All tests are implemented with pt = ps = 1.

For both δtK = O(hK) and δtK = O(h2K) we observe on fig. 5.3 that solutions on adap-
tively refined meshes are slightly more accurate than their counterparts on uniformly refined
meshes although there is not too much advantage of using AMR for this smooth test case.
Both solutions exhibit convergence rate O(N−1/2) which is optimal in the pre-asymptotic
regime (see remark 1). These results correspond to what we expect from reliability and
efficiency of the estimator proven in theorem 5.1 and theorem 5.2. Nonrobustness of the
error estimator η is observed with the efficiency index being of order ε−1/2. This lies within
the interval commented on in remark 3.

5.5.2 A boundary layer test

We now consider problem eq. (2.1) in which the solution exhibits boundary layers. The
problem is set up on the spatial domain Ω = (0, 1)2 and the time interval I = (0, 1] with
β = (1, 1, 1)⊺. The initial and boundary conditions and the source term are chosen such
that the exact solution is given by

u(t, x1, x2) = (1− exp(−t))
( exp((x1−1)/ε)−1

exp(−1/ε)−1
+ x1 − 1

) (
exp((x2−1)/ε)−1
exp(−1/ε)−1

+ x2 − 1
)
.
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Figure 5.3: Convergence histories of the rotating pulse test case. From left to right:
ε = 10−3, ε = 10−4 and ε = 10−5. Top row: δtK = hK ; middle row: δtK = O(h2K); bottom
row: efficiency index for both δtK = hK and δtK = O(h2K).
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(a) Boundary layer test case. (b) Interior layer test case.

Figure 5.4: The boundary and interior layer solutions at time t = 1.0 for sections 5.5.2
and 5.5.3 respectively. Both solutions are for ε = 10−3.

It is known that for small ε, the solution features boundary layers of width O(ε) at the
outflow boundary of the spatial domain. See fig. 5.4a for an example when ε = 10−3 and
Th has 20663 elements.

Set pt = ps = 1. We perform three convergence tests with ε = 10−2, 10−3, and 10−4.
For δtK = O(hK) and δtK = O(h2K) we present in fig. 5.5 the convergence histories of
|||u−uh|||sT,h, for both uniform and adaptive mesh refinements, and of η for adaptive mesh
refinement.

For both δtK = O(hK) and δtK = O(h2K) we observe that for ε = 10−2, 10−3 and with
AMR, the error |||u − uh|||sT,h converges with optimal rate O(N−1/3) in the asymptotic

regime where the layer has been sufficiently resolved. This is not the case for ε = 10−4 where
more refinement cycles are needed to resolve the layer. However, solutions on adaptively
refined meshes show better accuracy than those on uniformly refined meshes. These results
verify reliability and efficiency of the estimator proven in theorem 5.1 and theorem 5.2.
Furthermore, the efficiency indices depicted in fig. 5.5 show nonrobustness of order ε−1/2

in the pre-asymptotic regime and robustness in the asymptotic regime. These results once
again lie within the interval commented on in remark 3.

5.5.3 An interior layer test

In this test case, problem eq. (2.1) is set up on the spatial domain Ω = (−0.5, 0.5)2 and
the time interval I = (0, 1]. We set β = (1, 1, 1)⊺ and set the initial condition, boundary
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Figure 5.5: Convergence histories of the boundary layer test case. From left to right:
ε = 10−2, ε = 10−3 and ε = 10−4. Top row: δtK = hK ; middle row: δtK = O(h2K); bottom
row: efficiency index for both δtK = hK and δtK = O(h2K).
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condition and the source term such that the exact solution is given by

u(t, x1, x2) = (1− exp(−t))
(
arctan(y−x√

2ε
)
) (

1− (x+y)2

2

)
.

This solution has a diagonal interior layer on the spatial domain. See fig. 5.4b for an
example when ε = 10−3 and when Th has 23169 elements.

As in section 5.5.2, we perform three convergence tests with ε = 10−2, 10−3, and 10−4.
For δtK = O(hK) and δtK = O(h2K), we present in fig. 5.6 the convergence histories of
|||u− uh|||sT,h, for both uniform and adaptive mesh refinements, and of η for the adaptive
mesh refinement.

Both for δtK = O(hK) and δtK = O(h2K), when ε = 10−2, solutions obtained on
adaptively refined meshes converge with the optimal rate O(N−1/3). On uniformly refined
meshes, solutions converge slightly slower than the optimal rate. For ε = 10−3, adaptive
meshes yield better solutions which converge slightly faster than the optimal rate in the
asymptotic regime. Solutions on uniformly refined meshes converge with a sub-optimal
rate. For ε = 10−4, both solutions on adaptively refined meshes and uniformly refined
meshes converge sub-optimally. However, the former still performs better than the latter.
Efficiency indices for all three cases are bounded above by 10, demonstrating robustness
of the error estimator η for this test case.

The results from fig. 5.6 verify reliability and efficiency of the estimator proven in
theorem 5.1 and theorem 5.2. The robustness result of the error estimator η again lies
within the interval commented on in remark 3.
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Figure 5.6: Convergence histories of the interior layer test case. From left to right: ε =
10−2, ε = 10−3 and ε = 10−4. Top row: δtK = hK ; middle row: δtK = O(h2K); bottom row:
efficiency index for both δtK = hK and δtK = O(h2K).
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Chapter 6

Conclusion

In this thesis we provided an a priori error analysis of a space-time HDG method for the
time-dependent advection-dominated advection-diffusion equation on deforming domains.
We proved a novel inf-sup stability result in theorem 4.1 for the space-time HDG dis-
cretization (eq. (2.9)) in the advection-dominated regime with respect to a norm (|||·|||ss,h
in eq. (2.7c)) that measures the error in its usual energy-type norm, its time derivative and
its streamline derivative. Based on this inf-sup stability result, we derived in theorem 4.2
an a priori error estimate that shows a drop from p + 1/2 to p in the rate of convergence
when transitioning from a mesh size larger than the diffusion parameter ε to a mesh size
smaller than ε. A numerical example with a smooth Gaussian rotating pulse supports our
error estimate. When the exact solution exhibits sharp layers, and when the mesh size is
sufficiently small to resolve the layer, the error estimate predicts a rate of convergence p.
This prediction is supported by a boundary layer example. We also demonstrated that in
the pre-asymptotic regime, and when measuring the error only in that part of the domain
that excludes the layer, we obtain a rate of convergence p+ 1/2, again in agreement with
the error estimate.

We then presented and analyzed an a posteriori error estimator for the space-time HDG
method of the time-dependent advection-diffusion problem with adaptive mesh refinement
on fixed domains. We proved, and verified numerically, reliability and local efficiency of
the error estimator with respect to a locally computable norm. Numerical simulations
showed, through an AMR procedure, that the error estimator is able to produce meshes on
which solutions converge optimally. In particular, when sharp layers are present, optimal
convergence occurs in the asymptotic regime. Furthermore, both the reliability and the
local efficiency results derived in theorems 5.1 and 5.2 are nonrobust and together they lead
to a bound for the efficiency index in the interval [ε1/2, ε−1]. In the numerical simulations,
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we observed the efficiency index to fall within this range. Finally, we remark that the proofs
of theorems 5.1 and 5.2 assume δtK = O(h2K). The numerical examples, however, have
shown that this assumption may be relaxed since similar numerical results are obtained
with δtK = O(hK).

We conclude this thesis by discussing potential directions for future work. As shown in
section 5.5, the mesh size ratio constraint δtK = O(h2K) appears to be an assumption that
can be relaxed in practice. It is therefore of significant interest to pursue an a posteriori
error analysis based on δtK = O(hK). An equally interesting direction lies in removing the
saturation assumption in the reliability proof. Besides the obvious theoretical improvement,
this would potentially lead to an a posteriori error analysis for arbitrary order accurate in
time space-time HDG discretizations. Two additional extensions of the theory should be
mentioned and, in the author’s opinion, pose less of a challenge. The first is to incorporate
hp-adaptivity in the reliability and local efficiency bounds and into the AMR procedure;
the second is to extend the analysis so that it applies to problems that evolve on moving
domains.

Finally, a possible next venue of the Péclet-robust a priori error analysis and the novel
inf-sup stability therein is the time-dependent Oseen equation (which can be viewed as
advection-diffusion of the linear momentum in fluid dynamics) on moving domains. With
such an a priori error analysis available, it would be a natural next step to derive and
analyze an a posteriori error estimator and implement the AMR procedure for the time-
dependent Oseen equation.
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ods, volume 69 of Mathématiques et Applications. Springer–Verlag Berlin Heidelberg,
2012.

124



[87] W. H. Reed and T. R. Hill. Triangular mesh methods for the neutron transport
equation. Technical report, Los Alamos Scientific Laboratory, Tech. Report LA-UR-
73-479, 1973.

[88] S. Rhebergen and B. Cockburn. A space-time hybridizable discontinuous Galerkin
method for incompressible flows on deforming domains. J. Comput. Phys.,
231(11):4185–4204, 2012.

[89] S. Rhebergen and B. Cockburn. Space-time hybridizable discontinuous Galerkin
method for the advection-diffusion equation on moving and deforming meshes. In
C. A. de Moura and C. S. Kubrusly, editors, The Courant–Friedrichs–Lewy (CFL)
condition, 80 years after its discovery, pages 45–63. Birkhäuser Science, 2013.
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Appendix A

Some facts from differential geometry

Given a parameterization ϱ : (−1, 1)k → S, where S is a k-dimensional hypersurface in Rn

(n ≥ k), integration over the surface S is defined as (see [84, Theorem 21.3 and Definition
on page 189]): ∫

S

f(x) dx =

∫
(−1,1)k

f
(
ϱ(ξ)

)
volk

(
∂ϱ

∂ξ1
,
∂ϱ

∂ξ2
, . . . ,

∂ϱ

∂ξk

)
dξ, (A.1)

where

volk

(
∂ϱ

∂ξ1
,
∂ϱ

∂ξ2
, . . . ,

∂ϱ

∂ξk

)
:=
(
det
(
ϱTk ϱk

))1/2
,

in which ϱk denotes the n× k matrix with column vectors { ∂ϱ
∂ξi

}
1≤i≤k

.

In the context of the space-time element K, the diffeomorphism ϕK maps K from its
affine domain to its physical domain. Given a Q-facet FQ of K, which is in general curved
in its physical domain, we denote the restriction of ϕK on F by ϕFQ . Furthermore, without

loss of generality, we assume that x̃j is fixed on F̃ for some 1 ≤ j ≤ d. Based on eq. (A.1),
we can view ϕF as a parameterization of the facet F from its affine domain to its physical
domain and define the integration over F as follows∫

FQ

f(x) dx =

∫
F̃Q

f
(
ϕFQ(x̃)

)
vold

(∂ϕFQ

∂t̃
,
∂ϕFQ

∂x̃1
, . . . ,

∂ϕFQ

∂x̃j−1

,
∂ϕFQ

∂x̃j+1

, . . . ,
∂ϕFQ

∂x̃d

)
dx̃

=

∫
F̃Q

f
(
ϕK(x̃)

)
vold

(∂ϕK

∂t̃
,
∂ϕK

∂x̃1
, . . . ,

∂ϕK

∂x̃j−1

,
∂ϕK

∂x̃j+1

, . . . ,
∂ϕK

∂x̃d

)
dx̃

=

∫
F̃Q

f
(
ϕK(x̃)

) (
det
(
(J j

ϕK
)
T
J j
ϕK

))12 dx̃,
(A.2)
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where J j
ϕK

denotes the (n+ 1) × n submatrix of JϕK by selecting all but its jth column
vectors.

In [99, Appendix B], an alternative definition of eq. (A.2) is given:∫
FQ

f(x) dx =

∫
F̃Q

f
(
ϕK(x̃)

)∣∣∣∣∂ϕK

∂t̃
∧ ∂ϕK

∂x̃1
∧ · · · ∧ ∂ϕK

∂x̃j−1

∧ ∂ϕK

∂x̃j+1

∧ · · · ∧ ∂ϕK

∂x̃d

∣∣∣∣ dx̃, (A.3)

where the outer product “∧” is used. In general, v = w1 ∧ · · · ∧wn−1, for n− 1 vectors wi

in Rn, is defined component-wise by the rule:

vj = det(w1, · · · , wn−1, ej),

with vj denoting the jth component of the vector v and ej denoting the jth basis vector in
Rn.

The two definitions, eq. (A.2) and eq. (A.3), are indeed equivalent. Below, we show the
equivalence using generic notations as in eq. (A.1) where we consider a parameterization
ϱ : (−1, 1)n−1 → S with S being a (n− 1)-dimensional hypersurface in Rn:∣∣∣∣ ∂ϱ∂ξ1 ∧ ∂ϱ

∂ξ2
∧ · · · ∧ ∂ϱ

∂ξn−1

∣∣∣∣2 = n∑
i=1

(
det

(
∂ϱ

∂ξ1
, . . . ,

∂ϱ
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, ei

))2

=
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i=1

det
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∂ϱ
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, . . . ,

∂ϱ
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, ei

]T [
∂ϱ
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, . . . ,
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∂ξn−1

, ei

])
=

n∑
i=1

det
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eTi ϱn−1 1

]


=
n∑

i=1

(
det
(
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)(
1− eTi ϱn−1

(
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= det
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)(
n− tr
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ϱn−1

(
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)−1
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))
= det

(
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)
,

where we used a few facts from linear algebra: det (AB) = det (A) det (B), det
(
AT
)
=

det (A), det

[A B
C D

] = det (A) det
(
D − CA−1B

)
and finally, tr (A

(
ATA

)−1
AT ) =

rank (A).
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