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Abstract 

Ion mobility spectrometry (IMS) is an analytical technique that separates ions in the gas-phase based on 

differences in their mobility under the influence of an electric field.  In traditional drift-tube IMS systems, 

an axial DC electric field pushes ions through a static bath gas, and the different ion subpopulations achieve 

averaged steady-state drift velocities that are dependent on their shape and size. Mobility separation is 

achieved due to multiple collisions between the molecular ions and gas molecules. Smaller, more compact 

ions will collide less frequently with the buffer gas in comparison to larger, more elongated ions. 

Consequently, the smaller ions have higher mobilities and therefore reach the detector faster. One of the 

most recent developments in IMS, which is referred to as trapped ion mobility spectrometry (TIMS) was 

reported first in 2011 by Park and coworkers. In contrast to the conventional drift tube approach described 

above, in the TIMS configuration, ions are trapped axially by balancing an applied DC electric field gradient 

against a parallel flow of neutral carrier gas flowing towards the detector. A radiofrequency induced 

quadrupolar field radially confines ions in the center of the TIMS separation region. Trapped ions are 

focused first and then eluted towards the mass analyzer from the separation region based on differences in 

their mobility by gradually reducing the electric field strength. 

The research described in this thesis covers the development and characterization of a prototype ion 

mobility spectrometer designed to improve upon the existing TIMS platform. This instrument, referred to 

as a variable flow trapped ion mobility spectrometer (vfTIMS), has a segmented mobility separation region 

comprised of four sectors with decreasing inner diameter. A gas flow velocity gradient that is generated 

through the decreasing sectors of the mobility region can be harnessed for high-resolution separations. 

Another improvement compared to the conventional TIMS is instead of a quadrupolar radially confining 

field, the vfTIMS employs a hexapolar field for improved ion focusing and increased ion capacity. 

Additionally, the DC electric field gradient that traps the ions is completely customizable by utilizing 

individually addressable electrodes, so the profile is not limited to a simple linear field gradient.  
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The main research objectives of this thesis are as follows:  

1. Construct a prototype ion mobility spectrometer, combining multiple commercial and in-house 

components.  

2. Implement an improved electrical layout to drive the instrument, with the added ability to define all 

the electric fields within the analyzer.  

3. Fully characterize the performance of the prototype instrument for ion trapping and ion mobility 

separation. 

In summary, this thesis aims to address the above objectives described in the chapters that make up its 

content. Chapter 2 and Chapter 3 focus on the design and construction of the vfTIMS. More specifically, 

Chapter 2 outlines the various hardware components of the vfTIMS that were either designed and built in-

house or purchased commercially and modified. Chapter 3 details the design and testing of the electronics 

that power the system, along with the development of the user interface to control the instrument. Chapter 4 

presents the extensive experimental optimization that was completed to get the instrument operational. 

Additionally, Chapter 4 also covers the experimental results that establish a baseline set of instrumental 

conditions that should be used for more complex experiments. Chapter 5 describes the first two proof of 

concept studies that demonstrate the feasibility of ion mobility separation experiments on the vfTIMS, 

building on the knowledge gleaned from the experiments in Chapter 4. Lastly, Chapter 6 serves as a 

roadmap for what must be done next to advance the project, in both the short term as well as the longer 

term.  
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Chapter 1: Introduction/Literature Review 

1.1 Preamble 

This thesis describes the design, development, and characterization of a prototype ion mobility spectrometer 

designed to improve upon the existing trapped ion mobility spectrometry (TIMS) platform. In conventional 

ion mobility spectrometry (IMS) instruments, such as drift tubes, ions are propelled through a static buffer 

gas by an electric field, with the ion’s velocity dependent on its orientationally averaged projection cross 

section (e.g., collision cross-section). TIMS on the other hand, inverts this approach. A flowing buffer gas 

pushes the ions through a linearly increasing electrical field gradient, and the ions are trapped axially when 

the force of the gas balances the equal and opposite force applied by the electric field. To “elute” the trapped 

ions, the field strength is incrementally decreased, such that the force exerted by the buffer gas can 

eventually overcome the trapping force exerted by the field.  

A PhD research project concentrated on instrument development is somewhat unconventional in the 

sense that the instrument must be designed and built before experiments can be performed. This dissertation 

is structured in such a way that the examining committee can follow the journey from the initial conception 

of the idea behind the instrument, to building the physical prototype in the lab, the extensive testing, 

troubleshooting, and experimental optimization, before finally closing with a perspective on the steps that 

need to be taken to continue to advance the project. The thesis is organized as follows: Chapter 1 begins by 

delving into the historical background and the fundamental principles that underpin IMS. This is followed 

by a comprehensive examination of the core fundamentals of TIMS, different calibration strategies for 

experimentally determining mobilities and collision cross-sections, various instrumental configurations that 

have been reported, and a curated review of recent literature featuring different applications that utilize the 

TIMS technology. Chapter 2 provides a detailed account of the commercial and in-house hardware used to 

construct the instrument accompanied by an in-silico assessment of the gas dynamics and flow profiles. 

Chapter 3 outlines the electrical components driving the system and includes a second in-silico study 
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focusing on the electric fields generated within the instrument. Chapter 4 presents the results of 

experimental optimization and the characterization of the prototype’s performance, while Chapter 5 outlines 

two proof-of-concept studies that provide initial evidence of ion mobility separation. The final chapter 

begins with the short-term and medium-term “next steps” that are essential for advancing the project, before 

concluding with a broad discussion of the future perspectives and possibilities once the instrument has been 

fully developed. 

1.2 Introduction to Ion Mobility Spectrometry 

The earliest report describing the motion of ions through gas was published by Rutherford and Thomson in 

1896.1 Several years later, Thomson published a mathematical treatment detailing how ions move through 

a gas.2 Following this breakthrough, in 1905, the French physicist Paul Langevin published a more 

comprehensive study of the motion of ions in an electric field.3–5 His early research laid the groundwork 

for Langevin’s kinetic theory and became the foundation of IMS as it is known today.6 Nearly 70 years 

after Langevin first considered the problem of diffusion and applied it to the mobility of ions, Cohen and 

Karasek introduced the first commercial IMS instrument in 1970, under the name plasma chromatography.7 

Their technology, which was partly developed at the University of Waterloo in the Department of 

Chemistry, demonstrated that gas phase ions could be mobilized, and ultimately separated, through a neutral 

buffer gas, via an applied electric field. Since then, and particularly over the last 20 years, IMS has become 

one of the preeminent techniques, behind only mass spectrometry, for analyzing ions in the gas phase. 

In a traditional IMS instrument, referred to as a drift tube, ions are exposed to a linear and constant weak 

electric field that drives them axially through a static bath gas (Figure 1-1).8,9 The different ion 

subpopulations achieve averaged steady-state drift velocities that are dependent on their shape and size. 

Separation is achieved due to multiple collisions between the molecular ions and gas molecules. Smaller, 

more compact ions will collide less frequently (and also less energetically) with the buffer gas than larger, 

more elongated ions.10,11 Consequently, the smaller ions are more mobile and reach the detector faster. In a 

drift tube IMS (DTIMS) instrument, ions are pulsed into the drift region using an electrostatic gate (or series 
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of gates), and the duration of time for ions to reach the detector (Faraday plate, mass spectrometer, etc.) is 

measured. The ion’s drift velocity (vd) as it travels through the buffer gas in the drift cell is the product of 

the weak electric field (E, V cm-1) and the proportionality factor (K, cm2 s-1 V-1) which is the ion mobility.9 

𝒗𝒅 = 𝑲𝑬     ( 1-1 ) 

Alternatively, K can also be considered as the measurement of the friction force exerted from collisions 

between the bath gas and the ion that is linked by an observable quantity: the time needed for an ion to 

traverse the length of the drift region driven by the electric field. 10 

A first approximation of the ion mobility is achieved by normalizing K to the reduced mobility K0, where 

T (K) is the absolute temperature and P (Torr) is pressure. The mobility of an ion is directly linked to the 

rate at which it collides with the bath gas, so it is necessary to integrate the standard temperature (273.15 

K) and pressure (760 Torr) into the reduced mobility expression since the rate of collisions scales linearly 

with the bath gas number density. By normalizing K to K0, comparisons can be made between mobility 

measurements taken on different instruments.10 

𝑲𝟎 = 𝑲 (
𝑷

𝟕𝟔𝟎 𝑻𝒐𝒓𝒓
) (

𝟐𝟕𝟑.𝟏𝟓 𝑲

𝑻
)    ( 1-2 ) 

 

Figure 1-1. Simplified schematic of a DTIMS instrument. The drift force applied to the ions by the electric 

field propels them through the static bath gas with a drift velocity proportional to the ion mobility. A drift 

tube operates at a constant electric field strength (Ez). The friction (Ffriction) forces exerted by collisions with 

the gas molecules result in separation of different ions based on differences in their mobility (K).  

The mobility can also be derived from the momentum transfer collision integral (Ω(𝑇)), which is more 

commonly referred to as the collision-cross section (CCS).12,13 The collision integral considers the 
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momentum transfer between the ion and the gas molecules averaged over all gas-ion relative thermal 

velocities.10,12–15 The Mason-Schamp equation defines how K can be calculated using the momentum 

transfer collision integral (Ω(𝑇), Å2) for atomic species: 

𝑲 =  
𝟑𝒛𝒆

𝟏𝟔𝑵
√

𝟐𝝅

𝝁𝒌𝑩𝑻
 (

𝟏

𝛀(𝑻)
)     ( 1-3 ) 

Where z is the number of elementary charges on the ion, e is the electronic charge, N is the number density 

of the bath gas, 𝜇 is the reduced mass of the ion and the gas (𝜇 =  
𝑀𝑚

𝑀+𝑚
; m is the mass of the bath gas, M is 

the mass of the ion), 𝑘𝐵 is Boltzmann’s constant, and T is temperature. If the mobility of the molecular ion 

is known, then the Mason-Schamp equation can be rearranged to solve for the CCS. The CCS can be 

considered the physical encoding of the three-dimensional shape of the ion and is dependent on the 

molecular structure and the composition of the bath gas.9–11 This is a unique descriptor of an ion and can be 

used to differentiate two isobaric (e.g., same mass to charge ratio (m/z)) species that cannot be resolved by 

a mass spectrometric measurement alone. An important caveat to the Mason-Schamp equation is that the 

relationship only holds true when the field induced kinetic energy is much lower than the thermal energy 

of the ions. In other words, the thermal velocities of the ions follow a Maxwell-Boltzmann distribution set 

by the temperature of the bath gas.16,17 This is referred to as the low-field limit. However, as the ion’s drift 

velocity increases, either by increasing the magnitude of the electric field or reducing the pressure in the 

analyzer (e.g., decreasing the number of gas molecules which decreases the number of collisions), the field-

induced kinetic energy increases and becomes more significant. The low-field limit means that the reduced 

electric field (E/N), represented in Townsends (Td), is low enough that the reduced mobility, K0, is 

independent of E/N. Generally, the low-field limit is < 10 Td.11 A discussion regarding the impact of the 

low-field limit on calibrating IMS measurements for different instruments such as the TIMS will be covered 

in Section 1.4. 
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1.3 Fundamentals of Trapped Ion Mobility Spectrometry 

As the IMS technology became more widespread throughout the 1990’s, more complex IMS instruments 

were developed that hybridized the IMS analyzer with conventional mass spectrometers (MS). By coupling 

an IMS analyzer “in series” before the MS detector, isobaric/isomeric ions that cannot be distinguished 

solely by m/z will be initially separated based on differences in their mobility (K), prior to mass 

spectrometric detection. For example, this hybridized approach is can be very useful in situations where a 

background interference ion has the same m/z as an analyte of interest. Using the MS on its own, there is 

no way to discriminate between the two species. However, if the IMS cell can separate the two ions first in 

the mobility dimension, the analyte of interest can be accurately detected by the MS. Many of these hybrid 

instruments began to incorporate radio-frequency (RF) confinement in the ion optics (i.e., ion funnel) that 

guide ions through the differential vacuum pumping stages of the instrument, and to minimize the effects 

of radial diffusion on the ion cloud.18–22 Not long after, RF-confining DTIMS instruments, more commonly 

referred to as electrodynamic DTIMS, began to utilize this new technology to radially focus ions during 

mobility analysis.23 However, limitations still existed since the diffusion coefficient is inversely 

proportional to the pressure, and simultaneously, the pressure directly affects whether the instrument can 

operate below the low field limit.23,24 In 2011, Park and co-workers introduced the TIMS, which built on 

many of these instrumental advances over the preceding 20 years.25,26 The operating principle in TIMS is 

that ions are pushed through the mobility region by a flowing column of gas and are trapped when the force 

exerted by the gas matches the opposing force applied by the electric field. Ions with differing mobilities 

are trapped axially at different locations in the analyzer, and as the magnitude of the electric field is 

decreased, the ions “elute” and transit to the detector.27 Somewhat simplistically, the TIMS can be 

considered as an inverted DTIMS.28 In both instruments, separation is achieved due to collisions between 

the carrier gas and the ions. This is denoted in Figure 1-1 and Figure 1-2 as the friction force (Ffriction). 

However, in the case of the TIMS, the ions are trapped by the electric field (Ez) while being pushed by the 

gas, as opposed to the drift tube which uses the electric field to propel the ions through the static bath gas. 
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Interestingly, the idea of using opposing forces to separate ions was first described in 1898 by John Zeleny.29 

Zeleny built an apparatus to hold ions with different mobilities stationary against a counter flow of gas, 

however, his work was abandoned and forgotten for nearly a century. More recently, throughout the 1990s, 

several capillary electrophoresis (e.g., liquid-phase IMS) techniques were reported that used a similar 

“opposing forces” approach to focus and separate ions in the solution-phase. For example, a capillary 

electrophoresis experiment using a tapered channel with whole column imaging detection was reported in 

literature. This system was able to investigate the focusing and separation process of proteins by using pH 

and electric field gradients created in the Tris buffer solution contained in a conical capillary.30,31 Another 

capillary electrophoresis method that applied electric fields gradients similar to TIMS, referred to as electric 

field gradient focusing, employed a similar concept by using an electric field to hold charged protein ions 

stationary against a flowing buffer solution.32 However these approaches were not very practical as the 

electric field gradients generated temperature gradients in the system which led to convection currents that 

broaden the separation zone resulting in poor resolution and reproducibility. 

1.3.1 General Overview of TIMS 

The TIMS analyzer is comprised of a series of segmented ring electrodes that form three regions: the 

entrance funnel, the TIMS tunnel, and the exit funnel. All three regions are enclosed in a vacuum chamber 

interfaced in the first pumping stage of a MS, and for most applications the TIMS analyzer is operated at a 

pressure of ~ 3 mbar.27,33 Ions are generated at atmospheric pressure through a variety of mechanisms, 

including electrospray ionization (ESI),34 nanoelectrospray ionization (nanoESI), matrix assisted laser 

desorption ionization (MALDI),35 or atmospheric pressure photoionization (APPI),36 however, most 

applications employ nanoESI.18 Following ionization, molecular ions exiting the transfer capillary are 

pulsed by an electrostatic deflector plate into the entrance funnel that radially focuses the ion beam prior to 

entry into the TIMS tunnel. The flow of gas exiting the end of the transfer capillary is also directed through 

the TIMS tunnel where it is pumped away by a vacuum port installed in the exit funnel region. By varying 

the degree of pumping between the port in the exit funnel region, and an additional pumping port in the 
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entrance funnel region, the velocity of the gas and the pressure differential are accurately controlled. Since 

the reduced electric field relies on the gas number density, the E/N can be tuned with a high degree of 

accuracy within the TIMS analyzer. It has been reported in literature that it is possible to operate the TIMS 

at similar gas velocities and pressures to produce identical E/N values to those in DTIMS instruments. 

However optimal performance is achieved when operating at higher gas velocities with E/N values in the 

range of 45 to 150 Td.10,11,18 

 

Figure 1-2. Visualization of the ion trapping mechanism utilized in a TIMS instrument. Ions are pushed 

through the analyzer by the friction force (FFriction) exerted by the flowing gas, while the force exerted by 

the electric field opposes the ion’s forward movement. Ions are trapped along the axial electric field gradient 

when the drift velocity (vd) is equal and opposite to the gas velocity (vgas). The force exerted by the RF field 

(FRF) confines the ions radially in the TIMS tunnel and minimizes diffusion of the ion cloud. 

As the flow of gas and the negative pressure differential drive the ions through the TIMS tunnel, an axial 

electric field gradient (EFG) is produced by the applying DC potentials to the ring electrodes (Figure 1-2). 

The DC potentials that define the EFG are set via a resistive divider. As the EFG slows the ion’s drift 

velocity, the ion eventually reaches an equilibrium position when the drift velocity (𝑣⃑𝑑) is equal and 

opposite to the gas velocity (𝑣⃑𝑔𝑎𝑠).  
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𝒗⃑⃑⃑𝒅 =  − 𝒗⃑⃑⃑𝒈𝒂𝒔           ( 1-4 ) 

Simultaneously, an RF voltage is superimposed onto the ring electrodes to produce a radially confining 

quadrupolar pseudopotential (Figure 1-3). In theory, the RF field only confines the ions in the radial 

dimension and has essentially no axial component that could interfere with ion trapping in the tunnel. There 

has been considerable discourse in the literature about the effects of the RF field on the overall performance 

of the TIMS analyzer.18,23,24,37–40 The undeniable fact is the radial confinement process is very complex, and 

several factors must be carefully considered to obtain optimal results. Firstly, sufficient ion confinement 

from the RF field is needed to maximize ion transmission and minimize losses of the total ion population.41 

Next, if the force exerted by the RF field is too strong (i.e., large RF amplitude and/or high RF frequency), 

the ion cloud will begin to exhibit space charging effects. This leads to ion diffusion in the axial dimension 

caused by long range ion-ion repulsion that limit the extent that the ions can be confined in the center of 

the TIMS tunnel.37 Finally, the total number of ions injected into the analyzer must be carefully controlled. 

Overfilling the TIMS tunnel with too many ions will also contribute to long range ion-ion repulsion and 

limit resolution. This can be regulated by decreasing the injection pulse time or reducing the electrospray 

voltage.37  

 

Figure 1-3. RF Confinement in the TIMS mobility region. The force exerted by the RF induced 

pseudopotential (FRF) confines ions along the central axis of the TIMS tunnel. When too many ions are 

injected into the analyzer, Coulombic repulsion (FCoulomb) forces cause the ions to diffuse axially. 
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1.3.2 Stages of a Typical TIMS Experiment 

A TIMS experiment consists of three distinct instrumental phases (Figure 1-4): 1) Accumulation; 2) 

Trapping; and 3) Elution.27 In the accumulation phase, a repulsive potential is applied to the deflector plate 

to push ions into the entrance funnel. The duration of time that the deflector pushes ions into the entrance 

funnel can be varied to increase or decrease the number of ions that are analyzed. The ions are then focused 

through the entrance funnel and enter the TIMS tunnel.  

 

Figure 1-4. Stages of a typical TIMS experiment. E represents the electric field, and z corresponds to the 

axial position across the TIMS instrument.  

As ions are pushed through the TIMS tunnel by the gas, they eventually reach an equilibrium position along 

the EFG where the magnitude of the field strength is large enough that the ions become trapped. Large ions 

(low K/large CCS) are trapped higher along the EFG ramp, since it takes a larger magnitude of the electric 

field to fully oppose the driving force of the gas on a low mobility ion. Smaller ions (high K/small CCS) 

will be trapped lower along the EFG ramp where the magnitude of the electric field is much smaller.27 The 

profile of the EFG across the TIMS tunnel has two distinct segments, a linearly increasing voltage ramp 
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followed by a plateau. The DC potential across the plateau to the end of the TIMS tunnel is kept constant, 

while the DC potential at the entrance is variable. The resistive divider across the electrodes ultimately 

determines the step size of the gradient between successive electrodes, while the DC potentials applied to 

the front and end of the TIMS tunnel define the slope. Since the overall “shape” of the EFG doesn’t change, 

the DC potential across the tunnel is considered directly proportional to the electric field strength on the 

plateau segment.27,42 

In the trap phase, the potential on the deflector is switched to an attractive potential. This causes the ions 

exiting the transfer capillary to strike the deflector plate and neutralize. Since the electrospray ionization 

source is continuous, it is much more effective to use the deflector as an ion gate to modulate the total 

number of ions entering the analyzer as opposed to switching on and off the electrospray voltage. The ions 

that have already transited through the entrance funnel equilibrate along the EFG and are trapped inside the 

TIMS tunnel for several milliseconds. Depending on the characteristics of the analyte and the type of 

experiment (e.g., kinetic studies, protein folding/unfolding, ion activation/dissociation, etc.), the trap time 

can be extended. 

In the last phase, ions of increasing mobility are eluted from the TIMS analyzer through the exit ion 

funnel towards the detector as the magnitude of the EFG is decreased. Larger or more elongated ions with 

large CCS’s will elute first, and smaller or more compact ions with smaller CCS’s will elute later. 

Experimentally, the electric field strength is decreased by scanning the DC potential applied at the start of 

the TIMS tunnel from an initial DC potential (e.g., –170V) to a smaller magnitude final potential (e.g., 

+20V) at a user defined scan rate.43 Different voltage ramps, step sizes, and scan rates can be implemented 

depending on the experimental needs. For example, to trap a wide range of ions with sizeable differences 

in mobility (e.g., untargeted -omics applications), a large potential difference between the front and end of 

the TIMS analyzer is needed. On the other hand, if differentiation of two analytes with very similar 

mobilities is desired, a shallower potential difference is used to define the “shape” of the EFG profile, and 

the voltage is scanned with a much slower scan rate to separate the analytes. Using the latter approach, the 
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resolving power (𝐾 Δ𝐾⁄ ) of the TIMS can reach as high as 400.34 The scanning event which elutes the 

trapped ions is one of the main differences between TIMS and other IMS instruments such as drift tube or 

travelling wave.10,23 In a drift tube or travelling wave IMS, all ions pulsed into the drift region will be 

observed under the same experimental conditions. In a TIMS instrument, the main variable parameter, the 

EFG, must be changed to detect all the ions pulsed into the analyzer. Fortunately, the flexibility this 

approach affords is what makes TIMS so selective and enables high-resolution separations.  

1.3.3 Analytical and Numerical Modelling of the TIMS 

Significant effort has been spent developing analytical and numerical models that link the dependence of 

analyzer performance (i.e., resolving power, time of elution, etc.) on experimental parameters, analyzer 

properties, and characteristics of the ions being studied.18,24,33,37,41,42 To summarize, a quantitative theory 

was derived from ion mobility first principles that proves that the “analytically useful work” done on an ion 

as it is trapped and eluted over the electric field gradient plateau ultimately determines the resolving power. 

To maximize the analytical work done on the ion experimentally, the pressure (or pressure differential) can 

be increased across the tunnel. This will increase the gas velocity, and conversely decrease the ion’s 

mobility. Additionally, slow scan rates or a narrow potential difference range across the electric field 

gradient will also boost the resolving power. Finally, controlling the magnitude of the RF field that radially 

confines the ions, and not overfilling the TIMS analyzer are other parameters that need to be carefully 

controlled to achieve optimal performance.  

Numerical models developed with computational software such as COMSOL Multiphysics have also 

provided insight into the underlying gas dynamics in the TIMS. Most of these models have focused on 

understanding how the bath gas flow profile and pressure differential affect performance and operation of 

the instrument. These numerical models have demonstrated that the gas velocity flow profile through the 

central region of the analyzer is near homogenous, and only decreases towards the walls of the TIMS tunnel. 

This decrease, and the resulting parabolic flow profile, has been attributed to friction of the gas molecules 

with the inner wall.24,41 To further understand the ion dynamics inside the TIMS cell, additional ion 
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trajectory modelling has been done using SIMION. As expected, these simulations confirmed that RF 

confinement is essential for stabilizing the ion cloud in the center of the flow axis.41 In the axial dimension 

of the TIMS tunnel, the ions are relatively well confined along the flow axis by the electric field and drag 

forces from the bath gas. The RF field is critical for minimizing diffusion of the ions towards the walls, and 

if an insufficient RF pseudopotential is applied, over time the ion population will decrease as ions diffuse 

and neutralize during collisions with the walls. Interestingly, the model also demonstrated that too large of 

an RF pseudopotential will lead to axial diffusion as the ions compensate for the Coulombic repulsion 

imparted by the ion cloud.37,41 Therefore, the overall size of the ion cloud is determined by both the radial 

and axial fields, as well as the number of charges (i.e., ions) that are confined within the TIMS cell.18,41  

1.4 TIMS Calibration Strategies 

IMS instruments are primarily used in the laboratory to rapidly separate ions in the gas phase, however they 

also provide the means to measure an ion’s mobility and calculate its CCS. DTIMS instruments can measure 

the reduced mobility (K0) and by extension, calculate the CCS directly from first principles using the 

Mason-Schamp equation assuming the drift tube is operated under the low field limit.10–13,23 Unfortunately, 

the TIMS cannot directly measure an ion’s K0 since the ions are separated with a dynamic electric field that 

operates above the low field limit. Additionally, the temperature of the system must be known to calculate 

the K0, and while the temperature is assumed to be approximately room temperature in the TIMS cell this 

has not been accurately verified.43 Therefore, the TIMS instrument must be externally calibrated using 

standards with known K0 values that have been published in the literature.  

Three different external calibration strategies have been proposed for accurately calibrating TIMS 

instruments. In the first method a calibration curve is constructed by plotting the experimental elution 

voltage relative the voltage applied at the end of TIMS (Velute – Vout) against the inverse reduced mobility 

(1 𝐾0⁄ ) for a series of calibrants.41 The y-intercept in the external calibration plot corresponds to the voltage 

applied to the end of the TIMS tunnel and the slope is referred to as the calibration constant (A-term).41 The 

second method is more straightforward, and directly links the literature K0 with the inverse of the elution 
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voltage. A calibration curve is produced for a series of calibrants and using standard linear regression, the 

line of best fit equation determines the K0 for other analytes of interest.27 In both approaches, the velocity 

of an ion through the bath gas is directly proportional to the product of the strength of the electric field and 

the mobility.9 Consequently, the field strength required to trap the ion must be inversely proportional to the 

mobility. Since the field strength is also proportional to the potential applied across the tunnel, the mobility 

will be inversely proportional to the elution voltage.18 The third method applied a more complex 

methodology by modelling the TIMS calibration using a Taylor expansion series derived from the 

Boltzmann transport equation.44 Out of the three calibration methods, the third method is the only one that 

is sample independent, however it still requires reference K0 values. The main limitation to these methods 

and a large source of error for any K0 measurements taken on the TIMS is the reliance on literature K0 

values. The challenge to reducing this error is finding suitable K0 values that most closely match the 

conditions found in the TIMS; especially since the temperature inside the TIMS is merely an “educated” 

assumption and can’t be precisely measured. This limitation is even more apparent when calibrating the 

TIMS to measure the K0 of high mobility ions. Most literature K0 measurements for these types of ions are 

measured on DTIMS instruments that operate at higher temperatures and pressures, meaning the 

instrumental conditions are much different than those used for the TIMS.45,46 

Most recently, a significantly different approach for calibrating a TIMS has been published. In this work, 

a custom-built drift tube IMS is interfaced directly with the entrance funnel of the TIMS to experimentally 

measure the mobilities of the calibrants.43,47 The DTIMS is operated at ambient temperature to more closely 

match the instrumental conditions found inside the TIMS cell. To calibrate the TIMS, a similar approach 

to the first calibration method discussed above is used. A calibration curve is prepared for the selected 

calibrant ions that plots the TIMS elution voltages relative to (1 𝐾0⁄ ) values measured by the drift tube. 

This approach is advantageous since the measurements are taken directly on the system being calibrated 

which minimizes instrument specific biases and eliminates the need for literature K0 values. 
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1.5 Overview of Different TIMS Instruments  

Arguably the biggest advantage of the TIMS, besides the high resolving power, is its versatility and 

modularity. The small instrumental footprint combined with the ability to interface the TIMS with different 

MS instruments, along with the hardware capabilities required to perform a wide variety of ion 

activation/dissociation experiments make the instrument extremely robust. Historically, the TIMS has 

functioned as a single analyzer coupled to a quadrupole – time of flight (QTOF) MS instrument (Figure 

1-5, A).25,26,48 The fast scan speed (~200 µs) of the QTOF compared to a triple-quadrupole MS or Orbitrap 

MS is the main reason why the TIMS analyzer is hybridized with the QTOF.49,50 The average peak width 

as an ion elutes from the TIMS is on the order of 1 to 2 ms. Therefore, to obtain enough MS scans across 

the peak, an MS instrument with a fast scan rate such as the QTOF is required.  

 

Figure 1-5. Various TIMS hardware configurations. TIMS – Trapped Ion Mobility Spectrometry;  

QTOF – Quadrupole Time of Flight Mass Spectrometry; LIT – Linear Ion Trap; FTICR – Fourier 

Transform Ion Cyclotron Resonance Mass Spectrometry; DTIMS – Drift tube Ion Mobility Spectrometry; 

QIT – Quadrupole Ion Trap. 

Building on the success of the first generations of TIMS and other tandem IMS systems,51,52 a prototype 

research instrument consisting of two analyzers coupled in parallel and hybridized with a QTOF was 



 

   15 

reported in literature (Figure 1-5, B).53,54 In this configuration, both TIMS cells are differentially pumped 

in different vacuum chambers and individually controlled. Sequentially coupling two TIMS opens the door 

for various modes of operation. The most widely used mode is parallel accumulation.55 In a parallel 

accumulation experiment, ions are trapped and stored in the first TIMS cell prior to being mobility separated 

in the second cell. The parallel accumulation mode can also be used in the upgraded commercial version of 

the instrument that has a single TIMS analyzer with an extended separation tunnel region. Instead of 

splitting the two analyzers into different chambers like the protype tandem instrument, the TIMS tunnel in 

the upgraded commercial instrument is extended to be twice as long but still housed in the same vacuum 

chamber.54 Using the same parallel accumulation operating principle, ions are accumulated in the first half 

of the TIMS tunnel before being separated in the second half. In both cases, the parallel accumulation mode 

vastly increases the duty cycle of the TIMS, since ions are continuously collected in the first TIMS while 

mobility analysis simultaneously occurs in the second TIMS.55 Furthermore, configuring the first TIMS 

cell (or first half of the TIMS tunnel) to accumulate low intensity ions prior to injection into the second 

analyzer (or second half of the TIMS tunnel) significantly increases the sensitivity.  

A unique advantage to the prototype tandem TIMS instrument is if sensitivity isn’t required and the 

experiment necessitates high resolution, tandem mobility separation mode can be used. In this mode, ions 

are mobility separated under one set of instrumental conditions in the first TIMS cell, before being eluted 

into the second TIMS cell where they are further separated under a different set of conditions.54 Another 

useful feature of the tandem TIMS instrument is the arrangement of several annular electrodes installed at 

the interface between the two analyzers. Ions can be collisionally activated at this interface, leading to 

fragmentation through the traditional collision induced dissociation (CID) process.52,56 As ions elute from 

the first TIMS, a large DC potential is applied across the interface electrodes, resulting in a strong electric 

field of up to 800 V/cm that induces fragmentation of the mobility selected ions.53 The second TIMS then 

mobility analyzes the CID fragment ions prior to MS detection.  
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A slightly different iteration of the tandem TIMS configuration has also been reported. Instead of 

connecting the two analyzers coaxially, the two cells are interfaced orthogonally with a custom linear ion 

trap (LIT) in between.37,54,57 The same modes of operation described above for the coaxial tandem TIMS 

are also employed on the orthogonal tandem TIMS configuration. The LIT is constructed from printed 

circuit boards and has a fused silica window at the far end where an ultraviolet (UV) laser and optical setup 

are installed (Figure 1-5, C). After trapping ions eluting from the first TIMS in the LIT, ion activation can 

be induced through traditional CID by changing the DC potentials on electrodes at the end of the trap.58 

Alternatively, ions can be irradiated with the UV laser, causing ion activation via UV-photodissociation 

(UVPD).57,59–61 The resultant CID or UVPD fragments are then mobility separated in the second TIMS 

before transiting towards the QTOF for MS detection.  

There has also been considerable research focused on coupling the TIMS analyzer to a Fourier transform 

ion cyclotron resonance (FTICR) MS instrument (Figure 1-5, D).48,62–65 This configuration is very effective 

when ultra-high resolution MS measurements are desired. To hybridize the TIMS with an FTICR MS, the 

collision cell of the FTICR was converted into an ion trap to synchronize the TIMS with the slow scan 

speeds (~1 s) of the FTICR-MS. The trap is configured to accumulate ions eluting with the same mobility 

from the analyzer over the course of several TIMS cycles before injecting the batch of ions into the FTICR. 

Then, as the FTICR is mass analyzing that specific batch of ions, the trap is accumulating the next group 

of ions that were mobility analyzed in the TIMS.  

The biggest disadvantage to the QTOF MS, and especially the FTICR MS, are the high costs associated 

with purchasing and maintaining the instruments, as well as the large instrumental footprint. To address 

these limitations, a technical report was recently published that described the hybridization of a TIMS 

analyzer with a Paul quadrupole ion trap (QIT) (Figure 1-5, F).66 While the benchtop QIT doesn’t offer the 

same m/z resolving power as the QTOF or FTICR, the price and ease of operation make it an effective 

alternative. Like the orthogonal tandem TIMS instrument described above, the purpose of this instrument 

is to first mobility separate ions using the TIMS cell, then irradiate the ions trapped in the QIT using a UV 
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laser to form UVPD fragments. The main difference between the instruments is that in this configuration, 

UVPD is induced directly in the mass analyzer, whereas in the orthogonal tandem TIMS, UVPD is induced 

in an ion trap that has no mass filtering capabilities.  

As discussed in Section 1.4, a more unconventional TIMS instrument has been reported in the literature 

that couples a DTIMS operating at atmospheric pressure to the front end of the TIMS-QTOF instrument 

(Figure 1-5, E).43 Unlike other TIMS configurations described herein, the DTIMS is not operated as a 

mobility analyzer operating in tandem with the TIMS. Instead, the DTIMS serves as an onboard calibration 

system to measure the mobilities of calibrant ions that are then used to generate the reduced mobility 

calibration curves for the TIMS. By directly measuring the mobilities of the ions on the same platform, 

many of the inaccuracies stemming from comparisons with literature mobility values are eliminated, and 

there are no limitations on the series of calibrants that can be used.  

1.6 Ion Activation/Dissociation Strategies Coupled to TIMS 

Alternative ion activation/dissociation (e.g., UVPD) strategies coupled to TIMS provide more 

comprehensive datasets for structural characterization and/or identification of proteins/peptides when 

compared to collisional activation on its own. The advantage to these approaches is that mobility selected 

ions eluting from the TIMS analyser can be probed individually, followed by high-resolution mass analysis 

of the resultant fragments. The most ubiquitous ion activation technique, CID, is employed on every tandem 

mass spectrometer in the collision cell.49,67,68 Ions are energetically activated through multiple low energy 

collisions with a gas, and the CID fragments are mass filtered in the third quadrupole before being 

detected.49,67,68 

A similar approach is implemented in the TIMS. A strong electric field generated between adjacent lenses 

at the exit orifice of the TIMS tunnel combined with the relatively high pressure inside the analyzer (1-3 

mbar) readily generates CID fragments.48,54 Similarly, collision induced unfolding (CIU) is also possible 

with this configuration.56,69 Unlike CID where the ion is fragmented, CIU measures how the CCS of a 
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protein or peptide changes when the ion is vibrationally activated by collisions with the gas. These collisions 

ultimately lead to cleavage of non-covalent bonds that hold the protein in its three-dimensional 

conformation. CIU is usefully for studying the tertiary structures of proteins, however, for large protein 

systems, the CIU process often results in the loss of the higher order structure of the subunits.70 In both 

cases, the main advantage is that the ion activation event occurs prior to the ions reaching the mass analyzer, 

so the full tandem mass filtering capabilities of the MS instrument can be utilized for further 

characterization and analysis.  

The drawback to CID/CIU for top-down proteomic studies or structural characterization experiments is 

that CID is a low energy, multi-step process.70,71 In most cases, only the peptide bond (N-C) in the 

protein/peptide is accessible for cleavage by CID and there is no cleavage of disulfide/thioether bonds.71,72 

This leads to limited sequence coverage and increases the potential for misidentification of the protein. 

Alternative ion-activation techniques coupled to the TIMS such as UVPD mitigate these drawbacks by 

targeting specific linkages in the protein sequence that readily absorb UV light, inducing unique 

fragmentation patterns that cannot be generated through the CID process.59,71 UVPD has been implemented 

in a variety of different TIMS platforms for various applications and described in several comprehensive 

reviews.54,57,73 In summary, the overarching theme is that utilizing the TIMS first to mobility select species 

of interest prior to UVPD, followed by a second mobility separation prior to MS analysis significantly 

improves the quality of the data and increases the number of unique fragments that can aid in protein 

identification. An alternative to CIU is surface induced dissociation (SID). The SID process hybridized to 

the TIMS operates in a much different manner to other ion activation techniques. Mobility selected ions 

eluting from the TIMS are accelerated into a highly charged surface at the interface between the end of the 

TIMS tunnel and the entrance ion optics of the MS.70,74 The result of this collision is a rapid increase in the 

internal energy of the macromolecular complex, leading to cleavage of non-covalent bonds while still 

retaining the native structure of the protein subunits. This high energy process occurs incredibly quickly, 

and unlike CIU, generates low charge state products that retain their native conformation. 
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1.7 Summary of Applications utilizing TIMS 

TIMS has demonstrably proven to be a valuable tool for a range of analytical applications due to its high 

sensitivity, modular design, high resolving power, and separation speed. Due to these advantages, TIMS 

has had a major impact on the broader scientific community. It has been extensively used as a pre-separation 

step in targeted and untargeted metabolomic, lipidomic, and proteomic workflows. It has also been 

instrumental in the characterization of higher order structure of peptides, intact proteins, and 

macromolecules.  

For targeted and untargeted small molecule -omics experiments (e.g., lipidomics and metabolomics), the 

TIMS-QTOF instrument is often hybridized with standard liquid chromatography (LC) systems. This 

configuration provides two orthogonal separation stages in the analytical workflow. Compounds are first 

separated based on their interaction with the stationary phase in the column, followed by gas phase mobility 

separation in the TIMS. For example, this approach was used to separate co-eluting lipid isomers that have 

the same interaction with the stationary phase in the LC dimension but slightly different mobilities in the 

IMS dimension. Due to the high resolving power of the TIMS, the isomers were able to be baseline 

separated.73,75,76 Alternatively, in traditional metabolomics studies focused on identifying trace levels of 

biologically relevant metabolites, the parallel accumulation mode can be used to first accumulate low 

abundance analytes in the gas phase without the reliance on extensive and time-consuming sample 

preparation, followed by mobility separation and MS analysis.77–80 Furthermore, the ability to calculate the 

CCS of an unknown metabolite using the TIMS provides an additional level of confidence to the 

fragmentation pattern and high-resolution for accurate analyte identification. 

The parallel accumulation mode of the TIMS-QTOF instrument has also been beneficial for increasing 

the sequencing speed and sensitivity for shotgun proteomics studies.55,81 In these applications, the TIMS is 

synchronized with the QTOF to sequentially release precursor ions of the same mobility to be fragmented 

in the collision cell prior to high-resolution TOF-MS analysis. All the peptide ions sharing the same 

mobility are compressed into a narrow peak, vastly increasing the number of peptide fragment spectra that 
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are obtained by the MS. Simultaneously, the overall sensitivity is increased since interfering background 

ions or other matrix interferences are separated from target compounds by ion mobility. This technology 

has seen immense success in rapid proteome profiling, which is a key attribute in clinical proteomics, and 

the sensitivity makes it well suited for chemical analysis of single cells.82 As discussed in Section 1.5 and 

Section 1.6, TIMS can incorporate alternative ion activation methods such as UVPD to generate unique 

peptide fragments for protein identification and sequencing in top-down proteomics. While the  

UVPD-TIMS shows immense potential, it is not as widespread and have been mostly limited to research 

labs aiming to demonstrate the feasibility and potential of the technique.83  

Studying the higher order structure of proteins and protein complexes is a difficult task that requires 

specialized MS instrumentation and a large degree of biochemical intuition. Under most conventional 

instrumental conditions, intact proteins “unravel” and denature, completely losing their tertiary 

structure.84,85 Only under very specific buffer and instrumental conditions do the ions retain their native 

conformation, which is vital for characterizing the three-dimensional structure of the molecule.86 Besides 

this, most instruments, with TOF MS being the exception, do not have the upper mass range required to 

detect the low charge states of the molecule that are characteristic of the intact full form of the molecule. 

Several IMS techniques have been successfully used to characterize the structure of proteins and other 

biomolecules.85 More specifically, TIMS has been very effective for this challenging application since the 

duration of trapping in the TIMS analyzer can be varied and precisely controlled. The rate at which a protein 

unfolds and its stability in the gas phase can be studied by comparing the mobilities and charge state 

distributions of the native versus denatured ion populations.73,87–90 Improvements have also been made to 

the electrode geometry of the TIMS to aid in retaining the higher order protein structure for large intact 

proteins and macromolecular complexes. The conventional concave electrodes were modified to a convex 

shape, which increases the penetration of RF field for adequate radial confinement of large proteins and 

protein complexes at lower RF amplitudes.73,91,92 Furthermore, incorporating ion activation techniques such 
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as SID with TIMS provides biologically useful information about the higher order structures of a protein 

or peptide by retaining the native conformation of the subunits after dissociation of the larger complex.54,70,71 

1.8 Research Objectives 

Since its release almost 15 years ago, the TIMS technology has become increasingly popular due to its 

versatility and high resolving power. Most of the significant technical advances have been accomplished 

by modifying the auxiliary hardware surrounding the TIMS analyzer, hybridizing multiple analyzers/traps 

into one combined instrument, as well as improvements to the electronics and software for additional modes 

of operation. However, there has been minimal research focused on characterizing alternative designs to 

the tunnel section (i.e., mobility region) where the ions are separated; or how changes to the way the gas 

flow profile is established through the tunnel can improve performance. Minimal emphasis has also been 

placed on the electrical design that defines the trapping EFG. Redesigning the electronics for complete user-

definition of the shape and operability of the trapping EFG through individualized control of each electrode 

that comprises the mobility region is a requisite next step. Summarily, there are two research questions that 

underpin the entirety of the research contained in this thesis: 1) Does introducing higher multipolar radial 

RF confinement enhance trapping capacity and improve resolution; 2) Does introducing a gas flow velocity 

gradient through the mobility region improve resolution of a TIMS analyzer. Thus, the singular underlying 

motivation for this thesis can be distilled into the following hypothesis: 

Can a multi-sector IMS instrument, referred to as the variable flow trapped ion mobility spectrometer 

(vfTIMS) be designed, and built, as a new tool for high resolution ion mobility separations?  

The goal of the prototype vfTIMS is to combine enhanced ion focusing and ion accumulation with the 

unique capability to separate ions in multiple sections of the instrument with an entirely customizable EFG. 

The segmented mobility region of the vfTIMS with four sectors of decreasing inner diameter creates a gas 

flow profile where the velocity of the gas increases uniformly through each sector, resulting in ions 

experiencing a driving force that increases proportionally as they transit through the system. By fine tuning 
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the electric field strength through the various sectors of the mobility region it is expected that high-

resolution separations will be achievable on the vfTIMS. The three research objectives needed to achieve 

this goal are as follows: 

1. Construct a prototype ion mobility spectrometer, combining multiple commercial and in-house 

components.  

2. Implement an improved electrical layout to drive the instrument, with the added ability to define all 

the electric fields within the analyzer.  

3. Fully characterize the performance of the prototype instrument for ion trapping and ion mobility 

separation. 

This thesis aims to address these objectives through the chapters that make up its content. Chapter 2 and 

Chapter 3 cover the design and construction of the vfTIMS. More specifically, Chapter 2 outlines the 

various hardware components of the vfTIMS that were either designed and built in-house or purchased 

commercially and modified. Chapter 3 details the design and testing of the electronics that power the 

system, along with the development of the user interface to control the instrument. Chapter 4 presents the 

extensive experimental optimization that was completed to get the instrument operational. Additionally, 

Chapter 4 also covers the experimental results that establish a baseline set of instrumental conditions that 

should be used for more complex experiments. Chapter 5 describes the first two proof of concept studies to 

demonstrate the feasibility of ion mobility separation experiments on the vfTIMS, building on the 

knowledge gleaned from the experiments in Chapter 4. Lastly, Chapter 6 serves as a roadmap for what must 

be done next to advance the project, in both the short term as well as the longer term.  
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Chapter 2: Hardware Design/Development 

2.1 Preamble 

This chapter has not yet been published. Once a vfTIMS ion trajectory model that is currently in 

development as well as additional experiments that demonstrate the instrument’s mobility separation 

capabilities are finalized, a manuscript that incorporates most of the information described in Chapter 2 

through Chapter 5 will be prepared for submission to the Review of Scientific Instruments journal in 2024. 

Daniel Rickert, and Hiruy Haile from the University of Waterloo Science Technical Services Machine 

Shop, built the vacuum chamber and all associated hardware components. Daniel Rickert redesigned and 

improved an existing electrospray ionization source/three-dimensional positioner that was originally built 

by Daniel Rickert and Hiruy Haile during his MSc in the Pawliszyn Lab. The entire entrance funnel 

assembly was designed and built by Gordon Anderson at GAA Custom Electronics. The mounting hardware 

inside the vacuum chamber that holds the entrance funnel and connects it to the mobility region was 

designed and built by Daniel Rickert and Hiruy Haile. Daniel Rickert, along with Hiruy Haile, and 

Krunomir Dvorski in the University of Waterloo Science Technical Services Electronics shop, built the 

mobility region and designed the wiring layout. The Faraday detector and transimpedance amplifier were 

designed and built specifically for this project by Gordon Anderson. The axial and radial gas flow profile 

modelling using COMSOL Multiphysics was done by Daniel Rickert and Emir Nazdrajić. Janusz Pawliszyn 

and Scott Hopkins were responsible for conceptualization of the project, project supervision, and funding 

acquisition. 

2.2 Introduction 

Over the past two decades, commercial ion mobility spectrometers have soared in popularity, prompting 

major mass spectrometry companies to develop their own specialized instruments.85 One of the newest 

iterations, the trapped ion mobility spectrometer, has been recently commercialized by Bruker Daltonics. 

As is the case with all high-performance commercial instruments, the Bruker TIMS comes at a high cost 
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and lacks certain features that were implemented for the prototype IMS instrument described in this thesis. 

Therefore, this project largely focuses on the design, construction, development, and characterization of a 

custom-built variable flow trapped ion mobility spectrometer (vfTIMS).  

The main difference between the vfTIMS and the commercial TIMS lies in the mobility region where 

ions are separated based on differences in their mobility. The mobility region in the commercial TIMS 

instrument is comprised of a single tunnel of uniform inner diameter (I.D.). In contrast, the mobility region 

of the vfTIMS is comprised of four discrete sections with progressively decreasing I.D. As the I.D. 

decreases from one sector to the next, the gas velocity will have a corresponding, yet uniform, increase. 

This configuration ultimately produces the gas flow velocity gradient through the instrument while also 

adding the capability for four separate regions where the ions can be trapped, and ultimately separated. 

Furthermore, due to the design of the electrodes within the mobility region, there is complete flexibility in 

the application of the DC electric field used to trap the ions. This chapter encompasses both the instrument's 

design as well as descriptions of the various commercial and home-built components that were integrated 

to build the instrument. Additionally, an in-silico evaluation of the gas dynamics within the system was 

performed to better characterize the system. 

2.3 Instrument Overview 

The prototype instrument depicted in Figure 2-1 works as follows: Ions are generated by a continuous flow 

nanoESI source and pass through a heated transfer capillary before accumulating in the first ion funnel (i.e., 

entrance funnel). The last lens of the entrance funnel, referred to as the conductance limit, functions as an 

electrostatic gate that periodically injects ion packets into the mobility region. Once in the mobility region, 

the ions traverse through the four sectors, where they can be trapped and eluted by varying the DC electric 

field gradient generated by the embedded stainless-steel electrodes. After passing through the mobility 

region, the ions proceed through the copper tube lens attached to the last ring of electrodes in the fourth 

(e.g., smallest I.D.) sector of the mobility region. The tube lens ensures ions pass through the PEEK pressure 

divider that splits the vacuum chamber into two smaller sub-chambers. A Faraday plate detector with an 
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integrated DC grid enclosed by a ground plane is affixed to the backside of the pressure divider. A 

transimpedance amplifier (nA → V) amplifies the current produced by ions discharging onto the Faraday 

plate. The voltage is measured and recorded by connecting the amplifier to an oscilloscope and/or the built-

in analog to digital converter (ADC) installed in the modular intelligent power supply unit.  

 

Figure 2-1. Schematic diagram of variable flow ion mobility spectrometer (Diagram not shown to scale). 

2.3.1 Vacuum Chamber 

As depicted in Figure 2-1 and Figure 2-2, the entrance funnel, mobility region, and detector are contained 

in a repurposed vacuum chamber that was modified with the assistance of the University of Waterloo 

Science Technical Services Machine Shop. The cylindrical body of the vacuum chamber is constructed 

from 3.175 mm thick stainless steel, with internal dimensions of length = 470 mm, and diameter = 267 mm.  

Aluminum caps on either end of the chamber can be removed and are sealed with an O-ring. Most of the 

electrical wiring feeds through another removable aluminum plate in the center of the vacuum chamber that 

is also sealed with an O-ring.  
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Figure 2-2. Exterior view of vfTIMS in the Hopkins Laboratory. 

The chamber is pumped by two E2M30 30 m³/hr dual-vane rotary pumps (Edwards; Massachusetts, USA), 

connected via an aluminum tee, before splitting off and connecting to the flange on each end plate of the 

vacuum chamber. Installed inside the vacuum chamber is a custom-built PEEK pressure divider apparatus 

that seals against the inner surface of the walls of the vacuum chamber and isolates the front section from 

the back. The pressure divider essentially splits the vacuum chamber into two smaller chambers: the source 

region chamber and the detection region chamber. Mounted through the center of the pressure divider is a 

DC-only copper tube lens with an inner diameter of 7.9 mm. The tube lens is attached to the last set of 

electrodes at the end of the mobility region and transmits ions exiting the mobility region towards the 

detector, which is mounted to the backside of the divider. The magnitude of the negative pressure 

differential (e.g., slightly higher pressure in the source region (i.e., front chamber) versus the detection 

region (i.e., rear chamber)) is controlled by a combination of varying the degree of pumping on either side 

of the vacuum chamber using angle valves (Kurt J Lesker; Pennsylvania, USA) connected to the end caps 

and adjusting the flow rate of the N2 carrier gas. The pressure inside the vacuum chamber (900 millitorr 

(mTorr) to 3 Torr) is continuously monitored by a convection enhanced Pirani vacuum gauge (Kurt J 

Lesker; Pennsylvania, USA) that is installed on each end plate.  
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2.3.2 Ion Source & Sample Introduction  

The ion source for the vfTIMS is a nanoESI unit.93 The entire nanoESI assembly is shown in Figure 2-3. 

The analytes are dissolved in MS grade Methanol (MeOH) and delivered to the glass nanoESI capillary by 

a Fusion 100 syringe pump (Chemyx; Texas, USA), at a flow rate of 0.5 to 2 L/min. QuartzTip nanoESI 

emitters (1.0 mm outer diameter (O.D.), 0.58 mm I.D.) with tip size of 2 ±1 m are used for all experiments 

(New Objective; Massachusetts, USA). An in-house ionization source is used to accurately position the 

nanoESI emitter in front of the transfer capillary.94,95 To generate the electrospray, a potential of +1200V 

to +2500V is applied by an alligator clip connected to either the conductive coating on the outer surface of 

the glass capillary or the metal union that joins the emitter to the PEEK tubing from the syringe (Figure 

2-3, Left). Both approaches do not require the insertion of a platinum electrode inside the capillary which 

can introduce carryover between samples. As recommended in literature, nanoESI emitters with tip sizes 

of < 5 m are specifically chosen to ensure that ions are sufficiently desolvated before transiting through 

the transfer capillary into the entrance funnel.96 

The tip of the nanoESI emitter is aimed directly at the opening of a 15 cm long, 1.6 mm O.D., 0.762 mm 

I.D. stainless steel transfer capillary. The transfer capillary is inserted into a stainless-steel inlet block and 

secured with a Swagelok fitting. The capillary is heated to 160C with two cartridge heaters installed on 

either side of the inlet block that further aid in ion desolvation. An outer heat-stable thermoplastic sleeve 

electrically isolates the capillary from the rest of the chamber (Figure 2-3, Right). The entire assembly is 

sealed into the vacuum chamber with a 19.05 mm I.D. stainless-steel Quick Connect Coupling (Kurt J 

Lesker; Pennsylvania, USA) and can be easily removed when the chamber is not under vacuum for cleaning 

or other required maintenance. The temperature of the transfer capillary is controlled with a proportional 

integral derivative controller that monitors the inlet block temperature with a type K thermocouple (Model 

CN142, Omega Engineering; Connecticut, USA) that is secured in a small hole drilled into the front of the 

block. A second alligator clip connected to the transfer capillary is used to apply a DC potential (ca., + 50 
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to + 60 V) to improve transmission of ions into the entrance funnel and further reduce neutral solvent 

molecules from entering the system.  

    

Figure 2-3. (Left) Continuous flow nanoESI source interfaced with heated transfer capillary. (Right) 

Heated transfer capillary assembly with thermocouple and barrel heaters installed.  

Two co-axial gas lines are also installed in the inlet block and introduce N2 carrier gas into the front 

section of the vacuum chamber. An ultra-high purity N2 (Linde; Ontario, CA) gas cylinder with a needle 

valve installed after the regulator controls the flow of N2 to the vacuum chamber. The gas flow is monitored 

with an in-line flowmeter (Cole-Parmer; Quebec, CA), with the flow rate typically between 0.1 to 0.5 

standard liters per minute (SLPM). 

2.3.3 Entrance Ion Funnel 

The electrodynamic entrance funnel was designed and manufactured by GAA Custom Electronics 

(Washington State, USA) and is constructed using stacked FR-4 printed circuit boards (PCB). The entrance 

funnel focuses the ions as they exit the transfer capillary and transmit them towards the central mobility 

region.22,97 This funnel is comprised of two main sections, a 74 mm long tunnel with a uniform I.D. of 25.4 

mm, followed by a 27 mm long funnel section with a decreasing I.D. from 25.4 mm to 9.9 mm (Figure 2-4 

– Left). A schematic of one of the PCB lenses is shown in Figure 2-4 – Right. The boards and spacers that 

make up the funnel are held together by four PEEK rods that run the length of the funnel and screw into 

place. In the vfTIMS, an additional modification was made to the standard ion funnel shown in  

Figure 2-4 – Center. Larger external spacer plates were added at the front and back to allow for aluminum 
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mounting rods to hold the funnel inside the vacuum chamber. These mounting rods screw onto the inner 

surface of the cover on the front of the chamber and connect to the PEEK pressure divider. 

Each PCB lens is fabricated by depositing a thin layer of gold-coated copper onto the dielectric material. 

This forms a thin, 2 mm ring on the inner surface, ensuring ions are only exposed to conductive surfaces.98 

Mounted on the outer left and right sides of the ion funnel are the coupling boards containing the resistors 

and capacitors needed to supply the DC voltage and RF waveform to the lenses. These boards, along with 

two additional boards with no electrical components seal the four sides of the funnel so ions cannot escape 

through gaps in the individual PCBs. As shown in Figure 2-4, the DC and RF coupling boards are connected 

to the individual PCB lenses with conductive tabs that extend outwards from the gold-coated inner edge to 

the outer edge of the PCB. A DC potential is applied to each lens to produce a linear DC gradient that is set 

by a voltage divider running along the entire length of the entrance funnel on the DC coupling board. The 

RF potential is superimposed onto the PCB lenses via the RF coupling board and is configured such that 

opposite phases are applied to alternating lenses creating a dipolar RF induced pseudopotential. The DC 

potential gradient drives the ions towards the mobility region, while the dipolar RF field confines them to 

the center of the funnel away from the walls. The last lens of the entrance funnel (e.g., the conductance 

limit) is not connected to the voltage divider, and the DC potential can be switched independently from the 

rest of the funnel. This allows it to act as an electrostatic gate, transmitting ions when set to a certain DC 

potential, but accumulating ions in the funnel when held at a significantly higher or lower DC potential. A 

detailed explanation of the power supplies that drive the entrance funnel can be found in Chapter 3. 
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Figure 2-4. (Left) Printed circuit board electrodynamic ion funnel. (Center) Custom entrance funnel 

assembled on mounting rods inside vacuum chamber. (Right) Schematic of an ion funnel PCB lens 

(measurements in inches). 

2.3.4 Mobility Region 

The body of the mobility region (Figure 2-5) is constructed from a high-grade polyoxymethylene 

thermoplastic (Delrin, Dupont; Delaware, USA) and secures the steel pin electrodes that protrude into the 

inner cavity. The inner cavity has been precision machined with four sectors of decreasing I.D. along the 

direction of gas flow: 14 mm, 12 mm, 10 mm, and 8 mm (Figure 2-6 – Left). The total length of the mobility 

region is 120 mm. Each sector is 28 mm long, with a 2 mm, 27° inward taper as the I.D. decreases between 

adjacent sections.  

 

Figure 2-5. (Left) vfTIMS mobility region schematics (measurements in millimeters). (Right) Z-axis cross 

section of vfTIMS mobility region. 

Introducing a taper rather than a 90° step-change reduces gas flow turbulence and is expected to improve 

performance of the vfTIMS instrument. Evenly spaced holes were drilled along the entire length of the 
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mobility region on all twelve sides to accommodate 1.5875 mm stainless steel pins. The pins serve as 

electrodes and are embedded into the body of the mobility cell, protruding 1 mm into the inner cavity. After 

inserting the pins, Agilent TorrSeal (California, USA) was applied in a recessed groove around the outer 

surface of the pin hole to immobilize the electrodes at the correct depth. This also ensures that all the carrier 

gas must pass through this section and cannot leak through the holes where the pins are inserted. As shown 

in Figure 2-6 – Right, the pin electrodes are arranged radially such that in each cross-sectional “slice”, six 

electrodes are dedicated to supplying the DC potential, while the other six electrodes supply the RF 

waveform. The RF electrodes are also wired such that alternating RF electrodes in each radial “slice” have 

opposite phases. Sectors one and four have nine sets of radial electrodes, while sectors two and three have 

eight.  

  

Figure 2-6. (Left) Cross section view of mobility region showing increasing diameter inner sectors. (Right) 

Schematic of mobility region electrode arrangement. 

A crucial feature of the mobility region is the wiring of the electrodes that supply the DC potential. Thin, 

rectangular PCBs were custom built and designed with pogo pin connectors that are soldered to the bottom 

side of the rectangular board. The boards run the entire length of the mobility region, and the connectors 

are press fit into holes drilled in the top of the electrodes. (Figure 2-7). Contrasting to the entrance funnel 

which uses a single voltage divider, each radial set of six DC electrodes are individually addressable as one 

group and have a dedicated channel in the DC power supply. This allows independent potentials to be 
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applied to the electrodes across all four sectors, meaning non-linear DC field gradients can be generated. 

This also adds the capability of sequentially trapping ions in a particular sector, followed by elution and 

subsequent trapping further downstream. The RF waveform is also supplied to the electrodes using the 

same concept, with the three RF (+) and three RF (–) sets of radial electrodes connected in parallel to ensure 

uniform ion confinement within the hexapolar field. To simplify the wiring complexity and eliminate the 

need for independent RF power supplies for each sector, it was decided that the same RF waveform would 

be consistently applied throughout the mobility region. The electrical components and theory are discussed 

in more detail in Chapter 3.  

  

Figure 2-7. Mobility region wiring overview. (Left) Alternating pin electrodes for DC and RF components. 

(Right) Zoomed-in view of the pin electrodes and custom designed PCBs. 

The mobility region is mounted inside the vacuum chamber using the same set of guide rods that secure 

the entrance funnel to the front cover of the chamber (Figure 2-8). An aluminum chassis with PEEK screws 

was machined to hold the mobility region in the vacuum chamber and ensure proper alignment with the 

funnel and transfer capillary. A recessed groove is cut into the back face of the mobility region and a FKM 

O-ring seals the two components. Adjustable PEEK bushings are installed to secure the entrance funnel and 

mobility region chassis onto the guide rods, ensuring sufficient pressure on the O-ring for a tight seal.  
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Figure 2-8. Entrance funnel mated to mobility region in front half of vacuum chamber. 

2.3.4.1 COMSOL Modelling – Understanding Gas Dynamics in the Mobility Region 

To better understand the gas dynamics and flow profile in the vfTIMS, COMSOL Multiphysics (v.5.6) was 

used to model the axial and radial gas flow profiles through the instrument. Two models were evaluated: 

1) The mobility region only (Figure 2-9); and 2) The entrance funnel connected in-line before the mobility 

region (Figure 2-12). The simulations used the time-dependent single-phase laminar flow module in 

COMSOL Multiphysics that utilized the Navier-Stokes equations (Equations 2-1 to 2-3) for conservation 

of momentum and the continuity equation for conservation of mass for a weakly compressible flow. The 

system was isothermal at 293.15 K and the vfTIMS tunnel walls were given slip conditions.  

𝝆
𝝏𝒖⃑⃑⃑

𝝏𝒕
+ 𝝆(𝒖⃑⃑⃑ ∙ 𝛁)𝒖⃑⃑⃑ = 𝛁 ∙ [−𝒑𝑰⃑ + 𝑲] + 𝑭⃑⃑⃑    ( 2-1 ) 

𝝏𝝆

𝝏𝒕
+ 𝛁 ∙ (𝝆𝒖⃑⃑⃑) = 𝟎     ( 2-2 ) 

𝑲 = 𝝁(𝛁𝒖⃑⃑⃑ + (𝛁𝒖⃑⃑⃑)𝑻) −
𝟐

𝟑
𝝁(𝛁 ∙ 𝒖⃑⃑⃑)𝑰⃑    ( 2-3 ) 

Where 𝜌 is fluid density (kg m-3), 𝑢⃑⃑ is fluid velocity (m s-1), 𝜇 is fluid dynamic viscosity (Pa s), t is time 

(s), p is pressure (Pa), 𝐼 is the identity matrix, and 𝐹⃑ represents body forces (N m-3). Fluid properties values 

of 𝜌 and 𝜇 were taken from the COMSOL Multiphysics Library. Pressure constraints at the inlet/entrance 

of the tunnel region are set to 3.0 Torr and pressure at the outlet/exit of the tunnel was set to 1.50 Torr, 

which were chosen based on a combination of reports from literature and pressure measurements taken 

from the vacuum chamber.41 Initial conditions (t = 0 s) considered a pressure of 3.0 Torr in the whole system 



 

   34 

and fluid flow velocity of 0 m s-1, after which a time dependent study was conducted. Once the solution of 

the time-dependent study stabilized, those results are considered as the steady-state conditions of the 

vfTIMS system. See Appendix D for a complete summary of the input parameters used for the COMSOL 

Multiphysics model builder wizard. 

The COMSOL simulation for the first model (Figure 2-9) demonstrate that the axial and radial gas flow 

profiles throughout the mobility region is consistent and symmetric through each of the four sectors. As 

expected, the gas velocity increases as the I.D. of the sector decreases. It is worthwhile to note that in sector 

four, there are some inconsistencies in the axial gas flow profile closer to the walls of the tunnel (Figure 

2-10). However, in the region of the cylindrical volume that the ions are expected to be confined, the flow 

profile remains highly consistent.33 Inspection of the radial gas velocity profile (Figure 2-11) also suggests 

that velocity in the central region (±4 mm) of each sector is near homogenous, while the gas velocity 

decreases in magnitude near the walls. This results in a parabolic radial flow profile because of the increased 

friction of the gas molecules near the walls. Ultimately, the basis of the mobility separation lies in 

compensating the drag force (which is proportional to the gas velocity) with the opposing force exerted by 

the electric field. To ensure the best resolution and minimize the spread of ions in the analyzer, axially, the 

gas flow should be near constant through each of the four sectors. Radially, the gas velocity in the central 

region of each sector is expected to be uniform. 

 

Figure 2-9. vfTIMS mobility region COMSOL model dimensions. All dimensions in mm. 
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Figure 2-10. COMSOL simulation for the axial gas velocity through the mobility region. 

 

Figure 2-11. COMSOL simulation for the radial gas velocity through the mobility region. 

The COMSOL simulation for the second model (Figure 2-12) incorporates the entrance funnel prior to 

the mobility region and provides more information about the complexity of the gas velocity profile 

generated inside the instrument. Specifically, the main challenge to generating the same uniform flow 

profile as depicted in the first COMSOL model is the slight offset between the I.D. of the last ring electrode 

at end of the entrance funnel, and the I.D. of the first sector of the mobility region. This offset leads to a 

perturbation of the axial gas flow at the front of the mobility analyzer caused by the gas velocity initially 

increasing before significantly decreasing due to gas expansion through the exit of the entrance funnel into 

the first two sectors of the mobility region (Figure 2-13). Due to this turbulence effect, the first sector is not 
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used for ion mobility separation since the inhomogeneity of the gas flow will impact ion focusing. 

Improvements that have been suggested for future prototypes to mitigate this are to match the orifice 

dimensions of the last lens of the funnel with the mobility region or install a straight tube lens between the 

two components to ensure the axial flow profile is well defined and consistent throughout. 

 

Figure 2-12. vfTIMS entrance funnel and mobility region COMSOL simulation dimensions. All 

dimensions in mm. 

The radial gas velocity profile of the second COMSOL model (Figure 2-14) more closely matches the 

results obtained from the first model. However, there is a slightly smaller volume (± 3 mm) that the ions 

can occupy where the gas velocity is near homogenous in each of the four sectors. This is especially 

apparent in sector 4 where the I.D. is the smallest. The effect of the I.D. mismatch between the entrance 

funnel and first two sectors of the mobility region is also observed in the magnitude of the radial gas 

velocity. Inspection of the radial gas velocity plot shows the magnitude of the gas velocity is essentially 

equal in sector 1 and 2 even though the I.D. has decreased by 2 mm. This finding serves as further evidence 

that the first sector cannot be used for sequential mobility separations because the drift force exerted by the 

gas does not increase uniformly between adjacent sectors at the front end of the mobility region. As 

mentioned above, future iterations of the instrument would focus on redesigning the entrance funnel to 

mobility region interface. By matching the I.D. of the conductance limit lens with the entrance of the 

mobility region, a much smoother flow profile would be established in both the axial and radial dimension. 

This would limit the gas turbulence observed in silico as the gas expands into the larger orifice and ensure 

homogenous gas velocity in each sector of the mobility region. Consequently, this improvement would 

improve the overall performance of the instrument.  
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Figure 2-13. COMSOL simulation for the axial gas velocity through the entrance funnel and mobility 

region. 

 

Figure 2-14. COMSOL simulation for the radial gas velocity through the entrance funnel and mobility 

region. 

2.3.5 Detector/Data Acquisition 

Once ions have transited through the transfer capillary, entrance funnel, mobility region, and tube lens, the 

total ion current is measured using a Faraday detector (GAA Custom Electronics, Washington State, USA) 

based closely on the design by Reinecke and Clowers.99 The Faraday detector directly measures the current 

produced by ions striking the surface, and is connected to a transimpedance amplifier (e.g., electrometer) 

that converts the ion current (nA) into voltage (V) (Figure 2-15). The transimpedance amplifier used in the 
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vfTIMS instrument has the gain set to 108. In this configuration where the detector functions as a positive 

ion collector, the loss of secondary electrons appears to the electrometer as an additional ion.100 The DC 

biased grid installed in front of the surface of Faraday detector ensures that secondary electrons cannot 

escape and affect the measured current. The grid is biased to +3V for all experiments reported in the thesis.  

 

Figure 2-15. Custom built Faraday detector with DC biased grid. The active detection area of the Faraday 

detector is ~5.0 cm2. 

The detector is mounted directly to the backside of the PEEK pressure divider with screws that connect 

to the aluminum guide rods in the front half of the chamber (Figure 2-16). A FKM O-ring in a recessed 

groove ensures that a gas-tight seal is created is between the outer body of the detector and the pressure 

divider. An SMA cable connects to the backside of the detector, runs through a vacuum feedthrough on the 

back cap of the chamber, and connects to the electrometer. The output from the electrometer is then split 

off with a BNC tee, and ion current data can be acquired two ways. The first method uses the built-in ADC 

installed in the modular intelligent power source and provides an easy real-time visualization of the total 

ion current. The refresh rate on the ADC is relatively low (~ 0.5 s) so it is best suited for simple 

measurements and assessment of nanoESI spray stability. The second method uses a high-resolution DPO 

5054B oscilloscope (Tektronix, Ontario, CA) to acquire data from the electrometer. This is a much more 

suitable choice for data acquisition because the refresh rate is orders of magnitude faster, the oscilloscope 
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can be triggered from the power supply digital outputs, and data .txt files with oscilloscope traces can be 

exported for further data processing. More details about the data acquisition and the event generator will be 

described in Chapter 3.  

  

Figure 2-16. (Left) Custom built hardware mount for the Faraday detector in the back half of the vacuum 

chamber with pressure divider. (Right) Back side of pressure divider with tube lens exposed. 

2.4 Conclusions 

In conclusion, the main objective of the first phase of the project was to construct the vfTIMS prototype in 

the laboratory. The instrument incorporates multiple commercially available and custom-built components 

into a single unified system. Simulations were performed using COMSOL Multiphysics to characterize the 

gas dynamics and flow profile through the entrance funnel and mobility region. Once construction and in 

silico testing were complete, the next stage of the project focused on assembling the electrical components 

and power supplies that drive the instrument. This will be covered in considerable detail in Chapter 3. 

Overall, the main research objective was achieved, however, this was only the first step towards the ultimate 

goal of developing a robust, functioning instrument. 
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Chapter 3: Electronics Overview and Software Development 

3.1 Preamble 

This chapter has not yet been published. The majority of the technical information related to the electronics 

described in this chapter will be used during preparation of a manuscript for submission to Review of 

Scientific Instruments in 2024. The two MIPS units were custom designed and manufactured by Gordon 

Anderson based on the technical specifications required for the vfTIMS. The MIPS units were installed in 

the lab and tested by Daniel Rickert with technical assistance from Gordon Anderson. The variable RF 

power supply apparatus was designed and built by Krunomir Dvorski and assisted by Daniel Rickert. All 

testing and troubleshooting of the variable RF power supply was done by Daniel Rickert. The RF modelling 

using COMSOL Multiphysics was done by Daniel Rickert and Emir Nazdrajić. The MIPS control software 

was designed by Gordon Anderson. Modifications/improvements to the MIPS control software and 

implementation of custom MIPS scripts were done by Daniel Rickert and Gordon Anderson. The Python 

code used to process vfTIMS data was written by Cailum Steinstra with technical input and assistance from 

Daniel Rickert. Janusz Pawliszyn and Scott Hopkins were responsible for conceptualization of the project, 

project supervision, and funding acquisition. 

3.2 Electronics Overview 

After building the instrument and installing it in the laboratory, the next phase of the project focused on 

integrating the electronics with the vfTIMS hardware and the development of a user interface to run the 

instrument. Multiple commercial and custom-built pieces of equipment are integrated to form a unified 

electrical apparatus that runs the vfTIMS (Figure 3-1). See Appendix F for a detailed description of the 

electrical configuration. The electronics that drive the instrument are configured as follows: The function 

generator generates a sinusoidal waveform that is routed to the phase splitter which splits the positive and 

negative phases of the sine wave into separate waveforms. After the splitter, both phases are amplified by 

the high-voltage high-frequency power amplifier that outputs the RF waveform in the mobility region. The 
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dipolar RF waveform applied to the entrance funnel is generated independently by a high Q head with a RF 

driver board installed in one of the modular intelligent power source (MIPS) units. All the DC potentials 

used throughout the instrument are supplied by multiple (e.g., five) 8-channel DC bias modules that are 

installed across two MIPS systems. The high-voltage DC potential used to generate the electrospray is also 

delivered by a compact high-voltage power supply that is also installed and controlled through the MIPS. 

As described in detail in Chapter 2, the ion current detected by the Faraday plate is converted to voltage by 

a transimpedance amplifier that is connected directly to the oscilloscope. The oscilloscope can be operated 

in run mode where it is continuously displaying the ion current or in trigger mode where it is programmed 

to accept a trigger signal to start data acquisition. 

 

Figure 3-1. vfTIMS electronics overview. 

3.2.1 Modular Intelligent Power Sources (MIPS) 

Two MIPS units serve as the central hub that integrate most of the electronics that drive the instrument 

(GAA Custom Electronics, Washington State, USA). The MIPS systems produce DC and RF voltages that 

are designed for custom ion mobility applications. Within each MIPS module is a powerful embedded 

controller running at a clock frequency of 84 MHz. This processor controls the output voltages while 

simultaneously monitoring the output readbacks to ensure signal stability and proper operation. 
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Additionally, one of the MIPS supplies power to the barrel heaters that maintain the temperature of the 

transfer capillary in the inlet block. The two MIPS (e.g., MIPS-1 and MIPS-2) are configured with different 

internal components to balance the electrical load across both systems as well as considering physical space 

constraints that limit the number of 8-channel DC power supplies that can be installed in a single MIPS.  

MIPS-1 is exclusively used to deliver programmable DC potentials to the pin electrodes embedded within 

the body of the mobility region. These pin electrodes generate the axial electric field used to trap ions within 

the inner cavity of the analyzer.  Each MIPS case can hold a maximum of four 8-channel subunits that 

output a ±60V potential. If required, a DC power supply subunit can be biased to go as low  

as –120V or as high +120V. MIPS-2 houses a wider range of electrical subcomponents. Specifically, an 

additional 8-channel DC power supply (±60V) is routed from MIPS-2 to MIPS-1 because there are two 

additional DC channels in the mobility region that cannot be supplied by MIPS-1 alone. The wiring for the 

34 DC channels is grouped together and connect to the vacuum chamber with a single 35-pin D-sub 

connector (Digikey, Minnesota, USA). MIPS-2 also houses a second 8-channel DC power supply subunit 

that generates the potentials for the entrance funnel (e.g., Voltage In, Voltage Out, Conductance Limit) and 

ion transfer capillary. The wiring for the entrance funnel connects to the vacuum chamber using a smaller, 

15 pin D-sub connector (Digikey, Minnesota, USA), while the DC potential applied on the transfer capillary 

connect via a single BNC connector on the back of MIPS-2. MIPS-2 also controls a custom-built RF high 

Q head power supply that delivers two equal amplitude, 180 out of phase signals that radially confine ions 

in the entrance funnel. The Q factor in the RF high-Q head represents the efficacy of a given capacitor to 

efficiently charge and discharge. A theoretically “perfect” capacitor would have no loss (e.g., voltage drop) 

and completely charge/discharge during every RF cycle.100,101 For IMS applications that utilize RF 

confinement with high frequencies and large peak to peak voltages, minimizing the voltage drop is 

crucial.102 Besides the various DC and RF components, MIPS-2 drives the barrel heaters, type-K 

thermocouple and PID controller for the ion transfer capillary; as well as the variable high-voltage ESI 

power supply unit outputting between 0 and ±4kV to generate the electrospray. Lastly, an ADC is installed 
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in MIPS-2 that is connected to the electrometer via a standard BNC to SMA tee connector and provides a 

secondary means to record the total ion current on the Faraday detector without relying on the oscilloscope 

for data acquisition.  

Presently, the electrical infrastructure (i.e., RF and DC wiring and power supplies, vacuum feedthroughs, 

internal mounting components, MIPS control panel functionality) is available to connect a second ion 

funnel at the end of the vfTIMS mobility region. When installed. this funnel would be primarily used to 

focus ions as they transit towards the detector. However, it could also be used as an ion funnel trap to 

accumulate ions eluting from the mobility region which would increase the sensitivity of the 

measurements.98,103 While this idea was considered during the early stages of the project, technical issues 

with sealing the exit funnel to the back side of the pressure divider in the vacuum chamber, and concerns 

about synchronizing the different MIPS events needed to make the ion funnel trapping work properly led 

to the idea being abandoned. Future iterations of the instrument will inevitably incorporate a second ion 

funnel and other ion optics to interface the vfTIMS with a high-performance mass analyzer (e.g., TOF-

MS). 

3.2.2 Custom RF Power Supply with Variable Voltage and Frequency Capabilities 

One of the unique features of the vfTIMS is the hexapolar RF confining field generated throughout the 

mobility region. The hexapolar field differs from the conventional TIMS analyzer which uses a quadrupolar 

RF field to confine the ions in the center of the tunnel.27,41 As shown in Figure 3-2,  as the RF field increases 

from quadrupolar to dodecapolar, the confining RF field remains flatter and closer to zero further from the 

trap axis. In other words, by increasing the number of electrodes that generate the field, ions can occupy a 

larger near-zero field region near the flow axis of the device.104,105 The hexapolar confinement field 

configuration was chosen for the first prototype to increase the total number of ions which can be loaded 

into the analyzer, thus increasing the sensitivity, while simultaneously decreasing space-charging effects 

which can limit mobility resolution.37 As discussed in Chapter 2, care must be taken to not allow the ions 

to diffuse too far radially from the center because of the decreased gas velocity near the walls of the mobility 
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region. If the plateau portion of the parabolic radial flow profile is too narrow, issues may arise with peak 

spreading since the gas velocity is not uniform further from the center of the flow axis.24  

 

Figure 3-2. Comparison of different RF confinement schemes. (Left) The radial electric potential as a 

function of distance from the flow axis for quadrupolar, hexapolar, octopolar, decapolar, and dodecapolar 

electrode arrangements. (Right) A zoom of the region near the radius ascribed by the confining electrodes.  

To produce the hexapolar RF field in the mobility region of the vfTIMS, a custom instrumental set-up 

capable of variable frequency and peak-to-peak voltage outputs was constructed with the assistance of the 

University of Waterloo Science Technical Services Electronics Shop. The initial sinusoidal waveform is 

generated by an AFG1022 arbitrary function generator (Tektronix, Ontario, CA) with 0 ±5V variable output 

and adjustable frequency. The RF signal is then split with an in-house designed “phase splitter” to produce 

two 180 out of phase signals. To increase the RF voltage to the required amplitude, each phase is routed 

to a dedicated TREK 2100 HF high-frequency 50× amplifier (Advanced Energy, Colorado, USA) with an 

output voltage range between 0 and 300 Vpp. A portable, touch screen ADS1013D oscilloscope 

(YEAPOOK, Shenzen, CN) with 10× oscilloscope probes is connected via BNC tees at the vacuum 

feedthrough plate to continuously monitor both RF phases being supplied to the boards that connect to the 

electrodes in the mobility region. An example of the voltages needed to output a final voltage of 150 Vpp 

are as follows: the function generator outputs a single 1.5 Vpp pure sine wave signal to the phase splitter; 
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the phase splitter outputs two 180 out of phase sine waves, both with a magnitude of 3 Vpp; each phase is 

then amplified 50× by the TREK amplifier for a final output of 150 Vpp. 

The advantage to the in-house designed RF amplifier arrangement is the adjustable frequency and voltage 

that is applied through the mobility region of the vfTIMS. It has been extensively reported in the literature 

that the frequency/voltage combination applied to the drift/mobility region impacts the transmission of ions 

with different masses. Thus, it is critical that the vfTIMS has this functionality to achieve optimal 

transmission for a wide m/z range of analytes.26,106 This configuration differs from the RF high-Q head 

utilized by the entrance funnel. The high-Q head is tuned to a specific resonant frequency to achieve a 

balanced output at the optimized voltage.105 If the frequency is adjusted, then the output voltage will 

decrease since the RF coil inside the high-Q head is not resonating at the optimal frequency. One 

complication to the variable frequency RF amplifiers is the voltage drop when the system is under load as 

the frequency increases. In Figure 3-3, five different output voltages between 50 and 250 Vpp, with a range 

of frequencies between 100 and 1500 kHz, were measured to calibrate the effective voltage being applied 

to the mobility region at a corresponding frequency. As expected, at low frequencies (i.e., 100 to 500 kHz), 

there is a marginal decrease in the effective peak to peak voltage. As the frequency increases beyond 

500 kHz the reactance in the circuit (i.e., the opposition presented to alternating current by inductance and 

capacitance) also increases proportionally, and since the resistance is constant, a more significant voltage 

drop is observed.101 To ensure measurement consistency, during routine operation of the instrument the 

effective RF voltage is continuously monitored using the portable touch-screen oscilloscope.  
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Figure 3-3. Evaluation of the effective RF amplifier frequency/voltage response for the custom-built RF 

power supply. 

While benchmarking the performance of the in-house designed RF power supplies, a technical issue was 

identified that limits the maximum voltage/frequency that can be applied to the mobility region. Despite 

purchasing identical TREK amplifiers and using the same length of identical shielded BNC cables, a minor 

phase shift between the outputs at high frequencies was observed. At 300 kHz, the observed phase shift 

between the two amplifiers is ~1.5% for each of the voltages measured in Figure 3-3. At 500 kHz, the shift 

becomes more pronounced, with a ~3% shift observed. The shift continues to increase at higher frequencies, 

with a ~7.5% phase shift observed at 1200 kHz. To mitigate this issue and guarantee a balanced output, one 

of the amplifiers could be calibrated with an offset. Unfortunately, this calibration would not be dynamic, 

and would only be applicable at a specific frequency. It may be feasible to construct a more advanced 

calibration module with predetermined offsets for different frequencies, however, this has not been explored 

in detail at this juncture. Another alternative to mitigate this issue could include adding an air gapped 
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capacitor unit between each of the RF amplifiers and the instrument to ensure that both RF signals are 

balanced.  

3.2.3 COMSOL Modelling – Characterizing the Hexapolar RF Waveform 

To better understand the confining effects of the RF waveform applied throughout the mobility region, a 

model was built using COMSOL Multiphysics (Figure 3-4). This model was adapted from the COMSOL 

Application Library and was used to perform the simulations of the electric field using the Electrostatics 

package from the AC/DC module.107 See Appendix E for a complete summary of the input parameters used 

for the COMSOL Multiphysics model builder wizard. An electrostatic voltage is applied to the electrodes 

at each cross-sectional view of each segment of the vfTIMS and is defined as a function of time and 

represented with the following equations (Equation 3-1 and 3-2): 

𝑹𝑭 (+) = 𝑽𝒔𝒊𝒏 (𝝎𝒕)     ( 3-1 ) 

𝑹𝑭 (−) = − 𝑽𝒔𝒊𝒏 (𝝎𝒕)    ( 3-2 ) 

where RF (+) and RF (–) represent electrostatic voltage applied to electrodes, V represents the alternating 

current voltage (V), 𝜔 represents the frequency (s-1; Hz), and t represents time (s). There are 12 electrodes 

in each cross-sectional view in each segment of vfTIMS, for which RF (+) and RF (–) were applied in 

alternating fashion to 3 electrodes (6 total). Alternating current electric fields were solved using the 

following equation: 

−𝛁 ∙ (𝝈 + 𝒋𝝎𝜺𝟎𝜺𝒓)𝛁𝑽 = 𝟎    ( 3-3 ) 

where 𝜀0 represents permittivity of free space (F m-1) and 𝜀𝑟 represents the relative permittivity of the 

medium, which is taken as 1 for this application. In Equation 3-3, 𝜎 represents the electrical conductivity 

taken as 0 in this application.  
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Figure 3-4. Simulation of the normalized RF electric field (V/m) inside each sector of the vfTIMS mobility 

region. The simulation used 100 Vpp and 750 kHz as inputs. (Upper Left) Sector 1. (Lower Left) Sector 

2. (Upper Right) Sector 3. (Lower Right). Sector 4. 

The results of the COMSOL model in each of four sectors of the mobility region is shown in Figure 3-4. 

The field free region (i.e., the area where the ions are confined by the RF field) along the central axis 

decreases proportionally as the I.D. decreases in the inner cavity from Sector 1 to Sector 4, but more 

importantly, the field free region in each sector is smaller than the plateau segment of the radial gas velocity 

profile computed in Chapter 2 (Figure 2-14). In other words, ions need to be confined by the hexapolar RF 

electric field in a region inside the analyzer where the radial gas velocity is nearly homogenous. Ions are 

trapped axially within the mobility region when the force applied by the carrier gas matches the opposing 

force exerted by the DC electric field. In an ideal experimental scenario, each subpopulation of mobility 

separated ions will experience a uniform driving force from the gas throughout each sector of the mobility 

region with no deviation in the radially gas velocity. If significant radial diffusion does occur due to 

insufficient RF confinement, the ion cloud will spread further from the center of the flow axis. Ions closer 
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to the walls will experience a weaker driving force from the gas compared to ions near the center. During 

the elution stage of the TIMS experiment when the electric field gradient is decreased, ions near the walls 

of the analyzer will elute after ions with the same mobility that were confined closer to the center. This 

leads to a wide distribution of ions with the same mobility reaching the detector, appearing experimentally 

as a broad peak. Minimizing the effects of radial diffusion is one of the most important factors for 

maximizing the resolution of the instrument.   

3.3 Instrument Control w/ GAA Custom Electronics & MIPS 

Both MIPS systems are connected to a laptop computer using standard USB 2.0 connections. The vfTIMS 

is operated with a customized control panel that integrates the different hardware modules installed in both 

MIPS and provides real-time feedback to the user of all the voltages being applied throughout the system. 

The control panel acts as a user-friendly graphical user interface (GUI) that reads a configuration (.cfg) file 

located in the main MIPS directory of the PC. All of the electrical channels (DC and RF) are defined in the 

.cfg as independent variables with unique identifiers, and the .cfg file also links other secondary script 

(.scrpt) files that define the functions of clickable buttons or fillable fields. Readbacks of the voltages being 

applied throughout the system are displayed on the control panel, and the real-time ion current from the 

Faraday detector is also displayed when the electrometer is powered on. The control panel can be easily 

modified for different applications, instrumental configurations, or user preferred visual layouts by editing 

the .cfg file. See Appendix B for the .cfg file used for the vfTIMS.  

In Figure 3-5, the custom vfTIMS interface is labelled (A to O) to highlight the various features that have 

been implemented. The DC voltages have a fillable field to input the desired voltage, and the corresponding 

readback is displayed in the green box to the right of the input. If the voltage goes above the defined safe 

input limit, the box will turn red. The refresh rate for the readbacks can be modified in the preferences menu 

of the MIPS software, however decreasing the refresh rate below 0.5 s leads to intermittent issues with the 

MIPS application crashing or becoming temporarily non-responsive. To mitigate this, the refresh rate is 

usually set to 1 s. The control panel features are summarized in Table 1. 
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Figure 3-5. MIPS hardware GUI control panel. The white box next to parameter is the input field and the 

green box is the real-time readback. (A-D) DC voltage inputs for mobility region. (E) Entrance funnel 

voltage inputs. (F) Entrance funnel RF inputs. (G) Ion transfer capillary voltage input. (H) ESI voltage 

input. (I) MIPS DC offsets. (J) Faraday detector ion current output. (K) DC gradient fast fill function inputs. 

(L) DC voltage sweep function inputs. (M) DC ramp function inputs. (N) MIPS digital input/output 

controls. (O) MIPS timing generator controls. (P) Master MIPS control functions. 

Table 1. Summary of features on the vfTIMS ontrol panel. 

Label Feature Description 

A – D 
Mobility Region 

Voltage Inputs 

All DC voltages applied to the pin electrodes in the four sectors of the 

mobility region are controlled by inputting the desired voltage here. 

Each electrode is defined as a specific channel (e.g., CH-1) that 

corresponds to a channel in one of the DC power supply subunits.  

E 
Entrance Funnel 

Voltage Inputs 

All DC voltages applied to the entrance funnel are controlled here. Fin 

and Fout set the electric field gradient in the funnel, and Fcl controls 

the last lens of the funnel, referred to as the conductance limit.  

F 
Entrance Funnel 

RF Inputs 

The RF voltage applied to the funnel is set by inputting a desired drive 

percentage. This will correspond to a voltage output at the tuned 

frequency. During installation, the Tune button runs a pre-set tuning 

protocol at 10% drive to determine the optimum resonant frequency 

for maximum voltage output. Periodically, the user can select the 

Retune button to quickly recalibrate the high Q head to ensure optimal 

performance.  



 

   51 

G 
Transfer Capillary 

Voltage Input 

Input for the desired DC voltage applied to the ion transfer capillary to 

ensure maximum transmission of ions from the electrospray needle 

into the entrance funnel.  

H ESI Voltage Input  Input for the high voltage applied to electrospray needle.  

I MIPS DC Offsets 
Input fields to change the offsets on individual 8-channel DC power 

supplies. The offset input range is ±60 V.  

J 
Faraday Detector 

Output  

Ion current measurements from the Faraday detector are displayed here 

in picoamps. The Plot button plots the real time ion current in a 

separate window where it can be saved as a .plot file. The .plot file can 

also be exported to a .txt file that displays time on the x-axis and ion 

current on the y-axis. The Load button opens .plot files.  

K 
DC Gradient Fast 

Fill Function 

This function enables a .scrpt file that sets the input field of the selected 

set of electrodes with DC voltages for the desired range. For example, 

to set electrodes 1 through 9 (CH-1 to CH-9) with a DC voltage 

gradient of 10V to 20V, the user would input CH-1 in Start CH, CH-9 

in Stop CH, 10 for Start V, and 20 for Stop V.  

Pressing fill will populate the input boxes for the specified channels 

with evenly spaced voltages that match the desired range. 

L 
DC Voltage 

Sweep Function  

This function enables a .scrpt file that “sweeps” a selected DC channel 

from a start voltage to a stop voltage. The Step box defines the voltage 

step. The dwell time is defined by the refresh rate in the Preferences 

menu. 

The lower panel can be used to sweep a second channel within the 

initial sweep experiment if enabled by the check box. This panel has 

the same functionality as outlined above. For example, when enabled, 

the F1cl could be ramped from 10V to 30V, and at each voltage step, 

CH-1 will ramp between 10V and 30V. If the second sweep function is 

enabled, the latter will run through the entire sweep sequence that has 

been defined in the lower panel for each step of the sweep parameter 

of the former. 

Once the variables have been inputted into the sweep panel, pressing 

start will open a new window displaying the ion current output as the 

sweep sequence runs. This file can be exported to .txt with the voltage 

step as the x-axis and the ion current as the y-axis 

M 
DC Voltage Ramp 

Function 

The ramp function enables a .scrpt file that runs in conjunction with 

the DC gradient fast fill function (K) to run a “ramp down” event that 

incrementally decreases the DC voltages across a selected set of 

electrodes.  

The initial voltage gradient for the ramp is set with K, and then the 

selected channels to be ramped are defined using the Start CH and Stop 

CH boxes. The final voltage ramp is defined using the Start V and Stop 

V boxes, the number of steps taken to reach the final voltage gradient 



 

   52 

is defined with Steps, and the dwell time in milliseconds is defined by 

Dwell.  

This script can only be run in conjunction with an event defined by the 

MIPS timing generator. See Section 3.3.1. 

Appendix C contains a detailed standard operating procedure for 

properly running the ramp function. 

N 

MIPS Digital 

Input/Output 

(DIO) controls 

These buttons manually enable the digital input/output triggers on 

MIPS-1 and MIPS-2. When enabled, each trigger outputs a continuous 

+5V DC signal for external triggering applications. Each MIPS has two 

digital outputs and has a digital trigger input. The digital input and 

output enable MIPS-2 to send a signal to MIPS-1 to run a different set 

of events. The DIO’s can also be controlled through the timing 

generator as a definable event.  

This is discussed in more detail in Section 3.3.1.  

O 

MIPS-1/MIPS-2 

Timing Generator 

(TG) Controls 

The timing generator Edit button opens a separate window where 

timing generator events can be edited. Trigger starts the timing 

generator and switches the MIPS to table mode. Abort kills the timing 

generator and resets the MIPS to standard operating mode.  

See Section 3.3.1 for detailed explanation of MIPS timing generators. 

P 
Master MIPS 

Control Functions 

These buttons are the master control buttons for the MIPS. System 

Shutdown places both MIPS in standby mode and all voltages are set 

to zero. Save Method saves the values and timing generator events that 

are active on the control panel as a .settings file. Load Method opens a 

.settings file. MIPS comms and Scripting are buttons not used in 

general option. These functions are only accessed during advanced 

troubleshooting sessions with GAA Custom Engineering. 

 

3.3.1 MIPS Timing Generator and Event Editor 

One of the most useful features of the MIPS systems, and the reason why it is referred to as an “intelligent 

power source” is the programmable timing generator. A small processor installed in each MIPS unit runs a 

dedicated timing generator where individual events are defined and linked. Shown below in Figure 3-6 is 

an example of the timing generator editor interface window running within the MIPS application. The 

timing generator editor allows the user to add, modify or delete events by clicking the drop-down menu at 

the top of the window. After adding a new event, the parameter/group of parameters that will be used is 

defined, as well as the time when the event starts, how long it will run, and what will happen when it ends. 
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All this information is read by the MIPS in the form of a text-based table. For most experiments, the first 

event is the master trigger signal. This event uses the Trigger Source set to Software, and pressing Trigger 

on the MIPS control panel starts the experiment.  

In the example given below in Figure 3-6, the timing generator in MIPS-1 is running an experiment to 

change the voltage on one of the electrodes to trap ions inside the mobility region that have been pulsed 

into the mobility region from the entrance ion funnel before releasing them to the detector. When the Trigger 

button is pressed on the control panel, MIPS-2 sends a +5V trigger output signal to MIPS-1, where the 

trigger source is set to accept a positive trigger pulse (Pos), initiating an event called Trap. The total time 

for all the events to occur within one trigger pulse is defined in the frame parameters section. For the Trap 

event shown in Figure 3-6, electrode 22 (CH-22) is held from 0 to 200 ms (Start) at +80V (Value,off), 

before switching the voltage to +10V (Value) for 20 ms (Width). After 20 ms, the voltage returns to the 

initial +80V for the remaining 270 ms of the frame. Once all the events in a sequence have been defined in 

the timing generator, the experiment can be saved as a .seq file. Different .seq files can be loaded back into 

the timing generator editor after being saved and are easily modified when changes to instrumental 

parameters are required.  

 

Figure 3-6. Example of MIPS timing generator event page for a single electrode trap experiment. 

Multiple trigger pulses can be set by changing the number of accumulations in the Frame parameters 

section. For most experiments, MIPS-2 starts the event cascade with the initial master trigger, so the  
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MIPS-2 timing generator defines the total number of accumulations. The number of accumulations 

corresponds to the number of trigger pulses sent to MIPS-1. Once the trigger pulse is received, it initiates 

the events that have been defined in the table, starting with the event with the earliest Start time. There are 

few limitations to the experiments that can be run using the MIPS timing generators. For example, several 

events can run simultaneously, multiple DC voltage channels can be grouped/controlled into a single 

parameter such as the Ramp function (Table 1), or an output trigger pulse (or pulses) can be sent to the 

oscilloscope to start external data acquisition.   

3.3.2 Data Acquisition and Post-Acquisition Processing 

High-resolution ion current measurements from the Faraday detector are acquired by a DPO5054 

oscilloscope (Tektronix, Ontario, CA) set to record a data point every 20 µs. Two independent channel 

inputs on the oscilloscope are used to collect data, and two corresponding .txt files are generated for each 

experiment. The Channel 1 .txt file contains the trigger pulse data and the Channel 2 .txt file contains the 

ion current data (1V = 1nA). Data acquisition for an experiment begins when the MIPS sends the first 

trigger pulse to the oscilloscope. Each 1 ms pulse is recorded in Channel 1 as a +5V signal. The duration 

of the pulse and the total number of pulses (i.e., accumulations) is defined by an event labelled Scope 

Trigger in the MIPS-2 timing generator. The trigger pulses define the beginning and end of an accumulation 

(e.g., the start of the event sequence defined in the MIPS for one experiment) so it is critical that this signal 

is consistent. For the majority of the experiments run on the vfTIMS, the oscilloscope is configured to run 

in Trigger mode using a long record length to collect the data for all accumulations in the same frame 

(Figure 3-7).  
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Figure 3-7. Raw data collected from the DPO5054 oscilloscope. Channel 1 (C1, yellow trace) displays the 

trigger pulses sent from the MIPS. Channel 2 (C2, blue) displays the ion current data for a single electrode 

trapping experiment. 

Once the data has been acquired, it is processed using a Python script (Python v.3.10). Since the 

oscilloscope collects the ion current completely independently from the trigger pulses in different 

oscilloscope channels, the Python script must accurately separate the ion current into individual bins that 

match the duration of time between triggers. The script starts by reading the MIPS trigger signal data in the 

Channel 1 .txt file and applying a 2nd order polynomial Savitzky-Golay smoothing function. This smoothing 

is used to average out and minimize the electrical noise in the 1 ms wide +5V plateau portion of the trigger, 

ensuring that the width of each bin is consistent. The center of the first trigger pulse defines the t = 0 ms 

timepoint for the entire experiment. Once the triggers are processed, the ion current data in the Channel 2 

.txt file is read and split into bins that are defined by the indices of the trigger pulses. The time between 

pulses matches the width frame parameter set in the MIPS timing generator, while the total number of bins 

matches the number of accumulations. The Python script is set to discard the first bin, as the MIPS is 

configured to use the first accumulation to equilibrate the power supplies and ensure all the voltages defined 

by the events in the MIPS timing generators are set to the correct potentials. After binning the ion current 

data, a low-pass fast Fourier transform (FFT) filter is applied to the ion current to remove high frequency 

noise. The default setting for the FFT filter is set to pass the 100 lowest frequencies. Following data filtering, 
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a peak detection algorithm identifies the peaks in each bin. The peak height is calculated, and every peak 

is integrated numerically to determine the peak area. The average peak height and peak area from all the 

accumulations (excluding the first) is then calculated. Once the data processing is complete, the averaged 

ion current spectrum as well as the full multi-accumulation spectrum are outputted as .png and .csv files 

(Figure 3-8).  

 

Figure 3-8. Example of ion current data following data processing using the 25 µM TAA8 working solution 

as a representative example. The pink trace is the total ion current, and the black trace is the trigger signal. 

(Left) The average ion current from three accumulations (first accumulation removed) for a single electrode 

trapping experiment. (Right) The full ion current measurements collected throughout the full duration of 

the experiment (four accumulations). 

3.4 Conclusions 

The main objective for this phase of the project was to integrate the power supplies with the vfTIMS and 

test the electronics to ensure they were working correctly and identify any technical issues that may affect 

instrument performance. Besides this, an in-silico model was built to characterize the hexapolar RF fields 

generated within the four sectors of the mobility region. This model gave considerable insight into the level 

of ion confinement needed to ensure optimal performance of the prototype instrument. Furthermore, the 

user interface was designed to control both MIPS devices, and the MIPS timing generators were configured 

so comprehensive testing and characterization of the vfTIMS could begin. Lastly, a python script was 

developed to batch process raw data files that were acquired using the oscilloscope. This script was used to 

normalize the data, apply a FFT to reduce noise, detect and integrate the peaks, and calculate averaged peak 
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heights and peak areas for each experiment. Although one technical issue was observed with a minor phase 

shift between the output signal of the two RF amplifiers, the overall research objective was achieved.  
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Chapter 4: Prototype Instrument Characterization 

4.1 Preamble 

This chapter has not yet been published. Most of the data presented in Chapter 4 will be reported in a 

manuscript in preparation for submission to the Review of Scientific Instruments journal in 2024. All 

experiments were performed by Daniel Rickert. Data processing and preparation of all figures was done by 

Daniel Rickert. Data analysis and interpretation was done by Daniel Rickert, Gordon Anderson, Scott 

Hopkins, and Janusz Pawliszyn. Scott Hopkins and Janusz Pawliszyn were responsible for 

conceptualization of the project, project supervision, and funding acquisition. 

4.2 Introduction 

Once the prototype vfTIMS was built and the electronics were configured, the next phase of the project 

focused on running experiments in the laboratory. Before experiments began, the system was carefully 

inspected. The mechanical components and hardware installed inside the vacuum chamber were examined 

to ensure all the components were secured and properly aligned. The power supplies and other electronics 

were also tested after installation to ensure that appropriate electrical contact was being made between all 

the wiring connecting the power supplies to the feedthroughs, and the wiring from the feedthroughs to the 

electrical boards on the instrument. Testing was also done to ensure that all the electronics were properly 

grounded, there was no visual evidence of short circuits, as well as offline verification to confirm the power 

supplies were outputting the correct voltage defined by a specified MIPS channel to the correct electrodes 

on the instrument. Following the extensive quality control testing on the hardware and electronics, the time 

had come to “fly” ions and begin experimentally characterizing the vfTIMS. 

Despite the widespread use of IMS instruments and a considerable amount of literature on different 

custom-built systems, there is minimal technical information available describing how the instruments were 

initially tested and optimized to achieve complete operability. Many of the published reports solely describe 

the different mechanical hardware and electrical components of the instrument in the Experimental Section, 
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with little emphasis in the Results/Discussion Section detailing the experimental process of developing the 

instrument. In the case of published literature reporting the development of new commercial IMS 

instruments, most of the technical information is not publicly shared due to intellectual property concerns. 

On the other hand, most academic research groups that build prototype instruments have a large amount of 

in-house experience and “tribal knowledge” that is rarely shared outside of the research group.99 Thus, 

much of the initial testing and optimization of the vfTIMS was done via trial and error to determine suitable 

operating conditions. Since the vfTIMS was the first prototype built at the University of Waterloo, there 

were few (if any) experimental “starting points” that would apply to this instrument based on literature 

reports describing similar systems.  

The main objective of Chapter 4 was to systematically investigate and identify the optimal set of 

instrumental parameters for the vfTIMS that would eventually be employed during IMS experiments. To 

achieve this objective, experimental testing was split into three phases: Phase One – Acquire consistent ion 

current through the instrument, then determine optimal hardware parameters and instrumental conditions 

for maximum ion transmission to the Faraday detector; Phase Two – Implement a multi-event MIPS method 

and optimize instrumental conditions for trapping/releasing ions in one sector of the mobility region; Phase 

Three – Develop a more robust workflow for trapping ions in one sector of the mobility region before 

eluting the ions into a second downstream sector where the ions are trapped again prior to the final release 

to the detector. 

In Phase One of experimental testing, the main objective was to determine the ideal settings to maximize 

ion transmission through the various components of the instrument to the detector. These experiments 

included optimizing the nanoESI source settings, the DC voltages that define the EFG profile through the 

instrument, and the RF field applied inside the mobility region. Additionally, since the underlying TIMS 

functionality relies on pulsing ions into the mobility region, the feasibility of utilizing the aperture at the 

end of the entrance funnel (i.e., conductance limit) to control the flow of ions into the mobility region was 

also evaluated. Building on the results from Phase One, the goal of Phase Two was to optimize the 
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instrumental conditions for trapping ions in individual sectors of the vfTIMS mobility region. The 

conditions that were tested included the N2 bath gas flow rate, the pressure differential through the chamber, 

as well as the RF frequency and peak to peak amplitude. Furthermore, the ion injection pulse time from the 

entrance funnel conductance limit, and the duration of ion trapping in the mobility region were evaluated. 

Lastly, the objective of Phase Three was centered around developing an instrumental method where ions 

would accumulate in one sector of the mobility region for a user-defined period, before being eluted and 

trapped in a subsequent sector prior to detection. Ultimately, all three phases of the instrumental 

development were critical for determining the baseline set of conditions that would permit more advanced 

experiments to be run on the vfTIMS.  

For the majority of the experiments described in Chapter 4, several tetraalkylammonium (TAA) 

compounds were selected as model analytes. These compounds have been widely reported in literature as 

suitable calibrant molecules for IMS instrument development due to their high ionization efficiency and 

stability (i.e., permanent positive charge from the quaternary amine), uniform m/z increase as the alkyl 

chains are extended, and well characterized mobilities and CCSs.43,99,108–111 Agilent TuneMix was also 

utilized for some of the preliminary experiments due to the wide m/z range of analytes in the mixture, which 

provided valuable insight into the optimal ionization conditions and transmission efficiency of analytes at 

the atmosphere/vacuum interface of the instrument.112  

4.3 General Experimental Overview 

4.3.1 Sample Preparation 

Three TAA salts were used for most of the prototype characterization experiments and were purchased 

directly from Millipore Sigma (Missouri, USA): tetrapentyl ammonium (TAA5) bromide (CAS: 866-97-

7), tetraoctyl ammonium (TAA8) bromide (CAS: 14866-33-2), tetradodecyl ammonium (TAA12) bromide 

(CAS: 14866-34-3). The TAA analytes were prepared as individual stock solutions in MS grade MeOH 

purchased from Millipore Sigma (Missouri, USA) and were stored at –80°C. Working solutions for 



 

   61 

individual TAA analytes were prepared at a final concentration of 25 µM in MS grade MeOH and were 

stored at +4°C. A working solution for the TAA mixture (TAA5, TAA8, and TAA12) was prepared with a 

final concentration of 10 µM for each analyte in MS grade MeOH and stored at 4°C. 

 

  

Figure 4-1. (Top Left) Chemical structure for TAA5; m/z 298.6 and drift tube CCS = 190.1 Å2.111 (Top 

Right) Chemical structure of TAA8; m/z 466.6 and drift tube CCS = 256.6 Å2.111 (Bottom) Chemical 

structure of TAA12; m/z 691.3 and drift tube CCS = 319.0 Å2.111 

Agilent TuneMix (Product No: G2421 – 60001; California, USA) was used for preliminary experiments 

that optimized the experimental conditions required to produce a stable ion current from the nanoESI 

source. The TuneMix consisted of a mixture of calibrants including: betaine (CAS: 107-43-7), 

trifluoroacetic acid ammonium salt (CAS: 3336-58-1) hexamethoxyphosphazene (CAS: 957-13-1), hexakis 

(2,2-difluoroethoxy) phosphazene (CAS: 186817-57-2), hexakis (1H,1H,3H-tetrafluoropropoxy) 

phosphazene (CAS: 58943-98-9), hexakis (1H,1H,5H-octafluoropentoxy) phosphazene (CAS: 16059-16-

8), hexakis (1H,1H,7H-dodecafluoroheptoxy) phosphazene (CAS: 3830-74-8), hexakis (1H,1H,9H-

perfluorononyloxy) phosphazene (CAS: 186043-67-4), and tris-heptafluoropropyl-S-triazine (CAS: 915-

76-4). The mixture of calibrants was diluted in a 95:5 (v/v) mixture of HPLC grade acetonitrile and water. 
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Per the Agilent product information sheet, the solution was stored at 4°C and no additional modifications 

were made. 

Morphine (CAS: 57-27-2) analytical standard was purchased from Millipore Sigma (Missouri, USA) and 

used during one of the proof-of-concept experiments in Chapter 5. The stock morphine standard was stored 

at –80°C. A 25 µM working solution was prepared in MS grade MeOH with 0.1% formic acid (v/v) that 

was purchased from Millipore Sigma (Missouri, USA) and stored at 4°C. 

4.3.2 nanoESI Ion Source Conditions 

The various analyte solutions were delivered to the glass nanoESI capillary via a Fusion 100 syringe pump 

(Chemyx; Texas, USA) at a flow rate of 0.5 – 2 L/min. QuartzTip nanoESI emitters (New Objective; 

Massachusetts, USA) with dimensions of 1.0 mm O.D., 0.58 mm I.D., and a tip size of 2 ±1 m were used 

for all experiments. An in-house ionization source was used to accurately position the nanoESI emitter in 

front of the transfer capillary.94,95 To generate the electrospray, a DC potential of +2.0kV was applied by 

an alligator clip connected to either the conductive coating on the outer surface of the glass nanoESI emitter 

or the metal union that joins the emitter to the PEEK tubing from the syringe. The ion transfer capillary was 

heated to 160°C. For complete hardware details, refer to Chapter 2. 

4.3.3 Ion Current Measurements 

The ion current was measured two different ways depending on the experiment. The ion current from the 

earliest experiments optimizing the ion spray conditions from the nanoESI source was measured using 

custom-built breakout modules that were connected to the transimpedance amplifier. The output from the 

amplifier was then monitored by the MIPS or a digital multimeter. The breakout boxes housed either a 37 

pin D-sub breakout board (CZH-LABS: Electronics-Salon; Shenzen, CHN) that was wired to all the DC 

channels in the mobility region of the vfTIMS, or a 15 pin D-sub breakout board (CZH-LABS: Electronics-

Salon; Shenzen, CHN) that was wired to all the DC channels on the entrance ion funnel and ion transfer 

capillary. The advantage of the breakout modules for preliminary instrument optimization experiments was 
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that the ion current could be easily measured at specific points through the instrument without requiring the 

ions to transit through the entire system to reach the detector. For all the experiments in Chapter 4 following 

the nanoESI optimization, the ion current was directly measured by the Faraday plate detector connected 

to the transimpedance amplifier. The output from the amplifier was then split with a BNC tee so the current 

would be recorded by the MIPS and the Tektronix oscilloscope.  

4.4 Results and Discussion: Phase One 

4.4.1 nanoESI Optimization – Achieving Stable Ion Spray 

The nanoESI source generates ions by applying a large DC potential (ca., 2.0 kV) to the tip of a platinum 

coated glass capillary while analyte solution is slowly pumped through the capillary using a standard 

syringe pump.95 To optimize the stability of the ion spray from the tip of the capillary, several conditions 

related to the nanoESI source were evaluated using the Agilent TuneMix solution. The multimeter was 

connected to the 15-pin DC breakout module, and the total current from ions transiting through the transfer 

capillary and discharging inside the entrance funnel was measured by connecting both the Funnel In (F1In) 

and Funnel Out (F1Out) channels to the breakout module output. To block ions from passing through the 

entrance funnel and ensure the full ion current from all ions entering the funnel was measured, the dipolar 

RF field in the entrance funnel was set to 0 Vpp, and the conductance limit electrode at the end of the funnel 

was biased to +60V. The aim of these experiments was to solely identify the best nanoESI settings, so 

measuring the current in the funnel was the logical choice since no other optimizations to the instrument 

settings were required.  

As expected, the total ion current was directly correlated to the voltage that was applied to the nanoESI 

capillary (Figure 4-2).95,113 The ion current increased as higher voltages were applied, before plateauing 

around a voltage of ~2.5 kV and eventually decreasing. Besides the magnitude of the ion current, the other 

important factor to characterize was the reproducibility of the spray. Therefore, a trade off had to be made 

between the absolute ion signal, and the reproducibility (i.e., standard deviation) of the spray. 
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Figure 4-2. nanoESI voltage optimization using Agilent TuneMix. Measurements were taken in triplicate 

with multimeter connected to F1In and F1Out Breakout. nanoESI sprayer was placed 3 mm back from the 

transfer capillary inlet.  

Once the voltage had been optimized, the position of the nanoESI sprayer relative to the inlet of the transfer 

capillary (Figure 4-3) was optimized. The tip of the nanoESI capillary was placed directly in line with the 

inlet of the transfer capillary, unlike other conventional ESI assemblies that position the ESI capillary at a 

45° to 90° off-axis angle from the entrance inlet to reduce the likelihood of neutral solvent molecules 

entering the vacuum chamber. This was a non-factor on the vfTIMS since a small nanoESI capillary tip 

size (2 ± 1 m) would inherently reduce the number of neutral solvent molecules entering the instrument, 

and combined with the heated transfer capillary, the ions were assumed to be sufficiently desolvated.96 As 

shown in Figure 4-3, as the sprayer was moved closer to the inlet of the transfer capillary, the ion current 

exhibited a corresponding increase. However, when the nanoESI emitter was placed closer than 2 mm, 

arcing occurred between the emitter and the transfer capillary which disrupted the electrospray process. 

These experiments demonstrated that the main source of instability in the ion current was the high voltage 

applied to the nanoESI capillary, and that the distance from the transfer capillary had minimal impact.  
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Figure 4-3. nanoESI sprayer distance optimization using Agilent TuneMix at +2.0 kV. Measurements were 

taken in triplicate with multimeter connected to the F1In and F1Out Breakout. 

4.4.2 Transmission Mode Optimization 

After optimizing the ionization source conditions, the DC EFG applied through the instrument was 

evaluated to determine the optimal voltages required for maximum transmission of TAA ions to the Faraday 

detector. These parameters would be used to build a Transmission Mode instrumental method. The 10 µM 

working solution mix of TAA analytes (TAA5, TAA8, TAA12) was infused through the nanoESI capillary 

(2 mm from transfer capillary; +2.0 kV spray voltage) and the total ion current was measured by the Faraday 

detector. Analyte solution was infused for 30 s for each of the ten trials, and an ion current measurement 

was taken every 1 s. The average and standard deviation of the ion current were then calculated across the 

30 data points. The ion transfer capillary was biased to +60V, and the temperature was held at 160° C. The 

dipolar RF field through the entrance funnel was set to 760 kHz and 100 Vpp (15% drive) while the 

hexapolar RF field through the mobility region was set to 700 kHz and 250 Vpp. The N2 gas flow was set 

at 0.1 SLPM, the pressure in the front half of the chamber was set to 1.65 Torr, and the pressure in the back 

half of the chamber was throttled to 950 mTorr. Table 2 contains all the DC EFG profiles that were tested. 
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Table 2. Summary of DC voltages tested for Transmission Mode optimization. 

Trial F1In (V) F1Out (V) F1Cl (V) Ch1 (V) CH33 (V) TubeLens (V) 

1 55 30 26 25 –5 –10 

2 55 25 21 20 –5 –10 

3 55 20 16 15 –5 –10 

4 55 15 11 10 –5 –10 

5 55 15 6 0 –5 –10 

6 55 15 5 0 –5 –10 

7 55 15 11 5 –10 –15 

8 55 15 11 5 –15 –20 

9 55 15 11 5 –20 –25 

10 55 15 11 5 –25 –30 

F1In, F1Out and F1Cl are the three DC channels that set the electric field through the entrance ion funnel. 

Ch1 is the first electrode in the mobility region (sector 1), and CH33 is the last electrode in the mobility 

region (Sector 4). The tube lens (TubeLens) spans the pressure divider and transmits ions to the detector.  

 

As shown in Table 2, ten different trials were conducted with varying DC EFG profiles to establish the 

best conditions for transmission of the three TAA analytes through the instrument to the detector. The MIPS 

DC gradient fast fill script was used to define the linear EFG across the mobility region based on the inputs 

from CH1 and CH33. Figure 4-4 contains the results from the Transmission Mode optimization study. 

Trials 5 – 8 were the most optimal for transmission of the TAA mix while excellent signal stability (i.e., 

low standard deviation) was observed across all ten trials. These results demonstrated that optimal 

transmission of several TAA analytes with a m/z range of 299 to 691 required a steady decrease in the DC 

potentials applied in each region of the vfTIMS. A large DC potential difference across the entrance funnel, 

combined with a much shallower DC potential difference through the mobility region resulted in the best 

performance (Figure 4-5). For subsequent experiments, the DC potentials from Trial 5 were used to define 

the Transmission Mode DC EFG profile. 
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Figure 4-4. Summary of Transmission Mode DC voltage gradient optimization. 10 µM TAA mix was used 

for all trials. The ion signal was averaged across a 30 s acquisition with a measurement recorded every 1 s. 

Details on voltages used for each trial are listed in Table 2.  

 

Figure 4-5. Visualization of the Transmission Mode DC EFG profile (Trial 5). 
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The RF frequency and peak to peak amplitude (i.e., Vpp) that defined the waveform applied to the 

electrodes in the mobility region to generate the hexapolar confining field were also evaluated to determine 

the best conditions for ion transmission. Fundamentally, the effectiveness of the radial confinement, and 

thus the transmission through the mobility region, depend on several factors. These include: (i) the 

dampening of the ion motion by collisions with neutral gas molecules, (ii) the RF frequency and amplitude, 

and (iii) space charging effects (i.e., ion-ion coulombic repulsion).114 Instead of infusing the 10 µM TAA 

mix, 25 µM individual standards of the three TAA analytes were analyzed. The rationale behind this choice 

was that since the Faraday detector has no mass selection capability, the most straightforward way to assess 

the mass dependency of the RF induced pseudopotential for sufficient ion focusing and transmission was 

to analyze the compounds individually. The DC potentials to generate the EFG profile were set using the 

values from Trial 5. The effect of the RF frequency on overall ion transmission was investigated from 

100 kHz to 900 kHz. During the RF frequency optimization experiment, as the frequency was increased, 

the RF amplitude was also adjusted to ensure the voltage was kept constant at 250 Vpp. For the RF voltage 

optimization experiments, the frequency was held constant at 700 kHz, and amplitude was varied from 

50 Vpp to 270 Vpp. Analyte solution was continuously infused throughout the experiment, and ion current 

data was collected for 30 s with a measurement taken every 1 s. The total ion current for each analyte 

solution was plotted. Prior to data acquisition at each frequency and amplitude test point, the RF power 

supplies were allowed to stabilize and equilibrate for 30 s to ensure consistent measurements. 

For each of the individual TAA solutions that were infused, a similar trend was observed when the RF 

frequency was varied (Figure 4-6). As the frequency of the hexapolar RF field was increased from 100 kHz 

to 500 kHz, a sharp rise in the ion current was observed for the three analytes. From 500 kHz to 700 kHz, 

the signal was consistent, and only at 900 kHz did the ion current for the largest analyte (TAA12) slightly 

decrease, while the signal for the smallest analyte (TAA5) slightly increased. Unfortunately, due to 

hardware limitations of the RF power supplies, it was not feasible to apply a frequency >900 kHz while 

still maintaining a consistent output of 250 Vpp. However, these results matched other reports in literature 
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that describe the same trend, especially with respect to the smaller TAA5.97,114,115 Given the results reported 

in the literature, and our own observations, it is likely that if even smaller TAA analytes were infused, or 

the frequency was increased beyond 900 kHz, the trend would have been even more pronounced. This 

approach could be utilized as an effective low or high pass m/z filter for the vfTIMS. When a low RF 

frequency is applied through the mobility region, larger molecules would be effective transmitted through 

the instrument. Conversely, if a higher RF frequency is applied, small molecules would be easily 

transmitted through the instrument, while transmission of larger molecules would be significantly 

diminished.  

 

Figure 4-6. Transmission Mode RF frequency optimization. RF amplitude held constant at 250 Vpp for all 

measurements. Trial 5 EFG profile was applied through the vfTIMS. 25 µM individual TAA analyte 

solutions were infused. The ion signal was averaged across a 30 s acquisition with a measurement recorded 

every 1 s. 

A similar trend was also observed when the RF amplitude through the mobility region was optimized 

(Figure 4-7). Theoretically, as the RF amplitude is increased, the magnitude of the hexapolar RF electric 

field will also increase, consequently improving ion transmission.41 Experimentally, as the RF amplitude 

was increased from 50 Vpp to 250 Vpp, a significant rise in the ion current was observed for each TAA 

species. From 250 Vpp to 270 Vpp (i.e., the maximum output for the RF amplifier), the ion current 
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plateaued, then began to decrease. This behavior was thought to be primarily due to instability of the TAA 

ion cloud at high RF amplitudes, an attribute that has also been described in published reports detailing the 

development of early electrodynamic ion funnels as well as the first articles describing the TIMS 

analyzer.22,26,97 In conclusion, the results from the RF optimization experiments verified that the optimal 

frequency to transmit the three TAA analytes was between 500 kHz to 700 kHz, while the optimal RF 

amplitude was 250 Vpp.  

 

Figure 4-7. Transmission Mode RF voltage optimization. The RF frequency was held constant at 700 kHz 

for all measurements.  Trial 5 EFG profile was applied through the vfTIMS. 25 µM individual TAA analyte 

solutions were infused. The ion signal was averaged across a 30 s acquisition with a measurement recorded 

every 1 s. 

The final hardware component of the vfTIMS that was optimized during the Transmission Mode 

development process was the tube lens (Figure 4-8). The tube lens is the cylindrical copper tube that is 

biased with a DC potential to transmit ions exiting from the last sector of the mobility region to the Faraday 

detector. Since the detector is mounted to the back side of the pressure divider in the center of the vacuum 

chamber, the tube lens is essential for transmitting ions through the pressure divider and to the detector. 

The 10 µM TAA working solution mixture (TAA5, TAA8, TAA12) was infused through the nanoESI 
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capillary (2 mm from transfer capillary; +2.0 kV spray voltage) and the total ion current was measured by 

the Faraday detector. The DC potentials to generate the EFG profile were set using the values from Trial 5, 

the dipolar RF field through the entrance funnel was set to 760 kHz and 100 Vpp (15% drive) while the 

hexapolar RF field through the mobility region was set to 700 kHz and 250 Vpp. The gas flow and pressure 

settings were unchanged from previous experiments. The DC potential applied to the tube lens was scanned 

from –60V to +60V, with 3 V/s measurement increments. The ion current was recorded from three replicate 

measurements to calculate the average and standard deviation. As shown in Figure 4-8, the optimal voltage 

to transmit the mixture of TAA ions was between –30V to +10V. When a DC potential above +10V was 

applied to the tube lens, the ion current rapidly diminished, and above +30V, the measured ion current was 

negligible. This result demonstrates that as the magnitude of the applied DC voltage is increased, a potential 

energy barrier is formed. This barrier defocuses the ions, leading to radial ejection and ultimately results in 

neutralization as the ions collide with the inner walls of the tube lens.116,117 

 

Figure 4-8. Tube lens voltage optimization. 10 µM TAA mixture was infused. The ion current 

measurements were collected in triplicate to calculate the average and standard deviation.  
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4.4.3 Modulating Ion Transmission using the Entrance Funnel Conductance Limit 

The last experiment in Phase One of vfTIMS instrument testing centered on understanding how the flow of 

ions through the entrance funnel into mobility region could be precisely controlled. A key component of 

the conventional TIMS instrument is the electrostatic deflector that applies a repulsive DC potential to a 

metal plate in the source region to pulse ions into the entrance funnel as they exit the transfer capillary.27 

Since the vfTIMS does not utilize a deflector plate and the nanoESI source was continuously producing 

ions when the high voltage was applied, a different approach was needed. The terminal lens of the entrance 

funnel (i.e., conductance limit) can be controlled separately from the rest of the electrodes that comprise 

the funnel. Thus, an independent potential can be applied to the conductance limit lens to block the flow of 

ions without disrupting the EFG applied through the rest of the entrance funnel. This approach is analogous 

to the Bradbury Nielsen or Tyndall ion gates used in most DTIMS instruments to pulse ions into the drift 

region.118–120 The main difference is that both the Bradbury Nielsen and Tyndall gates are constructed using 

thin wire meshes where a potential is applied to create an orthogonal repulsive electric field that prevents 

ions from passing through.  

In the vfTIMS, the entrance funnel conductance limit does not have a mesh grid, so it was necessary to 

test if the singular application of a DC potential to the conductance limit aperture was sufficient to block 

the flow of ions into the mobility region (Figure 4-9). To evaluate this hypothesis as an initial proof of 

concept, 25 µM TAA8 working solution was continuously infused through the nanoESI capillary (2 mm 

from transfer capillary; +2.0 kV spray voltage) and the total ion current was measured by the Faraday 

detector. As the solution was infused, the DC potential applied to the conductance limit was scanned from 

–60V to +60V, with 2 V/s measurement increments. The DC potentials to generate the EFG profile were 

set using the values from Trial 5, the dipolar RF field through the entrance funnel was set to 760 kHz and 

100 Vpp (15% drive) while the hexapolar RF field through the mobility region was set to 700 kHz and 250 

Vpp. The gas flow and pressure settings were unchanged from previous experiments. 
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The total ion current for the TAA8 solution as a function of the conductance limit voltage is shown in 

Figure 4-9. At a lowest DC potential (e.g., –60V), the ion current at the detector was essentially zero, 

meaning the conductance limit was effectively functioning as an ion gate. As the potential increased, the 

ion current also increased until it reached a maximum from +5V to +20V before beginning to decrease. 

Somewhat unexpectedly, at the largest positive potential (e.g., +60V) applied, the conductance limit could 

not completely prevent ions from leaking through the aperture to the detector. This was assumed to be 

caused by a combination of the positive charge on the TAA8 ions and the driving force exerted by the 

flowing N2 bath gas. When the large negative DC potential is applied, the ions are attracted to the 

conductance limit and neutralize upon contact with the lens. Conversely, when the large positive potential 

is applied, the ions are repelled from the lens, but the flowing bath gas is still able to push a small number 

of ions through the aperture.100 Therefore, if the voltage applied to the conductance limit is rapidly pulsed 

between –60V (i.e., gate closed) and +5V (i.e., gate open), the number of ions entering the mobility region 

can precisely controlled.  

As evidenced by Figure 4-9, the repulsive electric field is not as effective as the attractive electric field 

for controlling the flow of ions through the entrance funnel conductance limit into the mobility region. 

Because of this, the entrance funnel as it is currently constructed cannot be used to accumulate in the 

entrance funnel prior to injection.103 For applications requiring high sensitivity or a high duty cycle, this is 

a weakness that not only affects the vfTIMS but also the majority of IMS instruments that operate via ion 

pulsing.119 Only a small percentage of ions passing through the conductance limit aperture are analyzed, 

while the majority of the ions eventually neutralize and are not sampled. A potential avenue for a hardware 

improvement in a future vfTIMS prototype would be to install a wire mesh to the conductance limit so it 

could function as a “pseudo” Bradbury Neilson/Tyndall ion gate. The mesh grid would significantly 

increase the strength of the repulsive electric field at the end of the funnel. This would ensure that ions 

would be accumulated for a defined period prior to injection into the mobility region without being 

neutralized. 
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Figure 4-9. Entrance funnel conductance limit optimization. 25 µM TAA8 working solution was infused. 

The ion current measurements were collected in triplicate to calculate the average and standard deviation.  

4.5 Results and Discussion: Phase Two 

Throughout Phase One of testing, the settings on the vfTIMS were configured to maximize ion 

transmission. While these settings were suitable for transmission, they were unlikely to be optimal for 

trapping ions, a much more sensitive process. Fundamentally, trapping and mobility separation in any TIMS 

instrument depend on the balance between the force exerted by the flowing bath gas through the analyzer 

and the opposing force of the electric field. Therefore, careful adjustment of gas flow, pressure, and axial 

and radial electric fields were essential for creating the ideal conditions for ion trapping. As discussed in 

the introduction to Chapter 4, the primary objective in Phase Two of vfTIMS development was to establish 

a second instrumental method, known as the Trap Mode, for trapping ions in different sectors of the mobility 

region. 

4.5.1 Modification to the DC EFG to Facilitate Ion Trapping 

The first modification made for the Trap Mode involved introducing a small change to the shape of the 

axial DC EFG through the mobility region. Early experiments revealed that transitioning from a negative 
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slope of the EFG (DC potential range of 0V to –5V) to a slightly positive slope with a DC potential range 

from 0V to +15V significantly improved the ability to trap ions (see Figure 4-10 and Figure 4-11).27 In the 

preliminary experiments conducted during Phase Two, the EFG through the mobility region was set to a 

linear gradient from 0V to +15V across the mobility region, and a single set of electrodes in the middle of 

a particular sector was used to trap ions. These selected set of electrodes were biased to a large positive DC 

potential (+80V) which created a repulsive electric field barrier. To induce ion trapping, a short MIPS 

sequence was developed using the MIPS timing generator. This sequence involved applying the repulsive 

DC potential in the mobility region for a defined period to trap ions, rapidly switching to a lower potential 

to release the ions, and then returning to the initial trapping state. This straightforward experimental setup 

allowed for the optimization of key experimental variables, such as the pressure differential and N2 gas 

flow. Notably, during these preliminary experiments, the entrance funnel conductance limit gate was not 

used, resulting in ions continuously flowing into the mobility region, where they were trapped. While this 

was not the ideal set-up for the instrument and would limit overall performance, the purpose of these 

experiments was not to achieve optimal performance. Instead, the aim was to optimize the parameters 

required for baseline operability before attempting more complex experiments. 
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Figure 4-10. Optimized DC EFG for trapping in different sectors of the vfTIMS mobility region. 

4.5.2 Preliminary Experiments to Establish Optimal Gas Flow and Pressure Differential 

The first parameters optimized during Phase Two of the vfTIMS instrument development process were the 

N2 bath gas flow and pressure differential across the divider that separates the source region (front vacuum 

chamber) and the detection region (rear vacuum chamber). Refer to Figure 2-1 in Chapter 2 for a schematic 

of the vacuum chamber assembly. To evaluate the effect of these parameters, the 25 µM TAA8 working 

solution was continuously infused through the nanoESI capillary (2 mm from transfer capillary; +2.0 kV 

spray voltage) while the total ion current was acquired using the Faraday detector and oscilloscope. The 

dipolar RF field through the entrance funnel was set to 760 kHz and 100 Vpp (15% drive) and the hexapolar 

RF field through the mobility region was set to 700 kHz and 250 Vpp.  

The MIPS sequence file was configured to start the experiment by sending a trigger signal from MIPS-2 

to the oscilloscope to initiate data acquisition. Simultaneously, the DC potential on the set of electrodes in 

the middle of sector 3 (CH22) was raised at +80V to trap ions for 30 ms, dropped to +9.84V for 2 ms, 

before reverting to +80V for the remainder of the acquisition window. The total time for each experiment 

(i.e., accumulation) was 100 ms, and four accumulations (one “equilibration” accumulation, three “true” 
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accumulations) were collected in a single oscilloscope data file. An example of this experiment is shown 

in Figure 4-11. The MIPS systems were designed to utilize the first accumulation, known as the 

"equilibration" accumulation, to verify that all voltages were correctly set on the instrument control panel 

according to the initial values specified in the MIPS sequence file. Since the experiment begins with the 

DC potential on CH22 set according to the 0V to +15V EFG, the MIPS must switch the voltage on CH22 

to +80V 32 ms after the trigger in the first accumulation to match the potential defined by the MIPS 

sequence file for the subsequent accumulations. To assess the degree of trapping occurring under different 

experimental conditions, the magnitude (i.e., height) of the ion current during the first 30 ms of the 

"equilibration" accumulation was compared to the average magnitude of the subsequent three "true" 

accumulations. In Figure 4-11 (right panel), “A” denotes the ion current when ions are being transmitted 

through the analyzer with no trapping during the “equilibration” accumulation, while “B” denotes the ion 

current during the three “true” accumulations when the trapping potential was applied.  

An examination of Figure 4-11 also highlights the benefits of adjusting the DC EFG through the mobility 

region. In Figure 4-11 (left panel), the DC EFG in the mobility region was set to the optimal Transmission 

Mode (0V to –5V) settings. Negligible ion trapping occurred under these conditions since the ion current 

during the initial equilibration accumulation was essentially the same as during each of the three trapping 

accumulations. This behavior is in contrast with the right panel of Figure 4-11, where the DC EFG through 

the mobility region was changed to the Trap Mode (0V to +15V) settings and a significant spike in ion 

current is observed after the potential drop. This sharp spike in ion current is associated with the trapped 

ions being released from sector 3 of the mobility region towards the detector. 
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Figure 4-11. Example data for quantifying ion trapping. The black data trace is the smoothed MIPS trigger 

signals, and the red data trace is the ion current. 25 µM of TAA8 solution was infused.  (Left) Example of 

negligible trapping when applying the Transmission Mode EFG through the mobility region. (Right) 

Example of significant trapping when applying the Trap Mode EFG through the mobility region. The A 

region shows the ion current prior to the repulsive potential on CH22 in sector 3 being applied. The B region 

shows the spike in ion current when the repulsive potential is dropped, which released the trapped TAA8 

ions. The intensity average of the B region versus the average of the A region is used to calculate the relative 

ion intensity during the trapping event.  

Optimization of the pressure differential within the vacuum chamber revealed that achieving ion trapping 

required precise pressure and gas flow conditions. To assess the influence of source chamber pressure, a 

controlled variation was applied, ranging from 1.15 Torr to 1.65 Torr, while the pressure in the detection 

region remained constant at 950 mTorr. The flow rate of N2 gas was maintained at a consistent 0.1 SLPM 

for the duration of the experiment. The pressure differential was calculated as the difference between the 

source (front chamber) and detection region (rear chamber) pressures. As depicted in Figure 4-12, an 

evident trend emerged as the pressure differential increased, indicating a significant decrease in ion trapping 

efficiency. This observation suggests that as the gas velocity increased due to the larger pressure 

differential, the opposing force of the repulsive electric field became notably less effective in retaining 

TAA8 ions within sector 3. Furthermore, there was almost a 2-fold improvement in trapping when the 

source pressure was set to 1.25 Torr compared to when the source pressure was set to 1.7 Torr.  
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Figure 4-12. Evaluation of varied pressure in source region (front vacuum chamber) on ion trapping. 

Pressure in detection region (rear section of chamber) locked at 950 mTorr. The average maximum intensity 

of the three “true” accumulations was compared versus the average intensity of the initial transmission ion 

current. 25 µM TAA8 working solution was infused and trapped in sector 3 (CH22). 

The pressure conditions in the detection region of the vacuum chamber were also evaluated. Due to the 

interdependency of pressure in the source and detection vacuum chambers, adjustments to the rear vacuum 

chamber were constrained relative to the previous optimization experiment. Specifically, the pressure in 

the source vacuum chamber was held constant at 1.25 Torr, while the pressure in the detection region from 

1.05 Torr to 870 mTorr. This led to a pressure differential range between 0.25 and 0.38 Torr, as illustrated 

in Figure 4-13. Notably, when the pressure in the detection region was varied, minimal changes in the extent 

of ion trapping for TAA8 ions were observed. This outcome reinforces the notion that the primary driver 

of trapping is the pressure in the source region vacuum chamber, a logical deduction since both the entrance 

funnel and mobility region are in the front vacuum chamber (as depicted in Figure 2-1).  
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Figure 4-13. Evaluation of varied pressure in detection region (rear vacuum chamber) on ion trapping. 

Pressure in source region (front section of chamber) locked at 1.25 mTorr. The average maximum intensity 

of the three “true” accumulations was compared versus the average intensity of the initial transmission ion 

current. 25 µM TAA8 working solution was infused and trapped in sector 3 (CH22). 

Following the establishment of the optimal pressure differential, attention was directed toward 

optimizing the N2 bath gas flow (Figure 4-14). The influence of varying the N2 flow on the trapping of 

TAA8 was examined within the range of 0.1 SLPM to 0.35 SLPM. It is important to note that 0.1 SLPM 

marked the lower limit accurately measurable by the flowmeter, while exceeding 0.35 SLPM rendered it 

unfeasible to maintain the front pressure at 1.25 Torr and the rear pressure at 950 mTorr. A noteworthy 

pattern emerged when the N2 flow rate was increased that was somewhat like source region vacuum 

pressure optimization experiment. With increasing N2 flow, the extent of ion trapping began to decrease. 

This decline was attributed to the increased volume of gas streaming through the N2 gas tubes that are 

coaxially aligned with the end of the ion transfer capillary inside the vacuum chamber. The increased gas 

flow likely induced some degree of turbulence, which impacted ion focusing and trapping downstream in 

the mobility region. 
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Figure 4-14. Effect of N2 gas flow on ion trapping. Previously optimized pressure settings used: Source 

region – 1.25 Torr; Detection region – 950 mTorr. The average maximum intensity of the three “true” 

accumulations was compared versus the average intensity of the initial transmission ion current. 25 µM 

TAA8 working solution was infused and trapped in sector 3 (CH22). 

4.5.3 Achieving Complete Ion Trapping Functionality 

Sections 4.5.1 and 4.5.2 detailed experiments aimed at optimizing key parameters affecting ion trapping 

within the vfTIMS mobility region. However, it must be acknowledged that these experiments had 

limitations and did not provide a comprehensive characterization of the instrument's ion trapping capacity. 

Notably, one significant aspect absent from these experiments was the precise control of the number of ions 

entering the vfTIMS analyzer through the entrance funnel. Furthermore, these experiments exclusively 

utilized TAA8 ions, warranting an expansion of the study to encompass a broader range of ions for a more 

complete evaluation. While limited in scope, these initial experiments were critical for establishing a 

working baseline set of instrumental parameters that could be utilized during more complex experiments 

that are described below. To comprehensively assess the vfTIMS's ability to focus and trap ions, a more 

detailed analysis of the dynamics governing the radially confining RF field during ion trapping was 

required. There was also a need to explore the entrance funnel's performance in efficiently pulsing ions into 
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the mobility region, as the initial proof of concept study solely examined its gating functionality. Lastly, 

for genuine mobility separation experiments in the TIMS, it is critical to retain ions in the analyzer while 

gradually reducing the electric field strength. Therefore, characterizing the duration for which ions could 

be held within different sectors of the analyzer was imperative. 

To assess the influence of the magnitude and frequency of the radially confining hexapolar RF field on 

ion trapping, a more elaborate MIPS sequence built off the previous proof of concept MIPS trapping 

sequence was designed. This enhanced MIPS sequence script, utilizing both MIPS-1 and MIPS-2 in 

parallel, was configured to trigger a sequential series of events: pulsing ions through the entrance funnel 

conductance limit, trapping ions within one of the mobility region's sectors, and subsequently releasing the 

ions to the detector. However, given that the entrance funnel's potentials were supplied through MIPS-2 

while the vfTIMS mobility region's potentials were controlled by MIPS-1, synchronization of the timing 

generators in both MIPS units was required. This was achieved by creating an individual sequence script 

file on each MIPS that outlined specific events to occur on each power supply, with the trigger signal sent 

from MIPS-2 to MIPS-1 serving as the link between the systems. The sequence file for MIPS-2 was 

designed as follows: Commencing with the trigger button on the vfTIMS being clicked (t = 0 ms), MIPS-2 

simultaneously sent two trigger signals – one to MIPS-1 and another to the oscilloscope to initiate data 

acquisition. From 0 to 130 ms, the entrance funnel's conductance limit was maintained at –60V to block the 

entry of ions into the mobility region. Between 130 ms and 150 ms, the conductance limit potential was 

raised to +6V, enabling ions to enter the mobility region. Past 150 ms until the end of the accumulation, the 

conductance limit potential reverted to –60V. The sequence file for MIPS-1 was configured to accept the 

trigger pulse from MIPS-2 and immediately initiate its own sequence of events. From 0 ms to 200 ms, a 

repulsive potential (e.g., +80V) was applied to a set of electrodes within the mobility region (e.g., CH22 – 

sector 3 middle). As the ions were released through the entrance funnel, they were trapped for a predefined 

duration. Between 200 ms and 220 ms, the repulsive potential was lowered to allow all accumulated ions 
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within the mobility region to reach the detector. A visual schematic of the time sequence is shown in Figure 

4-15. 

 

Figure 4-15. MIPS timing sequence for single sector ion trapping with entrance funnel pulsing. Black trace 

corresponds to the potential on the entrance funnel conductance limit. Light grey trace corresponds to the 

potential applied to the selected set of electrodes. Dark grey trace on the far left of the plot corresponds to 

the two triggers signals (MIPS-2 → MIPS-1, MIPS-2 → Oscilloscope).  

4.5.3.1 RF Voltage and Frequency Optimization. 

Low-pressure IMS systems such as the vfTIMS require RF confinement to minimize ion diffusion and 

ensure ions are effectively focused within the analyzer.28 When conducting trapping experiments on the 

prototype instrument, the presence of the radially confining field is crucial as it prevents ions from diffusing 

toward the inner walls when they encounter the repulsive DC electric field in the mobility region. During 

Phase One, the RF frequency and magnitude were specifically tuned for experiments involving the 

continuous flow of ions through the mobility region. As explained in detail in the Introduction, the number 

of ions injected into the analyzer directly impacts both radial and axial diffusion. In Phase Two, the 

objective was to inject a group of ions into the mobility region, trap them for a certain period, and then 
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release them to the detector. Consequently, the instrumental parameters for the RF field needed to be 

reevaluated to determine the optimal conditions for ion trapping and focusing. 

To evaluate the effect of the RF frequency for trapping ions with different m/z values, individual 25 µM 

working solutions for TAA8 and TAA12 were infused. The improved MIPS script with the conductance 

limit ion gate was used to control the number of ions injected into the mobility region. Since radial 

confinement is very sensitive to Coulombic repulsion (i.e., space charging), precise control of the stream 

of ions into the mobility region is needed to truly evaluate the effects of the RF frequency and peak to peak 

amplitude.37 Ions were pulsed into the mobility region with a 20 ms pulse width, trapped for 50 ms in the 

center of Sector 3, before being released to the detector. The Trap Mode DC EFG, as well as the optimal 

gas and pressure settings were used for all experiments. For RF frequency optimization, the RF magnitude 

was maintained at 250 Vpp. During data processing, the initial equilibration accumulation was removed. 

The subsequent three true accumulations were averaged, and the average and standard deviation of the 

integrated area of the trapped peak were reported. See Section 3.3.2 for more details. 

The effect of RF frequency on trapping was evaluated between 300 kHz to 800 kHz (Figure 4-16). In the 

case of both TAA8 and TAA12 analytes, a notable decrease in integrated area was observed as the RF 

frequency increased. Above 800 kHz, negligible trapping occurred. This finding was somewhat unexpected, 

as a different trend was observed during the Transmission Mode optimization in Phase One. In general, 

higher frequencies in RF fields tend to favor the transmission of low-mass ions, particularly those below 

200 amu.106 Thus, the decrease in integrated area could be attributed to various independent factors or, 

potentially, the synergistic effect of several. From a hardware standpoint, the reduction in integrated area 

(i.e., trapping) could be related to the increasing phase shift between the two RF amplifiers at higher 

frequencies, resulting in a destabilizing asymmetric radially confining RF field within the mobility region. 

On the other hand, from an ion dynamics perspective, it could also be linked to a decrease in ion adiabaticity 

(i.e., stability) as higher frequencies were applied to the RF electrodes in the mobility region, leading to the 

instability of both TAA ions when they were trapped.106 At this stage, it is difficult to determine which of 
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these factors was the reason why this behaviour was observed. Another technical issue arose at lower 

frequencies (ranging from 300 kHz to 400 kHz), where some significant RF-induced electrical noise was 

detected by the Faraday detector. As a result, a compromise needed to be reached between the optimal trap 

conditions and transmission conditions. Consequently, 550 kHz was determined to be the best compromise 

and was subsequently employed for subsequent experiments. 

 

Figure 4-16. Optimization of RF frequency for ion trapping (Sector 3). Constant RF amplitude of 250 Vpp. 

25 µM TAA8 and TAA12 working solutions were infused and trapped in sector 3 (CH22). Optimized gas 

flow conditions and DC EFG used. 

After the RF frequency evaluation, optimization of RF amplitude was performed (as shown in Figure 

4-17). The frequency was maintained at 550 kHz, and the applied RF voltage was adjusted between 

175 Vpp to 250 Vpp. When the applied RF amplitude was less than 175 Vpp, the integrated area fell below 

the minimum threshold for peak integration that was defined in the Python data processing script (refer to 

Section 3.3.2). Fundamentally, as the magnitude of the radially confining force increases (by increasing the 

RF amplitude), the ion cloud is pushed closer to the center of the mobility region, resulting in sufficient 

trapping and ion focusing.41 This trend was observed experimentally for both analytes. Interestingly, there 



 

   86 

was also a degree of mass dependence on the applied RF amplitude for trapping. At 175 Vpp and 200 Vpp, 

roughly the same quantity of TAA8 and TAA12 ions were trapped. However, beyond 200 Vpp, the 

integrated area for the two analytes started to diverge. This divergence was likely related to the axial 

dispersion induced at high RF field strengths. While the larger TAA12 is adequately confined, the smaller 

TAA8 begins to diffuse away from the center of the analyzer due to Coulombic repulsion effects, resulting 

in less ions being trapped and a smaller integrated area. 

 

Figure 4-17. Optimization of RF voltage for ion trapping (Sector 3) with locked frequency at 550 kHz. 25 

µM TAA8 and TAA12 working solutions were infused and trapped in sector 3 (CH22). Optimized gas flow 

conditions and DC EFG used. 

4.5.3.2 Injection Time Evaluation 

Once the RF field parameters had been tuned for optimal ion trapping, the variation of the ion packet size 

as a function of injection time through the entrance funnel was studied. The injection time was the duration 

of time when the potential applied to the conductance limit was set to allow ions to enter the mobility region. 

Individual 25 µM working solutions for TAA8 and TAA12 were infused, the optimized DC EFG and gas 

flow settings were kept consistent with previous experiments, and the optimal frequency (i.e., 550 kHz), 



 

   87 

and amplitude (i.e., 250 Vpp) were applied through the mobility region. For these experiments, the injection 

time was varied between 0.5 ms and 100 ms, and the trap time in the mobility region was kept constant at 

50 ms. Additionally, instead of only studying the effect of the injection time on trapping in the middle of 

Sector 3 (CH22), trapping in the middle of sector 2 (CH14) was also evaluated.  

As the injection time through the entrance funnel conductance limit was initially increased from 0.5 ms 

to 10 ms, there was a noticeable increase in the number of ions trapped in both sector 2 (see Figure 4-18) 

and sector 3 (see Figure 4-19). However, the absolute number of ions trapped in these two sectors differed 

significantly. Initially, sector 2 trapped more TAA8 and TAA12 ions at shorter injection times, but after 20 

ms, the integrated area for both analytes began to stabilize. In contrast, sector 3 had fewer ions trapped 

during short injection times, but with longer injection times, ions continued to accumulate, and the 

integrated ion current didn't plateau until 100 ms.  

 

Figure 4-18. Injection time profile for 25 µM TAA8 and TAA12. Ions were trapped in sector 2 (CH14) for 

50 ms. The average and standard deviation of the trapped peak area was plotted as a function of injection 

time from the entrance funnel conductance limit.   
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To rationalize these results, one must consider what occurs as the ions are released into the mobility 

region. Sector 2 is closer to the conductance limit at the end of the entrance funnel, meaning ions would 

travel a shorter axial distance before reaching the trapping zone. Conversely, more ions were lost when they 

transited further into the mobility region before reaching the trapping zone in sector 3, as indicated by the 

lower integrated area at short injection times. During longer injection times, a much larger number of ions 

were released into the mobility region compared to shorter injection times, however, the majority of these 

ions were clearly not trapped, as indicated by the limited increase in integrated area. This result suggested 

that sector 2 of the mobility region reached the maximum charge capacity after the 20 ms pulse width, while 

sector 3 reached the maximum trap capacity after 100 ms.  

 

Figure 4-19. Injection time profile for 25 µM TAA8 and TAA12. Ions were trapped in sector 3 (CH22) for 

50 ms. The average and standard deviation of the trapped peak area was plotted as a function of injection 

time from the entrance funnel conductance limit.   

The injection time profiles further confirmed that the peak-to-peak amplitude of the RF field had a 

differential effect on trapping ions with different m/z values in various sectors of the mobility region. This 

phenomenon was first observed during the initial RF amplitude optimization experiments shown in Figure 
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4-17. An insignificant difference was observed in the absolute number of trapped TAA8 ions compared to 

TAA12 in sector 2 (Figure 4-18). On the other hand, significantly more TAA12 ions were trapped in sector 

3 compared to TAA8 (Figure 4-19). This would suggest that the large RF amplitude that was being applied 

through the mobility region was inducing a destabilizing effect on the trapped TAA8 ion cloud. Since this 

was not observed in sector 2 where the I.D. is 20% larger, the relative strength of the hexapolar RF field 

must be greater.  

In conclusion, these results confirmed that the entrance funnel was suitable for controlling the flow of 

ions into the mobility region, and shorter injection times resulted in more optimal trapping efficiency with 

fewer losses. Furthermore, these results provided a qualitative measure of the maximum trapping capacity 

for two sectors and gave additional insight into the ion dynamics occurring during the trapping process in 

the vfTIMS. 

4.5.3.3 Trap Time Evaluation 

The last series of experiments in Phase Two of vfTIMS instrument testing assessed the duration for which 

ions could be trapped and held in sector 2 or sector 3 of the mobility region. In a conventional TIMS 

experiment, ions are required to remain trapped throughout the entire electric field ramp when the axial 

electric field strength is decreased during ion elution. Therefore, it was crucial to determine how long ions 

could be retained in the various sectors of the vfTIMS mobility region. Figure 4-20 and Figure 4-21 present 

an overview of the results from this experiment. A 20 ms pulse width was used to inject ions into the 

mobility region, with the trap time ranging from 50 ms to 300 ms, while all other previously described 

optimized conditions were maintained. In sector 2, minimal losses were observed for both TAA8 and 

TAA12 when the trapping time was extended to 300 ms (Figure 4-20). The approximately 10% reduction 

in the integrated area of the trapped peaks could suggest that less space charging and diffusive effects as 

the ions were continuously held within sector 2 of the mobility region.  
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Figure 4-20. Sector 2 (CH14) trap time profile for 25 µM TAA8 and TAA12. 20 ms injection time for all 

experiments. The average and standard deviation of the trapped peak area was plotted as a function of 

injection time from the entrance funnel conductance limit.   

In sector 3 (Figure 4-21), a more significant decrease in the integrated area of the trapped peaks was 

observed when the duration of trapping was increased. This observation matched the same trend seen in 

previous trapping experiments in sector 3. Since the magnitude of the confining RF field was stronger in 

this region, the ions were compressed more than in sector 2, resulting in more pronounced Coulombic 

repulsion. To mitigate this issue for future TIMS experiments the use of shorter pulse widths with the 

conductance limit or a reduction in analyte concentration would reduce the number of ions trapped within 

the analyzer and minimize ion losses. 
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Figure 4-21. Sector 3 (CH22) trap time profile for 25 µM TAA8 and TAA12. 20 ms injection time for all 

experiments. The average and standard deviation of the trapped peak area was plotted as a function of 

injection time from the entrance funnel conductance limit.   

4.6 Results and Discussion: Phase Three 

During Phase Two, the instrument conditions and hardware parameters were optimized to trap ions in one 

specific sector of the mobility region. This was achieved by applying a repulsive DC potential to a particular 

set of electrodes, allowing the ions to accumulate for a user-defined period before their release. Notably, 

the vfTIMS offers a unique capability: it enables independent control over different sectors of the mobility 

region, allowing ions to be trapped in one sector, released, and then trapped again in a subsequent sector. It 

is intended that this approach will eventually be applied for high-resolution IMS experiments on the 

vfTIMS, where ions are initially separated in one sector, eluted, and then separated again in a different 

sector. Therefore, Phase Three primarily focused on assessing the vfTIMS's ability to perform multiple trap 

and release experiments on a single packet of injected ions. To sequentially trap ions in different sectors, 

the MIPS-1 sequence script was modified with a second trap event 100 ms after the first trap event. Using 

this script, ions would be pulsed into the mobility region through the entrance funnel conductance limit, 
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trapped for 50 ms in the middle of sector 2 (CH14), then released into sector 3 (CH22) where they were 

trapped for 100 ms. Following the second trap event, the ions were released to the detector. A visualization 

of the entire MIPS timing sequence is shown in Figure 4-22. The same instrumental parameters as previous 

experiments where ions were only trapped in one sector before being released to the detector were used to 

ensure that accurate comparisons could be made between experiments.  

4.6.1 Sequential Two Sector Ion Trapping 

 

Figure 4-22. MIPS timing sequence for double sector ion trapping with entrance funnel pulsing. Black 

trace corresponds to the potential on the entrance funnel conductance limit. First light grey trace 

corresponds to the potential applied to the selected set of electrodes in sector 2 (200 – 220 ms), while second 

grey trace corresponds to the potential applied to the selected electrodes in sector 3 (300 – 320 ms). Dark 

grey trace on the far left of the plot corresponds to the two triggers signals (MIPS-2 → MIPS-1, MIPS-2 → 

Oscilloscope).  

As with previous injection time optimization experiments, the pulse width of the conductance limit was 

varied between 0.5 ms and 100 ms. Individual 25 µM working solutions for TAA8 and TAA12 were 

infused, the optimized DC EFG and gas flow settings were kept consistent with previous experiments, and 

the optimal frequency (i.e., 550 kHz), and peak-to-peak amplitude (i.e., 250 Vpp) were applied through the 

mobility region. Shown in Figure 4-23, as the pulse width of the conductance limit was initially increased 

from 0.5 ms to 10 ms, the integrated peak area for both TAA ions at each pulse width was essentially the 
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same. Between 20 ms and 100 ms, the difference between the integrated area of the two ions began to occur, 

albeit to a lesser degree than when only sector 3 was used to trap ions. Overall, when compared to the 

trapping in a single sector (either sector 2 or sector 3), the total amount of TAA8 and TAA12 ions decreased. 

This was likely due to inherent losses that occurred as the ions were released into the next sector of the 

mobility region for the second trap event.  

 

Figure 4-23. Sequential two-sector trapping injection time profile for 25 µM TAA8 and TAA12. First trap 

event in the middle of sector 2, and second trap event in sector 3. The injection time was varied, and ions 

were trapped for 50 ms in sector 2 and 100 ms in sector 3. The average and standard deviation of the trapped 

peak area was plotted as a function of injection time from the entrance funnel conductance limit.   

The trapping efficiency of the single sector trapping compared to the two-sector trapping was also 

quantified. The peak area for trapped TAA8 and TAA12 ions in sector 3 was compared to the peak area 

from the sequential double trap experiment (sector 2 → sector 3). As shown in Figure 4-24, at very short 

injection times (0.5 ms to 2 ms), more ions were trapped during the double trapping experiment. As the 

injection time was increased, the trapping efficiency began to level off to approximately 80% for TAA8 

and 65% for TAA12. This experiment highlights that, while the trapping efficiency was higher at short 

injection times, the variation in the peak area was significant since minor fluctuations in the nanoESI spray 

had a significant impact on the number of ions that were injected in such a small time-window. However, 
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beyond the 2 ms injection pulse width, the average integrated area was very consistent. Furthermore, during 

the transfer of ions between trapping sectors it was clear that losses did occur, however, this was an inherent 

limitation of the vfTIMS. Future studies should focus on how these losses can be mitigated to ensure near 

100% trapping efficiency for multi-sector trap experiments. Overall, implementation of the sequential two-

sector trapping scheme was a success, and a significant number of ions were able to be trapped in two 

different sectors of the instrument prior to detection. 

        

Figure 4-24. Percent trapping efficiency – two-sector trapping versus single-sector trapping. (A) Percent 

difference of the peak area of 25 µM TAA8 and TAA12 from the sequential double trapping experiment 

compared to the single trapping experiment as a function of injection time. The light grey box corresponds 

to the zoomed in plot from 50% to 150% shown in the inset (B). 

4.7 Conclusions  

In conclusion, the main objective of the research presented in Chapter 4 was to systematically investigate 

and identify the optimal set of instrumental parameters for the vfTIMS that would eventually be utilized 

during ion mobility experiments. To achieve this, the experimental testing was split into three phases. Phase 

One focused on obtaining stable ion current through the instrument and maximizing the number of ions that 

were transmitted through the instrument to the detector. In Phase Two, the objective was to develop a 

method to precisely control the flow of ions entering the mobility region of the vfTIMS and determine the 

optimal conditions for trapping ions in different sectors. Lastly, Phase Three focused on demonstrating that 



 

   95 

ions could be trapped in one sector, eluted, and trapped again in another sector, before being released to the 

detector. Overall, the main objectives in Chapter 4 were achieved; we determined the instrument settings 

and hardware parameters needed to transmit ions through the prototype instrument and to trap ions in the 

various sectors. Through considerable experimental optimization and trial and error, the optimal gas flow, 

pressure differential, DC EFG and RF settings were optimized for the vfTIMS Transmission Mode and 

Trap Mode. While full mobility separation was not achieved at this stage of the project, all the instrumental 

conditions are in place for those experiments to begin. 
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Chapter 5: Ion Mobility Separation: Two Proof-of-Concept Studies 

5.1 Preamble 

This chapter has not yet been published. Most of the data presented in Chapter 5 will be used during the 

preparation of a manuscript for submission to the Review of Scientific Instruments journal in early 2024. 

All experiments were performed by Daniel Rickert. Data processing and preparation of all figures was done 

by Daniel Rickert. Data analysis and interpretation was done by Daniel Rickert, Gordon Anderson, Scott 

Hopkins, and Janusz Pawliszyn. Scott Hopkins and Janusz Pawliszyn were responsible for 

conceptualization of the project, project supervision, and funding acquisition. 

5.2 Introduction 

IMS instruments separate ions in the gas phase based on differences in their respective mobilities (K). In a 

DTIMS, ions collide with a neutral bath gas as they are driven through the drift region by an electric field, 

and the frequency of the ion-neutral collisions induces separation.23 In a TIMS instrument, ions are 

propelled through the TIMS tunnel by the flowing column of neutral bath gas, and the axial electric field 

gradient traps ions where the gas velocity is equal and opposite to the ion’s drift velocity. Larger ions (i.e., 

small K) will be pushed deeper into the tunnel, while smaller ions (i.e., large K) are trapped closer to the 

entrance of the analyzer.27 Throughout Chapter 4, a wide range of experiments were presented that described 

the initial development of the prototype vfTIMS instrument. Those experiments focused on achieving 

operability of the instrument and determining the initial working parameters for ion transmission and ion 

trapping. However, up to that point, mobility separation experiments had not yet been attempted. Thus, 

Chapter 5 contains two proof-of-concept sets of experiments that attempt to provide the preliminary 

evidence of the mobility separation capabilities of the vfTIMS.  

In the first proof-of-concept, individual working solutions of three TAA analytes (e.g., TAA5, TAA8, 

TAA12) and morphine were continuously infused into the vfTIMS. While the ions were being infused, an 

increasingly repulsive DC potential was applied to the central set of electrodes at the midpoint of sectors 2, 
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3, or 4 in the mobility region. As the magnitude of the repulsive DC potential was increased in a particular 

sector, the ion current remained constant until a specific voltage was reached, at which point the ion current 

rapidly diminished. This voltage was referred to as the critical trap voltage. A similar experimental set-up 

was described by Baykut and coworkers in 2009, where the authors described an experiment where an 

increasing DC voltage was applied to the last lens of a dual ion funnel to form a potential barrier, which 

ultimately acted as a mobility filter.121 Using a variety of small positively charged molecules with increasing 

m/z values (and decreasing mobilities) as test analytes, their work demonstrated that by tuning the critical 

trap voltage, they could variably filter ions with differing ion mobilities. Our first proof-of-concept aimed 

to replicate this approach by utilizing the tunable gas flow velocity gradient that is produced throughout the 

four sectors of the mobility region. In this experiment, the critical trap voltage for a particular ion would 

increase when it was trapped in sector 2, 3 or 4 due to the increased gas velocity.  Similarly, comparison of 

the critical trap voltage for different ions blocked in the same sector of the mobility region would show that 

a greater critical trap voltage would be required to trap a larger (low mobility) ion compared a smaller ion 

(higher mobility), ultimately providing a semi-quantitative measure of the mobility separation capabilities 

of the vfTIMS.121 Considered another way, for a particular sector (e.g. sector 3) under one set of 

experimental conditions, the force exerted by the gas/pressure differential would be directly correlated with 

the mobility of the ion. Larger ions with lower mobilities will experience a larger driving force compared 

to a small ion with a higher mobility. Thus, the potential barrier required to trap larger ions will be greater 

than the barrier required to trap a small ions.  

In the second proof-of-concept, mobility separation with a mixture of TAA8 and TAA12 ions using the 

sequential double trapping configuration described in Section 4.6 was attempted. In this experiment, a 

mixture of TAA8 and TAA12, or individual working solutions of each TAA molecule to act as negative 

controls were infused into the instrument, pulsed through the entrance funnel conductance limit aperture 

before being trapped in sector 2 of the mobility region. To evaluate the mobility separation of TAA8 and 

TAA12, the DC potential applied to the electrodes in sector 4 during the second trap event was varied. 
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When low trapping potentials are applied in sector 4, once the TAA8 and TAA12 ions are released from 

sector 2, both ions are transmitted through the subsequent downstream sectors of the mobility region and 

reach the detector without being trapped (Figure 5-1, A). This would appear experimentally as a single peak 

occurring after the first trap event, with no peak occurring after the second trapping event. Our hypothesis 

was that as the trapping potential is increased, the smaller TAA8 ions would begin to be trapped during the 

second trap event in sector 4 (Figure 5-1, B), but the DC potential would not be strong enough to trap the 

larger TAA12 ion. As the magnitude of the voltage applied to sector 4 was increased further, eventually 

TAA12 would begin to be trapped (Figure 5-1, C).  If the intensity of the second peak (e.g. after the second 

trap event) was recorded and then plotted relative to the trapping voltage applied in sector 4, the TAA8 ion 

peak would appear at lower voltages than TAA12. To further visualize this, the first derivative of the 

sigmoid curves could be plotted a function of the voltage to determine where the inflection point in the data 

occurred and provide insight into the separation of the ions in the mixture.  
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Figure 5-1. Visual schematic of the sequential double trapping experimental scheme with variable trapping 

in sector 4. A, B, and C correspond to the three expected outcomes detailed above.  

In both sets of proof-of-concept experiments, the primary objective was to demonstrate the correlation 

between the trapping voltage and the ion’s mobility. For example, in the first demonstration the critical trap 

voltage in sector 4 for a small ion like TAA5 would be less than a larger ion like TAA12. Thus, the 

difference in the critical trap voltage for ions with different mobilities would verify that the magnitude of 

the applied axial electric field in the mobility region was responsible for inducing separation. In the second 

demonstration, the magnitude of the trap voltage applied in sector 4 would correlate with the difference in 

mobility of the ions. This would substantiate why TAA8 was trapped in sector 4 while TAA12 would 

transmit immediately to the detector at certain trapping potentials. While neither of these experiments truly 

demonstrated a complete working TIMS instrument, they do provide a more complete picture of the 

analytical potential of the vfTIMS. As the development of the vfTIMS continues, these results will serve 

as a framework for the instrumental conditions that are required to separate different ions. 
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5.3 Proof-of-Concept 1: Continuous Flow Mobility Separation 

5.3.1 Experimental Details 

Individual 25 µM working solutions of the three TAA analytes (TAA5, TAA8, TAA12) and morphine were 

infused at 1 µL/min through the nanoESI emitter into the vfTIMS. The DC EFG through the various sectors 

of the instrument were set using the optimal Trap Mode values. The dipolar RF field through the entrance 

funnel was set to 760 kHz and 100 Vpp (15% drive), and the hexapolar confining RF field through the 

mobility region was set to 550 kHz and 250 Vpp. A set of DC electrodes in the center of sector 2 (CH14), 

sector 3 (CH22), or sector 4 (CH30) were scanned from 0V to +120V in 2V/s measurement intervals. The 

ion current was measured on the Faraday detector and acquired using the on-board ADC in MIPS-2. Four 

different gas flow/pressure differential conditions were evaluated to characterize how the gas velocity 

affected mobility separation and are summarized in  

Table 3.  

Table 3. Experimental conditions employed during continuous flow mobility separation experiments. 

Description Instrumental Conditions 

 
Source Region 

Pressure (Torr) 

Detection Region 

Pressure (Torr) 

Pressure 

Differential 

( Torr) 

N2 Gas 

Flow 

(SLPM) 

Standard Gas/Pressure 1.25 0.950 0.3 0.1 

Increased Gas/Pressure 1.45 0.950 0.5 0.1 

Max Gas/Pressure 1.65 0.950 0.7 0.1 

Standard Pressure + Increased Gas 1.25 0.950 0.3 0.3 

Pressure measurements taken from gauges on end caps of vacuum chamber. Gas flow measured using flow 

meter connected to N2 tank. 

5.3.2 Results and Discussion 

Four different gas flow/pressure conditions were utilized to investigate the effect of the gas velocity on the 

critical trap voltage for the selected molecules. To better visualize the critical trap voltage, the “negative” 

of the first derivative of the ion current as a function of voltage was plotted. An example of the raw ion 

current, followed by the corresponding “negative” first derivative plot is shown in Figure 5-2.  
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Figure 5-2. Continuous flow mobility separation. (Left) Raw experimental data showing ion current 

dependence on the potential applied to one set of electrodes in the mobility region. (Right) Negative first 

derivative plot for ion current as a function of DC potential (V). Example data from TAA8 – Standard 

Pressure + High Gas dataset.  

The same approach was used by Baykut and coworkers to visualize differences in the critical trap voltage 

between various analytes more effectively.121 Comparison of the magnitude of the critical trap voltage and 

the sharpness of the “peak” for different ions under different conditions provides a semi-quantitative 

measure for the mobility separation, as well as an approximation of the resolution. To account for variations 

in the ion current (i.e. uncertainty), the raw data was fit using a sigmoid decay function, and the derivative 

of the fitted data was plotted. The error in the “A” term of the fitting function for each data trace was added 

as a shadow.  

Under the standard gas/pressure differential conditions, (Figure 5-3), as hypothesized, the magnitude of 

the critical trap voltage increased from sector 2 to sector 4 for each of the analytes. Focusing on sector 2, 

essentially the same voltage was needed to block TAA5 and morphine while a slightly higher voltage was 

required for TAA8 and TAA12. In sector 3, the difference between the critical trap voltage became more 

apparent for the four analytes, and in sector 4, this trend continued and became even more pronounced. 

This result suggests that when using these instrumental conditions, the best resolution is obtained in the 

sector with the smallest I.D where the gas velocity was the highest. It should be noted that the ion current 

for morphine was significantly lower than the other three TAA ions making interpretation of those specific 

results quite challenging, and additional optimization of the ionization conditions or concentration are 

required.  
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Figure 5-3. Continuous flow mobility separation under Standard Gas/Pressure conditions –  0.3 Torr. The 

negative first derivative of the fitted ion current is plotted as a function of the voltage (V) applied to the 

middle set of DC electrodes in the specified sector of the mobility region. The shadow on each line 

represents the uncertainty (2). (A) Sector 2 (Channel 14). (B) Sector 3 (Channel 22). (C) Sector 4 (Channel 

30). 

When the pressure differential was increased to  0.5 Torr while keeping the N2 gas flow into the source 

region constant, improved resolution between the four analytes was observed. The best example of this 

resolution improvement is seen in Figure 5-4, panel C, where TAA5 and TAA12 are nearly baseline 

resolved, and TAA8 and TAA12 are now partially resolved. Interestingly, when the pressure differential 

between the sub-chambers was at the highest achievable magnitude ( 0.7 Torr), poorer separation and 

worse resolution was observed between the four analytes in (Figure 5-5), suggesting that there is a trade-

off between the driving force exerted by the gas/pressure differential and the overall separation. 

Furthermore, there was a noticeable difference in the peak shape of the negative derivatives shown in Figure 

5-4 and Figure 5-5. This suggests that as the pressure differential was increased, the peaks in the first 

derivative plots became considerably wider resulting in a decrease in resolution. Additionally, the increased 

pressure differential significantly increased the deviation of the ion current, suggesting that the stability of 

the flow of ions through the instrument was affected by turbulence in the gas flow.  
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Figure 5-4. Continuous flow mobility separation under Increased Gas/Pressure conditions –  0.5 Torr. 

The negative first derivative of the fitted ion current is plotted as a function of the voltage (V) applied to 

the middle set of DC electrodes in the specified sector of the mobility region. The shadow on each line 

represents the uncertainty (2). (A) Sector 2 (Channel 14). (B) Sector 3 (Channel 22). (C) Sector 4 (Channel 

30). 

 

Figure 5-5. Continuous flow mobility separation under Maximum Gas/Pressure conditions –  0.7 Torr. 

The negative first derivative of the fitted ion current is plotted as a function of the voltage (V) applied to 

the middle set of DC electrodes in the specified sector of the mobility region. The shadow on each line 

represents the uncertainty (2). (A) Sector 2 (Channel 14). (B) Sector 3 (Channel 22). (C) Sector 4 (Channel 

30). 

The best results were obtained when the pressure differential was maintained at standard trapping 

conditions ( 0.3 Torr) and the N2 gas flow was increased from 0.1 SLPM to 0.3 SLPM (Figure 5-6). Under 

those conditions, the narrowest peak shape was observed, and reasonable resolution was obtained between 

the critical trap voltages for the four selected analytes. Additionally, the deviation in the ion current was 

significantly decreased compared to the previous trials. These results from these experiments proved that 

the magnitude of the blocking potential applied to electrodes in different sectors of the mobility region had 

a differential effect on the separation of ions with differing mobilities, and matched previously reported 

work in the literature.121 Subsequently, once the functionality to smoothly decrease the axial DC EFG 
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through the mobility region has been implemented on the vfTIMS, the critical trap voltages will serve as a 

reference point for building the complete TIMS method on the prototype instrument.   

 

Figure 5-6. Continuous flow mobility separation under standard pressure differential ( 0.3 Torr) and 

increased gas flow (0.3 SLPM N2) conditions. The negative first derivative of the fitted ion current is plotted 

as a function of the voltage (V) applied to the middle set of DC electrodes in the specified sector of the 

mobility region. The shadow on each line represents the uncertainty (2). (A) Sector 2 (Channel 14). (B) 

Sector 3 (Channel 22). (C) Sector 4 (Channel 30). 

5.4 Proof-of-Concept 2: Multi-Sector Trapping – Mobility Separation 

5.4.1 Experimental Details 

A 25 µM mixture of TAA8 and TAA12 or individual 25 µM working solutions of TAA8 and TAA12 were 

infused at 1 µL/min through the nanoESI emitter into the vfTIMS. The DC EFG through the various sectors 

of the instrument were set using the optimal Trap Mode values. The dipolar RF field through the entrance 

funnel was set to 760 kHz and 100 Vpp (15% drive), and the hexapolar confining RF field through the 

mobility region was set to 550 kHz and 250 Vpp. The pressure differential was set to previously optimized 

settings of 1.25 Torr in the front half of the chamber and 950 mTorr in the rear of the chamber, while the 

N2 flow was maintained at 0.1 SLPM. Using the sequential two sector trapping MIPS script (see Section 

4.6), ions were pulsed through the entrance funnel conductance limit into sector 2 of the mobility region 

with a 50 ms pulse width and were trapped for 50 ms by applying an +65V potential to the DC electrodes 

in the midpoint of the sector (CH14). After the first trap event, the ions were released into the adjacent 

sector, where a variable DC potential (+0V to +70V) was applied to the electrodes in the middle of the 

sector 4 (CH30) to trap ions for 100 ms. The ion current was measured with the Faraday detector and 

collected using the Tektronix oscilloscope. A visual schematic of the time sequence is given in Figure 5-7. 
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Figure 5-7. MIPS timing sequence for mobility selective two-sector ion trapping. 

5.4.2 Results and Discussion 

The main objective of the second proof-of-concept study was to demonstrate that the magnitude of the 

trapping potential could be tuned to selectively trap ions with different mobilities. To attempt to achieve 

this, a modified two-trap experiment was devised where both ions (TAA8 and TAA12) would be trapped 

in sector 2 and depending on the magnitude of the trapping potential applied in sector 4, mobility selective 

trapping would occur. In this experiment, three different outcomes were expected. When a low magnitude 

potential was applied in sector 3, neither ion would be trapped during the second event, and ions would 

appear immediately after being released from sector 2. The next outcome would be that when a larger 

potential is applied in sector 4, TAA8 would be trapped for a second time, but the trapping potential would 

not be strong enough to also trap TAA12. Since TAA12 has a lower mobility, it will have a correspondingly 

larger velocity from the force of the flowing gas, thus requiring a larger trapping potential compared to 

TAA8. In the third outcome, the trapping potential in sector 4 would be large enough to trap both ions.  

The results from the second proof-of-concept are shown below in Figure 5-8. Panels A through C depict 

the relative intensities of the second peak (ions trapped in sector 4) as a function of the voltage applied. For 

each sample, when the voltage applied in sector 4 was below 35V, the ions were not trapped since the 
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intensity of the second peak was ~ 0. As the voltage applied to trap the ions was increased past 35V, trapping 

began to occur, and the relative intensity increased before plateauing.  

 

Figure 5-8. Mobility selective two-sector ion trapping. (A) Relative intensity of 25 µM TAA8 trapped in 

sector 4. (B) Relative intensity of 25 µM TAA12 trapped in sector 4. (C) Relative intensity of the 25 µM 

TAA mixture trapped in sector 4. (D) Fitted first derivative of data traces from panels A – C.  

Somewhat unexpectedly, and contrary to our hypothesis, significant separation in the trapping voltage 

applied in sector 4 to trap the different ions was not achieved using the “optimal” set of conditions for ion 

trapping optimized previously. When the first derivative of the ion traces shown in panels A through C was 

plotted, it appears that the inflection point (i.e. where completely trapping had occurred) was essentially the 

same. This result does not entirely rule out that separation of different TAA species in a mixture is not 

possible with the vfTIMS, however more experimentation is clearly required to ascertain the optimal 

experimental conditions that are required to maximize separation. As shown in the first proof-of-concept, 



 

   107 

introducing a slightly higher-pressure differential, or increasing the flow of N2 into the source region of the 

instrument would likely improve the overall resolution, even at the detriment of reducing the overall 

intensity of the trapped ion populations. This result further underscores the fact that the overall functionality 

of TIMS instruments relies on the dynamic DC potential gradient to trap and separate ions, not a single high 

potential barrier.  

5.5 Conclusions 

In summary, the primary goal of the two proof-of-concept experiments described in Chapter 5 was to 

demonstrate the feasibility of separating different ions based on their mobility using the prototype vfTIMS. 

In the first proof-of-concept experiment, the critical trap voltage increased when applying a blocking 

potential in sectors 2, 3, or 4. This finding confirmed that as the gas velocity between sectors increased, a 

higher voltage was necessary to oppose the flow of ions. Furthermore, when comparing the critical trap 

voltage for ions with varying mobilities within the same sector, it became evident that larger ions required 

higher critical trap voltages for blocking. Collectively, these results confirmed that the prototype instrument 

was indeed functioning as a TIMS, relying on the equilibrium between the gas-induced force and the 

counteracting electric field to facilitate mobility separation. In the second proof-of-concept experiment, an 

attempt to demonstrate the interdependence of the trapping potential and ion mobility was attempted but 

was not completely successful. It is important to note that these experiments had a major limitation in that 

they relied on a single set of electrodes for blocking ion flow or trapping ions within the mobility region. 

Further research is needed to implement the capability of establishing an electric field gradient across the 

mobility region and reducing the potentials on all electrodes, rather than just one set. Although substantial 

work remains to fully validate the instrument, the preliminary evidence presented in Chapter 5, specifically 

the first proof-of-concept study underscores the feasibility of mobility separation. 
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Chapter 6: Summary, Future Perspectives, and Conclusions 

6.1 Summary 

The research presented in this thesis focused on the development of a new IMS instrument – the variable 

flow trapped ion mobility spectrometer. Over the course of this PhD work, the main objective was to reach 

operability of the vfTIMS – taking an idea and turning into a functioning instrument in the lab. Chapter 2 

provided a detailed account of the commercial and in-house hardware used to construct the instrument 

accompanied by an in-silico assessment of the gas dynamics and flow profiles. Chapter 3 outlined the 

electrical components driving the system and included a second in-silico study focusing on the electric 

fields generated within the instrument. Chapter 4 presented the results of experimental optimization and the 

characterization of the prototype’s performance, while Chapter 5 outlined two proof-of-concept studies that 

aim to provide evidence of ion mobility separation achieved by the constructed device.  

6.2 Future Perspectives 

At this stage, the instrument development has reached the point where a new set of eyes are needed. While 

initial operability of the instrument was accomplished, overall, a significant amount of work is still required 

to accomplish complete IMS functionality. Therefore, a roadmap of what comes next for the instrument is 

outlined below, separated into short-term, medium-term, and long-term objectives. The vfTIMS has 

immense potential as a novel analytical tool for rapid ion mobility separations, and much of the groundwork 

has been laid through my work. While this is surely not an exhaustive list, the objectives outlined below 

summarize most of the items that must be addressed. 

6.2.1 Short Term (6 – 12 months) 

The primary concern that requires immediate attention involves the DC EFG within the mobility region, 

responsible for trapping and separating ions. Specifically, the hardware set-up and MIPS ramp script for 

scanning down (field strength reduction) of the EFG to elute ions needs to be reconfigured. Currently, the 
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custom MIPS ramp sequence script (see Appendix C) sets the DC gradient and scans voltages across the 

defined electrode range to a final gradient (see Figure 6-1 – A). Although this functionality is in place, two 

unresolved issues require investigation. The first issue pertains to the voltage range for the DC EFG defined 

in the MIPS script. Addressing this involves continuing the work on two-sector trapping experiments, 

identifying the different voltages that selectively trap ions, and expanding this voltage range for use as the 

DC EFG. The second, more significant issue is how the MIPS script reduces the field strength. Presently, 

the voltage at the bottom of the DC EFG ramp remains constant, while potentials applied to the electrodes 

ramp down (see Figure 6-1 – A). My experiments and preliminary testing using this approach have been 

unsuccessful, so I propose reversing this functionality (see Figure 6-1 – B): keeping the voltage at the top 

of the ramp constant and ramping up the other voltages, akin to a teeter-totter. This mirrors the operation 

of conventional TIMS. 

 

Figure 6-1. (A) Existing MIPS DC EFG scanning functionality. (B) Suggested improved MIPS DC EFG 

scanning functionality. 

The next critical short-term objective is completing the development of a SIMION model for vfTIMS. 

While no computational model is perfect, an ion trajectory simulation model based on the existing 

prototype's specifications would offer valuable insights into the complex ion dynamics within the 
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instrument. This SIMION model would be used to validate experimental results in Chapters 4 and 5 and 

help refine the DC EFG scanning functionality. 

From a hardware perspective, immediate attention is required for reconfiguring the RF amplifiers 

generating the radially confining RF field through the mobility region. Although having the capability to 

define the frequency and amplitude of the RF waveform is useful, the observed experimental issues 

described in Chapter 4 can likely be attributed to the phase-shift between the amplifiers. Running at low 

frequencies (~550 kHz) significantly impacts trapping small molecules, preventing the trapping of smaller 

molecules like TAA5 in the mobility region. I suggest maintaining a higher frequency and calibrating one 

amplifier to eliminate the phase shift, even if it means using only one frequency and amplitude. 

Alternatively, the second high-Q RF head that was initially going to be used to drive the exit funnel could 

be connected to the BNC inputs for the mobility region and controlled through the MIPS interface. While 

this approach would eliminate the ability to dynamically adjust the frequency and peak-to-peak voltage, it 

would ensure perfect balance between the two RF phases.  

Once the other short-term objectives are addressed, more analytes, especially isobaric molecules, need 

to be analyzed to truly demonstrate the capabilities of the vfTIMS. While the small set of analytes I worked 

with was useful for developing the baseline instrumental conditions needed to run the instrument, more data 

needs to be collected to fully characterize the instrument. More specifically, an entire set of TAA molecules 

from TAA5 to TAA12 should be used, as well as several isobaric TAA molecules.  

6.2.2 Medium Term (12 – 36 months) 

The medium-term future objectives involve more intensive modifications and improvements to the 

hardware that encompass the various components of the vfTIMS. As discussed in Chapter 4, the most 

straightforward improvement would be to redesign the entrance funnel and the interface between the 

entrance funnel and the mobility region. Adding the biased grid to the conductance limit of the existing 

entrance funnel would add the ability to accumulate ions prior to injection into the mobility region. 

Alternatively, a second PCB “tunnel” ion guide with a uniform I.D. that matches the I.D. of the first sector 
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of the mobility region could be added in series after the existing entrance. This would ensure the gas flow 

profile would be properly defined through all four sectors of the mobility region with minimal turbulence. 

Furthermore, if a biased grid was added at the end of the additional PCB ion guide, ions could be 

accumulated there prior to injection into the analyzer, or potentially even collisionally activated.  

Modifications to the mobility region have also been proposed, specifically, changing the design from 

four sectors with uniform I.D.s to a single funnel with a smooth taper. This design would result in a smooth 

gas velocity gradient through the instrument and would significantly improve both resolution and ion 

focusing. To effectively construct the tapered mobility region, the pin electrode design would have to be 

abandoned, and a PCB configuration would be utilized instead. The PCB design would also help to facilitate 

a smooth gas flow velocity gradient. The development of a SIMION model to evaluate what the optimal 

dimensions for the tapered mobility region would be critical for speeding up the development process and 

could be used to compare with the ion trajectory model built for the existing vfTIMS prototype.  

6.2.3 Long Term (36 – 72 months) 

The most significant limitation of the current vfTIMS prototype is the complete lack of detector selectivity. 

While the Faraday detector is useful for preliminary instrument development, its utility is significantly 

limited when compared to more powerful detector like a mass spectrometer. In the long term, the vfTIMS 

needs to be interfaced to a mass spectrometer. More specifically, the vfTIMS should be interfaced with a 

TOFMS. The TOFMS would have the requisite scan speed to provide the m/z information that is currently 

lacking from the first prototype. Presently, the MIPS power supplies have the built-in triggering capabilities 

to communicate directly with the TOFMS, so from a hardware perspective, that functionality is in place. 

The biggest challenge would be redesigning the vacuum chamber so it could be connected to the TOFMS, 

as well additional ion optics to transfer ions exiting from the vfTIMS into the TOFMS. Additionally, an 

extra vacuum chamber would need to be added between the vfTIMS and the TOFMS to facilitate the 

differential vacuum pumping that would be required. 
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Furthermore, the other long-term objective is determining the feasibility of utilizing the variable flow 

separation approach for an on-site/portable instrument. This is a loftier goal since considerable changes to 

the existing instrument would be required. An on-site/portable instrument would not be able to operate 

under the same vacuum conditions currently being used, so the radial RF confinement employed to 

minimize ion diffusion is not possible. Besides this, the electronics that power the instrument would need 

to be completely rebuilt and miniaturized. As PCB technology continues to improve, there is potential for 

the portability and on-site capabilities of the vfTIMS.   

6.3 Conclusions 

In conclusion, this thesis has laid the groundwork to continue building towards answering the hypothesis 

that was the motivation for this research:  

“Can a multi-sector IMS instrument, referred to as the variable flow trapped ion mobility spectrometer 

(vfTIMS) be designed, and built, as a new tool for high resolution ion mobility separations?” 

The majority of the research objectives were completed, yet there are still several items that need to be 

studied further. To summarize, a prototype instrument was built that comprised of different commercial 

and in-house designed components. The electronics that drive the instrument have been designed and 

installed, and a custom-built interface that controls the system has been developed. All the baseline 

conditions needed to operate the instrument have been identified, and a considerable amount of research 

has been dedicated to characterizing the performance of the instrument. The most significant objective that 

has not been achieved is total functionality of the instrument to truly separate and detect mobility selected 

ions. The individual components (hardware, software, etc.) are all in place to perform full ion mobility 

separations, however, I was not able to reach this stage. Instrument development is an extremely arduous 

process, with many trials, tribulations, and challenging moments. In retrospect, if I knew what I know now, 

I believe more could have been accomplished. However, someone had to be the first to lay the foundation 
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for the vfTIMS, and I think I have achieved that. Ultimately, there is always another experiment that can 

be run, or hardware modification that can be made, so the work never stops.   
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Appendices 

Appendix A: Summary of Additional Research Contributions 

This section serves as a summary of the other research projects I was involved in throughout my PhD that 

have been published to date. They are listed in chronological order, with the most recent publication listed 

first. Included in each entry is the citation, a copy of the abstract as it appears in the published version of 

the manuscript, and a summary of my contributions to the manuscript.  

1. Nazdrajić, E., Rickert, D., & Pawliszyn, J. (2023). Rapid Analysis of Fentanyl and Fentanyl Analogues 

from Whole Blood using SPME coupled to Microfluidic Open Interface. Analytical Chemistry, 96(2), 

821-827. 

 

Abstract: Fentanyl and its analogues are potent opioids that pose a significant threat to society. Over 

the last several years, considerable focus has been on the disturbing increasing trend of their usage as 

street drug. Fentanyl analogues are mainly synthesized to evade analytical detection or increase their 

potency; thus, very low concentrations are sufficient to achieve the therapeutic effect. In an effort to 

help combat the synthetic opioid epidemic, developing targeted mass spectrometric methods for 

quantifying fentanyl and its analogues at ultra-low concentrations is incredibly important. Most 

methods used to analyze fentanyl and its analogues from whole blood require manual sample 

preparation protocols (solid phase extraction or liquid-liquid extraction) followed by chromatographic 

separation and mass spectrometric detection. The main disadvantages of these methods are the tedious 

sample preparation workflows resulting in lengthy analysis times. To mitigate these issues, we present 

a targeted method capable of analyzing 96 samples containing fentanyl, several fentanyl analogues, and 

a common fentanyl (analogue) precursor simultaneously in 2.4 min per sample. This is possible by 

using a high-throughput semi-automated solid phase microextraction (SPME) workflow followed by 

direct-to-mass spectrometry determination facilitated by the microfluidic open interface. Our 
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quantitative method is capable of extremely sensitive analysis, with limits of quantification ranging 

from 0.002 – 0.031 ng mL-1 and linearity ranging from 0.010 – 25.0 ng mL-1. The method shows very 

good reproducibility (1 – 18 %), accuracy (81 – 100 %) of calibration and validation points and good 

inter-day reproducibility (6 – 15 %). 

Contribution: Equal first authorship. EN and I planned and executed the experiments together. EN 

processed the data, and both of us worked equally on data interpretation. EN wrote the first draft of the 

manuscript, and both of us were responsible for edits and changes to the final version submitted to the 

journal.  

 

2. Nazdrajić, E., Murtada, K., Rickert, D. A., & Pawliszyn, J. (2023). Coupling of Solid-Phase 

Microextraction Directly to Mass Spectrometry via an Improved Microfluidic Open Interface to 

Facilitate High-Throughput Determinations. Journal of the American Society for Mass Spectrometry, 

34(6), 1006 – 1014. 

 

Abstract: Mass spectrometry analysis can be performed by introducing samples directly to mass 

spectrometry, allowing the increase of the analysis throughput; however, some disadvantages of direct-

to-mass spectrometry analysis include susceptibility to matrix effects and risk of instrument 

contamination from inadequate sample preparation. Solid-phase microextraction is one of the most 

suitable sample preparation methods for direct-to-mass spectrometry analysis, as it offers matrix-

compatible coatings which ensure analyte enrichment with minimal or no interference from matrix. 

One of the ways solid-phase microextraction can be coupled directly to mass spectrometry is via a 

microfluidic open interface. This manuscript reports improvements made to the initial microfluidic 

open interface design, where the system components have been simplified to mostly commercially 

available materials. In addition, the analysis of samples has been automated by implementing software 

that fully controls the analysis workflow, where the washing procedure is optimized to completely 

reduce the carryover. Herein, the extraction and desorption time profiles from thin and thick SPME 
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devices was studied where the overall workflow consisted of high-throughput sample preparation of 

1.3 min per 96 samples and <1 min per sample instrumental analysis. 

Contribution: Assisted EN with experiments with acetylfentanyl to assess reproducibility of the 

system. Assisted with data interpretation. Assisted with preparation of the manuscript and provided 

edits/input into the final accepted version.  

 

3. Rickert, D., Gómez‐Ríos, G. A., Singh, V., & Pawliszyn, J. (2022). Understanding the effect of spatial 

positioning of coated blade spray devices relative to the mass spectrometry inlet on different instrument 

platforms and its application to quantitative analysis of fentanyl and related analogs. Rapid 

Communications in Mass Spectrometry, 36(22), e9388. 

 

Abstract: We evaluated the effect that the spatial positioning of coated-blade spray (CBS) devices with 

respect to the mass spectrometry (MS) inlet has when coupling to diverse MS platforms (i.e., triple 

quadrupole, linear ion trap and time of flight). Furthermore, as a proof of concept, we evaluated CBS-

MS as a tool for quantitation of fentanyl and four analogues on said instruments. Custom-made MS 

interfaces were made to accurately position the blade in front of the MS inlet. CBS devices, coated with 

hydrophilic–lipophilic balanced particles, were used for both the optimization of the CBS position and 

the quantitation of fentanyl and analogues in urine and plasma samples on all instruments. The SCIEX 

triple quadrupole instrument was the most sensitive to the position of the blade due to the presence of 

a curtain gas flowing laminarly out of the MS inlet. After optimization, the analytical capabilities of 

CBS on each instrument were assessed and the results obtained on both SCIEX and Waters platforms 

matched the performance obtained using a more advanced instrument by ThermoFisher Scientific. 

Furthermore, excellent figures of merit were attained for the quantitation of fentanyl and analogues on 

both triple quadrupole and linear ion trap platforms. We demonstrated that optimization of MS 

parameters on different instrument vendors and front ends, such as the position of the CBS tip regarding 

the MS inlet, is vital to exploit the full quantitative potential of this technology. Application of the 
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technology to screen and quantify fentanyl and analogues showed great potential when considering its 

coupling with portable mass spectrometers for therapeutic drug monitoring and point-of-care 

applications. 

Contribution: First author. Responsible for all experiments and data processing. Worked with GAGR 

and VS on data interpretation. Prepared first draft of manuscript and was solely responsible for 

submission and revision of final accepted manuscript. 

 

4. Chen, L., Singh, V., Rickert, D., Khaled, A., & Pawliszyn, J. (2021). High throughput determination 

of free biogenic monoamines and their metabolites in urine using thin-film solid phase 

microextraction. Talanta, 232, 122438. 

 

Abstract: UPLC-MS/MS methods are the gold standard for routine, high-throughput measurements of 

biogenic monoamines for the diagnosis of catecholamine-producing tumors. However, this cannot be 

achieved without employing efficient sample pretreatment methods. Therefore, two pretreatment 

methods, thin-film solid phase microextraction (TF-SPME) and packed fibers solid phase 

extraction (PFSPE), were developed and evaluated for the analysis of biogenic monoamines and their 

metabolites in urine. A hydrophilic-lipophilic balance (HLB) coating was chosen for the thin-film blade 

format SPME method and compared with a Polycrown ether (PCE) composite nanofiber used as an 

adsorbent for the PFSPE method. Under optimal conditions, the absolute extraction recovery and 

relative matrix effect of the newly developed TF-SPME method were determined to be 35.7–74.8% 

and 0.47–3.63%, respectively. The linearity was 0.25–500 ng mL−1 for norepinephrine, epinephrine, 

dopamine, normetanephrine 3-methoxytyramine, serotonin, histamine, and 0.1–

500 ng mL−1 for metanephrine. The intra-and inter-assay coefficients of variation were 0.7–8.7%, and 

the respective accuracies were calculated to be 90.8–104.7% and 89.5–104.5% for TF-SPME. 

Compared with the PFSPE method, the TF-SPME method had a higher extraction efficiency, lower 

matrix effects and a wider linear range for eight target substances, which ensured higher accuracy of 
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simultaneous detection of all compounds of interest. Therefore, the proposed TF-SPME method can be 

employed for the high throughput screening for neuroendocrine tumors in a routine clinical setting and 

other relative research by simultaneous quantitation of urine eight biological monoamines in a single 

run. 

Contribution: Assisted LC with design and execution of experiments. Assisted with preparation of the 

manuscript and subsequent revisions prior to acceptance by the journal.  

 

5. Ieritano, C., Rickert, D., Featherstone, J., Honek, J. F., Campbell, J. L., Blanc, J. Y. L., Schneider, 

B.B., & Hopkins, W. S. (2021). The charge-state and structural stability of peptides conferred by 

microsolvating environments in differential mobility spectrometry. Journal of the American Society for 

Mass Spectrometry, 32(4), 956-968. 

 

Abstract: The presence of solvent vapor in a differential mobility spectrometry (DMS) cell creates a 

microsolvating environment that can mitigate complications associated with field-induced heating. In 

the case of peptides, the microsolvation of protonation sites results in a stabilization of charge density 

through localized solvent clustering, sheltering the ion from collisional activation. Seeding the DMS 

carrier gas (N2) with a solvent vapor prevented nearly all field-induced fragmentation of the protonated 

peptides GGG, AAA, and the Lys-rich Polybia-MP1 (IDWKKLLDAAKQIL-NH2). Modeling the 

microsolvation propensity of protonated n-propylamine [PrNH3]
+, a mimic of the Lys side chain and 

N-terminus, with common gas-phase modifiers (H2O, MeOH, EtOH, iPrOH, acetone, and MeCN) 

confirms that all solvent molecules form stable clusters at the site of protonation. Moreover, modeling 

populations of microsolvated clusters indicates that species containing protonated amine moieties exist 

as microsolvated species with one to six solvent ligands at all effective ion temperatures (Teff) accessible 

during a DMS experiment (ca., 375–600 K). Calculated Teff of protonated GGG, AAA, and Polybia-

MPI using a modified two-temperature theory approach were up to 86 K cooler in DMS environments 

seeded with solvent vapor compared to pure N2 environments. Stabilizing effects were largely driven 
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by an increase in the ion’s apparent collision cross section and by evaporative cooling processes 

induced by the dynamic evaporation/condensation cycles incurred in the presence of an oscillating 

electric separation field. When the microsolvating partner was a protic solvent, abstraction of a proton 

from [MP1 + 3H]3+ to yield [MP1 + 2H]2+ was observed. This result was attributed to the proclivity of 

protic solvents to form hydrogen-bond networks with enhanced gas-phase basicity. Collectively, 

microsolvation provides analytes with a solvent “air bag,” whereby charge reduction and 

microsolvation-induced stabilization were shown to shelter peptides from the fragmentation induced 

by field heating and may play a role in preserving native-like ion configurations. 

 

Contribution: Worked together with CI to collect and process all experimental data. Worked with CI 

to interpret experimental results. Assisted CI with first draft of the manuscript and helped with revisions 

prior to the final version being accepted by the journal.  
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J. (2020). Comprehensive analysis of multiresidue pesticides from process water obtained from 

wastewater treatment facilities using solid-phase microextraction. Environmental Science & 

Technology, 54(24), 15789-15799. 

 

Abstract: A novel magnetic blade spray–tandem mass spectrometry (MBS-MS/MS) assay was 

developed and optimized, and its performance was characterized for the analysis of 204 pesticides from 

wastewater treatment facility (WWTF) process water. These results were compared and experimentally 

validated with an untargeted, high-resolution MS (HRMS) approach that employed liquid 

chromatography (LC)-amenable thin-film microextraction (TFME) devices to further elucidate the fate 

of pesticides through the WWTF process. As a result of our optimizations, we report an optimized 

workflow with an extraction time of 10 min, 150 μg of magnetic HLB particles, and 5 s of desorption. 

Excellent linearity was obtained for 168 of the 204 pesticides in deionized water, where 90% of the 
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quantifiable pesticides had a determination coefficient (R2) of 0.99 across 3 orders of magnitude and 

80% had limits of quantification below 0.5 ng/mL. We subsequently applied our optimized MBS-

MS/MS method for the analysis of samples collected during the various stages of wastewater treatment 

from two WWTFs in Southern Ontario. This article presents a new streamlined methodology with a 

fast turnaround time for analyzing a large panel of pesticides, ultimately providing us the opportunity 

to evaluate the performance of two WWTFs for their efficacy in removing these toxic chemicals. 

 

Contribution: Equal contribution first author. Responsible for all experiments and data processing 

along with VS and MT. Interpretation of results along with VS and MT. Wrote first draft of manuscript, 

and incorporated edits and revisions by other coauthors prior to submission. Revised manuscript and 

prepared final version that was accepted by the journal.  
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Appendix B: Sample .cfg File 
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Appendix C: Standard Operating Procedure for MIPS Ramp Script 

On the control panel, set values (at the top) works by simply inputting the channel number for the start and 

stop CH. This defines the initial gradient across the mobility region. Example of a 5V to 25V gradient from 

channel 18 to 25 (sector 3):  

Start: CH 18 

Stop: CH 25 

Start: V 5 

Stop: V 2 

Ramp needs to have some values inputted in reverse order to correct for the DC wiring problem that was 

been corrected in the .cfg file. Example of a 5V to 6V final gradient (after the ramp script has run from 

channel 18 to 25 (sector 3)):  

Start: CH 25 

Stop: CH 18 

Start: V 6 

Stop: V 5 

Steps: 15 

Dwell: 10 

Use the TG MIPS1 to specify the timing parameters that are part of the generate.scrpt functionality. 

Event editor: 

• The ramp event must be named Ramp. 
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• No signal channel is defined. All voltages and channels that are part of the ramp event is done using 

the Ramp box at the top of the control panel.  

• Start – this is the delay time after MIPS1 gets the trigger signal from MIPS2 to start ramping down 

the voltages across the specified channels.  

• Width – This is the time from the start of the trigger signal from MIPS2 to the point when the MIPS 

resets the voltages to the original gradient and prepares for the next accumulation event.  

• Value – leave this set to 0. 

• Value, off – leave this set to 0.  

Frame Parameters: 

• Start – this should be set to 0 so that it starts as soon as it receives the trigger signal from MIPS2. 

• Width – this must be larger than the width in the event editor, but shorter than the width defined in 

MIPS2. MIPS1 is the slave and MIPS 2 is the master that defines the triggers. MIPS1 is running 

specific events with triggers defined by MIPS2. 

• Accumulations – set to 1. Only 1 ramp event occurs per trigger signal from MIPS2. 

Time mode needs to be checked, external clock frequency set to 6135, clock source 656250. 

MIPS1 (which runs the ramp) will have a trigger source of Pos (accept the trigger from MIPS2), and MIPS2 

trigger source will be set to software.  

MIPS2 will have two trigger events – one will trigger the scope to start collecting data, and the other will 

trigger MIPS1. These both have the exact same time settings except for the signal channel. The scope trigger 

uses DIO-A2, and the trigger from MIPS2 to MIPS1 uses DIO-B2. 

How to run the ramp script: 

1. Define the initial gradient using set values.  

2. Set the ramp values using the provisios mentioned above.  

3. Press generate button. MIPS1 will enter table mode and wait for trigger signal from MIPS2.  
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4. Press trigger on MIPS2 to initiate the sequence.  
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Appendix D: COMSOL Modelling Details – Gas Dynamics 

Table 4. Summary of COMSOL Multiphysics input parameters for gas dynamics simulations. 

Model Wizard 

2D 

Single Phase Flow/Laminar Flow 

Time-dependent Study 

Parameters 

T; Temperature 293.15 K 

Laminar Flow 

Initial condition; bulk pressure* 3.0 Torr 

Inlet; pressure controlled 3.0 Torr 

Outlet; pressure controlled 1.5 Torr 

Wall Slip condition 

Material 

Bulk material Nitrogen 

Mesh 

Physics controlled 

Fine 

Density 

Material controlled 

Dynamic viscosity 

Material controlled 

The model was built using the COMSOL Multiphysics wizard tool. Table 3 summarizes the parameters 

modified after creating a model using the wizard: 2D, single phase flow > laminar flow; and time dependent 

study. Bulk material density and viscosity are taken from default values. *With funnel attached, the inlet 

condition is set at the funnel entrance, otherwise and the mobility region entrance boundary. 
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Appendix E: COMSOL Modelling Details – Electric Fields 

Table 5. Summary of COMSOL Multiphysics input parameters for electric field simulations. 

Model Wizard 

2D 

Electric Fields and Currents/Electric Currents 

Time-dependent study 

Parameters 

V; peak-to-peak voltage 100 V 

ω; Frequency 750 kHz 

Variables 

Positive radio frequency RF (+) = V sin(ωt) 

Negative radio frequency RF (–) = – V sin(ωt) 

Materials 

Electrodes Stainless steel 

Bulk medium Perfect vacuum 

Mesh 

Physics controlled 

Fine 

The model was built using the COMSOL Multiphysics wizard tool. Table 4 summarizes the parameters 

that have been modified from COMSOL Wizard tool using 2D geometry; electric fields and currents > 

electric currents, and a time-dependent study.  
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Appendix F: Detailed Electronics Summary 

 

 


