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Abstract 

 This study builds on the previous research for identifying the current issues and gaps existing for 

the cross-jurisdictional data quality of the open data programs in the Waterloo region, not only as the 

governments in the Waterloo region have a unique two-tier municipalities structure, but also how the four 

municipalities the City of Waterloo, the City of Kitchener, the City of Cambridge and the Region of 

Waterloo shares one same data portal. The goals of this study are to understand what data quality metrics 

are important for the quality of open data, and how an evaluation tool can be created to effectively 

measure the data quality for the open data in the Region of Waterloo. A quantitative approach was used 

for measuring individual metrics of the data quality dimensions such as completeness, timeliness, 

metadata, and usability. The results show there are still a lot of improvements that can be made by the 

lower-tier municipalities on quality assurance, regular maintenance, and updates of data policies. The 

results also indicated that upper-tier municipalities like the regional government of Waterloo can take the 

leading role in improving the overall data quality of open data programs by creating open metadata and 

data standards. Additionally, the results also note the insufficient of both current and previous research 

and provide suggestions for future studies in similar settings. 
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Chapter 1 

Thesis Overview 

1.1 Introduction 

Open data refers to the data that is made for the public to access, use and share for free without 

any copyright limitation by the government and different organizations and agencies (Sadiq & Indulska, 

2017) With the rapid advancement of technology, more places are adapting to the modern world by 

digitizing their services and opening their information as open data. As one of the major data producers, 

governments hold vast amounts of data, including census information, road networks, records, and other 

geospatial data. As the most recent COVID-19 pandemic forcefully pushed the government and 

businesses to open their services, speeding up the progress of digitalization towards e-government as 

workplaces have adapted to remote work (Amankwah-Amoah et al., 2021). With more open data 

becoming available, it can increase the transparency of the public sector, enable more citizen engagement 

and provide more resources for researchers and scientists to support their studies. However, there is also a 

cost of this forced acceleration of the open data movement, which was the quality of the digital 

information. Some issues like quality assurance, update frequency, and data availability were presented 

due to the different levels of resources each government allocates to their open data program.  

1.2 Level of Governments in Canada 

In Canada, there are three distinct levels of government—federal, provincial, and municipal—

with upper-tier and lower-tier governments (Government of Canada, 2017; Legislative Assembly of 

Ontario, 2023). In Ontario, municipalities are categorized into four different types, which are single-tier 

municipalities (Toronto, Hamilton, Brantford), upper-tier municipalities (Region of Durham, Region of 

Waterloo, Wellington county), lower-tier municipalities (City of Waterloo, Town of Orangeville, City of 

Burlington etc.) and separated lower-tier (City of London, City of Kingston, City of Stratford). Regions 
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and Counties are defined as "upper-tier" municipalities providing regional-wide services, which include 

public health, transit, planning, and more. A region or a county also encompasses multiple local (lower 

tier) governments, such as cities and townships, responsible for services such as issuing building permits, 

land severances, and managing parks, among other responsibilities (Association of Municipalities 

Ontario, 2021).  

1.2.1 Open Data Policies in Canadian Governments 

Both federal and provincial governments have specific data strategies and policies guiding their 

open data programs, such as Ontario's Digital and Data Directive 2021, these policies are typically 

applicable only within their respective departments and agencies. As Roy (2014) explained, it is 

challenging for a single open data policy or standard to fit every municipality's unique circumstance, 

given differences in governance and public administration. Zuiderwijk & Janssen (2014) suggested that 

due to the varying governmental levels and responsibilities, some governments and organizations may 

view this as an opportunity for cost-saving collaborations, while others may be concerned about potential 

legal risks and liabilities. Furthermore, the disparities in government resources and funding for digital 

infrastructure contribute to the isolation of open data efforts at different governmental levels (Roy, 2014). 

Consequently, each municipal government currently needs to take the responsibility of creating its own 

data policy or by-law to guide its open data program. There is no guideline or policy for how the upper-

level government can offer to assist lower-level governments and agencies in publishing and sharing 

higher-quality open data. This lack of standardization complicates the reuse and reproduction of open data 

and places an additional burden on quality assurance for the upper levels of government (U.S. 

Environmental Protection Agency, 2021)   
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1.3 Challenges 

The main challenge for the open government data provision in Canada is primarily rooted in the 

political system, as federated countries grant more autonomy to regional and municipal authorities, 

leading them to prefer creating their own policies and platforms to tailor open data programs to their 

unique situations (Kassen, 2018). While this tendency often occurs in countries like the United States, 

Canada, the United Kingdom, and some other federated nations where local governments play significant 

roles in e-government and open government development, it does increase costs and complexity when 

attempting to integrate municipal-level data into broader areas (OECD, 2019). In contrast, some unitary 

countries maintain more unified open data platforms with consistent formats, standards, and policies due 

to centralized power structures. This approach has proven to be more cost-effective for cross-

jurisdictional data usage. Therefore, it is important to recognize that the current disorganized situation in 

open data is also heavily influenced by the dynamics of political power.  

1.4 Open Government Data in Waterloo Region 

The Region of Waterloo is an upper-tier municipality that comes with three lower-tier 

municipalities: The City of Waterloo, the City of Kitchener, and the City of Cambridge, comprising the 

two- tiers of municipalities at both regional and local levels.  

The reason for choosing the Region of Waterloo along with the City of Waterloo, City of 

Kitchener and City of Cambridge for this study is due to their unique situation of open government data. 

Typically, in a regional setting with well-established open data programs such as the Region of York, and 

the Region of Durham, the datasets are only focused on the regional scope with information gathered 

from lower-tier municipalities and services. Even when the regional data is not available, users can 

integrate regional-level data using data from lower-tier municipalities and settlements. These regions 

collect and share regional-level datasets regularly from their departments and lower-tier municipalities to 

ensure data quality. However, instead of having multiple data portals by separating datasets from each tier 
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of municipalities, the open data program in the Region of Waterloo only has one data portal, sourcing 

directly from each local municipality, functioning more as a massive archive by including all datasets 

from lower-tier municipalities. Besides, despite there being 87 unique datasets available from the regional 

government, more than 30 of the datasets are documentation for freedom of information requests, 

councillors’ contact information, or attendance sheets for council meetings. Although there is only one 

open data portal for the four municipalities with all their datasets, some regional services such as the 

Waterloo Regional Police Services, Grand River Transit and Grand River Conservation Authority also 

operate separate open data portals and only provide their data on it exclusively. 

Despite sharing one same open data portal, each municipality in Waterloo region still follows 

their own data policies and guidelines, creating data disparities, such as varying data classifications (e.g., 

varying land use categories, some datasets containing comprehensive information while others focus on 

single aspects). These distinctions can create confusion and add inaccuracies during the data integration 

process. The diverse data sources may introduce unnecessary information, as users may struggle to cross-

reference between datasets and determine what information to retain. Data users might face numerous 

similar datasets that need to be manually filtered during the search before proceeding into the integration 

process, requiring a significant understanding of the data to be aware of compatibility. Unfortunately, 

some vital datasets can be overlooked during the search due to missing or incorrect tags or metadata 

descriptions (Miller, 2018). Rahm's (2016) research also suggests that even with the substantial need for 

data integration in numerous research and study contexts, the process remains primarily manual due to 

different formats and logical heterogeneity from various purposes for which datasets were originally 

created. 

The data quality can be changed after integration with the datasets by different standards. As an 

example shown in Figure 1., the trails dataset provided by the Region of Waterloo has the most recent 

update on March 2024 compared to the trail datasets provided by the City of Kitchener and City of 
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Waterloo, which was last updated on November 2023 and March 2020, it can be seen that there are still a 

lot of trails missing after the integration.  

 

Figure 1 Map of Trails data comparison between the Region of Waterloo and the City of Waterloo, 

City of Kitchener 

Although there are many diverse types of open data, including financial data, imaginary data and 

geospatial data, the research scope of this study is the geospatial datasets in the data portal of the Region 

of Waterloo.  

Besides, there are also concerns about the out-of-date data policies in the Waterloo region. For 

example, the City of Waterloo still uses the Sunlight Foundation’s “Ten Principles for Opening Up 
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Government Information” from 2010 (City of Waterloo, 2013). Although Sunlight Foundation’s 

principles emphasize data quality, including completeness, timeliness, accessibility and machine 

readability, there is no detailed information about how the City of Waterloo measures each metric to 

ensure the quality of their data. Based on the information on the city's open data standards, the focus has 

been put towards accessibility and re-usability particularly. Nevertheless, reusing low-quality open data 

can only result in a further downgrade in data quality. 

1.5 Research Goals 

 This study aims to understand how the open government data program works in a region with 

two-tier municipalities in Ontario by evaluating the range and quality of their open data programs and 

assessing their impact on cross-jurisdictional data initiatives. Additionally, this study seeks to determine 

the factors that might influence the quality of their open data and recommend potential improvements for 

the future. The study was conducted based on the following objectives: 

1) Conduct a literature review to identify existing gaps of open data quality and the data quality 

evaluation system, explaining how to effectively measure open data quality using a quantitative 

approach.  

2) Develop a comprehensive evaluation tool tailored to the municipal context for assessing the data 

quality of open data in the Region of Waterloo, the City of Waterloo, the City of Kitchener, and 

the City of Cambridge. 

3) Present the results of the evaluation, identify any gaps, and formulate recommendations for 

enhancing cross-jurisdictional open data provision in Waterloo Region. 
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Chapter 2 

Literature Review   

2.1 Issues in Open Data 

 Open data has rapidly advanced in recent years, offering the potential for various industries to 

analyze and utilize data in diverse ways, benefiting both businesses and the general public (Mayer-

Schönberger & Zappia, 2011). However, many open data programs are still measuring their success 

solely by the number of datasets released (Mergel et al., 2018). The strategy for quantity over quality 

often leads to open data being published without proper quality control, which can impact the accuracy of 

the dataset and hinder future research and studies (Bonaguro, 2015; Vetro et al., 2016). Poorly 

documented data requires more effort to process and understand, which increases the cost of interpreting 

the data and wastes resources (Sadiq & Indulska, 2017). On the other hand, as Vetro et al. (2016) 

indicated, a significant focus has also been put towards developing data-sharing platforms, misplacing the 

priorities of ensuring the basic quality of its products. Furthermore, most current spatial infrastructures 

lack meaningful connections between users and datasets, such as a feedback system, which means that 

these datasets miss out on opportunities for constructive criticism that could help improve data quality 

and accuracy (Zuiderwijk & Janssen, 2015). 

 Charalabidis et al. (2018) argued that the quality of open government data is just one aspect of a 

broader need, emphasizing the importance of government data policies as the key instruments for 

promoting transparency and convenience for citizens. Despite such policies existing across various 

government levels, their implementation often falls short of expectations. It is also worth noting that 

certain government departments and agencies may not fully understand the extent of open data policies 

when publishing their data, which is difficult for the open data implementation as they have no 

understanding of the value of OGD that can benefit the data users (Ubaldi, 2013). One of the main 
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implementation challenges lies in disclosure policies, often driven by copyright limitations, which can 

restrict further data reuse. 

 Although the focus on opening the government and sharing government data in Canada began to 

gain momentum in the 2010s, particularly with the Canadian Federal Government's launch of its open 

government strategy (Government of Canada, 2019), there is still a notable absence of an evaluation 

system for measuring open data quality in the Canadian context. Specifically, none of the existing 

systems and tools can fully cover every open data program, meaning new tools must be developed based 

on local cases. This lack of an evaluation system can lead to variations in the quality of open data, 

including issues such as outdated, incomplete, and inconsistent data. These issues, in turn, can further 

diminish the overall data quality and discourage users from accessing open data (Bertot et al., 2010).  

2.2 Data Principles 

 According to previous research, there are some principles which should be followed when 

determining data quality metrics (Kaiser et al., 2007; Vetrò et al., 2016). The first principle is 

measurability, which states that metrics should be normalized or scaled so different metrics can be 

compared more meaningfully. For example, the score of each quality metric should be able to be 

converted into the same range as 0-1 to minimize the errors or the bias that might exist during the 

comparison. For the metrics with only two possible values, the value should also be converted into 0 or 1 

to allow a quantitative comparison. The second principle suggested by Kaiser et al. (2007) is the 

interpretability of the metrics, meaning each metric should be easy to understand by its users, including 

data owners and data users. For example, since some of the metrics can be abstract and qualitative, the 

quantification of these metrics will input a large amount of bias into the study, which contradicts the 

purpose of a quantitative approach. Additionally, the data principle (Vetrò et al., 2016) argues metrics 

should be quantifiable not only at attribute level, but also tuple level and even dataset level. It is hard to 
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compare data metrics when they are not able to determine a numeric value. Moreover, the metrics for the 

data quality evaluation should be adaptable, fitting into the context of the datasets. 

2.3 Evaluation Models for Weighted Metrics  

 Data quality evaluation models can be divided into two types: subjective model and objective 

model. For the subjective model, it is usually done in the form of interviews or surveys. Studies by 

Hernandez (2020), and Härting & Lewoniewski (2020) both interviewed and surveyed dataset owners and 

data experts from open data teams to determine the weight scale for their evaluations as they may have a 

better understanding of the dataset. Interviewees heavily influence the weight distribution of metrics 

within the quality evaluation due to their subjective judgements on the importance of each metric 

(Hernandez, 2020). Another subjective model used by Zuiderwijk et al. (2015) gathered feedback from 

data users to determine what characteristics are more important for data quality. The research conducted 

by Belhiah & Bounabat (2017) also suggested that the data provider, who has a good understanding of the 

dataset, should specify the importance of each metric.  

 Similarly, the Luzzu method proposed by Debattista et al. (2016) suggests allowing users to rank 

their own preferences. There are three perspectives in the Luzzu method, one of which is determining the 

data quality by allowing users to rank through user rankings on metric, dimension, or category. The 

metric preference by the Luzzu method requires users to set a detailed weight for each metric of data 

quality; while when the users do not have a specific understanding of the detailed metric, they can also 

provide preference for the data quality dimensions, which summarizes the data quality metric in a few 

more generalized areas. However, the weight of each metric under the dimension will be set equally. 

Lastly, the category method is comprised of multiple dimensions in one setting. Similarly, the weights 

will be distributed equally for the dimensions and metrics under it. The Luzzu method is one great way to 

evaluate the quality of datasets for data scientists or experts who have personal standards for quality 
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measurement. Nevertheless, this method will require a very detailed definition and classification of each 

metric. This requires a much deeper understanding of the metrics for not just the data team but also users, 

adding more complexity and not ideal for general use. 

 Conversely, objective models usually treat all quality metrics equally. The data quality evaluation 

by International Business Machines Corporation (IBM) uses a combination of pre-defined rules to 

monitor if the data in each cell meets the data quality metrics, while the final data quality score is 

computed based on the average score of all metrics (IBM, 2021). The data users or decision makers might 

not have specific knowledge of the data subjects to help them identify the needs of data quality, causing 

the results to contain bias from human errors (Haeberer, 1993). Despite the objective models can assign 

an equal weighting factor for all the quality metrics, providing a basic data quality score calculation for 

the data evaluation, the result might also lack the focus of specific data quality metrics, misplacing the 

priorities of the data evaluation. 

2.4 Existing Research 

 To create a proper evaluation tool, it is crucial to identify the right metrics for measuring open 

data quality, as some metrics from other studies may not be suitable for every case. Many literature and 

previous studies proposing evaluation tools have mentioned metrics such as metadata, timeliness, 

completeness, consistency, accuracy, accessibility, coherence, credibility, relevance, interpretability, 

granularity, and usability. For instance, Vetrò et al.'s (2016) research considered traceability, currentness, 

expiration, completeness, compliance, understandability, and accuracy as their metrics for data quality 

assessment, with a focus on measurability, interpretability, aggregation, and feasibility. Similarly, the 

European data portal (2014) has identified dimensions for open data quality, including metadata, 

accuracy, consistency, availability, completeness, conformance, credibility, processability, relevance, and 

timeliness.  
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 In an attempt to evaluate the quality of open data in the early years, Berners-Lee (2006) proposed 

a 5-star deployment scheme to rate open data, focusing on aspects like data licensing, machine-

readability, format, and links. In this system, a higher-rated dataset would exhibit better structure and 

provide more context in an open format, characteristics considered advantageous for improving data 

quality during the early stages of the open data movement (Kim & Hausenblas, 2015). However, with 

shifting expectations regarding open data quality today, Berners-Lee's 5-star rating system no longer 

aligns well. Current emphasis has shifted toward factors such as completeness, timeliness, and accuracy, 

resulting in situations where low-quality open data can still receive a 5-star rating in his system (e.g., data 

that may be out-of-date but still receives a 5-star rating). 

 Another example of an evaluation system can be found in the Global Open Data Index, developed 

by Open Data International (Open Knowledge Foundation, 2021). This index assesses the openness of 

open data through three categories: data characteristics, aggregation levels, and time intervals, comprising 

11 questions used to calculate scores for each open dataset. However, a challenge with the open data 

index's evaluation system is that it primarily reflects the openness of the data rather than its quality. 

Consequently, it is possible for low-quality data to achieve a high score in the index.  

 Ulbaldi (2013) also proposed a framework for measuring open data based on factors such as 

availability, reusability, cost, and demand. This comprehensive framework spans multiple disciplines, 

including policies, technical aspects, governance models, organizational efforts, and data itself. For 

policies, the framework examines disclosure policies, data standards, and legislation related to privacy 

and re-use policies. The technical aspect focuses on the accessibility for machine readability and the 

reusability of the data. This governance model examined the workflow of how raw data is approved and 

published, while organizational efforts concentrate on infrastructure and potential consequences when 

issues arise. 
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 The evaluation tool developed by Viscusi & Spahiu (2014) aims to determine the quality of open 

government data using an empirical method. The data quality metrics were pre-defined to help select the 

samples to evaluate the specific situation of open data in the institutional web portal of the Italian 

government. Although Viscusi's model uses a ranking method for measuring metrics of completeness, 

accuracy, and timeliness, the score of each metric is determined by a more qualitative approach, the 

metric/dimension receives a certain score once they meet the condition similar to Berners-Lee’s 5-star 

approach (2006). For example, unlike normal completeness, which evaluates the missing values in the 

dataset, completeness in Viscusi’s tool is measured by the data availability and linkability (Viscusi & 

Spahiu, 2014). The accuracy dimension in Viscusi’s model is a bit different than the data accuracy, which 

is more related to the availability of data formats such as CSV, XML, and JSON, measuring if the 

datasets can be processed automatically by programming and statistical tools. Timeliness is determined 

simply by whether the data is up to date. These three metrics were then used to calculate a mean degree of 

compliance, which served as an indicator of data quality for the data portal from each region in the Italian 

government. However, it is noteworthy that this method is primarily suitable for studies and research 

conducted at the portal level since it measures every dataset in an open data portal, which may not be the 

ideal model for all contexts as the Viscusi & Spahiu (2014)’s ranking method rates each metric by 

whether achieving certain characteristics, instead of reflecting the details of each metrics in a quantitative 

measurement.  

 The research done by Quarati (2023) evaluated open data differently, which was focused on the 

different types of platforms, total views, and other site visit-related metrics. This approach might provide 

some insight into how the open data programs have been running, yet it was only able to evaluate the 

performance of the open data government portals instead of accurately reflecting the quality of the open 

data programs or the actual usage of the open data. 
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 From these approaches, it can be inferred that most data quality metrics in a proper evaluation 

system should ideally be quantitative and normalized. Since different open data programs might use 

diverse scales for their measurements, normalizing these metrics allows for straightforward and 

meaningful comparisons. Additionally, these metrics should be meaningful and provide enough 

information for understanding and interpretation. Furthermore, they should be feasible to determine, as 

efficiency in processing time is essential (Kaiser et al., 2007). For instance, the European Data Portal’s 

evaluation method is based on a rating system, wherein different points are allocated to metrics such as 

findability, accessibility, interoperability, reusability and contextuality (European Union, 2021). The 

findability measures the ease of finding the dataset, including the impact of keyword usage, categories, 

and spatial information. Accessibility describes if the dataset is accessible through the URL provided as 

the European Data portal contains more than 1 million datasets from 36 countries. It is noteworthy that 

the European data portal focuses more on interoperability, which assesses machine-readability and 

format, and less on contextuality, which focuses on creation date, modification date and rights. The 

reusability metric is comprised of license information, access restriction, contact and publisher 

information, which is similar to the metadata metric in another research. 

2.4.1 Open Data Quality Evaluation in Canada  

 Several Canadian regions and cities are testing evaluation systems for their open data quality. For 

instance, the City of Toronto has developed an open data master plan that incorporates an open data 

evaluation framework to measure data quality. They also follow Sunlight Foundation’s “Ten Principles 

for Opening Up Government Information”, much like the City of Waterloo. However, unlike the City of 

Waterloo, the City of Toronto has an open data evaluation framework which uses five main criteria to 

evaluate their open data quality: usability, metadata, freshness, completeness, and accessibility 

(Hernandez, 2020). The usability score weighs most of the five main criteria, accounting for 38% of the 

data quality score. It examines whether the field names of datasets provide meaningful names to measure 
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ease of use. The metadata score, weighing 25%, is the second most important characteristic in their 

framework and it measures if the metadata is filled out. The other three metrics of freshness, 

completeness and accessibility are more straightforward as they measure if the data is up to date if the 

amount of non-missing value, and if the data is accessible via API. They account for 18%, 12% and 7% of 

the score respectively. The framework then categorizes datasets into three levels—gold, silver, and 

bronze—based on their data quality score and the potential impact in addressing civic issues (Rayes, J., & 

Mahmood, S., 2020). The framework has to exclude certain data quality characteristics, such as accuracy 

and coherence, which rely on the data publishers (e.g., individual departments who produced the data) as 

the open data team may not possess the expertise or knowledge of the data itself. This is due to the 

decentralized data governance framework they use, where data originates from each department. This 

model makes it challenging to control data quality since different departments may have varying 

standards or opinions about what constitutes high-quality data. Consequently, there is no clear focus on 

the accuracy or validity of a dataset, implying that a gold-level dataset could still contain inaccuracies and 

logistical errors. 

 York Region employs a data stewardship model to address data quality issues at their roots. This 

model includes a data owner, a data manager, an open data board member, and a privacy officer. With 

this centralized data governance model, each dataset undergoes multiple checks and approvals before 

publishing to ensure its best quality. The stewardship model also places significant emphasis on data 

freshness, as data quality can change over time. To engage the public more effectively, the York Region 

has introduced open data into education, aiming to familiarize the younger generation with open data and 

gather constructive feedback. Furthermore, York region follows six data principles from the Open Data 

Charter, focusing on openness, timely, accessible, and usable, comparable, and interoperable data, 

improved governance & citizen engagement, and inclusive development & innovation (Open Data 

Charter, 2015). Despite York region’s efforts of actively engaging with citizens and seeking feedback 



   

 

15 

from the public, there is no direct and intuitive complete feedback system apart from the comment feature 

under the ArcGIS Online platform, which is only available on the detail page of each map layer.  

The Canada Spatial Data Infrastructure (CSDI) has also created a data quality guideline to help to 

identify the elements that can be measured from the geospatial data (Natural Resources Canada, 2016). 

The guideline indicates that geospatial data quality can have multiple characteristics for the same metrics, 

for example, logical consistency can be divided into conceptual consistency, domain consistency, format 

consistency and topological consistency (ISO, 2023; Natural Resources Canada, 2016) 
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Chapter 3 

Evaluating Data Quality in a Quantitative Approach  

To identify the current state of open data in Waterloo region, quantitative research is required to 

produce a more objective data quality score. Unlike some research that evaluates data quality by using a 

qualitative-based approach (Viscusi & Spahiu 2014), the datasets for this study were selected by 

employing a pre-defined data quality metric. Just like other existing research (Hernandez, 2020; Ulbaldi, 

2013), the methodologies used for evaluating data quality in this study would be determined based on a 

series of quantitative metrics of data quality dimensions. It should be considered that some metrics like 

timeliness or completeness can have multiple characteristics. Some metrics only reflect unique aspects of 

data correspondence to the real-life object (Batini et al., 2009). Besides, with a quantitative approach for 

evaluating data quality in the Region of Waterloo, similar methods and metrics can be used for future 

studies when more datasets are available. As the main research goal of this study was to create a data 

quality evaluation tool tailored for the open data in the Region of Waterloo, the focus of the evaluation 

would be based on the metrics and the available datasets that can reflect the status of open data programs 

in four municipalities the best. This chapter is divided into 3 parts, including data selection, metric 

selection & definition, and weight determination.  

This chapter is divided into 4 parts: discussing the use of ArcGIS Hub as an open data platform, 

the dataset determination, the metric development, and the weight configuration to describe the 

methodologies used for the data quality evaluation in this study and the rationale behind them. 

3.1 Open Data on ArcGIS Hub 

ArcGIS Hub is a data-sharing platform created by Esri that can help organizations provide data, 

tools, and other information to users within and outside the community (Esri Inc., 2024). The most 

common feature of ArcGIS Hub is to share open data, making data accessible to the users. Besides, 
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ArcGIS Hub allows organizations to create surveys, engage with the public and collect crowdsourcing 

data. ArcGIS Hub can be used to create dashboards and other infographics to highlight valuable 

information. Moreover, it enables collaboration between organizations and communities, allowing them 

to display their datasets and initiatives (Esri Inc., 2024).  

ArcGIS Hub is an essential part of this study as the open data portal for the Region of Waterloo 

was created by using the ArcGIS Hub, which is also shared by the City of Waterloo, the City of 

Kitchener, and the City of Cambridge. Despite the reason to share one platform as stated by the Region of 

Waterloo (2024) is to make all data more accessible to the public, which could also be the excessive cost 

of Esri products, there were some obstacles encountered during the data evaluation due to the use of the 

ArcGIS Hub for open data. ArcGIS Hub provides conveniences and lowers the difficulty for smaller-

sized governments to create and publish their open data program online by providing a mature 

framework. However, in the meantime, it also prevents further development of the open data program due 

to the limitation of its functionality and design compared to other data-sharing platforms such as ckan. 

3.2 Data Determination  

To find out what datasets are suitable for the open data quality assessment among the lower-tier 

municipalities in Waterloo region, it is important to decide the criteria before moving into the data 

selection process. Besides, how to analyze the datasets effectively is also a challenge for this study. This 

section is divided into two parts, the first part discusses the criteria for the dataset selection and the 

rationale for choosing them. The data selection and extraction process are discussed in the following 

sections. 

3.2.1 Data Availability 

It is important to know what datasets are available in Waterloo Region before diving into data 

selection. Despite there being around 394 datasets in total on the data portal, to make the evaluation result 

more objective, the datasets selected should be from all four municipalities. However, the limited 
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availability of the open data provided by the City of Cambridge and the City of Waterloo as shown in 

Table 1. (the number is provided by ArcGIS Hub), makes the sample size even smaller as the study aims 

to evaluate the datasets in common shared by all entities to have an intuitive comparison and objective 

result. 

Municipality Region of 

Waterloo 

City of Waterloo City of Kitchener City of 

Cambridge 

Number of 

Datasets 

87 116 142 49 

Table 1 Number of datasets provided in Waterloo Region 

3.2.2 Data Catalogue 

Data availability was not the only obstacle to the data selection process, as the Region of 

Waterloo, City of Waterloo and City of Cambridge did not provide any list or catalogue for the details of 

their datasets. To find what datasets are provided on the open data portal, a separate data catalogue had to 

be created as the ArcGIS Hub provides no functionality to list all the datasets in the portal either. Despite 

the City of Kitchener providing a publicly accessible data catalogue1 to list all their datasets, their data 

catalogue was outdated (last updated in 2019) and did not contain all datasets currently listed on the open 

data portal. The same challenge goes for the metadata document2 from the City of Kitchener as well, 

many details were left unclear or missing, especially for some important fields such as license, 

restrictions, date, and update frequency information. For example, in the City of Kitchener’s metadata 

document, the update frequency is usually described as continuous even though continuous only describes 

the data that would be updated regularly but does not indicate how often. Information like this does not 

 
1 Existing data catalogue file provided by the City of Kitchener (https://open-
kitchenergis.opendata.arcgis.com/datasets/aac0a59ce85b44a395e34285f9f73d12_0/explore) 
2 Metadata file provided by the City of Kitchener 
(https://maps.kitchener.ca/OnPointExternal/opendata/metadata/opendatahome.html)) 
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provide a meaningful contribution to the metadata since metadata is supposed to help users to understand 

the dataset.  

The catalogue created in this study collected the title, format, and publisher of each dataset by 

manually inputting from the dataset’s detail page on the data portal. Despite the four municipalities 

sharing only one platform, there was also an issue due to the different terminology used by each 

municipality when naming a dataset with the same topics. On top of that, there is also an issue with the 

indexing. Most websites provide their search results by indexing them with page numbers, so results will 

not overflow on one web page (Google Inc, 2024). However, in ArcGIS Hub, the search result will only 

continue to load at the bottom of the web page instead of listing datasets by indexing them with page 

numbers, which added difficulty to the catalogue creation process. 

3.2.3 Selection Criteria  

It is important to note that as the focus of this study is set to the geospatial data, the non-

geospatial datasets in the Region of Waterloo’s open data portal would be excluded from the data 

selection. Comparing the data quality of datasets from different municipalities in different subjects does 

not provide any meaningful result, as data in different subjects might have different focuses than the 

other. To have a more direct and intuitive comparison of how the data quality works cross-jurisdictionally 

in Waterloo region, the selected datasets should all be in the same subjects and available by every 

municipality as the City of Waterloo, City of Kitchener, City of Cambridge, and Region of Waterloo. For 

example, if the data quality score from the City of Waterloo is made of the scores of address and road 

data only, the data quality score from the City of Kitchener should also be comprised of the datasets in the 

same subjects to reduce the potential differences caused by the variables. By focusing on the common 

datasets from all municipalities, the goal was to keep consistency throughout the evaluation process, 

which would provide a more objective result for the open data quality assessment. Also, the datasets 

should include information such as metadata, timeliness, data format, and data rules to be compared 
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quantitively. Moreover, the datasets should have meaningful information related to their topics. For 

example, datasets like regional council meeting attendance provide no meaningful information for the 

evaluation of open data quality. 

3.2.4 Data Selection 

 With the criteria set for the data selection, the datasets meeting the condition were filtered out. 

According to the newly created data catalogue for this study, there were datasets in 7 subjects available by 

the four municipalities, including addresses, building outlines, municipal boundaries, road closures, trails, 

roads and cycling paths. However, the municipal boundaries datasets were excluded from the selection for 

this study because they provide no meaningful attributes besides the attribute of boundary shapes for the 

data quality evaluation. Thus, a total of 24 datasets from four municipalities with each dataset from these 

6 subjects was selected: 

• Addresses 

• Building Outlines 

• Cycling paths 

• Trails 

• Road Closures 

• Roads 

Then, a second data catalogue was created for these 24 datasets with more detailed information 

including the metadata information as name, publisher, description, published date, last update date, 

metadata update date, license information, update frequency and whether the dataset contains update 

frequency or not, URL path of GeoJSON file as it is the only format can be accessed directly through 

web-based API as shown in Table 2. Despite ArcGIS Hub also allowing access to the metadata files using 

REST API (Esri Inc., 2020), the information had to be manually collected due to the lack of metadata 
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files provided on the data portal as the metadata information was provided on each dataset’s detail page 

listed in different parts of the web pages, and the information like data type rules for each dataset was 

only listed with the description. 

Title of 

Dataset 

Publisher Description Published 

Date 

Last 

Update 

Date 

Update 

frequency 

Contains 

update 

frequency? 

License 

information 

GeoJSON 

URL 

Table 2 Example of the detailed catalogue of selected datasets. 

This more detailed catalogue would help to determine whether the corresponding metadata exists. 

Besides, the title and the publisher information could help to distinguish datasets in different subjects and 

from different municipalities. The published date, last update date and update frequency could be used for 

determining the timeliness-related metrics. The GeoJSON URL allows accessing the actual dataset by 

using API, which ensures the datasets can be up to date with any recent changes. Besides, accessing data 

on the server is a cost-effective approach as it removes the process of transferring files to the local 

machine and the spaces used for the data storage. 

3.2.5 Data Extraction for the GeoJSON data 

GeoJSON is an open standard file format based on the JavaScript Object Notation (JSON) format 

to show the geographic features, which documented information such as geometry type, coordinates, and 

feature type (Esri Inc, 2024).  
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Figure 2 Example of GeoJSON file of trails dataset from the City of Kitchener 

As shown in Figure 2., a GeoJSON file stores information such as data type, properties, and 

geometry as one feature for each entry. Therefore, to obtain the data attributes under the properties from a 

nested list in the GeoJSON file for the analysis process, a script had to be created in Python by using a 

few functions from pandas and request modules. Since loading the GeoJSON file directly into the data 

frame will only bring a lot of extra information with it, the Python script was set to extract only the 

properties from the feature and then add them into the data frame by iterating through the GeoJSON file 

line by line. With the GeoJSON URL provided in the second catalogue, the script could collect the 

attributes from the 24 datasets and analyze them.  

for x in researchdata_file['url']: 

    response = requests.get(x) 

    jdata = response.json() 

    features = jdata['features'] 

    properties = [b['properties'] for b in features] 
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    df = pd.DataFrame(properties) 

 

Figure 3 Python script used for extracting data attributes from GeoJSON files 

However, there were a few challenges encountered during the data extraction process. Originally, 

the study proposed to use the data from the GeoJSON link provided by the open data portal to the data 

server to ensure the data is kept in a fresh and up to date manner. However, by examining the queried data 

during the data extraction, it was found out that there is a limit for the maximum data entries that can be 

queried on ArcGIS Hub each time, which is set to either 1000 or 2000 entries by default to prevent large-

scale scanning and potential cyber-attack. To continue to obtain all datasets by this method, it is required 

to obtain the object ID (There is no limit for querying the object ID only) first from the server client, then 

use the object ID to query every 1000 entries per time (Esri Inc., 2023), which could add unnecessary 

complexity and time cost. Thus, the data extraction method was transited to download each dataset by 

using the static data provided at the time of evaluation, resulting in the datasets having to be re-

downloaded every time there was a modification to the evaluation. Another challenge was due to some 

cells in datasets only containing whitespace characters, which makes them considered not empty by 

programming definition, adding more complexity to the analysis. 

3.3 Metric Development 

 Before determining the metric, it is important to understand what the data quality is. The 

International Organization for Standardization (ISO) describes data quality as a function of the 

characteristics of data attributes based on the consideration of data users (ISO, 2022). Meanwhile, 

geospatial data quality is dependent on the compatibility of the datasets to the users' demand and 

application for GIS (Geographical Information Systems) purposes (ISO, 2023). Based on ISO’s standard, 

the data quality metrics of the geospatial are completeness, logical consistency, positional accuracy, 

thematic accuracy and temporal quality (ISO, 2023; Nature Resources Canada, 2020). Despite ISO also 
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suggesting not to define a minimum level of data quality as the consideration of high data quality can be 

different due to the fitness for use of the data to the users/organization, the value of the intrinsic 

characteristic of data cannot be ignored either. Thus, this study proposed to evaluate the data quality 

based on the characteristics of the open government data in the Region of Waterloo. 

As the open data programs are different due to policies, locations, resources, and the different 

goals each evaluation is trying to achieve, it is important to determine what metrics should be considered 

during data quality evaluation as different research also utilized different approaches to measure their 

open data quality metrics (Vetrò et al., 2016; Nikiforov, 2018; Hernandez, 2020). For instance, in Vetrò et 

al.'s (2016) research, the focus was separating metrics into quantitative and non-quantitative, so the 

programming scripts can be set up for the calculation of each quantitative metric to automatically evaluate 

the data quality with the new datasets in the future. Vetro’s approach emphasized the importance of 

normalization of each metric by converting them into standard value ranges from 0-1 with weighting 

factors, highlighting the comparability between metrics. 

3.3.1 Metric Selection 

 The first step is to determine what data metrics are available for use in a data quality evaluation. 

As shown in Appendix A, previous studies have concluded some data metrics that are commonly used in 

data quality evaluation, such as metadata, timeliness, completeness, logical consistency/coherence, 

accuracy, accessibility, creditability/reliability, relevance, interpretability, and usability.  

Following one of the important principles proposed by Kaiser et al. (2007), the selected metrics 

for evaluating the open data quality in this study should be measurable, in other words as being 

quantitative. Thus, the metrics should be divided into two categories, quantitative and qualitative, as 

shown in Table 3. Furthermore, to make the open data quality evaluation more feasible, metrics like 

accuracy should not be considered for the quality evaluation. Not only because it is difficult to find the 

reference data as local governments are the only one who provides these data online, but also due to the 
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low-accurate data is usually collected and produced by the data owner. Thus, without any specific 

knowledge of the subject, accuracy is a difficult metric to assess. While some studies consider usability as 

a qualitative metric to reflect the user experience, usability in this study is considered quantitative to 

evaluate whether the dataset is available in different formats. Thus, the metrics chosen for open data 

quality evaluation in this study are metadata, timeliness, completeness, logical consistency, and usability, 

which are summarized into four main dimensions: metadata, timeliness, completeness, and usability for 

the evaluation. 

Quantitative Qualitative 

Metadata Accessibility 

Timeliness Relevance 

Completeness Interpretability 

Logical Consistency/Coherence Credibility 

Accuracy  

Usability 

Table 3 Quantitative metrics vs. Qualitative metrics 

3.3.2 Metric Definition: 

As indicated by Sebastian-Coleman (2013), certain data quality dimensions like completeness, 

timeliness, and logical consistency can be unclear, which would require more attention for the detailed 

classification and explanation to justify how each data quality metric was measured and evaluated. For 

example, metrics like completeness can be re-classified into column completeness, which indicates the 

degree of how complete a dataset is, and schema completeness or coherence, showing the consistency of 

data that follows the existing dataset/database rules. Table 4. offers an outline of the characteristics that 

were focused on each dimension and metric, and a more detailed definition is listed in the following sub-

sections. It is essential to understand that the individual metrics used in this study evaluate the possible 

characteristics of each metric, rather than covering all characteristics of them. 
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Dimension Data Characteristics  

Metadata Completeness: How many fields of metadata information are provided 

for the dataset 

Timeliness Currency: How recent does the dataset reflect the real-world object 

Frequency: Does the dataset have continuous or discrete updates 

Completeness Column Completeness: what portion of the data is filled with values, 

instead of missing values 

Schema Completeness: Does the actual data follow the dataset rules to 

keep them coherent or logically consistent 

Usability Accessibility (API-accessible): if the dataset can be accessed directly on 

the server without the need to download or transfer to local devices  

Readability (Machine-readable Formats): if the dataset provides any 

machine-readable formats  

Table 4 Data quality dimension and characteristics 

a) Metadata 

 Metadata plays a crucial role in open data as it describes the content of a dataset and ensures its 

credibility (Kubler et al., 2018). Furthermore, missing or incorrect metadata can hinder the discoverability 

of the dataset, creating barriers to open data quality (Neumaier et al., 2016). Metadata has many distinct 

aspects that can be measured like DCAT (Data Catalog) vocabularies and accessibility. For example, the 

metadata for the City of Toronto’s open data can be accessed through web-based API. However, since the 

metadata for these datasets does not come with the dataset or separate file, besides the City of Kitchener’s 

datasets, it added more complexities and limited the potential methods that can be used. According to the 

ISO standard 19115 (ISO, 2014), a metadata file should include the dataset title, date (publication and 

revision dates of the dataset), point of contact (the dataset's author or owner), description, maintenance 

(update frequency), category, and constraints (license). Similarly, both the government of Canada and the 
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government of Ontario specify metadata should include title, contact, description, keywords, update 

frequency and license information (Treasury Board of Canada Secretariat, Government of Canada, 2020). 

Thus, the metadata for this study will focus on the presentation metadata information such as title, 

publisher, description, creation date, last update date, metadata update data, update frequency and license. 

In this study, the metadata score will be calculated based on its completeness using the following 

function: 

!!"#$%$#$ =	
$%&'(&)*	!$(+,+(+	-&$.,'
/0(+.	!$(+,+(+	-&$.,'  

Equation 1 metadata score calculation 

Where the metadata score is calculated based on the number of metadata fields filled divided by the total 

required fields.  

b) Timeliness 

 Timeliness is another vital dimension for assessing open data quality, as open data remains 

relevant only when it is up to date (Nikiforova, 2020). While many previous studies have focused on 

measuring the overall timeliness of open data portals rather than individual datasets (Nikiforova, 2020; 

Atz, 2014; Neumaier et al., 2016), researchers such as Viscusi & Spahiu (2014) and Candela et al. (2020) 

have suggested that timeliness should not be assessed solely by checking if the data is currently up to 

date; it should also consider the dataset's update frequency as part of the metric. Therefore, in this study, 

timeliness is measured by a score that combines the currency of the dataset with its update frequency. 

However, due to some datasets having no update frequency information provided, the study had to 

assume the update frequency of these datasets is the same as the other datasets in the same subject. The 

currency score can be calculated by modifying the timeliness equation proposed in Atz (2014), the 

original timeliness function is an indicator that assigns a value of 1 to the data up to date and 0 otherwise. 

The modified function for this study is shown in the following equation:  
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!&'((")*+ = !&) 11, 45,+($	-6$74$)89
8466$)(	,+($ − ,+($	0-	.+'(	45,+($	; 

Equation 2 Currency score calculation 

where the currency is calculated by having the number of days of update frequency divided by the time 

length in days between the current date and the date of the last update. For the datasets with update 

frequency listed as “on demand” or “as needed”, to quantify them, the study made another assumption to 

consider their update frequency as bi-annually (every two years).  

  For the frequency score, a similar approach according to the measurement by Candela et al. 

(2020)’s research can be adapted. As Candela et al proposed, the update frequency should be considered 

as four kinds as shown in Equation 3., 1) dataset with continuous update, 2) dataset with discrete but 

periodic update, 3) dataset with discrete but non-periodic update, and 4) other situations. 

!,("- =	<
1																																		80)(&)404'	45,+($'
0.5																			,&'86$($	5$6&0,&8	45,+($'
0.25								,&'86$($	)0)	5$6&0,&8	45,+($'
0																																										0(ℎ$6	'&(4+(&0)'

 

Equation 3 Frequency score by Candela et al. (2020) 

With the consideration of open data in Waterloo region, it is difficult to find out whether a dataset 

has periodic updates or not because ArcGIS provides no functionality to view the previous updates. 

Additionally, the lack of update frequency information provided by the Region of Waterloo, the City of 

Waterloo, and the City of Cambridge was a major factor in making the original function impossible. 

The purpose of the update frequency score is to distinguish continuous updates and discrete 

updates. The original formula was adjusted and simplified as the following equation to fit the case of open 

data in Waterloo region: 

!,("- =	 B1															C0)(&)404'	D5,+($'0																																										E(ℎ$6' 
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Equation 4 Frequency score calculation 

In this function, a dataset with continuous update, meaning if the time range of the last update date 

to the current date is smaller than its update frequency, would receive a score of 1 for the frequency score. 

For the dataset with discrete updates or other scenarios, meaning the dataset might have updated in the 

past, but the time range of the last update date to the current date is beyond its update frequency, would 

score 0 as the frequency score.  

Another reason for the frequency score is that the currentness is not the only factor contributing to 

the timeliness. For example, a dataset can be published recently, holding a high currency score, but its 

update frequency can be weekly. So, if the dataset was updated more than a week ago, it can still have a 

high currency score, but also not have a continuous update. By adding the frequency score, data with 

continuous updates will be rewarded with a higher timeliness score.  

However, as the frequency score is used as a factor for offsetting the timeliness score of the 

datasets that do not update based on their update frequency, it should have much less impact compared to 

the currency score. Thus, the total timeliness score calculation should be comprised of 2 parts of the 

currency score and 1 part of the frequency score.  

c) Completeness 

Completeness is a metric that indicates the extent to which data is meaningful and not missing 

(Vetrò et al., 2016; Pipino et al., 2003). A study conducted by Candel et al. (2020) proposed that 

completeness can be broken down into three components: schema completeness, column completeness, 

and population completeness. Schema completeness can also be referred to as logical 

consistency/coherence, which assesses the proportion of the fulfilled database schema within the dataset. 

Column completeness is very straightforward, which measures the presence of data with missing values 

in each column. And lastly, Population completeness evaluates the extent to which potential missing data 

is covered in the dataset. 
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It is impractical to verify the population completeness without a deep understanding and knowledge 

of a specific dataset. Therefore, the proposed method in this study focuses on measuring column 

completeness and schema completeness for the completeness categories. The column completeness would 

be calculated by the following function:   

!&./01"#")"22 =	
80!5.$($,	8$..'
(0(+.	8$..'  

Equation 5 Column completeness score calculation 

Where the completeness score is calculated based on the cells filled with contents divided by the total 

number of cells.  

The schema completeness looks to see if the rules in the dataset are followed, the study measures 

it based on how many columns in each dataset followed the data type rules defined for its field, which is 

defined by the following function:  

!3*4"/$ =	
)4!F$6	0-	80)'&'($)(	80.4!)'
)4!F$6	0-	(0(+.	80.4!)'  

Equation 6 Schema completeness score calculation 

Where the number of columns following the pre-established data type rules would be divided by the total 

columns, the result will be schema completeness.  

d) Usability 

The last dimension is usability. In different studies, the metric of usability is defined in several 

ways. For instance, Osagie et al. (2017) referred to it as the measure of understandability and learnability, 

while Hernandez (2020) considered it a metric reflecting meaningfulness and accessibility. Slibar et al. 

(2018) described usability as the degree to which proper data is used within a dataset. Considering these 

various definitions and examples from other studies, this study defines usability as a combination of two 

factors: accessibility and readability. Accessibility is a simple Boolean statement that returns true/false 
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results depending on whether the dataset is API-accessible. To adapt this into quantitative research, a 

score of 1 will be given to the dataset that can be accessed directly on the server with the link provided, 

and a score of 0 will be given in other scenarios. Similarly, the readability is also measured by a Boolean 

statement as if the dataset provides machine-readable formats or not, such as CSV, JSON, and XML. A 

score of 1 will be given to the dataset that provides any machine-readable format, and 0 will be given 

otherwise.  

3.4 Weights Configuration 

 With the metrics being set for the data evaluation, the next step is to determine the weight for 

each metric. Despite there being literature for evaluating specific data quality characteristics, currently, 

there is no standard way to determine the weight for data quality evaluation due to the fact of how each 

open data program is managed, and how many resources are devoted. Besides, as the focuses of each data 

quality evaluation are different, some might focus on one single aspect, such as timeliness (Atz,2014), or 

linkage (Debattista, et al., 2016). While others might focus on the perspective of overall quality (Härting, 

& Lewoniewski, 2020).  

 As mentioned at the beginning of this chapter, this study proposed to use a more subjective model 

to determine the weight for the open data quality evaluation as the subjective model can emphasize the 

importance of specific data metrics, which can be used for reflecting the missing quality dimension in the 

current open data program at Waterloo region. Similar studies have suggested a weighted sum model 

would be the best fit to calculate the data quality score, which normalizes the score from each data metric 

indicator and applies the pre-determined weights to them to calculate the final data quality score 

(Hernandez, 2020). The weight of each data metric can be summarized with the existing data from some 

studies. An example of the existing weights determined by the City of Toronto has put the most focus on 

both metadata and timeliness equally at 0.35 each. For the timeliness dimensions, the score of timeliness 

was calculated based on more direct and objective data of the update frequency and the last updated date 
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provided, earning it a more influential weighting factor of 0.4. While the metadata used in this study was 

collected based on the information provided on the ArcGIS Hub page, which could result in potential 

systematic errors that promote the completeness of metadata information, the influences of metadata 

should be focused less as 0.3 for calculating the data quality score. Despite the column completeness 

represents the degree of how information is presented within the subject, it only evaluates the missing 

data instead of also focusing on the accuracy or meaningfulness of the data, the metric does not hold a 

significant impact on the overall data quality score calculation. As the survey conducted by Hernandez 

(2020) suggested the column completeness should be weighted around 10%. While weighted model used 

by Vaziri et al. (2019) indicated that logical consistency (schema completeness) has a low impact on the 

overall data quality and assigned a weight of 0.1 to it. Previous studies (Hernandez, 2020; Elouataoui et 

al., 2022) both suggested assigning the lowest weighting factor to Machine Readability and API-

accessibility as they are considered ease-to-manipulate metrics as many platforms like ArcGIS Hub 

would provide these functionalities to its users. Thus, earning them the least weight as 0.05. 

Dimensions Metric: Weight 

Metadata Metadata 0.3 

Timeliness Currency 0.267 

Frequency 0.133 

Completeness Column Completeness 0.1 

Schema Completeness 0.1 

Usability Machine Readability  0.05 

API-Accessibility 0.05 

Total: 1 

Table 5 Weighting Factors of each data quality metric  
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Chapter 4 

Results and Findings 

This chapter discusses the results of the evaluation of the open data in Waterloo Region. These 

results were derived from implementing the methodology proposed in Chapter 3. This chapter first 

describes the result from the selected dataset by each quality metric indicator to describe the details of 

what was successful and what was failing, and some of the challenges encountered during the analysis 

process. Then, the overall result by each municipality to discuss the potential issues and efforts being put 

in by each municipality in Waterloo Region. Lastly, there is a data quality comparison between the three 

lower-tier municipalities the City of Waterloo, the City of Kitchener and the City of Cambridge and the 

upper-tier municipality the Region of Waterloo to conclude the cross-juristically open data quality.  

Based on the data analysis, the average data quality score from the evaluation is 0.7495. As 

shown in Figure 4., the final data quality score can be compared by four municipalities in 6 subjects of 

datasets. The detailed breakdown of each individual metric score can be found in Appendix B. 
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Figure 4 Final data quality score in 6 subjects by each municipality 

4.1 Individual Metric Indicator 

This section discusses each metric indicator, including what characteristics were measured and 

why each score was earned, as well as how each municipality scores in them. 

4.1.1 Completeness Score 

The completeness score is a combination of column completeness and schema completeness. The 

average completeness score in this study is 0.88. 

 Since the column completeness is a metric that shows the degree of showing the opposite of the 

missing values. The score is calculated by how much data is filled with information with the total number 

of cells in the dataset. The score calculation noted the issue mentioned in Chapter 3 as some datasets 

containing blank whitespace characters. A Python script was used to detect if a whitespace character 
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exists in the data value and if the data length of the value is also 1 to remove these “invisible data” from 

the calculation of column completeness.  

 As a result, the average column completeness is 0.86 in this study, which is a high score 

considering not every cell needs to be filled with attributes. For example, in the address data, there is 

usually a field for the unit number, which is only applicable to the address entries of apartments or 

townhouses and could lower the score of column completeness.  

 However, this is not the only factor that impacts the result of column completeness as previous 

research has discovered that data quality can decline with increasing size of datasets (Woodall et al., 

2014). Just like the building footprints dataset from the City of Waterloo receiving a perfect column 

completeness score of 1.00, the datasets contain less information compared to the other ones. In the 

building footprints dataset provided by the City of Waterloo, there were only 3 fields of “Area_M”, 

“Shape_Area” and “Shape_Length” included in the attributes. Only the data under the field “Area_M” 

field is filled with the actual size of each building outline, while the cells under the other two fields 

“Shape_Area” and “Shape_Length” were all filled with meaningless data 0 or 0.01 to make up the space. 

This issue usually happens after appending multiple data with different fields into one dataset without 

properly purging the duplicate fields. Despite the Python script used being able to detect the blank 

whitespace in the dataset, it is difficult to detect the meaningless data as it is an issue related to accuracy 

and precision. 

 Similarly, the building footprints data provided by the City of Cambridge only contains one field 

“building_footprint_ID”, which is simply an identifier to help recognize each entity, even though the 

identifiers are potentially tied to the property information with other datasets, the City of Cambridge did 

not provide any documentation to explain the data and the ID number alone does not contribute any 

useful information to its users. This issue can only be solved by the data owner if the 
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department/municipality that produces these datasets could have a better-quality assurance mechanism, 

preventing the inaccurate and meaningless dataset from being published online. 

 Schema completeness is a metric used to show the logical consistency in the dataset, which was 

calculated by showing the percentage of columns in each dataset that follow the data type rules provided 

on their metadata. The result from the schema completeness can help to check the database integrity as 

the data type is different than the specification noted in the file, which can be caused during the data 

transfer or conversion process. The score is calculated by accessing the data type of each column to see if 

it follows the data type provided in its metadata information. The average schema completeness is 0.90, 

including 10 out of 24 datasets achieving a 1.00 perfect score, which shows their data strictly follows the 

data type rules provided in the metadata field. The lowest-scoring dataset for schema completeness is the 

roads dataset from the City of Waterloo scoring at 0.64. 

4.1.2 Timeliness Score 

 The timeliness score is comprised of two parts: the currency and the frequency score. The 

currency score shows how current the data is, compared to what it is supposed to be. The frequency score 

indicates if the data is within its frequency cycle. Up to date datasets should receive a score of 1.00 in 

both currency and frequency scores. The result of the timeliness score across all municipalities is 

concerning, with an average timeliness score of 0.54. This is the lowest cumulative score of all the 

different metrics evaluated in this study. 

 The average currency score across all municipalities is 0.56, which was a result of the individual 

scores distributed on both the extreme low and high ends, with four datasets scoring around or less than 

0.01, and 12 out of 24 datasets scoring a perfect score of 1.00. The reason for the few datasets with low 

currency scores is due to lack of updates. For example, the cycling infrastructure dataset from the City of 

Waterloo was created in 2015, yet the last update was in 2019.  
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 The frequency score is a binary score that indicates whether the datasets are continuously 

updated. A dataset that is continuously updated is one where the last update date is still in range of their 

update frequency. The frequency score distribution is similar to the currency’s, 12 datasets received a 

frequency score of 1.00 as well. The only exception is the trail dataset from the City of Waterloo, which 

received a high currency score of 0.94 but 0 in the frequency score as it was just out of its update cycle.  

 Several concerns have been raised with the result of the timeliness score. First, there were 15 out 

of 24 datasets that lacked update frequency information listed on their metadata. With update frequencies 

of 15 datasets missing, the update frequencies used for them were the ones from other municipalities in 

the same subject, for example, if the address data from the City of Cambridge has no update frequency 

information associated with the dataset, the frequency will be replaced with the one provided in the 

addresses data from the City of Waterloo during the calculation. However, this has added some 

uncertainties to the evaluation as the update frequency can vary based on the local situation. On top of the 

lack of update frequency information, 6 out of the 9 datasets with update frequency did not have 

continuous updates, resulting in a 0 in their frequency score and a low currency score. The result from the 

timeliness score exposed several issues for open data provision in Waterloo Region, including the lack of 

updates since around half the datasets were severely out-of-date, including some datasets like addresses, 

building outlines, and cycling from the City of Waterloo have not been updated for 3-4 years. Similarly, 

datasets from the City of Cambridge like roads, traffic closures and trails have not been updated for 2-3 

years. 

4.1.3 Metadata Score 

 Metadata score is a metric that represents how complete a dataset’s metadata information is. This 

is important as metadata helps users to understand the use and construction of a dataset, as well as to 

increase the discoverability of a dataset. The metadata score was calculated based on how many pre-

determined mandatory fields proposed in the method section contain information. 
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 After conducting this analysis, most datasets in this study were determined to have enough 

metadata associated with them. This resulted in a high average score of 0.86. The factors that lowered the 

score include missing description, and update frequency, which occurred mostly among the datasets from 

the City of Cambridge. The datasets from the City of Waterloo and Region of Waterloo provided no 

license information compared to both the City of Cambridge and the City of Kitchener provided their 

open government license for their data. It is worth noting that all datasets from the City of Kitchener 

achieved a perfect score of 1.00 because some extra information was listed on their separate metadata 

document in addition to the information on ArcGIS Hub.  

4.1.4 Usability scores  

 The usability metric measures two characteristics, which are machine-readability and API 

accessibility. This metric was meant to show data availability and accessibility. This is because some 

digital formats like PDF are not machine-readable. And the API-accessibility requires the data provider to 

enable the server connection to the public. The results from this evaluation show flaws in this metric, due 

to the use of ArcGIS Hub as the open data portal platform. ArcGIS Hub automatically generates formats 

like CSV, Shapefile, GeoJSON and KML for manual downloads. Besides, the ArcGIS Hub also 

automatically creates the GeoJSON linkage from the data server for users to access them live without the 

need to store the data on their local desktops. Moreover, even in the case when the connection to the data 

server from the data provider is not established, ArcGIS allows the data provider to store the dataset 

online with a storage credit cost (Esri Inc., 2024). Thus, since all the datasets used in this study are hosted 

on the ArcGIS Hub open data portal, this makes them meet the condition for this metric, earning them a 

full usability score of 1.00. Given this, it can be considered to result in a less useful metric. This is due to 

the purpose of this metric is already achieved by the technology rather than the data providers, inflating 

the results of the usability score.    
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4.2 Municipality Score 

 

Figure 5 Average data quality score by each municipality 

4.2.1 City of Kitchener 
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 Municipalities-wise, the City of Kitchener stands out as the top-quality data provider for its open 

data among the four municipalities. The average data quality score is at 0.90, which cannot be achieved 

without the support of high-quality datasets, not only because they have 5 datasets score above 0.95, but 

also further highlighted by its highest-scoring address dataset, achieving a score of 0.98. It is not difficult 

to foresee the result as the City of Kitchener provides many detailed information for their datasets such as 

update frequency, and metadata files. And most of their datasets are up to date as well. Besides, the City 

of Kitchener also provides 142 datasets, far exceeding other municipalities in the Waterloo region. While 

Kitchener’s lowest data score is their road closures data at 0.59, which had a significant impact on 

lowering their average data quality score. 

However, a concern has been raised regarding the credibility of the City of Kitchener’s open data. 

Some of the information on the metadata file is self-contradictory with the information listed on their 

open data page. For example, the update frequency is listed hourly for the traffic closures data on their 

item page shown in Figure 7., while on the metadata document, it is shown as “on demand” as shown in 

Figure 8. This inconsistency might be caused by a script pulling data at the end of the data from the 

production server to the open data portal to make sure the open data stays up to date. However, without 

any document further explaining this, it may add confusion for the data users as all they see is the 

inconsistency between the information by the same provider. Thus, the timeliness score is not as 

indicative as it is perceived. This inconsistency would only damage the credibility of the City of 

Kitchener as a data producer, which could push users away. Unlike the data in the data warehouse, which 

usually has strict rules to address data quality such as consistency, reliability and validity, open data is 

built on trust and the public relies on this trust to keep themselves informed with information (Almuqrin 

et al., 2022). Thus, it is important to ensure that privacy, transparency, security, and reliability are there to 

keep the open data trustworthy as well (Meijer et al., 2014). 
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Figure 7 The City of Kitchener Traffic Closure data page with “hourly” update frequency 

 

 

 

 

 

 

 

 

Figure 8 The City of Kitchener Traffic Closure metadata file with "on demand" update frequency 
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4.2.2 City of Cambridge 

 

Figure 9 Data Quality Score of the City of Cambridge 

 The average data quality score for the City of Cambridge is 0.74, the third highest score, which 
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 The issue for datasets from the City of Cambridge is mostly related to a lack of metadata 

information and regular maintenance as most datasets were uploaded and last updated in 2021 in the 

middle of the COVID-19 pandemic. It seems like the effort of maintaining the open data program has 

faded away with COVID-19 as well. However, this issue was not reflected properly in the result of the 

evaluation as the update frequency was considered bi-annually (2-year) for the datasets like addresses or 

roads with “on demand” or “as needed” update frequency. 
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4.2.3 City of Waterloo 

 

Figure 10 Data Quality Score of the City of Waterloo 

 The average data quality score for the City of Waterloo is 0.59, the lowest average data score 
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4.2.4 Region of Waterloo 

 

Figure 11 Data Quality Score of the Region of Waterloo 

 The Region of Waterloo’s average quality score is 0.77, the second highest score among four 

municipalities. The result was achieved with datasets evenly distributed from the high to the low-quality 
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Figure 12 Data Quality Score of the Region of Waterloo vs. Average Data Quality Score from three 

lower-tier municipalities 

 Since the Region of Waterloo claims they only integrate data instead of producing most of them 
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shown in Figure 12, the data quality scores are similar for most datasets with the score from the three 
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integration process having positive impacts on improving the data quality by removing unnecessary fields 

and incomplete data. It is also important to acknowledge that there might be a delay for the Region of 

Waterloo to update their datasets like Road Closures. 

4.3 Conclusion 
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top open data programs compared to other regional settings such as Halton Region (does not have an open 

data portal), Wellington (does not have an open data portal), and Niagara Region (98 datasets). Most 

upper-tier governments in Ontario do not have a complete open data program. However, the open data in 

Waterloo is still behind on most practices ranging from policies to maintenance when compared to the 

other similar regional settings like in York region, whose open data program comes with detailed 

metadata including update frequency and the indication of continuous or discrete update, regular update 

and maintenance of the datasets, and most importantly their regularly updated open data policy3, ensuring 

the data quality of their open data program is kept high-level and focused to the current situation. 

  

 
3 The newest open data policy from York region (https://insights-york.opendata.arcgis.com/documents/york-region-open-data-

policy/explore) 
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Chapter 5 

Discussion  

Data quality is not a new topic for open data, which requires more attention and effort to ensure its 

success. Despite a data evaluation tool having been developed by this study for the Waterloo region, there 

is still a lot of work that needs to be done to improve the data quality for the open data programs with the 

two-tier government system. Issues like lack of data provision standards, accessibility and availability, 

and communication with users still exist for the government's open data programs (Johnson et al., 2022). 

Although open data has been a worldwide movement, providing reliable and high-quality open data 

remains a challenge for most open programs (Baculi et al., 2016). As noted by some studies, data 

production is often a by-product of technology or government services, which usually have a bigger scope 

of development and responsibilities other than providing data itself (Arribas-Bel et al., 2021; Charalabidis 

et al., 2018). The findings from the results of the open data evaluation in this study identified that there 

are still gaps and challenges existing in the open government data programs behind the issues reflecting 

on the quality metrics.  

5.1 The challenges of providing open data 

 The evaluation results have reflected many deep-level issues that cannot be solved right away, 

connecting the result with the literature, a few challenges stand out the most with open data in the Region 

of Waterloo.   

5.1.1 Decentralization of Government  

 One of the main challenges that most open government data programs face is the decentralization 

of their data governance. From the data quality evaluation in this study, there are significant differences in 

data quality scores between datasets in different subjects. According to the open data policy by the City of 



   

 

48 

Waterloo4, each department should be responsible for providing its open data to the public. However, 

with each department and government agency working individually, it is difficult to maintain a 

continuous effort to the quality standard due to the lack of centralized coordination. Yet the decentralized 

approach was not only used at a departmental level but a municipality or even a provincial level, as 

indicated by Johnson et al. (2022), accessing data cross-jurisdictionally can be difficult due to the 

different methods and standards used by different levels of governments. Similarly, as noted by Roche et 

al. (2020), the decentralization of open data has imposed a further requirement for data management in 

both accessibility and security.  

5.1.2 Lack of Data Provision Standards 

 The lack of data provision standards also contributes to the low-quality open data, especially the 

lack of data quality assurance process. Despite most open government data programs having existing data 

standards to improve their quality metrics like completeness, the data can remain inaccurate and outdated 

due to lack of quality assurance or regular updates (Johnson et al., 2020). Many quality-related issues like 

the duplicated field showing meaningless data mentioned in Chapter 4 can be easily detected and fixed if 

there is a quality assurance process implemented. The quality assurance process can identify and improve 

data quality issues before they impact data users. By reviewing the dataset’s metadata, completeness, 

consistency, timeliness, and even some qualitative aspects like accuracy, the quality assurance process 

can ensure the quality of the dataset is improved significantly. Besides, a quality assurance process can be 

used for identifying the areas of improvement needed in data collection, integration, and transfer process. 

However, existing research done by Nikiforova and McBride (2021) suggested the lack of provision 

standards does not only affect data quality but also the usability of the data portal as well. According to 

 
4 City of Waterloo’s Open Data Policy (2013) 
https://www.waterloo.ca/en/government/resources/Documents/Cityadministration/Policies/Corporate-
Policy/Administrative/Open-data-policy.pdf 
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Nikiforova & McBride (2021), the poor usability of the data portal is a result of the poor data quality, 

which results in the low desire to make a usable data portal for providing the contents that hurt the 

implementation of the open data programs. The participation of the public is an important process, as it 

allows citizens and industries to have different usage of the data than government and agencies, adding 

direct and indirect values to open data and allowing the further development of open data applications 

(Matheus et al., 2020).  

 Even though there are many benefits to having an open data standard, some challenges will also 

come along with it. The first one is the direct cost of building an open data standard (Johnson et al. 2017), 

a complex data standard model can work, but it also increases the amount of both money and human 

resources that need to be devoted. The unnecessary over-complication, especially applying federal 

settings to local ones, made it hard to define the exact types of each detail and comes with. Consequently, 

the maintenance and update process will be more complicated due to different update frequencies, 

coverage, scales, and other additional costs. In addition, the uneven distribution of the open data made 

this become a limitation for creating an open data standard. Not every level of government has enough 

resources (e.g. direct cost of servers, and platforms) to publish their open data, and not all data can be 

shared publicly due to security and privacy concerns. Some upper-level governments and municipalities 

might have more resources or funding to host their web-based service for open data such as the City of 

Toronto and, the City of Edmonton, who were able to build their open data website to host their data. 

Moreover, it is also difficult to determine the same way for datasets in different jurisdictions, as some 

data might not be available in certain areas, which simply makes an open standard not applicable (Roy, 

2014). 

5.1.3 Outdated Policies 

 Most open data programs are run by governments and agencies, which are heavily dependent on 

the corresponding policies to support daily operations and future developments (Rivera Perez, Emilsson 
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& Ubaldi, OECD, 2020). It is important to note the different results of the data quality score by each 

municipality are also tied to the different open data policies each municipality follows (Zuiderwijk & 

Janssen, 2014). The open data policy by the City of Waterloo notes each department should be 

responsible for providing their own data to the public and they should also create their own data 

stewardship model within each department to be accountable for managing and maintaining the datasets 

(City of Waterloo, 2013). On the contrary, the City of Kitchener uses a set of specific requirements to 

ensure the quality of its open data (City of Kitchener, 2007). Unlike the other cities, the City of 

Cambridge provides no policy or plans about their open data. The Region of Waterloo states each 

department and service within the region should be responsible for maintaining its own datasets as the 

regional government does not produce data (Region of Waterloo, 2022). Based on these policies, it is 

noticeable that most of the policies were created over a decade ago, despite there might be more updated 

versions in recent years, none of them are available to the public. While the development of open data has 

been forcefully evolving over time especially in the last few years due to the pandemic as more 

workplaces have started to adapt to remote work, requiring more digital data than ever (KPMG, 2020). 

Thus, open data policies also need to be updated to reflect the current open data state. Some successful 

open data programs like the NYC Open Data would ensure their policies and standards are up-to-date and 

accessible to the public (New York City, 2023). 

5.1.4 Limited Data Availability  

 There is another concern about data availability for the open data program in Waterloo region. 

Even though the regional government emphasizes they do not produce data, there are still many datasets 

the regional government can integrate from the existing local municipal datasets, such as bridges, places 

of worship or railways, which are all available by the three local cities. However, despite the fact most of 

these datasets share common features, due to the different classifications and details used by different 

municipalities, it can also be difficult for users to integrate their own regional-scale data without prior 
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knowledge of data integration and classification (Johnson et al., 2020). As pointed out by Ziegler & 

Dittrich (2007), data integration requires adaptation and reconciliation of their different functionalities, 

and there is always more than one single issue like completeness, consistency, and performance need to 

be considered when performing a data integration as the systems are not designed to fit each other. The 

lack of variety of regional-level data can only push the users away further and discourage public 

engagement. Previous research has found lack of specific datasets users are interested in can discourage 

their potential use of open data in the future (Beno et al., 2017; Johnson et al., 2020). Without public 

participation, the open data program would not receive constructive feedback and lose its purpose of 

being open and transparent. 

5.1.5 Measuring Success  

Some existing research has indicated that it is also crucial to evaluate the impact of open data 

programs, as most research and studies for spatial data quality remain in academia (Devillers et al., 2010). 

As Devillers et al (2010) pointed out, a lot of findings from the research on spatial data quality were not 

adapted and integrated to be part of the GIS software and applications, leaving the users unaware and 

unable to understand the concept of the spatial data quality. Besides, fitness for use is another factor 

impacting the success of open data programs as the definition of high data quality is a subjective opinion 

dependent on the expectations of the users are met (Sackl et al., 2017). Yet, there has not been an 

interpretation of the fitness of open government data due to the expectation  

5.2 Limitation 

 Although the evaluation tool has helped to identify the gaps and the challenges facing the open 

data programs in the Region of Waterloo, it is important to understand there are still some limitations in 

this study. The sample size of the dataset is one of the major limitations in this study due to the limited 

availability of datasets in different subjects, which limits the scale of the evaluation and can make the 

final results inadequate. Additionally, for the timeliness, the study took the assumptions on using update 
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frequency from other datasets and also the 2-year period for the length of “on demand” update frequency, 

which might create bias and impact the final timeliness scores. Moreover, there are also some issues 

related to the accuracy of the data, however, it is difficult to verify without any other available data 

sources to collect similar information like governments due to the sensitivity of some data subjects. 

Besides the assumption and a few limitations caused by the data itself, there are also some limitations this 

study was not able to verify.  
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Chapter 6 

Conclusion  

6.1 Conclusion 

The research goals of this study are 1) to conduct literature reviews of open data quality and the current 

evaluation system to measure open data quality in a quantitative method. 2) develop a comprehensive 

evaluation tool for assessing the data quality in the two-tier municipal contexts in the Region of Waterloo. 

And 3) identify the gaps and challenges that remain for the open data programs. For the first goal, the 

literature was able to identify the issue with open data quality and some existing models used for the 

evaluation systems for measuring open data quality. The data quality evaluation tool was developed, and 

the quality of open data between the two-tier municipalities was compared by using the data quality score 

from the evaluation. The remaining gaps and challenges have been identified by comparing the results to 

the literature. Despite the study's objectives being achieved, there are still many underlying issues existing 

with the open data programs in the Region of Waterloo. The results from the evaluation can be used for 

identifying the gaps in the open data programs, highlighting areas where improvement can be made to 

enhance the cross-jurisdictional open data programs in the Waterloo region. Besides, the findings from 

this study can be used as a reference to improve the insufficient consideration of each data quality metric, 

contributing to a more complete and objective model with a comprehensive result for future studies. By 

addressing the identified gaps and implementing recommendations from this study, the open data 

programs in the Waterloo region can make greater impacts in advocating government transparency and 

providing more valuable information for decision-makers, researchers, and the public (Matheus et al., 

2023). 
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6.2 Recommendation 

 According to the results of the data quality evaluation, there are several recommendations that 

can be made for the open data programs in the Waterloo region.  

6.2.1 Open metadata and data standard 

During the data collection process, it is noted that many datasets have missing metadata 

information. Without a clear metadata standard, each municipality provides their metadata info 

differently, for example, as previously mentioned, the City of Kitchener noted some of their dataset’s 

update frequency as continuous. A data standard is a set of rules that determines how to describe data, 

process data, and store data in a consistent way (Statistics Canada, 2021). It is important to keep the 

metadata and the actual datasets in a uniform format. As it can be seen throughout the data selection 

process, the upper-tier municipality Region of Waterloo and the three lower-tier municipalities the City of 

Waterloo, the City of Kitchener and the City of Cambridge do not share the same/similar data standards. 

The different data standards have caused many difficulties in integrating the data on a larger scale. 

Although the reason for most municipalities to localize their own metadata and open data standards is to 

adapt to their unique situation, the three municipalities are connected under the same upper-level 

municipality the Region of Waterloo, making their situation cross-jurisdictionally. As an upper-tier 

municipality, the Region of Waterloo should have more resources and authorities to initiate this 

recommendation. By sharing an open metadata and data standard with the number of available datasets 

from the three lower-tier municipalities, it can save time and cost for the regional government to make the 

data integration process much easier, indirectly increasing the availability of datasets. The lower-tier 

municipalities would also be benefited from creating higher-quality datasets followed by the standard. 
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6.2.2 Improving Terminology of Naming and Keywords in the Data Portal  

The Region of Waterloo states the reason for having all four municipalities merged into one open 

data portal is to make the datasets more accessible to its users. As it is also understandable that with the 

limited data availability by some lower-tier municipalities like the City of Waterloo, and the City of 

Cambridge, sharing one data portal can save a lot of software subscription costs. However, with the large 

number of datasets in the same portal, different terminology used by the different municipalities, and 

missing or incorrect tags and keywords, this decision would make the datasets less accessible and add 

more complexity for the users to find the datasets they want (Lopes et al., 2015). According to the study 

done by Miller (2018), the keyword search can return a large number of unwanted results that require 

manual examination, which can interfere with the discoverability of the dataset and make some vital 

datasets overlooked due to missing or incorrect tags or metadata descriptions. For example, when 

searching for addresses datasets using the keyword “addresses”, the Region of Waterloo open data portal 

returned a total of 65 datasets as shown in Table 6. Despite the address datasets of each local municipality 

can be found in the top 5, the address data from the Region of Waterloo is listed as the 64th dataset on the 

last page of the search result. As ArcGIS Hub’s searching algorithm examines not just the title of the 

dataset but also the metadata information, then returns the results with a summary of every dataset that 

includes the term (Esri Inc., 2024).  

Order Name of dataset Publisher Keywords 

1 Addresses City of Kitchener Base Data, Basemap, 
City of Kitchener, 
Kitchener, Open Data 

2 Address_Proximity_Directory City of Kitchener Planning, Base Data, 
Basemap, Community, 
Boundaries, City of 
Kitchener, Kitchener, 
Open Data 

3 Plow_Priority_by_Address City of Kitchener Services, 
Infrastructure, Utilities, 
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City of Kitchener, 
Kitchener, Open Data 

4 Addresses City of Waterloo Base Data, city of 
waterloo, open data, 
waterloo 

5 Addresses City of Cambridge Base Data, Basemap, 
Data Catalogue 

6 Property_Ownership_Public City of Kitchener Base Data, Basemap, 
City of Kitchener, 
Kitchener, Open Data 

7 Roads City of Kitchener Transportation, 
Infrastructure, Traffic, 
Basemap, Base Data, 
City of Kitchener, 
Kitchener, Open Data 

8 City of Waterloo Building 
Permits 

City of Waterloo records, city of 
waterloo, building, 
open data, permit 

9 Place of Worship City of Waterloo Points of Interest, city 
of waterloo, open data 

10 Business_Dictionary  City of Kitchener Community, Services, 
Landmarks, Points of 
Interest, City of 
Kitchener, Kitchener, 
Open Data 

… … … … 

64 Addresses Region of Waterloo Information, Base 
Data, Address, Region 
of Waterloo 

Table 6 Searching result by using keyword “addresses” 

This issue is not only caused by ArcGIS Hub’s searching algorithm but also by the different 

terminology used as the title of datasets. Since there is no collective agreement or guideline for 

categorizing or naming the datasets, municipalities can just make up their own terminology for the 

datasets. As an example, the Region of Waterloo named its cycling path data as “Cycling”, and both the 

City of Waterloo and the City of Kitchener named their data as “Cycling Infrastructure”, while the City of 
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Cambridge named its data as “Bikeway Network”. But using cycle or cycling as the search term, the 

datasets from the Region of Waterloo, the City of Waterloo and the City of Kitchener can be found. Even 

if the search term changes to bike or bike network, only the cycling infrastructure dataset from the City of 

Waterloo would be returned in the result. However, the Bikeway Network dataset from the City of 

Cambridge would not be promoted by using any related terms.  

Thus, the datasets describing the same datasets should use the same terminology with different 

acronyms as suffixes such as ROW, COW, COK, and COC to allow users to distinguish the datasets from 

different municipalities. In addition to that, it is also important to improve the keywords tagging on the 

ArcGIS Hub, as shown in Table 6., the current keywords used remain generic and unclear, which does not 

contribute to the discoverability of the datasets. Furthermore, each municipal government should also 

create an individual catalogue to list what datasets are available.  

6.2.3 Creation of an open data team  

Even though open data movement has been adapted for more than one decade in the Waterloo 

region, according to the data evaluation score, the current open data status is still unclear. The datasets 

have various issues not only related to accuracy, and update but also missing the quality assurance 

process.  

It is suggested that each municipality to create their own open data stewardship to manage its 

open data programs (Peng et al., 2016). Since most municipal governments use the decentralized model, 

which makes each individual department in the government the data owner, giving them a lot of freedom 

to manage their own data in the open data program (Cerrillo-Mártinez & Casadesús-de-Mingo, 2021). As 

a result, there is not a lot of supervision for each individual dataset, indirectly lowering the quality of the 

open data program. Therefore, this study is proposing a new open data team for monitoring and ensuring 

that the data each department or municipality produces matches the standards based on ISO 19157. The 
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addition of the open data team can create a process that requires each dataset to be reviewed through 

multiple processes before publishing, adding accountability and creditability to the data quality.   

6.2.4 Update of Open Data Policies 

 As the focus on data quality keeps updating, and the demands for open data keep changing, the 

policies for open data should be updated regularly as well. For example, in the early period of open data, 

the most used evaluation model is Berners-Lee’s 5-star scheme (Berner-Lee, 2006), focusing on the 

accessibility and openness of open data. However, with the advancement of open data movement, 

researchers have started to evaluate individual characteristics of data such as completeness, timeliness etc.  

 The federal government’s action plan started as the Open Government Initiative (OGI) in 2011 

and is updated regularly in a bi-annual period identifying the existing gaps and focusing on the current 

events to improve the open data program (Government of Canada, 2019). Similarly, the open data policies 

in the Waterloo region are all created around the early 2010s, shortly after the OGI. Yet unlike the federal 

government, the current open data policies have no regular update, municipal governments such as the 

City of Waterloo are still using the open data policies created back in 2010. As noted by the Government 

of Canada (Natural Resources Canada, 2024), despite many data policies not being updated regularly in 

response to the change in the status of geospatial data, the data policies are still critical for geospatial data 

implementation and removing obstacles for the users. Therefore, it is important for the Region of 

Waterloo, City of Waterloo, City of Kitchener, and City of Cambridge to update their open data policies 

to reflect the current open data status. Moreover, the new policies should focus on identifying the gap for 

the already existing programs and maintain a regular update to improve the result of quality metrics as the 

City of Toronto does (City of Toronto, 2023). Updating the open data policy can help municipalities 

ensure compliance with the data quality standards, creating a more transparent government, and adding 

public trust and engagement. With the provision of high-quality open data, the government would be able 

to demonstrate more transparency to allow more citizens to engage in governance. Citizen participation 
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would create a positive loop by providing constructive feedback. For the private sector, the provision of 

high-quality open data would allow them to create more financial value from the data, resulting in them 

being willing to offer more support to the open data programs (Johnson et al., 2020) 
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Appendices 
 Appendix A - Summaries of data quality metrics used from 10 research/guidelines 

  Metad
ata 

Timelin
ess 

Complete
ness 

Logical 
consistency/Cohe
rence 

Accura
cy 

Accessibi
lity  

Credibility/Relia
bility 

Releva
nce 

Interpretab
ility  

Usabil
ity 

Vetrò et al. (2016) x x x x           
 

Viscusi & Spahiu 
(2014) 

  x x x x 
     

Hernandez (2020) x x x 
  

x 
  

x x 

European Union 
(2021)  

x x x x x x x x x x 

Open data Charter 
(2015) 

x x 
 

x x x 
 

x 
 

x 

Statistics Canada () x x 
 

x x x x x x 
 

Charalabidis, y. Et 
al., 2018 

x x x 
 

x 
     

Nikiforova, a. (2018)   x x 
  

x 
   

x 

Berners-lee (2006)   
    

x 
 

x 
 

x 

(Batini et al., 2009)   x x x x 
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Appendix B – Detail Breakdown of the Result of Each Data Quality Metrics 

 

 

 

Title Publisher Column Completeness Schema Completeness Completeness Frequency Score Currency Timeliness metadata Usability DQS
Addresses City of Waterloo 0.93 1.00 0.96 0.00 0.00 0.00 0.75 1.00 0.52
Addresses City of Cambridge 0.90 0.75 0.83 1.00 1.00 1.00 0.88 1.00 0.93
Addresses City of Kitchener 0.86 0.91 0.88 1.00 1.00 1.00 1.00 1.00 0.98
Addresses Region of Waterloo 0.84 0.93 0.89 1.00 1.00 1.00 0.75 1.00 0.90
Building Outlines City of Cambridge 1.00 1.00 1.00 1.00 1.00 1.00 0.88 1.00 0.96
Building Outlines City of waterloo 1.00 1.00 1.00 0.00 0.00 0.00 0.88 1.00 0.56
Building Outlines Region of Waterloo 0.96 0.71 0.84 1.00 1.00 1.00 0.75 1.00 0.89
Building Outlines City of Kitchener 0.80 0.72 0.76 1.00 1.00 1.00 1.00 1.00 0.95
Cycling City of Waterloo 1.00 1.00 1.00 0.00 0.00 0.00 0.88 1.00 0.56
Cycling City of Cambridge 0.84 0.92 0.88 1.00 1.00 1.00 0.75 1.00 0.90
Cycling City of Kitchener 0.79 0.90 0.85 1.00 1.00 1.00 1.00 1.00 0.97
Cycling Region of Waterloo 0.78 1.00 0.89 1.00 1.00 1.00 0.75 1.00 0.90
Road Closures City of Cambridge 1.00 1.00 1.00 0.00 0.00 0.00 1.00 1.00 0.60
Road Closures City of Waterloo 0.92 1.00 0.96 0.00 0.11 0.07 0.88 1.00 0.58
Road Closures City of Kitchener 0.90 0.87 0.89 0.00 0.06 0.04 1.00 1.00 0.59
Road Closures Region of Waterloo 0.84 1.00 0.92 0.00 0.01 0.00 0.75 1.00 0.51
Roads City of Cambridge 0.94 1.00 0.97 0.00 0.04 0.03 0.88 1.00 0.57
Roads City of Waterloo 0.81 0.64 0.72 0.00 0.06 0.04 0.88 1.00 0.52
Roads City of Kitchener 0.68 0.88 0.78 1.00 1.00 1.00 1.00 1.00 0.96
Roads Region of Waterloo 0.68 0.85 0.76 1.00 1.00 1.00 0.75 1.00 0.88
Trails City of Waterloo 0.93 1.00 0.97 0.00 0.94 0.63 0.88 1.00 0.81
Trails City of Kitchener 0.79 0.83 0.81 1.00 1.00 1.00 1.00 1.00 0.96
Trails City of Cambridge 0.73 0.90 0.82 0.00 0.04 0.03 0.63 1.00 0.46
Trails Region of Waterloo 0.67 0.78 0.72 0.00 0.18 0.12 0.75 1.00 0.52
Average 0.86 0.90 0.88 0.50 0.56 0.54 0.86 1.00 0.75


