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Abstract

A stereo-depth camera is proposed to be used in conjunction with fiducial markers on

a calibration plate and a fine-tuning alignment algorithm for part monitoring in a CNC

machine. Together, a selected pyramid-shaped part within the machine could be monitored.

The position, orientation, geometry and surfaces of the pyramid part are measured and

compared with the pyramid’s desired model.

This system can monitor the position and geometry within 1mm of accuracy, orientation

within 1 degree of accuracy, and surface fitting within 2mm of accuracy, which closely aligns

with the advertised accuracy of the stereo depth camera. While the accuracy is not enough

to be confident if the part was machined to an industrial tolerance for most machined parts,

this accuracy is sufficient to show that a part roughly matches the position and expected

geometry of the model. This information allows the machine to monitor for any significant

interference or interruptions during and after machining.
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Chapter 1

Introduction

1.1 Motivation

Computer Numerically Controlled (CNC) machines are used in various industries to remove

material from raw stock and manufacture di�erent components. These machines can be

used for large batches of similar parts for quick manufacturing or for quick manufacturing

of smaller, more customer-speci�c requirements. Although CNCs are semi-autonomous,

much of the CNC work has been moved o�shore due to the costs associated. During the

life of a machine, most money is spent on operators and software [1]. However, in recent

years, machining has been returning to Canada. Unfortunately, there has also been a

decline in new students interested in studying to be machine operators, and many students

who enter the �eld are not being taught manufacturing in person and are unaware of

practical skills and knowledge that would aid their work [2]. Skilled machine operators

are well-versed with knowledge and experience that aids them in many aspects of their

work, including e�cient toolpath planning and awareness of the sounds and conditions

that may lead to chatter. The disparity between the growing machining industry and

the decline in machinist graduates, more experienced machinists retiring, and the overall

loss of speci�c skills and knowledge in the machining industry has spurred the need for

research into new solutions. The autonomous CNC research group aims to assist in the

return of this industry by reducing the dependence on experienced labour. The solution
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involves developing systems and embedding speci�c knowledge and experience into a more

autonomous CNC machine.

CNC machines are mostly autonomous. This means that at a base level, if the part and

tooling are appropriately mounted, and the machine is zeroed and calibrated for the raw

stock and is provided with a toolpath, the machine should be capable of machining the de-

sired part with no additional operator intervention. However, these additional steps before

starting the CNC machining often take a lot of the production time for parts machined by

these CNC machines.

Additionally, although CNC machines can follow the toolpath commands to achieve

the desired machining, the machines need to be monitored for unexpected issues such as

tool breakage, chatter, and incorrect movement of the gantry. While some modern CNC

machines may include some sensors for determining if the tooling is broken or if the machine

is attempting to move the gantry further than the machine is capable, these solutions add

additional movements and time during the machining process. And while these potential

issues can often be remedied by taking slower or more shallow cuts, this remedy leads to

longer manufacturing times.

The overarching issues are the requirement and loss of speci�c knowledge required by

CNC machinists, a general lack of quick and useful autonomous feedback to inform the

CNC if issues may have occurred, and the inability of current machines to attempt to �x

issues themselves without direct assistance from an operator.

1.2 Objectives

The objective of the research was to determine the viability of using the stereo depth

camera for observing a part within a CNC workspace.

The research completed for this thesis suggests a cheaper, scalable solution for the raw

stock detection, part monitoring during machining, and part validation after machining is

complete.

The proposed solution uses three physical components and various algorithms to mon-

itor the part while it is being machined and validate that the machining was completed to

2



a certain tolerance.

The components consist of an Intel RealSense stereo depth camera, an Epson LCD

Projector H550A, and three or more �ducial markers placed within the CNC machine.

The camera can be mounted anywhere. For this research, the camera was mounted above

the part facing downwards. The projector must be pointed towards the part, and the

markers mounted on the bed of the CNC machine to form two perpendicular lines closely

matching with the X and Y axes of the CNC machine. Using this setup, the projector

projects a pattern onto the surface of the part, which will improve the quality and precision

of the scan created by the stereo depth camera. The stereo depth camera captures the

CNC machine and mounted part as a point cloud, which is then transformed based on the

axes produced by the �ducial markers to align the part with the CNC coordinate system,

which in turn is aligned with the coordinate system of the designed model of the part to be

machined. The aligned scan is compared with the desired part to determine the accuracy

and precision of the proposed solution, focusing on a few key metrics.
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Chapter 2

Literature Review

Many companies have been focusing on Industry 4.0 and looking towards Industry 5.0.

Much of this focus has been on making systems more aware and adaptable to changes.

CNC machining has also been experiencing this change, including a proposed shift in

paradigm proposed by groups such as Poonet al. [3] that suggested a system that is more

aware using a CAD model of the workpiece existing inside of the CNC controller. The CAD

model existing inside of the controller would allow for real-time tool position generation

and simulation before sending the commands to be run on the CNC. The generation and

simulation are completed without human intervention and would decrease intensive labour

and the potential for catastrophic damage.

Part positioning and geometry veri�cation are other areas of exploration to make ma-

chines more automated and aware. Dimensional metrology technologies such as Computer

Measuring Machines (CMM) are more common in the manufacturing and machining in-

dustries. These typically involve the use of a probe to determine the position of the part

or features. CMMs can be programmed to automate inspection and improve productivity

[4]. Software is used to compare the position and geometry of the probed parts. These

machines rely on physically probing the part. Alternatively, 3D scanning technologies have

been experimented with for non-contact dimensional metrology [5].

3D scanning technologies and cameras have been primarily used in the robotics industry

to make robots more aware of their surrounding. Many groups such as Tadicet al. [6] have
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applied depth cameras in robotics to detect and extract key geometry such as obstacles.

Popular depth cameras include Stereo RBG Depth, LiDAR, and structured light scanners.

Scanning technology has also been used previously in the manufacturing sector for

reverse engineering. Budzik [7] used laser scanning and computed tomography for the

scanning of an aircraft engine blade. This method also enabled Budzik to scan closed

pro�les of the aircraft engine blade, including the inner cooling canals of the blade.

An application of 3D scanning technologies is automating part positioning to make

machines more aware without human intervention. Pajoret al. [8] discuss a vision system

for quick matching a workpiece reference point using a non-contact 3D scanning method,

based on structural light patterns.

Another method of improving the resulting scans taken using stereo depth scanning

technologies was explored by many groups, including Madeiraet al. [9]. Fiducial markers

were used to better re�ne transformations rather than relying on aligning features that

may appear di�erently between multiple scans or how they are expected to appear. The

�ducial markers can be robustly detected which helps to overcome incorrectly matching

features. Some of the more popular �ducial markers include ArUco [10] and AprilTag [11].

Many of the sensors used in existing research would output their scans in the form of a

point cloud. However point clouds are often noisy and can include multiple points at the

same location in space. Additionally, they are large amounts of data that many current

systems have trouble e�ciently dealing with. For this reason, many other works encode

the point clouds into other forms. Maturanaet al. [12] encode the point clouds into the

form of voxels, which make a volumetric occupancy grid to represent the scene. These

representations are also capable to be used with Convolutional Neural Networks (CNNs)

for object recognition.

The e�ects of improper lighting of the scene being scanned are also a signi�cant con-

sideration for the quality of any scans taken. McDermottet al. [13] experimented with

introducing a preprocessing step to mitigate the e�ect of shadows on the quality of scans

they took using LiDAR. Their method was based on spherical gridding and used multiple

scans to detect the edges of the shadows and eliminate them.

In this work, a stereo depth camera scans a part within the workspace to determine its
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position, rotation, and geometry. ArUco markers are used to initially align the camera's

coordinate system with the CMM or CNC machine workspace. An additional algorithm is

used to further improve the precision and accuracy of the scans for comparison with either

the desired position of the stock material or the �nal machined part.
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Chapter 3

Test Setup Overview

This chapter will explain how the stereo depth camera used in this research is capable of

extracting a 3D point cloud of the workspace within its �eld of view. It will also explain

why the type of scanning method was chosen. The additional components, including a

calibration plate with �ducial markers, a projector, and a pyramid-shaped part will be

shown and explained. Finally, an overview of the test setup on the CMM will also be

explained and illustrated. This test setup shows how the CMM was used to verify the

locations of all coordinate systems during tests, and the pyramid part features that were

observed by the stereo depth camera.

3.1 RealSense Stereo Depth Camera

The primary depth camera used was the Intel RealSense D405 (Figure 3.1), a stereo depth

camera designed for close-range applications. The Intel RealSense D455 was also used

during the beginning of testing. The D405 was released in April 2022, and the RealSense

D455 was used for testing before its release.

Stereo depth cameras leverage two or sometimes more cameras to emulate how humans

perceive depth. The Intel RealSense stereo depth cameras have two cameras. The cameras

are positioned at a known distance apart from each other and are referred to as the left
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Figure 3.1: Intel RealSense D405 Stereo Depth Camera used for experimentation

Figure 3.2: Diagram of stereo depth perception. Each camera captures its own image of the

scene. Thecorrespondance problemmust be solved to �nd the matching points between

the two images. By superimposing the left and right images, thedisparity is the pixel

positional di�erence between the matching points found in each image. Objects that are

closer to the cameras have a larger disparity compared to objects that are further away.
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and right camera. Since the cameras are positioned apart, they perceive di�erent views.

The same point must be determined in each image to determine the distance to objects in

the camera's view. The pixel positional di�erence between each pair of matching points is

found. Objects closer to the cameras will appear to be shifted by a larger distance along

the horizontal line, also called the epipolar line, compared to things farther away. The shift

is known as thedisparity. The disparity for every pair of matching points in the scene,

along with the known baseline distance between the left and right camera and the camera

focal lengths, can be found. These distances are shown in Figure 3.2. The objects closer

to the camera are found further apart when the images from the left and right cameras

are compared. Objects further away from the camera are closer to the same position in

the left and right images. These di�erences in position are what thedisparity is referring

to. This information can be used to calculate the depth or distance from the camera to

every point in the scene in front of the camera using triangulation. This depth calculation

is done by multiplying the baseline by the focal length divided by the disparity [14].

Depth =
Baseline � FocalLength

Disparity
(3.1)

This process's most essential and challenging aspect is �nding the same point within

the images produced by the left and right cameras, known as solving thecorrespondence

problem. The algorithms used to solve this problem are complex and require a large amount

of processing power. The cameras used for this thesis were designed by Intel, who created

custom silicon for depth sensing that signi�cantly accelerates the computations to achieve

speeds of over 36 million depth points/second using a custom variant of a Semi Global

Matching algorithm. The silicon is packed into a chip around 6.3� 6.3mm and searches

across 128 disparities [14].

The correspondences between the left and right images should be much better than a

fraction of a pixel resolution to increase the quality of the stereo depth algorithm. Intel

advertises 0.05 sub-pixel accuracy for well-textured passive targets [14], but typically varies

and is worse for objects with little to no texture. To assist with these less ideal conditions,

external projectors can be used to create a texture on the scene, known as \assisted" or

\active" stereo, which acts similar to structured light systems. However, unlike structured

9



light systems, active stereo does not require a speci�c pattern or to be calibrated to the

laser, and the spots do not need to be much brighter than the background image.

Most models of Intel's stereo depth cameras use an IR projector built into the camera.

However, the D405 model does not have a built-in projector and includes �lters on both

cameras that �lter out infrared light. Therefore, a pattern can be projected using the

visible light spectrum. While the projected patterns improve the quality of stereo vision

for untextured objects, the subpixel performance is usually around> 30% worse than well-

textured passive targets [14].

Stereo depth cameras have the advantage of accessing the 2D colour image from one

of the cameras. Speci�cally, the RealSense software development kit is openly available,

which allows more customization and access to many features that would normally be

inaccessible with other cameras. The extraction of additional information, such as the

colour of the objects within the scene being scanned, can be achieved by the stereo depth

camera. The 2D image can also be used with existing computer vision algorithms, such

as edge detection, �ducial markers for pose estimation, or even more modern arti�cial

intelligence algorithms like You Only Look Once (YOLO) [15].

3.2 Components and Setup on CMM

To connect the physical part and the desired model for comparison, the stereo camera

must �nd the physical part in the coordinate system of the CNC machine. However, the

stereo camera, the CNC machine, and desired model have di�erent coordinate systems.

The connections between the coordinate systems must be determined, which could be

done using various methods. Additionally, several self-set goals are desired for the setup.

The goals include avoiding the need to mount the camera precisely, calibrating the camera

with a touchless approach, and allowing the calibration to be completed without the user

requiring specialized skills. During testing, a CMM was used in place of a CNC machine to

precisely measure the part position and size for veri�cation and for determining precision.

The chosen method introduces an intermediary coordinate system created by a plate

with three precisely located �ducial markers on it, which is used to calculate an initial
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Figure 3.3: Test setup overview for applying the stereo depth camera and algorithms to

detect a pyramid-shaped part. The stereo camera is mounted to the head of the CMM for

camera location consistency. The calibration plate is mounted in the workspace, and one

of the pyramid parts is mounted above. The projector projects a pattern onto the pyramid

surface to improve scan quality.

rotation and displacement to be applied to align the camera's coordinate system with the

plate. The rotation and displacement are then �ne-tuned using a pyramid that is scanned

by the camera. The scanned points are �t to the four faces of the pyramid to determine

the pyramid's location and rotation to be applied to future scans.

The plate is �xtured inside the CNC, or for testing, the CMM. The stereo depth camera

was positioned above the workspace, facing downwards, having a view of the plate and the

markers engraved onto it. The camera's orientation was chosen to face down towards the

part, assuming that all required features would be only on the top face of the part. The

CMM's coordinate system is calibrated to be aligned with the edge of the plate, and the
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stereo camera identi�es the marker's location in the 2D image created by the stereo camera.

The pixel locations of the markers in the 2D image can be converted to their location within

3D space. The camera then uses these markers to represent the coordinate system of the

plate and roughly aligns point clouds from scans taken to the plate's coordinate systems.

Finally, the pyramid part is placed in the center of the camera's �eld of view, and an

external projector is used to project a pattern on the pyramid's surface to help improve

the scan quality. The setup is shown in Figure 3.3.

The choice to calibrate the CMM's coordinate system with the edge of the plate was

used to verify the location of the plate's coordinate system and allow the CMM to be used

to verify the locations of the markers on the plate that the camera detects in addition to

the pyramid part coordinate system and the pyramid's features. The location of the stereo

depth camera's coordinate system did not need to be veri�ed because the proposed solution

relied on using the markers and alignment algorithms to match the camera's coordinate

system with the calibration plate and pyramid part coordinate systems. However, veri�-

cation was completed by mounting the camera securely to the same arm as the CMM's

probing tool. This allowed the precise location of the camera to be measured by the CMM

with respect to the plate's coordinate system that the CMM was aligned with.

Multiple point clouds are taken of the pyramid to be used in �ne-tuning. This �ne-

tuning alignment is achieved using an algorithm that determines the four faces of the

pyramid from the points and uses the resulting normals and position of the apex to inform

the positional and rotational o�set between any future point clouds and the real world. The

pyramid could then be removed, and the parts to be scanned could be positioned within

the camera's �eld of view. Pyramid parts were again used, and the pyramid �ne-tuning

algorithm was reused to determine the accuracy and precision of the pyramid location and

geometry found by the stereo camera and software.
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Chapter 4

Implementation

This chapter will go into detail to explain how the CMM and camera coordinate systems

were aligned using a calibration plate with �ducial markers to allow the results from the

stereo depth camera and various alignment algorithms with the measured results from the

CMM. It will describe the methods and algorithms used to scan and roughly align the

resulting point clouds and the �ne-tuning alignment algorithm used. The importance of

the CMM alignment was to verify the locations of the various coordinate systems of the

plate and pyramid, as mentioned in Chapter 3. Finally, the key inspection metrics that

were used to compare with the CMM and other existing software will be shown.

4.1 Calibration of Scanning Systems

Tests are performed on the CMM, which was used to verify the coordinate system align-

ments. The calibration plate was mounted in the CMM, and the CMM probed the edges

and top of the plate to calibrate the CMM with the bottom left edge of the plate. During

testing, the stereo depth camera was mounted to the CMM probe to move the camera by

precise distances. The camera observed the �ducial markers on the calibration plate to cal-

ibrate the camera with the bottom left edge of the plate. The pyramid was then mounted

in the camera's �eld of view and scanned. To verify the pyramid's location found by the

13



Figure 4.1: Coordinate systems to be aligned with alignment algorithms. The CMM

coordinate system (CMM) is shown in red. The calibration plate (CP) coordinate system

is shown in green. The pyramid part (P) coordinate system is shown in blue. The camera

(C) coordinate system is shown in yellow. Since all coordinate systems are mounted to the

CMM, the CMM was used to verify the location of each coordinate system.

camera and the pyramid's coordinate system, the CMM was used to probe the pyramid's

edges, faces, and apex. The following sections further detail the calibrations between the

CMM, camera, calibration plate, and pyramid.

4.1.1 Motivation for Calibration

The experimental setup has many calibration steps. These steps allow the resulting point

cloud to be modi�ed to make simpli�ed and accurate veri�cation methods possible. Addi-

tionally, the setup would make the system operate similarly to how CAD models and CNC

machines interact and align their coordinate systems. The various coordinate systems are

shown in Figure 4.1

The coordinate systems are used to derive transformations that are applied to the points

from the camera's coordinate system, C, to align them with the the pyramid part coordinate
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system, P. Additionally, transformations from the CMM's coordinate system, CMM, to

the pyramid part coordinate system, P were used to verify the pyramid part features.

The point cloud created by the stereo depth camera is initially in the camera coordinate

system, C. The point cloud then has its orientation and position modi�ed to be relative

to the orientation and position of the plate in the calibration plate's coordinate system,

CP, and then is further tuned using a pyramid calibration piece in coordinate system P.

Similarly, when the CMM measures the object, the measurements are adjusted from the

CMM's coordinate system, CMM, to be relative to the orientation and position of the

plate's coordinate system, CP. By aligning the CMM with the plate's coordinate system,

the CMM was used to verify coordinate systems and pyramid features. The alignment of

the camera's coordinate system with the plate and pyramid coordinate systems allows for

using either existing point registration algorithms or other methods to compare the desired

model and the point cloud created from scanning the machined part. The comparisons can

then be veri�ed by the CMM.

While the calibration of the CMM with the plate for veri�cation is relatively simple

and can be handled by the CMM, the calibration of the stereo depth camera with the

plate could be achieved in various ways. The chosen method relies on a two-step method

that �rst uses �ducial markers precisely engraved upon the plate to be found by the stereo

depth camera as shown in Figure 4.2. In the second step, the alignment is �ne-tuned using

an algorithm for �nding and �tting a calibration pyramid.

4.1.2 Design of Calibration Plate

The design of the calibration plate used during the experiments underwent a few design

considerations. Two di�erent materials were used for the plate designs, aluminum and

TroLase, an acrylic-based laminate with a top and internal layer colour. In both cases, the

plate is precisely squared o� using a CNC machine, which allows the plate to be aligned

with a laser engraving system to add the markers to the plate. For the aluminum plate,

typical laser engraving can not be used because the laser would re
ect o� the plate's surface.

However, a metal marking spray can achieve the desired result. The metal marking spray

covers the selected areas where a marker should be engraved. The laser then engraves the
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