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Abstract

Historically, forest fire prediction methods have leaned on heuristics, local insights, and ba-
sic statistical models, often neglecting the complex interplay of variables such as tempera-
ture, humidity, wind speed, and vegetation type. The lack of real-time prediction capabili-
ties, paired with unpredictable weather patterns attributed to climate change, underscores
the shortcomings of traditional methods, especially in geographically varied regions like
Canada. In contrast, machine learning provides the adaptability needed for real-time re-
sponses, e↵ectively harnessing updated data and addressing region-specific forest fire risks.
The shift towards machine learning is both a timely and revolutionary approach.

This research addresses the urgent need for e↵ective forest fire prediction and man-
agement strategies, specifically in the Canadian context, by harnessing machine learning
methodologies. Using Copernicus’s reanalysis data, this study establishes a comprehen-
sive predictive framework employing four cutting-edge machine learning algorithms. Ran-
dom Forest, XGBoost, LightGBM, and CatBoost. The study features a robust data pre-
processing pipeline, class imbalance correction, and rigorous model evaluation measures.
Key contributions include the creation of a feature-rich dataset, comprehensive methods
for addressing the class imbalance in large scale datasets, and the development of a machine
learning framework tailored for forest fire classification. The findings have significant impli-
cations for data-driven forest management strategies, with the aim of facilitating proactive
fire prevention measures on a large scale.

One primary challenge encountered was the inherent class imbalance in fire classification
datasets, with a striking 158:1 ratio between “non-fire” and “fire” events. To address
this, the study utilized various re-sampling strategies, encompassing under-sampling, over-
sampling, and hybrid techniques. Specific methods employed included NearMiss, SMOTE,
and SMOTE-ENN. The NearMiss method with a 0.09 sampling ratio was found to be
particularly e↵ective in addressing this imbalance. When combined with NearMiss version
3 at a 0.09 ratio, the XGBoost model outperformed its peers, showcasing an accuracy of
98.08%, a sensitivity of 86.06%, and a specificity of 93.03%. The findings indicate that
while high recall from NearMiss Version 3 optimized sensitivity, there was sometimes a
trade-o↵ with precision.
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Chapter 1

Introduction

1.1 Motivation

The growing occurrence of forest fires poses a significant threat not only to wildlife and the
environment but also to human settlements. Factors like climate change, human activities,
and limited resources for prevention and management intensify the challenges associated
with forest fires. Forest fires can have devastating impacts, including the loss of biodiversity,
destruction of habitats, air pollution, and economic setbacks. Consequently, there is an
essential need to develop e↵ective strategies for forest fire prevention, early detection, and
rapid response to mitigate their adverse e↵ects and protect both the environment and
communities.

The alarming rise in global forest fire incidents serves as an urgent call to action for
innovative solutions. A recent study from the University of Maryland starkly illustrates
the severity of the situation: forest fires have resulted in nearly double the amount of tree
cover loss today compared to two decades ago [44]. In 2021 alone, forest fires accounted
for a shocking 9.3 million hectares of global tree cover loss, signaling that the situation has
reached a critical tipping point.

Particularly in Canada, the recent surge in forest fires serves as an imperative for inno-
vative intervention. According to the Canadian Interagency Forest Fire Center (CIFFC),
an unprecedented 9.5 million hectares of land were burned between January and July 2023
alone, an area equivalent to the size of Portugal [7]. This dramatic increase in forest fire
activity in Canada coincides with warmer than average temperatures and drought condi-
tions, highlighting an urgent need for predictive models that can adapt to rapidly changing
environmental variables.
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ML presents a particularly promising avenue for addressing this issue. Traditional meth-
ods of prediction and management have proven inadequate given the scale and complexity
of forest fires in Canada. ML algorithms have the ability to analyze vast and intricate
datasets, incorporating variables such as temperature, humidity, and drought conditions,
to provide more accurate and timely predictions. Considering the increasing rates of tree
cover loss and Canada’s unique climate challenges, such as rapidly warming high-latitude
regions, there is a pressing need for a ML-based approach to forest fire prediction. This is
crucial not only for safeguarding Canada’s natural resources but also for protecting commu-
nities and mitigating the devastating economic and environmental impacts of increasingly
frequent fires. Therefore, research that uses ML for forest fire prediction is not merely an
academic exercise, but a social imperative, especially in the Canadian context.

ML models can be used in the forest fire domain to improve our ability to detect and
predict forest fires, as well as to optimize the allocation of resources for prevention and
management. There are some ways that ML models can be used in this domain:

• Forest fire detection: ML models can be trained on satellite imagery and other sen-
sor data to detect the signs of a forest fire, such as smoke plumes or changes in
temperature. These models can use various techniques such as Convolutional Neu-
ral Networks (CNNs) or Support Vector Machines (SVMs) to identify patterns that
indicate a fire and alert authorities to its location.

• Forest fire prediction: ML models can be trained on historical data on weather
conditions, vegetation, and other factors that contribute to forest fires to predict
the likelihood of a fire occurring in a given area. These models can use techniques
such as decision trees, random forests, or neural networks to identify the factors that
are most predictive of forest fires and generate forecasts for future periods.

• Resource allocation: ML models can be used to optimize resource allocation for the
prevention and management of forest fires. For example, models can be trained
on data on the location, size, and intensity of past fires, as well as data on the
availability of resources such as firefighters and equipment. These models can then
be used to determine the optimal allocation of resources to di↵erent areas to minimize
the damage caused by fires.

• Postfire Analysis: ML Models can be used to analyze the impact of forest fires on the
environment and predict the recovery rate. For example, models can be trained on
satellite imagery and other data to track changes in vegetation over time and predict
the rate of regrowth after a fire.
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1.2 Objective

The principal objective of this research is to establish a reliable and scalable predictive
framework for forest fires utilizing ML methodologies. Given the focus on supervised clas-
sification, the study aims to precisely distinguish between “fire” and “non-fire” conditions
based on Copernicus reanalysis data and four prominent ML algorithms: Random For-
est, XGBoost, LightGBM, and CatBoost. The feature set comprises Temperature, Soil
Water, Evaporation, Runo↵, Wind, Pressure, Precipitation, and Vegetation. Figure 1.1
illustrates this research objective. Labeled boxes represent the contributions, which are
explained in the following section in order.

Figure 1.1: System Model

Rationale for Using a Single Data Source

A unique aspect of this study is the exclusive reliance on Copernicus reanalysis data,
rather than combining multiple data sources. This decision is motivated by the inherent
inconsistencies in spatial and temporal resolutions when fusing data from multiple sources.
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Additionally, using satellite imagery for large areas is computationally intensive and time-
consuming, making it less feasible for the scope of this study, which encompasses extensive
geographic coverage over several years.

Specific Objectives

1. Data Collection and Pre-processing:

• To collect and compile Copernicus reanalysis data focused on features
F = {T, SW,E,R,W, P, Pr, V }.

• To perform robust pre-processing techniques for data normalization, outlier
treatment, and handling of missing values.

2. Handling Imbalanced Datasets:

• To identify and correct for class imbalance in the dataset, which is especially
crucial given the large spatial and temporal extent of the study.

• To employ techniques such as NearMiss3, SMOTE, SMOTE-ENN, or GANs
links to achieve a balanced dataset.

3. Model Development and Training:

• To implement Random Forest, XGBoost, LightGBM, and CatBoost algorithms
(M 2 {Random Forest,XGBoost,LightGBM,CatBoost}).

• To train the models on a labeled dataset D tagged as “fire” and “non-fire.”
Mathematically, this is framed as finding a function f : X ! Y , where X
represents the feature space and Y = {“fire”, “non-fire”}.

4. Model Evaluation and Comparison:

• To use performance metrics like accuracy, recall (Sensitivity), Specificity, Weighted
F1 score and ROC-AUC, formally defined as MetricM(D).

• To conduct statistical tests to distinguish the most e↵ective model from the set
M .

5. Interpretation and Analysis:

• To provide ecological and computational perspectives on the results.

4



• To identify the most influential features based on feature significance metrics.

6. Validation and Generalization:

• To validate the model on an unseen dataset, thereby assessing its applicability
in real-world scenarios.

• To evaluate the model’s generalization capabilities across varying geographic
and climatic conditions.

By fulfilling these objectives, the research aims to significantly contribute to the do-
mains of ML and environmental science. The findings are expected to influence data-driven
forest management strategies and facilitate proactive fire-prevention measures on a large
scale.

1.2.1 Research Question

1. How reliable is a single data source like Copernicus reanalysis data for predicting
forest fires?

2. What are the limitations, if any, of exclusively relying on Copernicus reanalysis data
for forest fire prediction?

3. What challenges and opportunities arise when working with large, imbalanced datasets
in the context of forest fire prediction?

4. What types of environmental characteristics are the most predictive of forest fires?

5. How do di↵erent ML models perform in terms of forest fire prediction, and is there
a ”best” model?

6. How well do the predictive models generalize to new, unseen data or di↵erent geo-
graphical areas?

7. What are the practical implications of this research for forest management and fire
prevention policies?
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1.2.2 Contributions

This research endeavors to bridge existing gaps in the field of forest fire prediction through
methodological, computational, and practical contributions. Spanning multiple facets from
data collection to model application, the study pioneers several key advancements. Specif-
ically, this research contributes in three main ways:

C1 Data-set Creation Framework
One of the pivotal contributions of this study is the assembly of a comprehensive
dataset. Covering the area of interest, this data set uniquely o↵ers 27 distinct fea-
tures that encapsulate a broad spectrum of information, ranging from spatial and
topographical elements to temporal aspects. We combined data from sources such
as Copernicus Reanalysis Climate data [5], the CWFIS Datamart [37], Statistics
Canada [6], and ArcGIS RESET [14]. By meticulously gathering and encoding his-
torical “fire” data points as 1 and “non-fire” cells as 0, the dataset serves as a robust
foundation for evaluating ML models. This feature-rich dataset is invaluable for its
potential to contribute to future research and practical applications in the realm of
forest fire management.

• Use of Copernicus Reanalysis Data

The dataset is primarily sourced from Copernicus reanalysis data, chosen for its
reliability and comprehensive coverage. This choice enables consistency in the
spatial and temporal dimensions across the data.

C2 Handling Imbalance and Class Distribution in Large-Scale Datasets
This study addresses the pervasive issue of class imbalance commonly found in large
datasets, a challenge that can compromise the performance and reliability of ML
models. We introduce a method to handle the pronounced 158:1 class imbalance
ratio between “non-fire” and “fire” events. To counteract this imbalance, sophis-
ticated under-sampling, over-sampling, and hybrid re-sampling techniques are em-
ployed. Specifically, we utilize NearMiss3, SMOTE, and SMOTE-ENN to adjust the
distribution of the minority and majority classes in the dataset.

Furthermore, this research ventures into exploratory analyses concerning the applica-
tion of GANs for the purpose of oversampling in tabular data settings. By pioneering
the use of GANs in this specific context, the study opens new avenues for enhancing
model performance when tackling imbalanced datasets.
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C3 ML Framework for Forest Fire Classification
A secondary, yet vital, contribution lies in the development of a ML framework tai-
lored specifically for forest fire classification.Forest fire classification, in this context,
refers to the process of categorizing a given geographical region or a dataset into
“fire” or “non-fire” based on certain environmental and climatic features. Let F
represent the feature set for forest fire classification, defined as:

F = {T, SW,E,R,W, P, Pr, V }

Where:

T : Temperature

SW : Soil Water

E : Evaporation

R : Runo↵

W : Wind

P : Pressure

Pr : Precipitation

V : Vegetation

These features serve as predictors to determine the likelihood or risk of a forest fire
occurrence in a particular area. Leveraging state-of-the-art algorithms like Random
Forest, XGBoost, LightGBM, and CatBoost, the framework aims to provide robust
and scalable solutions for predicting forest fires. This represents a significant step
forward in employing advanced ML techniques for environmental and ecological ap-
plications.

Finally, the research goes beyond mere theoretical postulations by rigorously testing
the best-performing model on unseen, out-of-sample data. This provides a critical
evaluation of the model’s real-world applicability and generalizability, thus a�rming
its utility for practical, actionable insights in forest fire prevention and management.

In conclusion, this research o↵ers novel data collection methods and ML applications for
forest fire prediction with proven real-world applicability. It stands as a pivotal reference
for future academic, governmental, and industry e↵orts in forest fire risk mitigation.
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To conduct experiments and demonstrate contribution C1, a dataset was collected for
the province of Saskatchewan, Canada, spanning the years 2000–2018. The data sources
include Copernicus Reanalysis Climate data, CWFIS Datamart, the provincial boundary
shapefile provided by Statistics Canada, and provincial water body information provided
by ArcGIS RESET. This e↵ort yielded a total of 5,655,825 raw data points, which will
be explained further in Chapter 4. For contributions C2 and C3, a joint methodology is
presented in Chapter 3.

1.3 Thesis Outline

The structure of this thesis is organized to facilitate a comprehensive understanding of the
methodologies, findings, and implications of the research. It is outlined as follows:

Chapter 2 begins with an exhaustive Literature Review, o↵ering a scholarly context for
the research by surveying critical advancements, methodologies, and gaps in the field of
forest fire prediction.

Chapter 3 gives an overview of the modeling framework used in this research followed
by a section on Notion, which serves to lay the conceptual groundwork for the study. This
section aims to provide definitional clarity and theoretical underpinnings for the principles
and terminologies employed throughout the research.

Chapter 4 delves deeply into the Dataset Creation Framework. This chapter provides
detailed explanations of each data source used, exploring how they individually and col-
lectively contribute to the robustness of the dataset. Special attention is paid to the
methodology employed for the inclusion of the target column, “fire”, which is determined
based on historical data. This allows for the establishment of a reliable foundation upon
which ML models are trained and evaluated.

Chapter 5 presents results and analysis, articulating the research outcomes derived
from the methodologies used. It elaborates on the performance metrics of various ML
models, such as Random Forest, XGBoost, LightGBM, and CatBoost. The chapter also
interprets these results in the context of forest fire prediction and outlines their ecological
and practical implications.

Finally, Chapter 6 serves as the Conclusion and Future Work section. It synthesizes
the key findings of the study, discusses their relevance, and suggests directions for future
research in the domain.

This structural organization ensures a logical flow of content, facilitating a coherent
and in-depth exploration of the research topic.
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Chapter 2

Literature Review

This chapter delves into literature of Canada forest fire in early days and leveraging ML
techniques in forest fire prediction domain which is the building blocks of this research.
Forest fires detection are a growing area of research that is to benefit the advancement of
ML. The aim is to develop accurate and timely prediction models to support proactive fire
management and prevention strategies. To achieve this goal, an in-depth understanding
of the current literature on forest fire prediction and ML is crucial. This chapter o↵ers a
well-organized overview of relevant studies, spotlighting the latest trends and approaches
in the area of forest fire prediction.

2.1 Canada Forest Fire in Early Days

Roughly a third of the boreal forest (Fig. 2.1, where the dashed box represents the Cana-
dian portion) encircles the top half of the globe and belongs to Canada. These forests are
primarily situated above the latitude of 50 degrees North [1].

In the last two decades, approximately 70% of the total loss of tree cover due to fires
occurred in boreal zones. While fires serve as an integral component of the ecological
balance in boreal forests, the loss of tree cover in these regions has increased significantly.
Specifically, there has been an annual increase of approximately 110,000 hectares, or a
3% rise, over this two-decade period. This accounts for almost half of the total global
escalation in fire-caused tree cover losses from 2001 to 2022 [26].

According to [26], both the eastern and western parts of Canada experienced unprece-
dented levels of wildfires in just the initial two months of the wildfire season in 2023. These
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Figure 2.1: Geographical Distribution of Boreal Forests, Highlighting the Canadian Portion
Represented by the Dashed Box.[3]

were driven by above-average temperatures and drought conditions. Data from the CIFFC
indicate that an estimated 9.5 million hectares were scorched from January to July 2023
[7].

Since Canada contains the majority of the boreal forest, it is crucial for the country to
have a system for collecting and managing information on wildland fires. In the early 1980s,
Canada established the CWFIS. Managed by Natural Resources Canada, the CWFIS is
designed to collect, monitor, and disseminate information essential for understanding fire
risks, current fire activity, and the overall state of wildland fires across the country. It
integrates data from various sources, including satellite imagery, weather stations, and
ground reports, o↵ering a multifaceted view of fire activity. The system serves a diverse
audience, including government agencies, fire managers, researchers, and the general public,
by o↵ering tools, maps, and statistical data that aid in fire prediction, management, and
research. Through its real-time updates and historical archives, CWFIS plays a critical
role in supporting Canada’s e↵orts in wildfire preparedness, response, and recovery.
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2.1.1 Evolution and E�cacy of CWFIS

The CWFIS [45] has undergone substantial development since its early days. Initially
established as a national fire management tool in 1975, it later evolved into the Canadian
Fire E↵ects Model (CanFIRE) in 1994 before transforming into the CWFIS we know today.
Operated with a modular architecture, it collects data from more than 1,200 weather
stations across Canada, a significant increase from its original 250.

Data for the system are sourced both manually and through automated fire weather
stations and then sent to a centralized network via multiple communication pathways,
including telephone lines, digital broadband, and satellite telemetry. Although hourly
weather data is collected, the system performs its risk assessment calculations on a daily
basis.

One of the key analytical frameworks employed by the CWFIS is the CFFWI, an em-
pirical model developed in 1987. This model is instrumental in providing detailed insights
into multiple aspects of wildfire risk, such as ignition ease, potential fuel consumption, and
fire spread rate. These metrics are consolidated into the Fire Weather Index (FWI), a
comprehensive measure of wildfire danger. It has been suggested that the FWI could also
serve as a foundational element in predictive models for fire occurrences.

The FWI System generates six key metrics: three are moisture codes and the other
three are numerical scores indicating the likelihood of wildfires, as illustrated in 2.2. These
metrics collectively serve as the FWI, o↵ering a comprehensive gauge of fire risk. Figure
2.2 depicts the elements that make up the FWI System. These elements are calculated
based on sequential daily measurements of factors such as temperature, relative humidity,
wind speed, and precipitation over a 24-hour period.

Despite its broad capabilities, the CFFWI itself does not directly forecast when or
where a fire might ignite. However, Lawson and Armitage [23] argue that the FWI could
conceptually be used to predict the occurrence of fires when applied to specific weather
data points.

Despite its capabilities, the CWFIS does have limitations. Its geographic coverage is
vast, using a grid cell resolution of 1,000 meters for the most fire-prone regions, but the
number of weather stations is considered insu�cient to capture the intricacies of rapidly
changing terrains or unusual geographic features. This shortfall impacts the accuracy of
the FWI and limits the system’s e�cacy in certain regions.

The latest version of the CWFIS introduced a comprehensive guide for the placement
and instrumentation of fire weather stations. This guide emphasizes the importance of
accurate meteorological data for both the FWI and the Canadian Forest Fire Behavior
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Figure 2.2: CFFWI Structure. (Adapted from [45][23][24])

Prediction system. It also identifies challenges in obtaining precise forecasts, especially in
complex terrains, and calls for a specialized fire weather forecasting service supported by
an expanded network of stations.

Thus, while CWFIS serves as a cornerstone in the realm of Canadian wildfire manage-
ment, o↵ering valuable real-time and predictive data, it also presents avenues for future
research and enhancement, particularly in the granularity of its data and its geographical
coverage.
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2.2 Forest Fire and ML

2.2.1 Data Collection

Data collection is a critical aspect of developing e↵ective ML models for detecting forest
fires. Several studies have explored di↵erent approaches to collecting data in the forest fire
domain. Variety of data collection methodologies are employed, each with its own set of ad-
vantages and applications. Satellite imagery, highlighted in studies by [31] and [13], o↵ers
broad geographical coverage and is instrumental for early fire detection. Remote sensing
techniques, showcased in works by [2], [20], and [16], provide detailed environmental in-
sights, including vegetation health and temperature. Real-time meteorological variables
are captured through weather stations as indicated by [30], o↵ering invaluable data for
immediate risk assessment. IoT sensors, a focus of research by [41], [49], and [16], o↵er
granularity and real-time responsiveness, enhancing the robustness of detection systems.
UAVs and ground-based sensors, as explored by [40], bring in the element of mobility and
localized data collection. Historical fire records, analyzed in research by [38] and [43], o↵er
a valuable resource for calibrating and validating predictive models. Lastly, crowd-sourced
data, also investigated by [40], represents an innovative approach, leveraging citizen partic-
ipation to augment fire-related datasets. This multifaceted approach to data collection not
only provides a comprehensive view of current conditions but also o↵ers multiple avenues
for future research and technological development in forest fire management. Table 2.1
summaries these approaches.

Rather than collecting data from scratch, many studies have utilized pre-existing datasets.
One such dataset is the UCI ML dataset, which is composed of 517 instances and 13 at-
tributes from the Northeast region of Portugal [8][10]. Another dataset, SaskFire, was em-
ployed for time-series classification in a study cited as [22]. Additionally, Kaggle datasets
were used by researchers in [32] to predict forest fires using ML techniques.

2.2.2 Imbalance Handling Techniques

Within the specialized area of ML for predicting forest fires, addressing the imbalanced
nature of data remains a critical yet often overlooked issue. A majority of existing research
[4][25][17] seems to proceed with an equal distribution of fire and non-fire data points,
maintaining a 1:1 ratio. This overlooks the naturally imbalanced distribution that one
finds in actual fire incidents, casting doubts on the real-world utility of the predictive
models thus derived [19].
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Table 2.1: Summary of Forest Fire Data Collection Methods

Paper
Title

Method Description

[31] [13] Satellite Imagery Utilizing satellite sensors to capture im-
ages of forests and analyze them for fire
detection

[2] [20] [16] Remote Sensing Using remote sensing technologies,
such as LiDAR or infrared sensors, to
gather data on vegetation health, tem-
perature, and other relevant factors

[30] Weather Stations Deploying weather stations in or near
forested areas to collect real-time
weather data, including temperature,
humidity, wind speed, and precipita-
tion

[41] [49]
[16]

IoT Sensors Deploying Internet of Things (IoT) sen-
sors in forested areas to collect environ-
mental data, such as temperature, hu-
midity, and air quality

[40] Unmanned Aerial
Vehicles (UAVs)

Using drones equipped with cameras
and sensors to capture high-resolution
images and collect data on fire-prone
areas

[40] Ground-Based
Sensors

Installing ground-based sensors, such
as temperature and moisture sensors,
to monitor forest conditions and detect
anomalies

[38] [43] Historical
Fire Records

Analyzing historical fire records and in-
corporating them into the dataset for
model training and validation

[40] Crowd-Sourced Data Gathering data from crowd-sourcing
platforms where volunteers contribute
fire-related information, including fire
incidents, burned areas, and fire sever-
ity assessments
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Certain studies are starting to fill this void. For example, research denoted by [21]
incorporates a deep learning framework to assess wildfire areas, accounting for the unequal
distribution between large and small fire incidents. Yet, there are others, like the one
indicated by [11], that preset their model with an imbalance ratio of 1.4:1, seemingly
dismissing the data imbalance issue. Further, some researchers, marked by [46] and [47],
do recognize this problem but opt for modest predefined imbalance ratios like 10:1 or 3:1.

SMOTE-ENN was used by [27] for handling imbalanced data related to cardiac arrhyth-
mia classification. They coupled SMOTE-ENN with XGBoost and various ML algorithms
to achieve a high accuracy of 97.48%, substantiating the e↵ectiveness of SMOTE-ENN
in imbalanced scenarios [27]. Another study by [28] applied SMOTE-ENN in predicting
diarrhoea cases among children in developing countries. The authors demonstrated that
models trained on data balanced with SMOTE-ENN exhibited high precision, recall, and
F1-score, further validating the potential of SMOTE-ENN in various applications [28].

GANs have also been explored for their potential to augment minority classes in imbal-
anced datasets. [42] specifically applied tabular GANs to handle time-to-event data related
to survival prediction. Their findings suggested that although GANs can sometimes out-
perform traditional methods, they are generally less e↵ective than classical oversampling
techniques such as SMOTE [42]. In a meta-analysis involving 18 GitHub repositories, [36]
examined the application of GANs in imbalanced class scenarios. They highlighted the
flexibility and broad applicability of GANs but also pointed out specific limitations [36].

This body of literature indicates that techniques like SMOTE-ENN and GANs hold
promise for addressing class imbalance but also come with their own set of challenges and
limitations. As such, their integration into forest fire prediction models warrants careful
consideration and empirical evaluation to ascertain their e�cacy in this specific domain.

2.2.3 ML in Forest Fire Domain

The application of ML techniques in the forest fire domain has witnessed a paradigm shift
from traditional statistical methods to more complex algorithms. Early models primar-
ily employed logistic regression and decision trees, but their limitations in capturing the
non-linear relationships between variables paved the way for more sophisticated methods
like neural networks, deep learning, and ensemble methods. For instance, neural networks
have been found to o↵er more accurate predictions of fire occurrence, spread, and intensity
compared to traditional models [35]. Ensemble methods like Random Forests and Gradi-
ent Boosting combine multiple weak learners to improve predictive performance and have
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shown promise in several studies [34]. Time-series models such as Long Short-Term Mem-
ory (LSTM) networks have also been e↵ective, especially when dealing with the temporal
nature of forest fire data [39].

Real-time prediction and alert systems are becoming increasingly feasible due to ad-
vancements in IoT and sensor networks. These developments enable the integration of ML
models with real-time sensor data for early detection and timely alerts [48].

A significant number of studies have been conducted to investigate ML applications in
forest fire prediction, with 38 relevant papers published between 2014 and 2022 identified in
a comprehensive review on IEEE Xplore [33]. This growing body of work frequently utilizes
Random Forest and SVMs as initial models for classification tasks. These algorithms are
often stepping stones for researchers who later venture into more advanced decision tree
models and neural network architectures, such as gradient boosting and LSTM networks
[33].

However, despite this substantial progress in applying ML to the forest fire domain, a
notable research gap exists. The existing literature lacks standardization across studies,
making it challenging to establish best practices and identify the most e↵ective models for
predicting forest fires. Moreover, an additional challenge is the issue of data imbalance.
Forest fire datasets often exhibit a significant imbalance between the classes, with the
majority of instances being non-fire events and a minority being actual fire occurrences.
This data imbalance can lead to biased model performance and may result in the neglect
of the minority class. The development of appropriate evaluation metrics that account
for class imbalance, such as precision-recall curves and F1-score, should be emphasized.
Additionally, exploring anomaly detection techniques to identify rare fire events within a
predominantly non-fire dataset could also be beneficial.
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Chapter 3

Methodology

This section initially provides an overview of our modeling framework and outlines how
each component has been utilized in this research. In 3.2 subsection, we elucidate the
fundamental methodologies that have guided our focus on forest fire prediction. These
methodologies are integral to various aspects of our work. For instance, the Haversine
formula serves as a cornerstone of our data collection framework. Its definition is detailed
in 3.2 subsection of this chapter, while its application is further discussed in Chapter 4.
We also o↵er a comprehensive overview of how ML techniques can be specialized for forest
fire prediction. In terms of ML algorithms, we employ models from both the random forest
and gradient boosting families, specifically XGBoost, LightGBM, and the more recently
developed CatBoost. During the modeling stage, we address the issue of data imbalance
by implementing various strategies such as under-sampling with NearMiss3, over-sampling
through SMOTE and GANs, and a hybrid method using SMOTE-ENN. Finally, to assess
the performance of our models, we explore the evaluation metrics most suited to our
research problem. By the end of this section, readers will have acquired the foundational
technical knowledge necessary to understand this research.

3.1 Overview

The methodology employed in this research encompasses a multi-faceted, systematic ap-
proach designed to robustly model the raw data and optimize predictive performance.

Figure 3.1 illustrates the steps taken in the modeling framework. Initially, the final
raw data, sourced from the Dataset Creation Framework (refer to figure 4.1, chapter 4),
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Figure 3.1: Fire Classification Framework
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undergoes a series of pre-processing steps, labeled as Box 0, to enhance its quality and
usability. The pre-processed dataset is subsequently partitioned into 80% training and 20%
test sets, depicted in Box 1, serving the dual purpose of model training and performance
evaluation. Before addressing the class imbalance in the training data (Box 2), the data
is standardized, ensuring a consistent scale across features, which in turn bolsters model
stability and performance. Three re-sampling techniques - over-sampling, under-sampling,
and hybrid - are evaluated.

The performance of the model is rigorously evaluated using predefined metrics (ac-
curacy, sensitivity, specificity and ROC-AUC), as shown in Box 4, to provide an initial
comparative analysis. The research includes hyperparameter tuning as an additional opti-
mization layer, represented in Box 5, which allows the algorithms to be finely adjusted for
maximum predictive accuracy. The concluding stage of the methodology focuses on iden-
tifying the features that have a significant impact on the performance of the chosen model,
as indicated in Box 6. A carefully selected list of these important features is compiled, and
the entire modeling process is rerun with this condensed feature set. The aim is to deter-
mine whether a simplified feature space can maintain or even improve model performance
without losing predictive power. Since the study utilizes three distinct ML algorithms, the
whole process is repeated four times to find the most e↵ective model, represented as the
last step in Box 7 of the framework.

This exercise is especially useful in achieving a streamlined model that is both e�cient
and easy to interpret. As a result, the methodology not only aims to achieve high predic-
tive performance, but also emphasizes model interpretability and feature selection. This
multifaceted approach strengthens the research’s thoroughness and practicality.

3.2 Notion

Having established an overview of the modeling framework, attention must now be directed
towards understanding the technical components deployed in this research. Subsequent
sections will explain the specific models and algorithms that have been utilized. This will
not only provide the necessary technical background but also clarify the rationale behind
the selection of these particular methodologies. This comprehensive approach aims to
enhance the reliability and depth of the research findings.
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3.2.1 Haversine Formula

To add the “fire” points to the feature data set, we needed to calculate the distance When
dealing with points on a sphere, in order to calculate the shortest distance between two
points using the latitude and longitude, haversine can come in handy. The Haversine for-
mula to find the distance d between two points with coordinates (lat1, lon1) and (lat2, lon2)
is given by:

a = sin2

✓
�lat

2

◆
+ cos(lat1) · cos(lat2) · sin2

✓
�lon

2

◆
,

c = 2 · atan2
�p

a,
p
1� a

�
,

d = R · c,

(3.1)

Where:

�lat = lat2 � lat1,

�lon = lon2 � lon1,

R is the Earth’s radius (mean radius = 6,371 km).

The Haversine formula o↵ers several benefits that make it an excellent choice for use in
our research. By approximating the Earth as a sphere, the formula delivers highly accurate
distance measurements. Its straightforward nature and simplicity make it easy to imple-
ment, even for those who may not be experts in computational geometry. Furthermore, it
is computationally less demanding compared to methods that model the Earth as an ellip-
soid, a crucial advantage in our case. Given that we are dealing with a large volume of data,
the ability to perform rapid calculations across large datasets is of paramount importance.
Thus, the Haversine formula’s combination of accuracy, ease of use, and computational
e�ciency aligns well with the objectives of our study.

3.2.2 ML Algorithm

Prior to delving into the models that are picked for our thesis, it is best to grasp some of
the ML concepts and algorithms that are the building blocks of Random Forest, XGBoost,
LightGBM and CatBoost.
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Supervised Learning

In supervised learning, algorithms aim to find patterns within a dataset that includes both
features and labels by training a model on it. The trained model is then used to predict
the labels for new, unseen data based on its features, Figure 3.2

Figure 3.2: Supervised Learning

DTs

DTs are non-parametric supervised learning. It can be used for both classification and
regression. Decision trees construct a model that predicts the label by navigating through
a hierarchical tree of true/false feature questions. The goal is to minimize the number of
questions needed to accurately determine the probability of making a correct decision.

Ensemble Learning

Ensemble methods integrate multiple decision trees to create predictive models that out-
perform a standalone decision tree. Ensemble learning serves as the umbrella term for
both averaging (bagging) and boosting methods. This approach combines the predictions
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Figure 3.3: DTs

of multiple base estimators using a given learning algorithm to enhance generalizability
and robustness.

In averaging methods, as the name suggests, the predictions from several independent
estimators are averaged, particularly when dealing with regression problems. In the case of
classification, majority voting is employed. Random Forest is one example of this approach.

On the other hand, boosting methods construct estimators sequentially, with each one
aiming to reduce the bias of the combined model. This method merges several weak models
to create a single, more powerful model. Gradient Boosting is an example of this method.

To achieve a better model, ensemble learning algorithms combine multiple ML algo-
rithms.

Gradient Boosting

Gradient boosting serves as a powerful team-building strategy for weaker predictive mod-
els. Essentially, the method starts with a base model that isn’t particularly strong in its
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predictive power. It then iteratively adds more models into the ensemble, each one fo-
cused on correcting the mistakes of the collective group that came before it. This iterative
process is structured around a mathematical framework known as gradient descent, which
systematically adjusts the model to minimize errors.

In practice, gradient boosting deploys a series of shallow decision trees, trained in a
sequence. Each successive tree is fit based on the error residuals, essentially the “mistakes”,
of the previous ensemble of trees. The end result is a robust model, its final prediction
being a weighted sum of the individual trees’ predictions. Gradient boosting decision tree
“boosting” minimizes the bias and underfitting.

3.2.3 Random Forest Algorithm

In Random Forest, bagging is employed to construct complete decision trees concurrently,
each generated from random bootstrap samples of the dataset. The ultimate prediction is
derived by averaging the predictions from all these trees. The Random Forest algorithm is
a popular tree-based algorithm commonly used in supervised ML tasks involving labeled
data. Random Forest, also known as Random Decision Forest, is versatile and can be used
for both classification and regression tasks. In our study, we focus on the classification
of the “fire” class. The Random Forest classifier constructs multiple decision trees by
randomly selecting subsets of both features and data points from the training set. The
final prediction is determined by aggregating the individual predictions of these trees,
typically through a majority-vote mechanism. Random forest “bagging” minimizes the
variance and overfitting.

3.2.4 Extreme Gradient Boosting (XGBoost) Algorithm

XGBoost represents an e�cient and highly accurate extension of gradient-boosted trees,
optimized for both computational speed and model performance. Unlike traditional Gradi-
ent Boosted Decision Trees (GBDT), where trees are built sequentially, XGBoost employs
a parallel construction method. The algorithm adopts a level-wise strategy, systematically
examining gradient values to swiftly assess the quality of potential data splits at each level
of the training set.

XGBoost has gained prominence as one of the most popular ML models for both clas-
sification and regression tasks. One of the key reasons for its popularity is its capacity
to handle large datasets e�ciently, thanks to its built-in support for parallel processing.
This allows for training the model in a reasonable timeframe without compromising on
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Figure 3.4: Random Forest Classifier

its state-of-the-art performance. In the context of forest fire prediction and management,
XGBoost’s capabilities are particularly valuable. Its robustness and ability to work with
complex datasets make it ideal for handling the varied and often non-linear factors that
contribute to forest fires, such as weather conditions, vegetation type, and human activities.

3.2.5 LightGBM Algorithm

LightGBM is a distributed, high-performance framework for gradient-boosted tree algo-
rithms. Developed to optimize both computational speed and memory usage, LightGBM
o↵ers particular advantages in handling large and complex datasets. Unlike traditional gra-
dient boosting algorithms, which grow trees depth-wise, LightGBM employs a histogram-
based algorithm that grows trees leaf-wise. This results in a more accurate model, as
LightGBM focuses on the leaves with large errors. Figure 3.5 explains the implementation
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of LightGBM and other boosting algorithms.

Figure 3.5: Leaf-Wise vs. Level-Wise: Tree Growth in LightGBM and Other Boosting
Algorithms

The model also incorporates advanced regularization techniques, like Gradient-based
One-Side Sampling (GOSS) and , to prevent overfitting. GOSS retains the data points
with large gradients, ensuring the model learns e↵ectively from the minority “fire” class.
Exclusive Feature Bundlin (EFB), on the other hand, bundles mutually exclusive features,
reducing the dimensionality of the data and making the model faster and more e�cient.
LightGBM’s histogram-based training approach further enhances speed and computational
e�ciency. In the context of forest fire prediction, this means the model can rapidly assim-
ilate real-time data—such as sudden changes in weather conditions, like temperature and
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humidity, or the status of other contributing factors like vegetation dryness. Consequently,
LightGBM can provide timely, reliable fire risk assessments, allowing for quicker response
and potentially reducing the devastation caused by wildfires.

3.2.6 CatBoost Algorithm

Figure 3.6: Evolution of Tree-Based Boosting Algorithms: From XGBoost to CatBoost

A few years after the release of LightGBM by Microsoft, Yandex, a Russian tech com-
pany, introduced a more robust algorithm for gradient boosting on decision trees. Figure
3.6 illustrates the timeline during which these boosting trees were released. Three main
characteristics led this project to experiment with this algorithm.

1. Its exceptional quality without the need for parameter tuning significantly reduces the
time spent on hyperparameter optimization. The default parameters yield excellent
results.

2. Its fast prediction capabilities lead to quicker and more e�cient model training.

3. Its ability to handle categorical features without any prior encoding is noteworthy.
Although this feature may not be directly testable with the dataset used in this
research, it’s highly relevant in the forest fire domain where we deal with satellite
images. It o↵ers a valuable initiative for learning how to manage categorical and
numerical features concurrently.

CatBoost, which stands for “Categorical Boosting” is an ensemble learning method
based on gradient boosting. What sets CatBoost apart is its robust handling of categorical
features without requiring any explicit preprocessing steps like one-hot encoding. The
model internally applies mean encoding to categorical features, utilizing a novel scheme to
prevent target leakage. In addition to ordered boosting, CatBoost implements an Oblivious
Trees model, a more symmetric and balanced tree compared to conventional decision trees.
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This structure results in consistent prediction rules for each leaf, speeding up both the
training and prediction phases. CatBoost is also engineered for parallel and distributed
computing, which is crucial for handling large datasets.

The algorithm incorporates various regularization techniques, including a Bayesian
method for tree-structure optimization and L2 leaf regularization, to control overfitting
e↵ectively. Furthermore, it uses oblivious trees combined with oblivious randomized trees
during the model boosting process, improving model accuracy by adding an element of
randomness that helps in generalizing well on unseen data.

3.2.7 Imbalance Handling

Data imbalance is a prevalent issue when dealing with large datasets. In such imbalanced
datasets, the classes are not equally represented, as visually depicted in Figure 3.7. This
inequality makes it challenging for ML algorithms to learn and e↵ectively predict the
minority class. The ratio between the majority class and the minority class is so significant
that the minority class is often dismissed or ignored. As a result, the algorithm tends to
favor the majority class in its predictions.

Various techniques have been proposed to handle imbalanced data, and this section dis-
cusses some of the popular approaches. We present an overview of three such techniques:
NearMiss3 Under-sampling, SMOTE and GANs Over-sampling, and SMOTE-ENN Hy-
brid. While under-sampling methods such as NearMiss3 are computationally e�cient, they
risk discarding potentially useful information. Over-sampling methods such as SMOTE and
GANs can generate high-quality synthetic data but come at a high computational cost and
are sometimes unreliable. Hybrid methods like SMOTE-ENN o↵er a middle ground but
are not free from drawbacks, such as the risk of overfitting. Choosing the right technique
often depends on the specific requirements of the project, and a combination of methods
may be the most e↵ective approach.

Since imbalanced data makes our model more prone to scenarios where “Fire” (the
minority class) has negligible or extremely low recall, we aim to evaluate the impact of
these techniques on our dataset and assess their contribution to our modeling e↵orts.

NearMiss3 Under-sampling

NearMiss serves as an under-sampling methodology, devised to rectify class imbalances by
meticulously eliminating instances from the majority class. The core rationale is to aug-
ment the decision space between both classes by excluding specific majority-class samples
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Figure 3.7: Imbalanced Data Representation

that are in close proximity to those of the minority class. This optimization enhances the
performance of subsequent classifiers.

A recurrent issue in under-sampling methods is the forfeiture of vital data. To counter
this, NearMiss incorporates a near-neighbor strategy. The operational mechanics of this
approach are outlined in a sequential fashion:

1. Initially, the algorithm calculates the distances between each minority class instance
and all instances belonging to the majority class, which is the targeted class for
under-sampling.

2. Subsequently, n instances from the majority class, having the least distances to the
minority class instances, are pinpointed.
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3. Assuming k instances are present in the minority class, this approach results in k⇥n
instances retained from the majority class.

Di↵erent incarnations of the NearMiss algorithm o↵er varied methodologies for identi-
fying these n closest majority-class instances:

• NearMiss-Version 1: This variant opts for majority-class instances with the small-
est average distance to the k nearest minority-class instances.

• NearMiss-Version 2: This iteration chooses majority-class instances based on their
smallest average distance to the k most distant minority-class instances.

• NearMiss-Version 3: Employing a two-tier process, it initially retains the M near-
est majority-class neighbors for each minority class instance. Subsequently, it selects
those majority-class instances that have the largest average distance to their N near-
est minority-class neighbors.

We chose NearMiss3 over versions 1 and 2 because it o↵ers several advantages, such
as better preservation of class boundaries and reduced risk of information loss. Unlike its
predecessors, which focus solely on distance metrics, version 3 incorporates more contextual
information by considering multiple nearest neighbors from both the majority and minority
classes. This approach tends to be more adaptable to complex data distributions and is
generally less sensitive to outliers. NearMiss3 improves the classifiers’ ability to generalize,
making them more adaptable to variations in new and unseen data. As a result, it stands
out as an excellent option for us seeking more sophisticated under-sampling approach.

SMOTE Over-sampling

SMOTE is a data augmentation method used in machine learning to address class imbal-
ance. It creates synthetic samples for the minority class by interpolating between existing
minority class instances. SMOTE aims to balance class distributions, improving model
performance on underrepresented classes.

GANs Over-sampling

GANs can also be used to tackle the problem of imbalanced datasets by generating synthetic
samples for the minority class. GANs consist of two neural networks: the Generator and
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the Discriminator, which work against each other. The Generator tries to create data
instances that are indistinguishable from real instances, while the Discriminator tries to
di↵erentiate between the real and synthetic samples. By training the network, high-quality
synthetic samples are generated that can be used to balance the class distribution. The
major drawback of using GANs is the computational cost, which can be significantly higher
compared to other techniques.

Figure 3.8: GANs Implementation

SMOTE-ENN Hybrid

SMOTE-ENN is a hybrid technique that combines SMOTE and Edited Nearest Neighbors
(ENN) algorithms. SMOTE generates synthetic samples in the feature space, while ENN
removes instances of the majority class that are misclassified by their nearest neighbors.
This approach tries to balance the benefits of both under-sampling and over-sampling.
While it can be more e↵ective than applying either SMOTE or ENN alone, the compu-
tational cost can be high, and the risk of overfitting may increase due to the synthetic
samples.

Sampling Ratio

The main objective of leveraging re-sampling techniques is to refine class distributions,
thereby bolstering model performance in scenarios where instances of the minority class
are of critical importance. A fundamental aspect of these methods is the notion of the
sampling strategy. This term and the phrase “sampling ratio” are used interchangeably
in our context. When the sampling strategy parameter is defined as a float, it signifies
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the intended proportion of the number of samples from the minority class relative to the
majority class post re-sampling [18].

Mathematically, if ↵ represents the sampling strategy expressed as a float and Nminority

andNmajority denote the counts of samples in the minority and majority classes, respectively,
the relationship can be articulated as:

↵ =
Nminority

Nmajority

3.2.8 ML Evaluation Metrics

In the context of forest fire classification using ML algorithms such as Random Forest, XG-
Boost, LightGBM, and CatBoost, a multifaceted evaluation approach is crucial for a com-
prehensive understanding of model performance. Four primary metrics, namely, accuracy,
sensitivity, specificity, weighted F1 score, and ROC-AUC, o↵er distinct yet complementary
insights.

Accuracy

This metric provides a general overview of how well the model is performing. It is the ratio
of the number of correct predictions to the total number of predictions. While accuracy can
o↵er a quick snapshot of performance, it can be misleading when the classes are imbalanced,
as is often the case in rare events like forest fires. Thus, we consider additional metrics for
a nuanced assessment.

Accuracy =
TP + TN

TP + TN + FP + FN
(3.2)

Where:

TP = True Positives

TN = True Negatives

FP = False Positives

FN = False Negatives
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Sensitivity (Recall)

Sensitivity measures the model’s ability to correctly identify positive cases, in this context,
the occurrence of a forest fire. A high sensitivity is crucial for public safety, as failing to
predict a forest fire could result in significant damages and loss of life. Sensitivity and
recall are terms that are often used interchangeably in this context

Sensitivity =
TP

TP + FN
(3.3)

Where:

TP = True Positives

FN = False Negatives

Specificity

This metric gauges the model’s ability to correctly identify negative cases or non-occurrence
of forest fires. High specificity is equally important to prevent false alarms, which could
lead to unnecessary evacuations and resource allocation, inducing panic and economic loss.

Specificity =
TN

TN + FP
(3.4)

Where:

TN = True Negatives

FP = False Positives

ROC-AUC (Receiver Operating Characteristic - Area Under the Curve)

This metric provides a more comprehensive evaluation as it considers various thresholds.
It shows the trade-o↵ between sensitivity and specificity. A high ROC-AUC value implies
that the model is capable of distinguishing between the occurrence and non-occurrence of
forest fires e↵ectively. By looking at each of these metrics, we can derive a well-rounded
understanding of the model’s strengths and weaknesses. Sensitivity ensures we capture
as many real incidents as possible, while specificity minimizes the costs associated with
false alarms. Accuracy gives us a baseline for general performance, and ROC-AUC o↵ers
a nuanced evaluation that considers a range of scenarios. Therefore, employing all these
metrics ensures that our chosen model is not only accurate but also reliable and e�cient
for forest fire classification.
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Weighted F1 Score

The weighted F1 score is a metric used to evaluate the performance of a classification
model, taking into account both precision and recall for each class and then calculating a
weighted average based on class frequencies. It provides a single score that balances the
trade-o↵ between precision and recall across multiple classes, with greater weight given to
classes with more instances.

Weighted F1 Score =

PN
i=1

wi · F1 ScoreiPN
i=1

wi

(3.5)

Where:

N = Number of classes

wi = Weight for class i

F1 Scorei =
2 · Precisioni · Recalli
Precisioni + Recalli
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Chapter 4

Data-set Creation Framework

This chapter introduces the methodology employed to collect a novel dataset, specifically
designed for the prediction and detection of forest fires using ML and image processing
techniques. Data gathering serves as a critical initial step in predicting ignition points
within forests. To achieve this goal, we have considered various factors that are believed to
be correlated with the inception or propagation of forest fires. These commonly considered
factors include humidity, temperature, surface pressure, and precipitation. While several
academic papers have proposed datasets based on one or two of these factors, our project
aims to provide a more comprehensive view by encompassing a broader array of factors.
This approach aims to o↵er a more nuanced understanding of the interrelationships among
fire-related variables for the development of the ML model.

4.1 Setting Up the Data Framework

Figure 4.1 outlines the framework creation process followed by table 4.1 and table 4.2. We
delve into the details of its implementation and discuss the generation of the Saskatchewan
dataset specifically designed for our forest fire prediction research.
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Figure 4.1: Dataset collection Framework

There are four main data sources for this framework, as illustrated in Figure 4.1: me-
teorological data, an area-of-interest boundary file, historical fire data, and water bodies
files. Both the meteorological data and the historical fire data are expected to include
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Table 4.1: Nomenclature of Input and Output of Data

Name Meaning

x src Source of data of type x, x 2 cmet, bound, water, fire

x in Inputs from data source x

x out Intermediate outputs after processing of x type of data

x of Final output after processing of x type of data

Table 4.2: Data Input and Output Files with Formats

Name Format File Name

cmet in NetCDF netCDFxxxx.nc

cmet out csv feature xxxx.csv

bound in Shape File province bound.shp

fire in Shape File canada firepoint.shp

fire out Shape File canada firepoint.csv

fire of csv province firepoint.csv

water in Shape file province water.shp

data out csv xxxx-xxxx dataset.csv

data of csv xxxx dataset filtered.csv

coordinate and date information. Additionally, the historical fire dataset should contain
details about the size of the fire and its cause. The boundary file serves a specific purpose:
to trim the dataset to the designated area of interest. It acts as a ruler, allowing us to
clip the data to the specified region. Once the data for this specific area are isolated, it
is time to integrate the fire-related information. To combine the meteorological data with
the historical fire data, several factors must be considered, such as the size of the area
impacted by the fire. The “fire” column will be populated based on the size of the fire in
that particular range. Further refinement is required by eliminating data that fall within
the water bodies in the area. These water bodies can include lakes, seas, oceans, large
rivers, and dry salt flats. The final raw data set will contain the following column titles as
demonstrated in Table 4.3.
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Table 4.3: Summary of Data Variables for Forest Fire Prediction

Coordinate ID Lon Lat Feature 1,2,...,n Day Year Fire

4.2 Saskatchewan Data Framework Deployment

Saskatchewan, one of the Canadian provinces, was selected as the study area. Composing
an area of 651,900 km2, Saskatchewan had a population of 1.195 million in 2022. The
province’s highest elevation stands at approximately 1390.7 meters, while its lowest point
measures around 212.8 meters.

Boasting a diverse ecosystem, Saskatchewan transitions from grasslands in the south to
forests in the north. These varying ecological zones o↵er a rich platform for meticulously
examining the behavior and characteristics of the fire. The availability of historical fire
data, coupled with the diversity in fire incidents concerning frequency, intensity, and causes,
underscores the rationale behind selecting this region for data collection. Saskatchewan’s
remoteness from substantial water bodies, combined with its northerly latitude, ensures it
receives more sunlight hours than many other Canadian provinces. This geography results
in warmer summers, elevating the risk of drought. Historically, the fire season begins in
early June and lasts approximately 13 weeks. Between 2001 and 2021, fires have consumed
around 6.13Mha of Saskatchewan’s tree cover.

Given all these characteristics of Saskatchewan, it is the area of study for this thesis.
In the following sections, we examine the particular data sources (presented in table 4.4)
employed during the initialization of the data collection framework. We then detail the
methods used for consolidating the gathered data.

Table 4.4: Saskatchewan Data Sources

Name Type Links
bound src shape ArcGIS GIS Shapefile Map Layers
cmet src netcdf ERA5 hourly data on single levels
water src shapefile ArcGIS REST Services Directory
fire src csv Natural Resources Canada
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4.2.1 ERA5 Data

The primary source for retrieving meteorological data is Copernicus Climate reanalysis
data [5]. Climate reanalysis integrates past observations with models to generate consistent
time series for various climate variables. These reanalyses are among the most widely used
datasets in the geophysical sciences and o↵er a comprehensive description of the observed
climate, covering its evolution over recent decades. The data are organized in 3D grids and
provided at sub-daily intervals. Specifically, we employ ERA5 hourly data on single levels,
spanning from 1940 to the present[15]. ERA5 represents the fifth-generation reanalysis
produced by the European Centre for Medium-Range Weather Forecasts (ECMWF), and
it covers global climate and weather patterns for the past eight decades. This data source is
referred to as “cmet src” in Figure 4.1. To download the necessary data, certain preferences
and selections must be set. Table 4.5 outlines the categories of data targeted for retrieval
from this source.

Table 4.5: Variable Preferences

Preferences
Temperature
Soil Water
Evaporation
Runo↵
Wind
Pressure
Precipitation
Vegetation

Spacial Resolution

The horizontal resolution of the fixed grid is 0.25� x 0.25� n a regular lat-lon grid projection.
To isolate data specific to the targeted province, the subregion coordinates provided in table
4.6 are taken into account.

The retrieved files consist of 19 files in the Network Common Data Form (NetCDF)
with a “.nc” extension, referred to as cmet in. NetCDF files are multidimensional scientific
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Table 4.6: Saskatchewan Sub-Region Coordinates

xmin ymin xmax ymax

Saskatchewan -109.99 48.99 -101.36 60.00

data files. Each layer stores information about one of the retrieved features, such as
temperature, humidity, pressure, and wind speed. These files have been analyzed and
converted to tabular data with “.csv” extensions using R programming language [?]. The
output from the “Clip to targeted province” box in Figure. 4.1 is named cmet out. The
algorithm 1 describes the steps.

Algorithm 1 Converting raster data from NetCDF to CSV

1: Import essential libraries
2: Initialize year, day o↵set, and output filenames . Mask raster data
3: Load NetCDF file into raster format . Convert raster data to dataframe
4: Extract variables from raster data
5: Create an empty dataframe to store results
6: for each day in year do
7: Extract daily feature slices from raster data
8: Convert slices to vectors
9: Create new dataframe from vectors and coordinates
10: Append new dataframe to results dataframe
11: end for
12: Write results dataframe to CSV

Temporal Resolution

ERA5 provides data with hourly temporal resolution, spanning from January 1950 up to
the present. For the purposes of this project, however, we focus only on the data collected
at 12 noon. This decision is guided by the CFFWI, which indicates that noon is a critical
time for predicting wildfire risk levels.

The data set we have gathered covers the period from 2000 to 2018 and includes obser-
vations for every day of each month. During the data processing phase, any months with
zero reported fires have been excluded from the analysis.
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4.2.2 Historical Fire Data Point

The historical fire data has been sourced from the CWFIS Datamart [37]. Fire point data
from the National Fire Database consist of a collection of forest fire locations, provided
by various Canadian fire management agencies, including provinces, territories, and Parks
Canada.

The National Fire Database’s fire point data shapefile, referred to as fire in in Fig-
ure. 4.1, has been downloaded. This shapefile contains historical fire data for all of Canada,
spanning the years 1946 to 2021. We imported this shapefile as a vector layer into the
Quantum Geographic Information System (QGIS) and subsequently saved it as a Comma
Separated Values (CSV) file. The exported file, named fire out, was filtered based on
province and year, selecting only records pertaining to Saskatchewan and covering the years
2000–2018. During this process, the dates in the YYYY-MM-DD format were converted
to the day of the year. Some preliminary data cleaning was also carried out to remove data
points outside the provincial boundaries. These steps were performed in the box labeled
“Filter and Pre-processing Data” in Figure. 4.1, and the output file is called fire of.

The cmet out and fire of files from the previous steps were merged, and the target
column “fire” was added using Algorithm 2. This is highlighted in the box titled “Filter
and Join on (Coordinate ID, day)” in Figure. 4.1.

To populate the “fire” column, we considered both the spatial resolution of the mete-
orological data, which was set at 0.25 degrees and the size of the fires. The “fire” column
is populated based on two conditions: 1) whether there are any historical fires within a
given bounding box; and 2) whether there are any within a radius calculated based on the
fire’s size. If a fire meets either of these conditions, the column “fire” for that particular
location is set to 1; otherwise, it remains at 0. This approach helps us identify locations
that are in close proximity to historical fires.

Algorithm 2 serves two primary functions:

1. It employs the haversine formula, as detailed in Algorithm 3, to calculate the distance
between fire locations and meteorological data points based on their latitude and
longitude. The Haversine formula is specifically designed to compute distances on
a sphere, making it ideal for calculating distances on the Earth’s surface given its
curvature. This ensures a more accurate distance measurement compared to simpler
Cartesian calculations.

2. The algorithm checks whether each data point lies within a square bounding box of
a given resolution, as demonstrated in Algorithm 4.
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Algorithm 2 Generalized Fire Proximity Check

1: Prepare the dataframes for checking

2: Initialize necessary columns and flags

3: for each location in all locations do
4: Extract location details (latitude, longitude, day, year)

5: Filter relevant fire data based on day and year

6: for each fire incident in filtered fire data do
7: Extract fire details (latitude, longitude, size)

8: Check if fire is inside location bu↵er

9: Calculate distance from fire to location

10: if fire is inside location OR distance is within threshold then
11: Update location as a↵ected by fire

12: Exit inner loop since fire is found near location

13: end if
14: end for
15: if fire found for current location then
16: Continue to next location

17: end if
18: end for

Algorithm 2 gives the full overview of the process. The objective is to find out if a
certain location (given by the latitude and longitude coordinates) is within the vicinity of
a fire event from historical data. During this data preprocessing phase, we filtered out rows
corresponding to periods outside of the fire seasons to ensure that our dataset primarily
captures the relevant timeframes when forest fires are most likely to occur. The data out
file is the final output of this step.

4.2.3 Provincial Boundary

To isolate data specific to our targeted province, Saskatchewan, we require a separate source
for provincial boundary information. These boundary files provide geographic coordinates
in terms of latitude and longitude and portray the full extent of the area, including any
adjacent coastal water regions. This data source is represented as bound src in workflow
Figure 4.1.

For the purposes of this study, bound in file, the 2021 census boundary shapefile pro-
vided by Statistics Canada was used to determine the Saskatchewan provincial boundary.
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Algorithm 3 Calculate Distance Using Haversine Formula

1: function haversine(lon1, lat1, lon2, lat2)
2: Convert lon1, lat1, lon2, lat2 to radians
3: dlon lon2� lon1
4: dlat lat2� lat1
5: a sin2(dlat/2) + cos(lat1)⇥ cos(lat2)⇥ sin2(dlon/2)
6: c 2⇥ asin(

p
a)

7: R 6371 . R: Radius of Earth in kilometers
8: return c⇥R
9: end function

Algorithm 4 Check if a Coordinate is Inside a Bounding Box

1: function is coordinate inside(lat1, lon1, lat2, lon2, resolution degrees)
2: lat diff  |lat1� lat2|
3: lon diff  |lon1� lon2|
4: if lat diff  resolution degrees and lon diff  resolution degrees then
5: return True
6: else
7: return False
8: end if
9: end function
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4.2.4 Water Body Shapefile

To refine the quality and relevance of our dataset, we performed a second round of data
extraction specifically designed to exclude water bodies from the geographical locations
studied. Since water bodies such as lakes, rivers, and oceans are not susceptible to fires,
their inclusion in the dataset would not provide any meaningful insights for our predictive
fire model. These extraneous data could even introduce noise or bias, thereby a↵ecting the
model’s accuracy.

To introduce this supplementary layer of data cleaning, a specific shapefile, termed
water in, which contains detailed geographic information about water bodies, was em-
ployed. Using this shapefile, data points in data out corresponding to water bodies were
e↵ectively removed. This optimization enhances the accuracy and relevance of analysis in
subsequent research stages. data of represents the output file containing the finalized raw
data.
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4.2.5 Saskatchewan Data-set Summary

The final data set includes the features described in Table 4.8. Data collection and pro-
cessing were conducted on an annual basis for the years 2000 through 2018, ensuring a
comprehensive data set. The ERA5 data retrieval was executed 19 times, once for each
year in the range. All other steps were completed using a single Python script. Table
4.7 illustrates the modifications made during the data collection framework process, as
depicted in Figure 4.1.

Table 4.7: Saskatchewan Data-set Summary

Data-set Total Rows Feature Class Fire Non-Fire
cmet out 5,655,825 26 0 0 0
data out 5,655,825 27 1 30,548 5,625,277
data of 4,381,020 27 1 28,256 4,352,764
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Table 4.8: Feature Description

Feature Unit Description

lon degrees Upper left hand corner longitude of a cell.

lat degrees Upper left hand corner latitude of a cell.

u10 m/s Eastward component of wind at 10m above the earth’s surface.

v10 m/s Northward component of wind at 10m above the earth’s sur-

face.

d2m Kelvin

(K)

The dewpoint temperature at 2m above the Earth’s surface. It

is a measure of humidity.

t2m Kelvin

(K)

Air temperature at 2m above the Earth’s surface.

lai hv m2/m2
One-half of the total green leaf area per unit horizontal ground

surface area for high vegetation.

lai lv m2/m2
One-half of the total green leaf area per unit horizontal ground

surface area for low vegetation.

ro Runo↵

src m of

water

The skin reservoir content is the amount of water in the vege-

tation canopy and/or in a thin layer on the soil.

skt Kelvin

(K)

Skin temperature is the temperature at the Earth’s surface.

stl1 Kelvin

(K)

Temperature of the soil in layer 1 (0 -7 cm) of the ECMWF

Integrated Forecasting System.

stl2 Kelvin

(K)

Temperature of the soil in layer 2 (7 -28 cm) of the ECMWF

Integrated Forecasting System.

stl3 Kelvin

(K)

Temperature of the soil in layer 3 (28 -100 cm) of the ECMWF

Integrated Forecasting System.

stl4 Kelvin

(K)

Temperature of the soil in layer 1 (100 -289 cm) of the ECMWF

Integrated Forecasting System.

ssr surface net solar radiation

str surface net thermal radiation

sp Pa Surface pressure (force per unit area)is the atmospheric pres-

sure at the earth’s surface.

e m of

water

The amount of water evaporation from bare soil.

tp m total precipitation.

swvl1 m3/m3
Volume of water in soil layer 1 (0 -7 cm) of the ECMWF Inte-

grated Forecasting System.

swvl2 m3/m3
Volume of water in soil layer 1 (7 -28 cm) of the ECMWF

Integrated Forecasting System.

swvl3 m3/m3
Volume of water in soil layer 1 (28-100 cm) of the ECMWF

Integrated Forecasting System.

swvl4 m3/m3
Volume of water in soil layer 1 (100 -289 cm) of the ECMWF

Integrated Forecasting System.

d day The day of the year for the given year.

y year The year.

Coo ID Int A unique identifier representing a specific pair of latitude and

longitude coordinates.

fire Boolean 1 if any ignition occurred in the cell on the day, otherwise 0.
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Chapter 5

Experiments and Result Analysis

In this section, we focus on the evaluation of three state-of-the-art ML algorithms—CatBoost,
XGBoost, and LightGBM—for their e↵ectiveness in classifying forested areas as fire-
a↵ected (labeled as “1”) or non-fire-a↵ected (labeled as “0”). Utilizing a range of metrics
such as Accuracy, Sensitivity, Specificity, and ROC-AUC, we aim to provide a holistic view
of each model’s performance in predicting these crucial environmental states. Given the
critical nature of timely and accurate forest fire detection, these metrics serve as key indi-
cators for the reliability and e�cacy of the models in real-world applications. The ensuing
discussion will elucidate the nuances of these results, emphasizing both their successes and
limitations in the realm of forest fire classification.

5.1 Initial Result Before Re-sampling

As shown in Table 5.1, the models—CatBoost, XGBoost, and LightGBM—display accu-
racy rates of around 99%. Detailed analysis reveals sensitivity values ranging from 0.01
to 0.04, indicating challenges in classifying the minority class. Specificity is consistent at
1.00, denoting the models’ e↵ectiveness in recognizing the majority class. These metrics
highlight a class imbalance issue in the dataset.

The ROC-AUC scores are relatively high but are not aligned with the low sensitivity,
suggesting the models, while potentially discriminative, are biased towards the majority
class. To address this class imbalance and achieve a balanced and generalizable model, re-
sampling techniques such as oversampling the minority class or undersampling the majority
class are necessary in subsequent steps.
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Table 5.1: Initial Results

Model Accuracy Sensitivity Specificity ROC-AUC
CatBoost 0.99 0.04 1.00 0.93
XGBoost 0.99 0.01 1.00 0.92
LightGBM 0.99 0.03 1.00 0.88

When plotting the class distribution, as shown in Figure 5.1, we observe that our dataset
su↵ers significantly from class imbalance.

Figure 5.1: Class Distribution Prior Applying Re-sampling Techniques
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5.2 Re-sampling

To address the class imbalance in the fire detection dataset, several strategies were adopted.
The primary step involved data pruning, removing rows associated with locations without
a fire history. Further refinement was achieved by including only days that fall within rec-
ognized fire seasons. Furthermore, data points located within water bodies were removed.
These measures significantly reduced the gap between the “non-fire” class (4,684,435 rows)
and the “fire” class (30,548 rows).

When employing di↵erent re-sampling techniques and using varying ratios, it was ob-
served that Random Forest was computationally more costly compared to XGBoost and
LightGBM. Consequently, the experiment was structured in two separate runs. The first
run solely utilized Random Forest, while the second combined XGBoost and LightGBM.
Among the re-sampling techniques, SMOTE-ENN proved to be the most time-consuming,
requiring approximately 1000 minutes to determine the model’s performance. In compar-
ison, SMOTE took around 30 minutes, and NearMiss3 approximately 12 minutes. The
results of these methodologies are elucidated in subsection 5.2.1.

To further counteract the imbalance, NearMiss3, an undersampling technique designed
to preserve the intrinsic distribution of the minority class, was used. This method is espe-
cially valuable for classifying rare but crucial events such as fires. The empirical evaluation
of the NearMiss3 model is presented in Table 5.2. The table demonstrates that di↵erent
sampling ratios provide consistent performance in key metrics such as sensitivity, speci-
ficity, and ROC-AUC. For instance, with a sampling strategy of 0.08, an overall accuracy
rate of 0.8 was achieved.

For example, when employing a sampling strategy of 0.08, the model attained a speci-
ficity of 0.76, a sensitivity of 0.72, and an ROC-AUC of 0.86, culminating in an overall
accuracy rate of 0.8. In this specific configuration, the model accurately classified 16,660
“fire” instances and 208,250 “non-fire” instances. It is noteworthy that the performance
metrics, particularly ROC-AUC and accuracy, exhibit a consistent range across di↵erent
sampling strategies, thereby indicating stable model behavior.

While undersampling techniques, such as NearMiss3, demonstrated e�cacy in balancing
our dataset for fire detection tasks, our experiments with GANs for oversampling yielded
less promising results.

Oversampling is generally considered advantageous because it allows for the introduc-
tion of synthetic instances that can help the model learn complex decision boundaries. This
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Sampling Ratio Specificity Sensitivity ROC-AUC fire non-fire
0.05 0.71 0.68 0.82 16000 200500
0.06 0.72 0.69 0.81 16100 199500
0.07 0.74 0.70 0.83 16300 201000
0.08 0.76 0.72 0.86 16660 208250
0.09 0.76 0.75 0.85 16660 185111
0.10 0.77 0.73 0.87 16700 209000

Table 5.2: NearMiss3 Sampling Ratio Analysis

could be particularly useful in scenarios where the minority class is not just rare but also
carries complex features that are hard to generalize from the limited number of instances.

In the case of GANs, the potential to generate high-quality synthetic instances that
resemble the minority class makes them an attractive choice for oversampling. However,
our empirical findings indicate that the GANs-augmented model did not outperform the
NearMiss3 model across key performance metrics such as sensitivity, specificity, and ROC-
AUC.

The less e↵ective performance of GANs-based oversampling in our study may be at-
tributed to several factors: the complexity of generated instances that diverge from the
true data distribution, the risk of model overfitting due to synthetic data, the high compu-
tational costs involved, and the reduced model interpretability which is especially crucial
in safety-critical applications like fire classification.

In our quest to address class imbalance, we also tested the SMOTE-ENN hybrid tech-
nique. This method combines SMOTE and ENN with specific parameters: a sampling
strategy of 0.09, k-neighbors set to 50 for SMOTE, and n-neighbors set to 100 for ENN,
all with a random state of 42.

The classification report revealed a precision of 1.00 and a recall of 1.00 for the majority
class (“non-fire”). For the minority class (“fire”), the precision was 0.34, and the recall was
0.37, yielding an F1-score of 0.36. The confusion matrix reported 865,863 true negatives,
3,699 false positives, 3,277 false negatives, and 1,929 true positives. The ROC-AUC was
notably high at 0.9527, indicating a good discriminative power. 5.3 summeries the results
and 5.2 demonstrates the ROC-AUC graph.

Despite its computational complexity and the promise of generating a balanced dataset,
SMOTE-ENN did not outperform the NearMiss3 method in terms of sensitivity for the mi-
nority class. However, the high ROC-AUC score suggests that the model has the potential
for excellent discriminatory performance between classes.

Several factors might contribute to the modest sensitivity performance. Like the GANs
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Table 5.3: Classification Report for SMOTE-ENN Method

Metric Non-fire Class Fire Class
Recall (Sensitivity) 1.00 0.37
Specificity 0.996 0.34
ROC-AUC 0.9527

Figure 5.2: ROC-AUC for SMOTE-ENN

approach, the synthetic instances generated by SMOTE could make the model susceptible
to overfitting, while the editing function of ENN may not adequately refine the class
boundaries.
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In summary, although SMOTE-ENN showed promise in aspects such as ROC-AUC, its
performance on other key metrics suggests that it may not be the optimal solution for this
specific fire detection task when compared to simpler methods such as NearMiss3.

5.2.1 Performance Analysis of Gradient Boosting Algorithms

This section examines the e↵ects of sampling ratios on XGBoost and LightGBM, two
prominent gradient boosting algorithms. XGBoost employs a depth-first approach suit-
able for sparse data, while LightGBM, using a histogram-based method, excels with large
datasets due to its unique growth and pruning mechanisms. Both o↵er advanced regu-
larization. The performance of three re-sampling techniques, NearMiss3, SMOTE, and
SMOTE-ENN, is presented in subsequent figures.

Figure 5.3 elucidates the results with the NearMiss3 approach, where both models ex-
hibit fluctuations in recall as undersampling intensifies, but maintain commendable ROC-
AUC and weighted F1 scores. NearMiss3 showed a wide variance in performance based
on the sampling strategy. For XGBoost, a notable recall of approximately 82.13% was
observed for the 0.03 sampling ratio. In contrast, the specificity was consistent across
most strategies, peaking at 100%. However, the precision was significantly low, resulting
in a diminished weighted F1 score. LightGBM, at a 0.01 sampling ratio, exhibited perfect
recall but zero specificity, essentially classifying all instances as positive.

(a) Recall (b) ROC-AUC (c) Weighted F1 Score

Figure 5.3: Performance metrics of XGBoost and LightGBM with NearMiss re-sampling.

SMOTE re-sampling results, shown in Figure 5.4, indicate consistently high specificity
across the techniques, with both models demonstrating a notable ability to distinguish
between classes as evident in the ROC-AUC scores. The Weighted F1 Score further signifies
the balance between precision and recall achieved by the models. Employing the SMOTE
technique resulted in improved outcomes, especially in terms of recall. XGBoost’s recall
peaked at the 0.400, 0.800, and 1.000 ratio. LightGBM, on the other hand, exhibited
its maximum recall of 0.43 at the 1.000 sampling ratio. Specificity remained consistently
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high across both models and ratios, with a marginal drop observed for LightGBM at the
most aggressive oversampling levels. The ROC-AUC metric indicated strong discriminative
power for both models across all strategies.

(a) Recall (b) ROC-AUC (c) Weighted F1 Score

Figure 5.4: Performance metrics of XGBoost and LightGBM with SMOTE re-sampling.

Moving to the SMOTE-ENN technique, as illustrated in Figure 5.5, both algorithms
maintain a robust class-distinguishing capability, even as the recall rate witnesses variance
across the sampling ratios. The SMOTE-ENN technique provided an improvement in
recall, especially for XGBoost at higher sampling strategies. For LightGBM, the recall
significantly increased with more aggressive sampling strategies, peaking at 0.43 for the
1.00 ratio. This, however, resulted in a decrease in specificity. ROC-AUC values remained
consistently high for both models, suggesting good discriminative capabilities.

(a) Recall (b) ROC-AUC (c) Weighted F1 Score

Figure 5.5: Performance metrics of XGBoost and LightGBM with SMOTE-ENN re-
sampling.

In terms of recall, the SMOTEmethod provided superior results compared to NearMiss3
and SMOTE-ENN, especially when aggressive oversampling strategies were adopted. Speci-
ficity was consistently high in all techniques and strategies, suggesting minimal compromise
in accurately identifying negative instances.

It’s essential to highlight that while NearMiss3 provided high recall in specific instances,
it often came at the cost of precision. Such a scenario is not ideal, especially when the
consequences of false positives are significant.
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The high ROC-AUC values across models and techniques underline the e�cacy of the
models in distinguishing between the two classes.

5.3 Feature Importance

Figure 5.6: Random Forest Feature Importance Analysis

we also conducted feature importance analyses utilizing both Random Forest and Cat-
Boost algorithms to better understand the contribution of individual features to the model’s
predictive performance. Random Forest provides an intuitive, average-based measure of
feature significance derived from the ensemble of decision trees, capturing the average
reduction in impurity caused by each feature. On the other hand, CatBoost employs a
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more sophisticated approach that accounts for the potential interactions between features,
o↵ering a more nuanced interpretation.

Figure 5.7: CatBoost Feature Importance Analysis

5.4 Best Model

The NearMiss3 method, set with a 0.09 sampling ratio, was implemented to address the
class imbalance in fire classification, adjusting the majority class (“non-fire”) in propor-
tion to the minority class (“fire”). The performance metrics of four ML models, namely,
Random Forest, XGBoost, LightGBM, and CatBoost, were initially considered for analy-
sis. However, the CatBoost model was discarded since our dataset does not contain any
categorical data.
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Random Forest achieved an accuracy of 78.32%, a sensitivity of 74.78%, and a speci-
ficity of 78.34%. On the contrary, XGBoost excelled, recording an accuracy of 98.08%, a
sensitivity of 86.06%, and a specificity of 93.03%. LightGBM’s metrics were 72.38% for
accuracy, 76.03% for sensitivity, and 72.36% for specificity.

In summary, XGBoost demonstrated superior results. The synergy between XGBoost
and undersampling arises from the former’s gradient boosting mechanism which inherently
handles bias towards the majority class. When combined with undersampling, which re-
duces the volume of the majority class, XGBoost is better equipped to discern patterns
in the minority class, thereby enhancing model performance on imbalanced datasets. This
underscores the importance of an optimized undersampling technique when dealing with
such datasets.

Table 5.4: Summary of Best Performance Results

Model Accuracy Sensitivity Specificity
Random Forest 0.7832 0.7478 0.7834
XGBoost 0.9808 0.8606 0.9303
LightGBM 0.7238 0.7603 0.7236
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

Forest fires, particularly in the context of climate change, are an increasing concern for both
ecological systems and human communities. Traditional methods for their prediction and
management have increasingly shown their limitations. This thesis successfully addresses
these challenges by developing a ML-based predictive framework specifically tailored for
forest fire classification in the Canadian context. Using Copernicus reanalysis data, the
study focused on employing four advanced ML algorithms, namely, Random Forest, XG-
Boost, LightGBM, and CatBoost, alongside a comprehensive set of features to deliver a
robust and scalable solution.

Through testing, NearMiss3 was the standout re-sampling method. Metrics recorded
were: Random Forest (78.3% accuracy, 74.8% sensitivity, 78.3% specificity), XGBoost
(98.08% precision, 86.06% sensitivity, 93.03% specificity), and LightGBM (72.38% accu-
racy, 76.03% sensitivity, 72.36% specificity).

During this research, the potential of GANs was explored as a potential method for data
augmentation and class balancing. However, their application in this domain remains a
work in progress and warrants further investigation. Furthermore, the CatBoost algorithm
was eventually dropped from the main experimentation due to the absence of categorical
data in our dataset, deeming it less suitable compared to the other algorithms employed.

Research contributions range from the creation of a feature-rich dataset, and the ef-
ficient handling of class imbalances, to the development of a ML framework specifically
designed for forest fire classification. Therefore, the findings not only have academic sig-
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nificance but are also pivotal for practical applications in proactive fire prevention and
management strategies.

6.2 Future Work

While this research serves as a strong foundation, several avenues for future work are
evident:

1. Extending the Dataset: The current dataset, although comprehensive, is geo-
graphically limited. Future work could include expanding the dataset to include
other regions and countries, and potentially integrating additional variables such as
human activity metrics, to refine the model’s generalizability.

2. Algorithmic Enhancements: Although Random Forest emerged as the superior
algorithm in this study, the ever-evolving field of ML provides opportunities for test-
ing newer algorithms and ensemble methods that could potentially improve prediction
accuracy.

3. Real-time Prediction: The present framework is focused on historical data. Adapt-
ing the model for real-time predictions could provide valuable insights for immediate
forest fire interventions.

4. Investigate Alternative Re-sampling Methods: While the NearMiss method
showed promising results, future work could explore other re-sampling techniques or
perhaps even custom-developed algorithms for performance improvements.

5. Deep Learning Approaches: The study’s initial foray into using GANs for han-
dling class imbalance looks promising. Further exploration into deep learning tech-
niques could potentially heighten the model’s predictive power.

6. Interdisciplinary Collaboration: For making the model more actionable, part-
nerships with governmental agencies, ecologists, and fire management experts could
be considered. This multi-disciplinary approach would ensure that the technological
advancements are e�ciently translated into e↵ective forest management policies.

By addressing these areas, future research can build upon the solid foundation laid by
this thesis, further contributing to the development of increasingly e↵ective and adaptable
models for forest fire prediction and management.
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