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Abstract

Trapped ions have been gaining traction as a platform for quantum information process-
ing (QIP) in both academia and industry over the last decade. Their long coherence time,
high fidelity gate operations, and built-in all-to-all connectivity are some of the key features
that make trapped ions promising. However, to unlock the full potential of the trapped
ion platform, sophisticated quantum controls are required. In this thesis, we present our
efforts in individual optical addressing to control an ion’s quantum state at an individual
level, as well as efforts in generating complex and time-dependent Hamiltonians through
arbitrary radio frequency (RF) waveform generation.

We present two types of individual addressing systems. One is based on a holographic
beam shaping technique. We experimentally show that an intensity crosstalk level of 10−4

can be achieved, translating to a greater than 99.9% fidelity in individual quantum state
control and 99.6% fidelity in individual spin readout without corrupting the adjacent ion’s
quantum state.

The other addressing system is specifically optimized for coherent manipulation of
qubits with Raman beams in contrast to the addressing system described in the previ-
ous paragraph. This system is based on acousto-optic deflectors (AOD). We have designed
a mirrored setup to compensate for site-dependent frequency shifts that result from the
intrinsic properties of the AOD. The Raman transition is a two-photon process where only
the frequency difference between the two beams matters. The two AODs produce the same
amount of site-dependent frequency shift, which cancels out in the frequency difference.
Simulations show that the system is capable of addressing 30-50 ions with crosstalk at a
sub-10−4 level.

The presented individual addressing systems can be applied to different species oper-
ated with different wavelengths. The holographic beam shaping system has even greater
flexibility in that it can be applied to various quantum systems, such as neutral atom
arrays or nitrogen vacancy centers in diamonds.

In addition to the individual addressing system, we also present our efforts in construct-
ing complex and time-dependent Hamiltonians utilizing an arbitrary waveform generator.
We use it to engineer and study the Floquet Hamiltonian. This type of system is intriguing
because spatiotemporal orders can emerge from a quantum chaotic system. In this thesis,
we use it to generate a transverse field Ising model with an additional time-dependent
Floquet drive. Under specific conditions, the Floquet drive exhibits emerging conservation
in total magnetization. We experimentally demonstrate dynamic freezing behavior for the
total magnetization in a four-ion system and show that the Hilbert space is fragmented
into multiple sectors with different total magnetizations.
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Lastly, we also present our approach in various aspects of efforts in scaling up a trapped
ion quantum processor. This includes building high-stability optics boards, analysis on
scalable detection with qualitative CMOS (qCMOS) technology, and the in-house design
of a microscope objective tailored for experimental requirements.
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Chapter 1

Introduction

Trapped ions have become one of the leading platforms for quantum information processing
(QIP). Researchers have been using it for studying various intriguing topics, including
simulating quantum field theories[17, 46, 28, 53], estimating properties of molecules[52, 33],
studying quantum many-body physics[74, 49, 63], and more.

In addition to its academic significance, the trapped ion as a QIP platform is earning
recognition within the industry as a potential pathway towards achieving general quantum
computing or domain-specific optimizers[32] capable of resolving intricate problems. For
example, IonQ Inc. successfully raised $84 million in its Series B funding round for con-
structing a trapped ion quantum computer. Similarly, Honeywell International, a NASDAQ
100 company, joined forces with Cambridge Quantum Computing to establish Quaninuum,
dedicated to the same ambition.

Long coherence time[68], natural all-to-all connectivity[41], excellent quantum gate
fidelity[27], and multiple-level quantum states[43] for densely encoding quantum informa-
tion are some key advantages of trapped ion quantum computing. To unlock the full
potential of a trapped ion quantum processor, it is crucial to have sophisticated quantum
controls. In the context of trapped ions, laser-induced light-matter interactions are the
most common way of manipulating the quantum state of the ions.

We can view quantum controls in two dimensions: spatial quantum controls and tem-
poral quantum controls. Spatial quantum controls refer to controlling the quantum state
of each individual ion. However, implementing high-quality individual optical addressing
is fundamentally challenging. The typical inter-ion spacing in trapped ion quantum appa-
ratuses is 4-6 µm, a good compromise between individual addressing capability and ion-ion
interaction strength. Bringing the ions closer to each other enhances Coulomb interactions
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between them, thus accelerating multi-qubit quantum operations. Nonetheless, this de-
mands lens systems with higher numerical apertures (NA) to resolve individual ions for
individual addressing. Any leakage of the laser beam to the adjacent ions will result in er-
rors, which is referred to as crosstalk. In this thesis, we present our solutions in engineering
individual ion addressing systems in chapters 4 and 6.

As for the temporal quantum controls, they are required for engineering complex Hamil-
tonians and/or time-dependent Hamiltonians. For trapped ions, this often involves gen-
erating multiple phase-referenced RF frequencies and the capability to modulate the RFs
over time. We will discuss how we engineer various types of Hamiltonians and use them
to study a time-dependent Floquet quantum system in chapter 5.

A Floquet system refers to a periodically driven system. Recent studies show that
spatiotemporal orders in spins can emerge from it, instead of becoming “thermalized”
and featureless [73, 11]. Rather than studying the Floquet system in the perturbative
regime, we investigate the system in the strongly driven regime, which is rarely studied
experimentally, in this thesis.

Beyond spatial and temporal quantum controls, we can also categorize controls based
on their impact on the quantum states. The operations we perform can be classified as
either coherent or non-coherent quantum operations.

Coherent quantum operations encompass actions like forming entanglement between
the quantum states of a pair or multiple ions, rotating the quantum sphere on the Bloch
sphere, and engineering spin-spin interactions. These operations are fundamental building
blocks for quantum algorithms and Hamiltonian quantum simulation.

In contrast, non-coherent quantum operations involve the collapse of all or part of the
system’s quantum state, and these are typically irreversible. Reading out information,
resetting quantum states, or tracing out part of the system are a few of the non-coherent
quantum operations. Well-engineered controls over these quantum operations are essential
for applications like quantum error correction, research on measurement-induced phase
transitions, and open quantum system studies.

Scalability is a key consideration when discussing quantum controls. As the number
of controllable ion qubits increases, the Hilbert space capable of encoding the quantum
information expands exponentially. This growth is one of the factors that could potentially
allow a quantum processor to outshine its classical counterpart in certain problems.

Hence, our design goals for quantum controls extend beyond high precision and low
error. We also strive for compatibility with a large number of ions. Throughout the thesis,
we will consistently examine the scalability of the quantum controls we designed. Given the
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diverse properties exhibited by different quantum operations, a single solution may not be
universally applicable. For example, chapters 4 and 6 both describe individual addressing
systems, but one may be better suited for non-coherent quantum controls while the other
may be more appropriate for a specific type of coherent quantum control.

1.1 Chapter Outline

My PhD journey commenced in the Fall term of 2019, two months after we trapped the
first ion, with our first generation ion trap apparatus, which uses a four-rod Paul trap (Sec.
3.2). At that point, I had just completed my M.Sc. degree in the same group.

The four-rod apparatus, in the design and construction of which I participated during
my M.Sc. studies, was not optimized to work with a large number of ions due to its limited
optical access and low trapping frequencies. These limitations were intrinsic to its ion trap
design and the design of the vacuum chamber, neither of which were easily upgradeable.
As the first-generation ion trap apparatus in the lab, the four-rod apparatus was intended
to validate new ideas and develop new techniques.

To overcome these limitations, we began designing the next-generation ion trap appara-
tus. The objective for this new apparatus was to trap ∼30-50 ions while providing control
at the individual ion level. At this scale, the system’s Hilbert space becomes too large to
simulate classically, even with the most powerful supercomputers, potentially opening the
door to quantum advantage. Given the complexity of these controls, we aimed to have a
modular and well-engineered design, optimized for stability and upgradeability. These ef-
forts resulted in the high stability optical and optomechanical designs presented in Section
3.3.2 and Chapter 6.

In parallel, we continued to develop new hardware and upgraded the four-rod apparatus.
Our aim was not only to enable us to study intriguing physics with the four-rod apparatus,
but also to validate the design, so it could be applied to the next-generation ion trap
apparatus. This led to the works presented in Chapters 3, 4 and 5.

Below is a brief outline of the thesis:

1. Chapter 2: This chapter provides a concise overview of the trapped ion quantum
information processing platform with 171Yb+ , the ion species used in our lab. We
will introduce basic quantum operations and discuss how spin-spin interactions be-
tween ions can be generated. We will examine the commonly used transitions of
the 171Yb+ and introduce quantum operations for manipulating the quantum states
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of the ions, including Rabi flopping, Raman transitions, and the Mølmer-Sørensen
scheme.

2. Chapter 3: This chapter introduces the experimental setup of the four-rod trapped
ion apparatus that we used. It includes discussions about the trap design, vacuum
system, optics with laser system, and the imaging system. The chapter also includes
the recipe to a 0.2NA microscope objective that I designed with all in-stock lenses,
which allows the construction of cost-effective but high-performance imaging sys-
tems. We will also present an analysis comparing two camera sensor technologies,
qualitative CMOS (qCMOS) and electron-multiplying CCD (EM-CCD), and discuss
their impact on the fidelity of ion state detection and the scalability of reading out
the quantum state of a large number of ions.

3. Chapter 4: We will discuss the design and implementation of the individual address-
ing system that utilize holographic beam shaping with a digital micromirror device
(DMD). We will discuss how we use a single ion as a sensor to characterize the optical
aberrations in the system and how we actively correct them down to less than λ/20
RMS wavefront error at λ = 369 nm wavelength. This allows us to achieve 10−4 level
of intensity crosstalk error at the adjacent ions. We measure both the population
transfer between the two hyperfine ground states and the decoherence of quantum
states of the ions to experimentally characterize the intensity crosstalk. The ultra-
low crosstalk error allows us to reset the target ion’s quantum state without affecting
the adjacent ion with > 99.9% fidelity. With the assumption of using the current
state-of-the-art detector, this crosstalk error translates to the fidelity of > 99.6% for
reading out the target ion’s quantum state without affecting the adjacent ion. This
low level of crosstalk opens up the possibility of studying new type of physics, for
example, measurement-induced phase transitions[16].

4. Chapter 5: In this chapter, we will discuss how we engineer various types of Hamil-
tonians using arbitrary waveform generators (AWGs). We will also examine how
these are used to study emergent conservation laws in a time-dependent, strongly
driven, interacting Floquet quantum system. We have experimentally demonstrated
that total magnetization can be preserved in a transverse field Ising system with
an appropriate Floquet drive. Additionally, we have presented evidence suggesting
that the Hilbert space fragments into multiple sectors, each with a different total
magnetization, and that dynamics can be confined within each of these sectors.

5. Chapter 6: In this chapter, we will discuss the design of the Raman beam individual
addressing system optimized for our next-generation ion trap. The design is crafted
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with scalability in mind and can handle a substantial number of ions (30-50 ions).
The individual addressing system employs a mirrored optical setup of the acousto-
optic deflector (AOD) for the two Raman beams. This enables us to compensate
for the site-dependent frequency shift from each individual AOD. Simulations of the
optical design demonstrate its capability to achieve sub-10−4 level intensity crosstalk
error at the adjacent ions. We adopted a modular design approach to separate beam
preparation from individual addressing controls. The modules are interconnected
with hollow-core photonic crystal fibers. This design choice allows for mode cleaning
and simplifies the placement of optical components. The design maintains image
telecentricity while using less total beam path than the typical 4-f lens system design.
This configuration enables us to minimize coupling to undesired axial modes while
retaining a compact footprint for the optical setup.

1.2 Author Contribution

The work presented in this thesis, which includes the results from Chapters 3, 4, 5, and 6,
is a product of collaborative effort. The specific contributions from each author are listed
at the beginning of each respective chapter.
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Chapter 2

Trapped Ion Basics for Quantum
Information Processing

This chapter delves into the key principles and fundamental elements of trapped ion systems
as tools for quantum information processing. Primarily, our attention will be centered on
the 171Yb+ ion, however, many of the concepts explored here can be adapted for use with
other ion species.

We begin by presenting a concise overview of the basics of trapped ion systems, en-
compassing aspects such as energy levels, laser cooling, state detection, and the ion trap
itself. Following this, we’ll delve into the tools used for quantum information processing,
highlighting how spin manipulation and spin-spin interaction are put into effect within the
trapped ion system.

2.1 Overview

In our lab, we utilize 171Yb+ ions as the qubits for quantum information processing. Its
energy levels, lifetime, and corresponding transitions are shown in Fig. 2.1.

The 171Yb+ ions exhibit four hyperfine ground states of 2S1/2, namely |F = 0,mF = 0⟩,
|F = 1,mF = 0⟩, |F = 1,mF = 1⟩, and |F = 1,mF = −1⟩. Out of these four states, we
select |F = 1,mF = 0⟩ and |F = 0,mF = 0⟩ as the qubit states due to the energy splitting
between these two states being insensitive to the first order perturbation in the magnetic
fields. This attribute contributes to a prolonged coherence time for the qubit. It has
been experimentally demonstrated that 171Yb+ ions can maintain coherence over hour-long
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Figure 2.1: Energy level diagram of 171Yb+ ions. |2S1/2, F = 1,mF = 0⟩ and
|2S1/2, F = 0,mF = 0⟩ are the two qubit states, and their energy splitting is insensitive
to the first-order perturbation in the magnetic field. The 369 nm 2S1/2 to 2P1/2 is used
for state detection (Sec. 2.3), state reset (Sec.2.3), and Doppler cooling (Sec. 2.4.1). The
935 nm and 760 nm beams are the repumping beams bring the ions’ state from 2D3/2 and
2F7/2 respectively back to 2S1/2 (Sec. 2.4.2).
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durations[68]. For ease of reference throughout this thesis, we will denote |F = 1,mF = 0⟩
as |1⟩ and |F = 0,mF = 0⟩ as |0⟩.

In a trapped ion quantum information processor, multiple ions are typically present.
These ions are confined inside a vacuum chamber using electrodes that generate direct
current (DC) and radio frequency (RF) electric fields. The ions are cooled via lasers to
approach their motional ground state. By applying a suitable configuration of DC and
RF voltages, the ions can be arranged into a crystallized linear chain. This strategic
arrangement forms the foundation for intricate quantum interactions and processing.

With more controllable ions in the system, the trapped ion quantum information process
will be more powerful, as it is possible to process the quantum information in a larger
Hilbert space. However, increasing the number of ions within the system also escalates its
complexity, introducing additional engineering challenges. Therefore, it is crucial to take
scalability into account when designing and implementing quantum controls.

2.2 Photo Ionization and Ion Trap

The 171Yb+ ions are produced by photoionization of neutral Ytterbium atoms. We obtain
these neutral atoms by heating solid Ytterbium metal in an atomic oven, which creates
vaporized Ytterbium atomic beams. The geometric structure of the atomic oven constrains
the direction of the vaporized atomic vapor that can leave the oven. The atoms pass
through the center of the ion trap, where they are ionized and subsequently captured.
It’s worth mentioning that there are alternative methods to the atomic oven approach for
generating neutral atomic beams, such as laser ablation on solid metal or oxide[69].

To convert neutral Ytterbium atoms into ions, we employ a two-step photoionization
process. First, we use a 399 nm laser to excite the neutral atoms from the 1S0 state to the
1P1 state. Subsequently, another laser excites the electron of the atom from the 1P1 state
to the continuum, ejecting the electron from the atom and thus turning the neutral atom
into an ion.

The first ionization beam derived from a continuous wave (CW) 399 nm laser is aligned
to be perpendicular to the atomic beam to minimize the Doppler shift. By doing so, it
allows us to selectively ionize the atoms of a specific isotope from the atomic beam. As
for the second ionization beam, there is no specific requirement for the beam pointing. To
ensure that a photon of the second ionization has enough energy to bring the electron to
the continuum, the wavelength of the second ionization beam needs to be shorter than
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394 nm[6]. We typically reuse the existing Doppler cooling beam (later mentioned in Sec.
2.4.1) or the Raman beam (later mentioned in Sec. 2.5.2) as the second ionization beam.

The produced 171Yb+ is then trapped within the ion trap. The ion trap we utilize
is a linear Paul trap[57], constructed with four electrodes. RF voltages are applied to
these electrodes to provide radial confinement for the ion chain, while two needles with
DC voltages created axial confinement. We do not use DC voltages on all the electrodes
due to Earnshaw’s theorem[19], which indicates it is impossible to create a static electrical
potential minimum in vacuum. It requires non-zero charge distribution at the potential
minimum. Consequently, the Paul trap utilizes a time varying saddle potentially to create
effective potential for the confinement.

Within the trap, the Columb interactions between the ions have the ions oscillate with
different collective modes. We can describe the position of the ith ion X̂i as

X̂i = X̄i +
N∑
m=1

bimξ̂m (2.1)

in which X̄i is the equilibrium position of the ith ion. The indices m denotes the normal
mode, and ξ̂m is the displacement of the mth mode. bim is its transformation matrix with
the following property[47]: ∑

m

bimbjm = δij (2.2)∑
i

bimbin = δmn (2.3)

For more details about the design of our ion trap and the atomic oven within the system,
refer to Kotibhaskar (2019)[35]. Key parameters of the ion trap we use include:

1. RF frequency: We apply an RF frequency of 22 MHz to the trap.

2. DC voltage: We can apply a DC voltage of up to 200V to the needle electrode.

3. Trap Frequency ωm: In our typical configuration, we can achieve a radial (orthogonal
to the ion chain direction) trap frequency of approximately 1.2 MHz and an axial
(along the ion chain direction) trap frequency of 200 kHz.
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2.3 State Detection

A critical criterion for the use of an internal state as a qubit state is our ability to de-
tect that state. In the context of the trapped ion system, state detection is generally
accomplished through the fluorescence emitted by the ion when stimulated by a laser. For
171Yb+ ions, the fluorescence emanates from the transition between 2S1/2 → 2P 1/2, specif-
ically the transition from the three F = 1 states of 2S1/2 to the 2P 1/2 |F = 0,mF = 0⟩. As
illustrated in Fig. 2.2, this transition forms a cycle, which results in prolonged excitation
and continuous fluorescence. In contrast, the |0⟩ = |F = 0,mF = 0⟩ state is 14.7 GHz off
resonance from the laser (coupled to F = 1 states of 2P 1/2. See also in Sec. 2.4.1), implying
that the ion in this state has a very low probability of being excited.

Consequently, the fluorescence is extinguished when the ion is in the |0⟩ state. This
fluorescence is captured by a detector, and the signal generated can be analyzed to classify
the ion’s state. A variety of detectors, such as the photon multiplier tube, avalanche
photodiode, and camera, are commonly employed, each with its unique characteristics
that we will be further examine in Sec. 3.4.2.

Figure 2.3 demonstrates a histogram of the fluorescence signals produced by the ion
initialized in both the |0⟩ and |1⟩ states. The signals are measured using a photon multiplier
tube (PMT). We can see there is a clear separation of the two distributions, allowing us
to discriminate the two states.

Even though the transition used for detection is a cycling transition, there is still a
possibility that the ion will off-resonantly couple to other states. The nearest transition
(2.1 GHz detuned) is from the F = 1 states of 2S1/2 to the F = 1 states of 2P 1/2, with a
one-third likelihood that the ion will decay to the |0⟩ state upon off-resonant excitation.
This off-resonant coupling contributes to a skewed bright state distribution that does not
fully conform to a Poisson distribution, showing an increased population at low photon
counts. This limits the number of photons that the ion is able to emit during the detection
process and leads to the main source of error in state detection.

It’s worth noting that a magnetic field is applied to the system to break the degeneracy
of the F = 1 states of 2S1/2 with different mF quantum number with the Zeeman effect.
Since there are more ground states than the excited states in the cycling transition, if there
are no mechanism to break the degeneracy, the ions will fall into a linear combination of the
ground states that does not interact with the detection beam[4], referred as the coherent
dark states. We have the Zeeman splitting to be 6.7 MHz to optimize the bright-dark state
detection fidelity.

To enhance the fidelity of state detection, typical strategies involve utilizing an imaging
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Figure 2.2: Schematic of the state detection process. The Zeeman splitting is controlled
by the magnetic field applied. In our lab, we tune the Zeeman splitting to 2π × 6.6 MHz
(1/3 of the natural linewidth γ) to optimize the scattering rate.[4]
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system with a larger numerical aperture to gather more photons and deploying a more
sensitive detector with lower noise.

2.4 State initialization

The same 2S1/2 → 2P 1/2 transition can also be used to laser cool the ion and reset the
state of the ion. More specifically, we use the transition that couples the F = 1 states of
2S1/2 to the F = 1 states of 2P 1/2. This same transition off-resonantly pumps the ions to
the |0⟩ state during state detection, as explained in Section 2.3.

For state initialization, we employ a laser that resonantly pumps the ion to the |0⟩ state.
Such a laser beam can be generated by modulating the laser used in state detection with
a 2.1GHz Electro-Optic Modulator (EOM). Consequently, one of the sidebands produced
by the EOM resonates with the transition. Using an EOM simplifies the experimental
setup, eliminating the need for an additional laser. However, the EOM is incapable of
depleting the laser at the state detection frequency, which may be undesirable in some
cases. For instance, if we wish to selectively reset one ion without affecting others, the
undepleted laser at the detection frequency can introduce errors by collapsing the states
of the remaining ions in the system. Further discussion on this issue is presented in a later
chapter (see Chapter 4).

Fig. 2.4 illustrates the decay of the fluorescence signal throughout the optical pumping
process. As the times goes by, the ion is pumped to the |0⟩ state, resulting in the reduction
of the fluorescence signal. The characteristic decay time, known as the “optical pumping
time”, is typically in the order of a few microseconds.

2.4.1 Doppler Cooling

As mentioned in the previous section, the 2S1/2 → 2P 1/2 transition is also used for laser
cooling. To use the laser to cool the ion, we red-detune the light from the transition. When
the ion is moving towards the laser, the Doppler shift will bring the ion closer to resonance,
resulting in a higher scattering rate. On the other hand, when the ion is moving away from
the laser, the Doppler shift will bring the ion further away from resonance, resulting in a
lower scattering rate. This way, the ion will scatter more photons when its momentum is
opposite to the direction the laser beam is pointing, and hence the ion’s kinetic energy will
be reduced. This process is called Doppler cooling, as it uses the Doppler shift to cool the
ion.

12



Figure 2.3: Histogram of the fluorescence signals produced by the ion initialized in both
the |0⟩ and |1⟩ states. The signals are measured using a photon multiplier tube (PMT).
The y-axis is normalized probability (occurrence divided by total number of shots) The
detection time is set to be 1.5 ms. The intensity of the detection beam is I ≈ 0.9Isat.
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Figure 2.4: Fluorescence signal decay during optical pumping. The ion is initialized in
the |1⟩ state and pumped to the |0⟩ state. The characteristic decay time is (1/1.21)µs =
0.826µs. Each ion has an average of about 40 counts in its bright state |1⟩ as described in
Fig. 2.3. The fluorescence signal measured here are from two ions both initialized in the
|1⟩ state.

From an observer’s perspective in the lab, the ion absorbs a lower-energy photon (red-
detuned) and emits a higher-energy photon. Since energy is conserved, the ion will lose its
kinetic energy and consequently cool down.

We need a method to pump the ion out of the |0⟩ state. We can achieve this by driving
the transitions between the |0⟩ and the F = 1 states of 2P 1/2. This transition is 14.7 GHz
(2.1 GHz + 12.6 GHz) higher than the detection transition. In our lab, we use a 14.7 GHz
EOM (See Sec. 3.3.1 for the part number and the implementation details) to modulate
the cooling beam, creating a sideband at a few percents level to drive the transition.

Doppler cooling can theoretically cool the ion down to about 480 µK[67]. This tem-
perature corresponds to the uncertainty in the photon’s frequency, which relates to a
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distribution of momentum kicks on the ion. Recoil heating is caused by the spontaneous
emission of the photons. This limit is known as the Doppler limit TDoppler.

TDoppler =
ℏγ
2kb

(2.4)

where γ is the linewidth of the transition, and kb is the Boltzmann constant. The linewidth
of the 2S1/2 → 2P 1/2 transition is about 2π × 19.6 MHz. In our lab, the temperature after
applying Doppler cooling for 1.5 ms is typically around 2.5TDoppler[67], which is close to
the Doppler limit.

2.4.2 Repumping

There’s about a 0.48% chance that an ion will decay to the 2D3/2 state from the 2P 1/2

state. Without an additional mechanism to pump the ion out of the 2D3/2 state, it would
take about 52.7 ms[71] for the ion to decay back to the 2S1/2 state. This hinders efficient
cooling of the ion and limits the number of scattered photons. In addition, ions can be
transferred from the 2D3/2 state to the 2F 7/2 state, which has a year-long lifetime[38],
through collisions with residual background gas in the chamber[38].

To address these issues, we use both 369 nm and 935 nm lasers, as well as a 760 nm
laser, to optically pump the ion back to the 2S1/2 state. The 935 nm laser drives the
transition from the 2D3/2 state to the 3[3/2]1/2 state, which decays to the 2S1/2 states with
a characteristic time of 37.7 ns[3]. The 760 nm laser is used to drive the transition from
the 2F 7/2 state to the 3[3/2]1/2 state, which then decays to the 2S1/2 state[38].

To account for the hyperfine splitting, we use a fiber-EOM (Sec. 3.3.1) to generate the
necessary sidebands for the 935 nm beam. As for the 760 nm laser, the event of falling
into the 2F 7/2 states is rare. Therefore, instead of using an EOM, we simply scan the laser
frequency from one hyperfine state to the other in a few seconds timescale to cover the
hyperfine transitions.

2.5 Toolbox for quantum information processing

In this section, we will discuss some important tools for engineering quantum operations,
including spin manipulation and spin-spin interactions.
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2.5.1 Global Qubit Rotation through Microwave

The first tool we will talk about is the microwave. Essentially, the microwave drive the
Rabi flopping between the |0⟩ and |1⟩ states. The Rabi frequency is proportional to the
amplitude of the microwave (square root of the power).

In our experimental setup, we employ a microwave source, mixing its output with an
RF frequency at approximately 85 MHz from a direct-digital synthesizer (DDS). The mixed
signal then passes through a band pass filter to eliminate the frequency components re-
sulting from mixing. The filtered signal is subsequently amplified by a microwave amplifier
and transmitted to the trap via a microwave horn.

In Figure 2.5, we display the ion’s fluorescence signal when we apply microwave pulses
of varying duration. Depending on the pulse length, the ion’s state will oscillate between
|0⟩ and |1⟩ (Rabi oscillations), leading to an oscillating fluorescence signal.

However, due to microwaves’ long-wavelength nature, they are incapable of individually
addressing each ion without the aid of specially designed antennas and chips. Hence,
microwaves are only employed for global qubit rotation. Furthermore, microwaves are
unable to generate sufficient spin-phonon coupling to facilitate phonon-mediated spin-spin
interactions. Therefore, we do not use microwaves to establish spin-spin interactions.

Although the utility of microwaves in quantum control engineering is limited, their
simplicity and high coherence make them an ideal tool for system characterization and
diagnostics. For instance, we can use microwaves to measure the qubit coherence time
with Ramsey spectroscopy, a topic we will explore in section 4.5.

2.5.2 Coherent Quantum Operation with Raman Transition

Instead of a single microwave field, we can use two Raman beams to drive the |0⟩ ↔ |1⟩
transitions as illustrated in Fig. 2.6. The Raman transition is a two-photon process, where
the two beams are detuned from the direct transition. The frequency difference between
the two beams is equal to the energy difference between |1⟩ and |0⟩, allowing the beat note
of the two beams to drive the transition. The two-photon Rabi frequency of the Raman
transition is given by

Ωi =
gi1g

i
2

2∆
(2.5)

where gi1 and gi2 are the direct Rabi frequency of the two beams of the ith ion, ∆ is the
detuning of the two beams from the direct transition.
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Figure 2.5: Fluorescence signal of the ion when we apply microwave pulses of varying
duration. There are two ions, and the ions’ are both initialized to |0⟩ state. The microwave
pulse is applied at t = 0. The fluorescence signal is recorded by the PMT.

Figure 2.6: Illustration of the Raman transition. g1 and g2 are the Rabi frequency of the
two Raman beams. ∆ is the detuning of the two beams from the direct transition. µ
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With rotating wave approximation (RWA), the atom light interaction Hamiltonian can
be written as (Here we have ℏ = 1 for simplicity)

H(t) =
1

2

∑
i

[
Ωi

(
σi+e

i(δkX̂i−µit−δϕi) + σi−e
−i(δkX̂i−µit−δϕi)

)
+ diσ

i
z

]
. (2.6)

in which Ωi is the Rabi frequency we just mentioned in Eq. 2.5 of the ith ion, δk is the
wave vector difference between the two Raman beams, a.k.a. the wave vector of the optical
beat note, and X̂i is the position of the ith ion.

On the other hand, µi is the detuning of Raman transition as shown in the Figure 2.6.
δϕi is the phase difference between the two Raman beams, and di is the strength of the
AC Stark shift of the ith ion.

As for the polarization and magnetic field requirements, the two Raman beams need
to satisfy certain polarization conditions. For instance, as shown in Fig. 2.7, if we want
to drive the |0⟩ ↔ |1⟩ transition, the two Raman beams need to have either σ+ or σ−

polarization (relative to the quantization defined by the magnetic field). Since there are
no common excited states with mF = 0 for |0⟩ and |1⟩, π polarization cannot be used here.
A common choice of polarization is σ+ + σ− and σ+ − σ−. The sign difference between σ+

and σ− in the two beams is used to match the Clebsch-Gordan coefficient of the transition.
The exact configuration we used can be found in Sec. 5.3.

Engineering Transverse Field

For the resonant Raman transition (µi = 0, di = 0), we can deduce the atom-light interac-
tion Hamiltonian (Eq. 2.6) as follows:

HB =
1

2

∑
i

Ωiσ
i
βi
, (2.7)

In this equation, the transverse field spin operator σiβi is defined by

σiβi ≡ σi+e
−iβi + σi−e

iβi = σix cos βi + σiy sin βi. (2.8)

βi = δϕi − δkX̄i (2.9)

This assumes the trap frequency is greater than the Rabi frequency of the Raman transition
ωm ≫ Ωi. In this case, we can apply the time-average approximation to eliminate fast-
oscillating terms in the ion position X̂i, replacing it with its time average X̄i.

18



F=1

F=0

F=1

F=0

mF=-1 mF=0 mF=+1

2S1/2

2P1/2

Figure 2.7: Illustration of the Raman transition coupling |0⟩ and |1⟩. The purple and the
blue arrows indicate the field of the two Raman beams respectively. Note that the two
beams have linear polarization orthogonal to each others, and thus their components in
σ− circular polarization has a sign/phase difference.
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Figure 2.8: Fluorescence signal of the ion when we apply Raman pulses of varying duration.
The ion is initialized to |0⟩ state. The Raman pulse is applied at t = 0. The fluorescence
signal is recorded by the PMT. The time for flopping the ion from |0⟩ to |1⟩ is about

1
0.309MHz

÷2 = 1.6 µs. The error bars indicate the standard error. The power of both of the
two Raman beams are about 400 mW and the beam has 5µm × 70µm 1/e2 beam waists
(See also Sec. 3.5.1). The laser is at 355 nm and with 15 ps pulse width and 80 MHz
repetition rate.

Using the resonant Raman transition, we can engineer an effective magnetic field in the
xy plane of the Bloch sphere for the spin model. The direction of this effective magnetic
field is determined by the phase difference between the two Raman beams, the average
position of the ion, and the wave vector of the beat note. However, the average position
and the wave vector of the beat note are generally fixed by the experimental setup and
typically can’t be altered during the experiment. Hence, we utilize the phase difference
between the two Raman beams as our controllable degree of freedom to determine the
orientation of the effective magnetic field.

Fig. 2.8 shows the Rabi flopping driven by the resonant Raman transition. This
behavior is similar to the flopping driven by the microwave (shown in Fig. 2.5 and discussed
in Section 2.5.1), with the ion oscillating between the two qubit states, |0⟩ and |1⟩.

20



Spin-Phonon Coupling and Raman Sideband Cooling

The Raman transition can not only couple purely between spin states, but also to states
with differing phonon numbers. To derive the spin-phonon coupling, we start from the
Hamiltonian of the light matter interaction in Eq. 2.6 and expand the ion position operator
X̂i in terms of the phonon creation a†m and annihilation am operators:

ξ̂m = ξ(0)m (a†me
iωmt + ame

−iωmt) (2.10)

ξ(0)m =

√
ℏ

2mωm
(2.11)

where ωm is the frequency of mode m. This leads to the following expression for the
operator of the ion’s position in terms of the phonon operators and the transformation
matrix bim (see also previously in Eq. 2.3):

X̂i = X̄i +
N∑
m=1

bimξ
(0)
m (a†me

iωmt + ame
−iωmt) (2.12)

Plugging this into the light-matter interaction Hamiltonian in Eq. 2.6, we obtain

H(t) =
1

2

∑
i

[
Ωi

(
σi+e

−iβiei
∑

m ηim(a†me−i(µi−ωm)t+amei(µi−ωm)t) + h.c.
)
+ diσ

i
z

]
(2.13)

where ηim = δkbimξ
(0)
m is the Lamb-Dicke parameter which characterizes the strength of

the coupling between the ion i and the phonon mode m. In the Lamb-Dicke regime, where
ηim ≪ 1, we can expand the exponential term in the Hamiltonian to the first order of ηim:

H(t) =
1

2

∑
i

Ωi

[
σi+e

−iβie−iµit + h.c.
]
+ (2.14)

1

2

∑
im

Ωi

[
ηimσ

i
+e

−iβi(a†me
−i(µi−ωm)t + ame

−i(µi+ωm)t) + h.c.
]
+ (2.15)

1

2

∑
i

diσ
i
z (2.16)

The first term (Eq. 2.14) relates to the carrier transition, which aligns with Eq. 2.7
when we impose the resonance condition µi = 0 and discard the rapidly oscillating terms.
The second term (Eq. 2.15) corresponds to the sideband transition, which introduces
coupling between the spin states and the phonon states.
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Figure 2.9: Illustration of the Raman sideband cooling.

Depending on the detuning of the Raman transition µi from the phonon frequency ωm,
we can further differentiate the sideband transition into blue sideband transitions (µi = ωm)
and red sideband transitions (µi = −ωm). This detuning determines the pairing between
the spin and phonon operators, as one exponential term in Eq. 2.15 becomes 1 while the
other term becomes a fast oscillating term and thus is dropped with the approximation. For
the blue sideband transition, the raising spin operator σi+ pairs with the phonon creation
operator a†m, while for the red sideband transition, it pairs with the phonon annihilation
operator am. This configuration is achieved once the rapidly oscillating terms with the
other phonon operator are eliminated.

The spin-phonon interaction allows us to drive sideband transitions to increase or de-
crease the phonon number. The blue sideband transition couples the |0⟩ state with a lower
photon number to the |1⟩ state with a higher phonon number (|0⟩ |n⟩m ↔ |1⟩ |n+ 1⟩m).
Conversely, the red sideband transition couples the |0⟩ state with a higher photon number
to the |1⟩ state with a lower phonon number (|0⟩ |n⟩m ↔ |1⟩ |n− 1⟩m).

Given the presence of the phonon number operator in the Hamiltonian, the Rabi fre-
quency for the sideband transitions depends on the phonon number. The Rabi frequency of
blue sideband transition is Ωbsb

i = Ωiηim
√
n+ 1, while that of the red sideband transition

is Ωrsb
i = Ωiηim

√
n.
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Combining the spin reset mentioned in section 2.4, we can use the red sideband tran-
sition to cool the ions’ motion to the ground state in a process known as Raman sideband
cooling. As illustrated in Fig. 2.9, the ion is initially in the |1⟩ |n⟩m state. The Raman
transition drives the ion to the |0⟩ |n− 1⟩m state. The ion is then optically pumped back to
the |1⟩ state, and the phonon number remains at n− 1. Repeating this process eventually
reduces the ion’s phonon number to zero.

The ions after Doppler cooling has the phonon number distribution follows a thermal
distribution. In practice, we apply the red sideband Raman transition and an optical
pumping beam with its characteristic time close to the timescale of the red sideband Rabi
frequency simultaneously to continuously cool the ions.

Although Raman sideband cooling can cool ions down to their motional ground state
and below the Doppler limit, it is not as efficient as Doppler cooling, as the Raman tran-
sition is a second-order process, and we have our ions under the Lamb-Dicke regime of
which transitions with more than one phonon number are strongly suppressed. Therefore,
we typically use Doppler cooling to cool the ions to a temperature close to its limit, then
use Raman sideband cooling to further cool the ions to their motional ground state.

2.5.3 Engineering Spin-Spin Interaction through Mølmer-Søresen
Scheme

We show that the spin-phonon interaction can be created through the Raman transition.
This interaction also allows us to engineer spin-spin interactions between ions using phonon
modes as buses to connect the ions.

The most commonly used scheme to engineer spin-spin interactions is the Mølmer-
Søresen scheme [64]. In the Mølmer-Søresen scheme, we use a pair of the Raman beat notes
that are symmetrically detuned from the carrier frequency but not resonantly driving the
sideband transition. With rotating wave approximation, we can rewrite the spin-phonon
interaction term of the Hamiltonian in Eq. 2.15 as

H(t) =
1

2

∑
i,m

ηimΩiσ
i
θi

[
a†me

−i(δimt+ψi) + ame
i(δimt+ψi)

]
. (2.17)

where δim = µi − ωm is the detuning of the Raman beat note from the phonon frequency.
The two phase terms θi and ψ are referred as the spin phase and the motional phase. The
spin phase θi determines the orientation of the spin operator in the XY plane, while the
motional phase ψi determines the phase of the spin-phonon coupling, but it does not affect
the spin-spin interaction.
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Depending on whether the bichromatic beat notes are copropagating or counterpropa-
gating, the spin phase and the motional phase have different configurations. We refer to
them as phase-sensitive and phase-insensitive configurations respectively.

Phase sensitive configuration (copropagating beat notes)

θi =

(
δϕi+ + δϕi−

2

)
− δkX̄i −

π

2
(2.18)

ψi =

(
δϕi+ − δϕi−

2

)
(2.19)

Phase insensitive configuration (counterpropagating beat notes)

θi =

(
δϕi+ + δϕi−

2

)
(2.20)

ψi =

(
δϕi+ − δϕi−

2

)
− δkX̄i −

π

2
(2.21)

Here, ϕi+ and ϕi− denote the phase of the two Raman beat notes on the ith ion.

As we can see, the main difference between the two configurations is the dependencies
of the ion position X̄i on the spin phase and the motional phase. In the phase sensitive
configuration, the spin phase is more susceptible to drifts in the ion position and may have
shorter coherence time. However, this configuration makes referring the phase to the rest
of the Hamiltonian easier. As we can see in Eq. 2.7, the phase of the spin operator of the
transverse effective magnetic field also have the −δkX̄i term.

Regardless the configuration, it can be shown that for beat note frequency is far from
the normal mode (|δim ≫ ηimΩi|), it only virtually excite the phonons, and the spin-photon
interaction is negligible. The effective Hamiltonian becomes

HJθ =
∑
i<j

Jijσ
i
θi
σjθj , (2.22)

where the spin-spin interaction matrix Jij is given by

Jij = ΩiΩjωrec

∑
m

bimbjm
4ωm

(
1

δim
+

1

δjm

)
(2.23)

= ΩiΩjωrec

∑
m

bimbjm
2ωmδm

for δim = δm. (2.24)

ωrec =
ℏ(δk)2

2M
(2.25)
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Figure 2.10: Examples of spin-spin interaction matrix Jij with various Mølmer-Søresen
detuning

In Fig. 2.10, we show a few examples of the mode vector bim, and how the interaction
matrix Jij looks like by parking the Mølmer-Søresen detuning µ at different frequency.

2.6 Conclusion

In this chapter, we have given a concise overview of some important concepts of 171Yb+ quan-
tum information processor. We also discuss various techniques to manipulate the qubits
state that will be used in the later chapters. In particular, we will discuss more details about
the implementation of the Raman transition and the Mølmer Søresen scheme in chapter 5
and 6. As for the qubit initialization and readout, we will discuss their implementation at
the individual ion level in chapter 4.
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Chapter 3

The Four Rod Apparatus

In this chapter, we will introduce the experimental apparatus used throughout most parts
of the thesis. The apparatus is a four-rod linear Paul trap. We will discuss the trap design,
vacuum system, optics with laser system, and the imaging system.

I participated in the building process of the apparatus presented in this chapter, mostly
on the optical systems and control systems. The work showcased here is a collaborative
effort with other members of the lab, including Nikhil Kotibhaskar, Sainath Motlakunta,
Anthony Vogliano, Lewis Hahn, Jingwen Zhu, Roland Hablutzel, Manas Sajjan, and Ra-
jibul Islam. Of particular note, I spearheaded the design of the imaging system and the
laser and optical system.

3.1 Overview

In Fig. 3.1, we present a concise overview of the ion trap and the vacuum system. The
ion trap is housed inside an ultra-high vacuum (UHV) system, equipped with an ion pump
and a getter pump, which enables us to achieve a vacuum level of 10−11 mbar.

The top and bottom view ports provide higher optical access (0.3 NA) to the ion,
accommodating our imaging system and individual addressing system. Conversely, the
side view ports, which have relatively lower optical access (0.1 NA), are connected to
our global beam system. This includes cooling, detection, optical pumping (spin reset),
repumping, first-ionization, and Raman beams. Notably, the global cooling, detection,
optical pumping, and repumping beams are combined and delivered to the chamber through
a fiber.
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Figure 3.1: Overview of the experimental apparatus.

Fig. 3.2 shows the cross-section of the vacuum chamber as viewed from the top, along-
side the layout of the beams and their respective entry points into the chamber. We use
dichroic beam splitters at the exit view port of the two Raman beams to separate them
from the beams entering from the other side of the vacuum chamber and redirect the Ra-
man beams to a beam dump. As for the individual spin reset or detection beams, they
enter the chamber from the top view port. We have an additional set of imaging systems
below the chamber that allows us to monitor the ion and the individual addressing beams
simultaneously.

3.1.1 Outline

1. Section 3.2: We will introduce the ion trap we used and relevant trapping parameters.

2. Section 3.3: We will introduce the optics for preparing cooling, detection, and optical
pumping beams. We will also present our works on designing high stability optical
mechanics.

3. Section 3.4: We will introduce the imaging system we designed along with a custom
microscope objective I design. We will also present our analysis on detector tech-
nologies of photomultiplier tubes, qualitative CMOS, and electron-multiplying CCD,
and how their noise profiles affect the ion state detection.
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first ioniztioncooling, detection, reset, repumping

Raman 1 Raman 2

individual reset/detection

Figure 3.2: Overview of the beams. The individual reset and detection beams are delivered
from the top viewport (entering the surface of the page), while the rest of the beams are
delivered from the side viewport. The beams are overlaid on the technical drawings of the
cross-section of the vacuum chamber and the ion trap.

28



y

 

R0 

~

ions

FPCB

atomic oven

ion trap

a b

Figure 3.3: a. Schematic and Images of the ion trap. The ion trap is a linear Paul trap.
It consists of four rod electrodes and two needle electrodes. b. The picture of the ion
trap in the vacuum chamber. The picture is taken from the top viewport. Along with
the trap, an atomic oven for dispensing neutral Ytterbium atoms and the flexible printed
circuit board (FPCB) for routing the RF and DC voltages from the feedthroughs to the
trap are also shown.

.

4. Section 3.5: We will introduce the Raman optics and the RF system for beat note
locking and waveform generation.

3.2 Ion Trap

Fig. 3.3 presents both a schematic and an actual image of the ion trap. We employ a linear
Paul trap, consisting of four rod electrodes and two needle electrodes. These electrodes
are made from electro-polished tungsten rods. The needle electrodes were fabricated us-
ing electrochemical etching, and the detailed recipe can be found in Kotibhaskar et al.
(2023)[36].

The rod electrodes are supplied with both DC and RF voltages. The RF voltages
provide radial confinement of the ions by creating a pseudo potential, while the DC voltages
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fine-tune the position of the ions. The DC voltages supplied to the needle electrodes are
used to create axial confinement.

The DC voltage is generated and controlled by a microcontroller chip, ATSAMN16C
from Microchip. This is an ARM Cortex M4 microcontroller that operates at 100 MHz,
featuring a 10-bit DAC and 16-channel 12-bit ADC. We employ the DAC to generate the
DC voltage and the ADC to monitor it. For the rod electrodes, an operational amplifier
boosts the maximum peak-to-peak voltage to 6 V, while a high voltage amplifier increases
the maximum peak-to-peak voltage to between 0 V and 350 V for the needle electrodes.

The RF voltages are generated by a direct digital synthesizer (RIGOL DG4102) at
22 MHz. These voltages are then amplified by a water-cooled RF amplifier (MPA-40-
40 from Centric RF), and passed through a copper helical resonator for further voltage
amplification and impedance matching for the trap. Additional details on the resonator
design can be found in Kotibhaskar (2019)[35].

Both DC and RF voltages are connected through vacuum feedthroughs. From the
feedthrough to the trap electrodes, we use a flexible printed circuit board (FPCB) for
electrical connections. The FPCB also features bias-T circuits to combine the RF and DC
voltages for the rod electrodes.

The trap is typically operated at about 125 V for the needle DC voltages and with a
V0 ≈ 200 V amplitude for the RF voltages on the trap. This results in approximately a
1.1 MHz radial trap frequency and a 200 kHz axial trap frequency.

3.3 Cooling, Detection, and Optical Pumping Beam

We combine the cooling, detection, and repumping beams into a single mode photonic
crystal fiber (LMA-PM-10 from NKT Photonics) and deliver the beam to the chamber.
Instead of using conventional collimators or lenses to collimate and then focus the light onto
the ion, we employ parabolic reflectors. This is due to the fact that the use of glass lenses
introduces chromatic focal shifts to the beam, preventing different beams from focusing
simultaneously onto the ion. In contrast, parabolic reflectors use reflection to collimate
and focus the beam, ensuring that its focus is independent of the light’s wavelength.

Specifically, we use Thorlabs’ RC04FC-F01 (RFL = 15 mm) to collimate the beam
and MPD169-F01 (RFL = 152.4 mm) to focus the beam. This results in approximately a
tenfold magnification from the fiber tip to the focus spot on the ion, yielding a beam waist
diameter of about 90 mm.
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3.3.1 Beam Preparation

Shown in the Fig. 3.4 is the schematic of the optical setup of how we modulate the laser
to prepare individual beams. The 369 nm laser is first modulated by an acousto-optic
modulator (AOM). The first-order beam is used for detection and optical pumping, and
an EOM (EO-T2100M3-VIS from Qubig GmbH) is used to create 2.1 GHz side band for
generating optical pumping frequency. We switch the RF of the EOM to switch between
the detection and optical pumping beams. When the detection/optical pumping AOM is
off, the unmodulated beam is used for creating cooling beam. We employ a 14.7 GHz EOM
(EO-WG14.7M2-VIS from Qubig GmbH) to create a necessary sideband for pumping the
ion out of the dark state |0⟩ (Sec. 2.4.1), so the cooling process can continue. The cooling
beam also has an AOM (ASM-200B8 from IntraAction) for power switching and amplitude
control. The frequencies of the two AOM is set such that the cooling beam frequency is
30 MHz lower than the detection frequency.

The cooling beam and the detection/pumping beams are combined with a polarization
beam splitter, and the combined 369 nm beams are subsequently combined with the re-
pumping beams (935 nm and 760 nm) with a dichroic mirror. The combined beam is then
coupled into the photonic crystal fiber and delivered to the chamber.

Note that we use a 3.1 GHz fiber EOM (NIR-MPX950-LN-05-P-P-FA-FA from iXblue)
to modulate the 935 nm beam for covering the hyperfine splitting in the 3[3/2]1/2 state
(Sec. 2.4.2).

3.3.2 High Stability Optical Mechanics Design

To enhance stability and minimize maintenance requirements, we designed a set of boards
for the upgrade. These boards have been individually tested and are ready for deployment
to the existing system.

All optical mechanics are directly bolted down to a solid aluminum baseboard. The ori-
entation is referenced with dowel pins, rather than being clamped with forks and pedestals.
The beam height from the baseboard is set at 0.75 inch.

Lowering the beam height enhances stability. Avoiding the use of forks allows us
to position individual optical elements closer together, making the setup more compact
and reducing its footprint. The use of dowel pins not only enables precise placement of
individual components but also facilitates the removal and reinstallation of optical elements
with minimal effort needed for realignment.
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Figure 3.4: Schematic for preparing the cooling, detection, optical pumping beams, and
repumping beam preparation. The SM and PM fibers denote single-mode and polarization-
maintaining fiber respectively.
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We designed and constructed two boards. The first one houses an ECDL and the optics
for the cooling beam, while the second contains the optics for the detection and optical
pumping beams.

Laser and Cooling Board

Fig. 3.5 shows the cooling board. Mounted on it is an external cavity diode laser (ECDL)
from Moglabs, which outputs a 369 nm laser and passes it through an optical isolator
(711C-1 from Conoptics). The board also features a double-pass AOM setup.

We opted for shearing mode tellurium dioxide (TeO2) AOMs from Brimrose instead
of fused silica or quartz. This is due to TeO2 AOMs having a larger deflection angle
because of their slower acoustic velocity (0.6 km/s for shearing mode[60] versus 4.2 km/s
for longitudinal mode[42]), resulting in a cleaner separation between the diffracted beam
and the non-diffracted beam. We recorded an extinction ratio of more than 60 dB (limited
by the photo sensor’s dynamic range) between turning the AOMs on and off. The exact
relation between the acoustic velocity and the deflection angle is discussed in section 6.4.4.

Detection and Optical Pumping Board

The detection and optical pumping board accommodates four double-pass AOM setups
within a 24-inch by 24-inch area. Fig. 3.6 illustrates this board. The four modules
correspond to the controls of two sets of detection and optical beams for both global
illumination and individual addressing. To ensure this intricate optical setup fits within
the board’s confines, we use supports to vertically route and fold the beams, thus reducing
their footprint on the board.

The global detection and optical pumping beams are merged using a polarization beam
splitter and then directed to another vertically-mounted board. This secondary board is
furnished with multiple dichroic beam splitters to further amalgamate the beam with the
repumping beams (935 nm, 760 nm) delivered via fiber. The combined beam is then coupled
into the single-mode photonic crystal fiber, as mentioned in Sec. 3.3, and transported to
the chamber.

Similarly, the individual optical pumping and detection beams are combined with a
polarization beam splitter and coupled into a polarization-maintaining fiber. We aim to
deliver the beam to the individual addressing system as described in Chapter 4.

Beyond the 935 nm and 760 nm beams, we’ve also reserved beam paths for 411 nm,
435 nm, and 1650 nm lasers. These wavelengths are instrumental for shelving the ion into
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Figure 3.5: Photograph of the optical board for the cooling beam. This optomechanical
design was collaboratively created by myself and Paige Angela Harford, a co-op student in
the lab.
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the metastable states, and we plan to deploy them in future experiments[59, 72, 20]. More
details about these transitions can be found in Fig. 2.1.

3.3.3 Approach for Designing High Stability Optical Mechanics

Given that all mounting holes of the optical elements need to be precisely positioned on
the board, any errors in placement or orientation could make the entire board unusable.

To minimize human error, we’ve developed a unique approach and a set of tools to
assist with the design process. Instead of creating a CAD model of the baseboard directly,
we create individual CAD models for each optical element and use an in-house developed
Python program to generate the baseboard model. These individual CAD models include
not only the 3D model of the optical element but also instructions for drilling the mounting
holes and the dowel pin holes. To make them usable by the program, we ensure that each
CAD model follows a convention regarding orientation and placement relative to its own
origin. This convention is illustrated in Fig. 3.7.

While designing the board, rather than specifying the placement of individual elements,
we indicate how we want the laser beam to be routed. The Python program we’ve developed
determines the precise orientation of each element and programmatically constructs the 3D
model of the baseboard. More specifically, the program interfaces with Autodesk Inventor
through its Component Object Model (COM) and uses Inventor as its CAD engine to
generate the CAD model.

The program was a joint effort between myself and two co-op students, Austin Con, and
Mariah De Torres. I conceived the original idea and supervised the development. Austin
implemented the functionality for CAD model synthesis, while Mariah implemented the
Python scripting interface, allowing us to design the board through Python scripting.

3.4 Imaging System

The imaging system consists of a microscope objective and a set of lenses designed to image
the ion onto photo sensors.

The microscope objective collimates the fluorescence light emitted from the ion, and
the beam is subsequently focused by a lens with a 125 mm focal length to re-image the
ion. At the focus (the image plane), we have an adjustable slit and an iris, which serve to
filter out undesired scattering. The image is subsequently relayed by two 125 mm lenses

35



24 inch

global detection global pumping

individual detection

individual pumping

369 nm laser input

individual beams coupler

parabolic coupler
(to PCF)

global detecion/pumping

760 nm

reserved for 411/435 nm

reserved for 1650 nm

935 nm

Figure 3.6: Photograph of the optical board for the detection and optical pumping beams.
This optomechanical design was collaboratively created by myself, Zi Yan Li
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Figure 3.7: Convention for the orientation and placement of the optical elements.

37



to either the camera or the photomultiplier tube (PMT). An electronically controllable flip
mirror (MFF101 from Thorlabs) is used to switch between the camera and the PMT.

Before the beams hit the iris, a pellicle beam splitter combines the path of the individual
addressing beam, allowing the same objective to be used for individual addressing. More
details about the individual addressing system can be found in Sec. 4.3.

3.4.1 Microscope Objective

The microscope objective we utilize is a custom design that I created, guided by a few key
criteria:

1. Field of view: Our aim was to have a field of view that allows us to image a lengthy
chain of ions. We designed it to be 400 µm, which is sufficient for imaging 20 ions
with 6 µm spacing. The extra field of view also allows us for an easier alignment.

2. Reduced input aperture: It was desirable to minimize the input aperture of the
objective to enable the use of a 1-inch circular mirror for directing the light. Our
goal was to have a 10 mm input aperture, smaller than the 1-inch cross-section at 45
degrees, which is 25.4/

√
2 = 17.63 mm. This is not feasible with a single-lens design,

such as using an aspheric lens.

3. All fused silica design: We wanted to maximize the transmission of 369 nm light,
making fused silica the optimal material for our purposes.

In Fig. 3.8, the schematic of the design is presented. The design comprises six lenses
and the vacuum window of the top viewport, and all the lenses are off-the-shelf items
from Thorlabs. The objective is housed within an SM1 lens tube from Thorlabs. Between
the lenses, CNC-machined Delrin spacers have been used to ensure the correct inter-lens
spacing. Below are the key parameters of the design:

1. Image Space NA: 0.2

2. Primary Wavelength: 369 nm

3. Effective Focal Length (EFL): 23.9855 mm

4. Entrance Pupil Diameter: 10 mm
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Figure 3.8: Schematic of the microscope objective.
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5. Infinite Conjugate

The prescription of the design is table 3.1 with a 6.35 mm thick Vacuum window
included.

Table 3.1: Prescriptions of the microscope objective. “F SILICA” is the fused silica ma-
terial, and “VACUUM” is the vacuum. The part number of the off-the-shelf lenses are
denoted in the Comment column. The microscope objective is optimized with a field of
view of 400 µm and constraining the numerical aperture at 0.2 NA and with 10 mm en-
trance pupil diameter during optimization, and the performance metrics are presented in
Fig. 3.9.
Surface Type Comment Radius [mm] Thickness [mm] Material

0 STANDARD - Infinity Infinity -
1 STANDARD LC4513-UV Infinity 3.50E+00 F SILICA
2 STANDARD - 3.45E+01 1.33E+01 -
3 STANDARD LC4513-UV Infinity 3.50E+00 F SILICA
4 STANDARD - 3.45E+01 1.25E+01 -
5 STANDARD LB4913-UV 1.14E+02 3.41E+00 F SILICA
6 STANDARD - -1.14E+02 1.31E+01 -
7 STANDARD LA4380-UV Infinity 3.78E+00 F SILICA
8 STANDARD - -4.60E+01 3.00E+00 -
9 STANDARD LA4380-UV 4.60E+01 3.78E+00 F SILICA
10 STANDARD - Infinity 5.00E-01 -
11 STANDARD LE4173-UV 3.10E+01 4.00E+00 F SILICA
12 STANDARD - 9.12E+01 8.00E+00 -
13 STANDARD Vacuum Window Infinity 6.35E+00 F SILICA
14 STANDARD - Infinity 2.85E+01 VACUUM
15 STANDARD - Infinity 0.00E+00 -

In Fig 3.9, we present the performance metrics of the design evaluated by Zemax Optics
Studio. This design demonstrates low aberration (< 0.03λ RMS) within a field of view of
400 µm. The part numbers of the off-the-shelf components from Thorlabs are included in
the comment column of the table.

Comparing to the use spherical lens and aspheric lens, a micro objective composites of
multiple lenses offers a few advantages. First, comparing to spherical lenses, the objective
can be optimized to compensate the spherical aberration, which is a dominant source of
error for spherical lens in high NA applications, by having multiple lens surfaces canceling
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Figure 3.9: Performance of the microscope objective. a. Diffraction Encircled Energy
Diagram. This diagram shows the encircled energy of the 0 µm (center of the targeted
FOV) and the 200 µm (edge of the targeted FOV) field points. The diffraction limit is also
plotted for comparison. b. RMS Wavefront Error across the field of view. Both diagrams
are evaluated with a uniform input field and 100 mm input aperture.
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each other’s aberration and eventually resulting in a low net aberration. Aspheric lenses,
on the other hand, is optimized to remove spherical and high-order aberration, but it is
optimized for a single field point. As a result, the aspheric lens has a lower field of view
and suffers more aberration with angular dependencies (e.g. coma).

In addition, for trapped ions or cold atom experiments, ions (or atoms) are within the
Vacuum chamber. This limits the minimum working distance of the optics. With the
objective we can reduce the entrance pupil diameter, so it can be easier to work with,
while maintaining a higher NA.

3.4.2 Detector

In our lab, we use both a photomultiplier tube (PMT) and a camera for detecting the ion’s
fluorescence. Based on the fluorescence signal, we can determine the quantum state of the
ion.

Photomultiplier Tube

A photomultiplier tube (PMT) operates on the principle of the photoelectric effect. As
shown in Figure 3.10, when a photon strikes its photoelectric surface (the cathode), there’s
a probability that it will excite an electron. Propelled by the potential difference, this
electron will then strike the dynodes within the PMT. Each dynode collision has the
potential to excite additional electrons. In this manner, akin to an avalanche, a single
photon can instigate the excitation of millions of electrons. This cascade effect amplifies
the photon signal, enabling us to use a counter to register each photon incident.

Given that the photons originate from the ion, only one photon can impact the PMT at
any given moment (there are no two-photon or multiphoton states). To accurately register
photon incidents, we require a pulse duration significantly shorter than the scattering rate,
which is around 20 MHz. The PMT model we use, H11890-01 from Hamamatsu, has a pulse
duration of 10 ns, meeting this requirement. As we can resolve individual photon incidents,
the avalanche effect in the PMT doesn’t broaden the photon counting distribution like an
EM-CCD would. (We will elaborate on this in the next section).

The PMT serves as an excellent instrument for detecting the quantum state of a single
ion. Our four-rod trap apparatus allows us to achieve about a 96% measurement fidelity
with the PMT limited by the off-resonant scattering described in Sec. 2.4.

However, to apply it for measuring the quantum states of multiple ions at the same
time. The PMT is may not be the best choice. The pitch of multi-channel PMTs is

42



High Voltage

photoelectric surface (cathode) Anode

Dynode 1

Dynode 2

Dynode 3

Dynode n

photon

output 
(connect to 
a counter)

electron

~10 ns

Figure 3.10: Schematic of the photo multiplier tube.

typically > 1 mm, which is orders of magnitude larger than the ion interspacing, posing
challenges for the imaging system design.

Therefore, in our lab, we use the PMT for detecting a single ion state or total fluo-
rescence of the ions (e.g., measuring total magnetization of a spin chain), and we use a
camera for measuring the individual quantum state of multiple ions.

Camera

For a camera sensor, when a photon hits the semiconductor of the sensor, there is a chance
that the photon will excite a pair of electrons and holes. The electric field within the sensor
would then guide the generated photocharge to photodetection circuits, which convert the
photocharge Q into a voltage signal V .

V =
1

C
Q (3.1)

where C is the effective capacitance. The proportionality of the photocharge-voltage con-
version is called “charge detection sensitivity” or “conversion gain”. One of the main
sources of error, the readout noise σR, results from the detection circuit. The readout
noise approximately follows the following proportional relation:

σR ∝ C
√
BT (3.2)

43



CCD

photocharge
detection
circuit

EM-CCD CMOS sCMOS

LPF
LPF

Multiplying 
Registors

ADC

V
C

Q

Figure 3.11: Architecture of different types of camera sensors. LPF is the abbreviation of
low pass filter, and ADC is the abbreviation of analog-to-digital converter.

where B is the bandwidth of the detection circuit and T is the absolute temperature.
Compared to another type of noise, dark current noise σD, which results from the ther-
mally excited electron-hole pairs captured by the detection circuit, the readout noise is the
dominant source of error for ion state detection. The duration of the trapped ion state
detection process is typically between 10 µs to 1 ms, and the dark current noise that occurs
during this time is negligible with a sufficiently cooled sensor. Note that the dark noise is
proportional to the square root of the exposure time, but the readout noise is independent
of the exposure time.

Shown in Fig. 3.11, we illustrate the architecture of different types of camera sensors.

For charged coupling devices (CCDs), the charge is stored in the potential well of the
sensor. During the readout, the charges shift from pixel to pixel and eventually to the
readout electronics. The typical readout noise of CCD is ∼10-100 e−. It was a significant
breakthrough in the 1990s when it was invented. However, the readout noise is insufficient
for many scientific applications.

To further reduce the readout noise, the electron-multiplying CCD (EM-CCD) was
developed. The EM-CCD has a multiplication register that multiplies the photocharges
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by a factor typically of the order of 1000. The photocharges after multiplication are
much higher than the readout noise, effectively eliminating it. However, the multiplication
process is stochastic. In the high gain limit and high number of multiplication registers, the
probability distribution p(x) of the output multiplication registers can be approximated
as,

p(x) =
xn−1 exp(−x/g)
gn(n− 1)!

(3.3)

[2] where n is the number of electrons at the input of the multiplication registers, and g is
the average gain. This broadens the statistical distribution of the photon counts and thus
halves the quantum efficiency (QE) of the device[2].

On the other hand, the CMOS (complementary metal oxide semiconductor) sensor
has a photodetection circuit for each pixel. The photocharges are converted to voltages
and read out directly. This allows for a much faster readout speed as multiple pixels can
be read out simultaneously. In addition, the CMOS sensor is compatible with modern
semiconductor manufacturing processes. Moreover, low-pass filters can be integrated into
the CMOS sensor to reduce the readout bandwidth B, resulting in a lower readout noise
σR as described in Eq. 3.2. Modern CMOS sensors can easily achieve readout noises less
than 10e−.

As fabrication technology improves, more electronics can be integrated into the CMOS
sensor. The invention of the scientific CMOS (sCMOS) further integrates multiple analog-
digital converters (ADCs) into the sensor. This allows for parallel readout of the voltages,
maintaining the same data readout speed but reducing the readout noise by using a low-
pass filter with an even lower bandwidth.

In addition to the bandwidth B in Eq. 3.2, another important parameter is the effective
capacitance C. The advancement in semiconductor manufacturing technology allows for
the fabrication of very small structures. Ma et al. (2017)[44] demonstrated image sensors
with a 0.21 e− readout noise. The ultra-low readout noise allows for resolving individual
photon counting, and this type of sensor is called a quantitative CMOS (qCMOS).

Both EM-CCD and qCMOS offer superior signal-to-noise ratios (SNR), however, the
noise profiles of the two sensors are very different. In Fig. 3.12, we show the simulation of
photon counting statistics of a qCMOS sensor, an EM-CCD, and a hypothetical noise-free
sensor. We can see the EM-CCD has a significant broadening of the photon counting dis-
tribution for ions in the bright state |1⟩. As for the qCMOS, the broadening is independent
of the photon number. Consequently, the optimal detection threshold and exposure time
will differ for the two sensors. In general, qCMOS tends to favor slightly longer detection
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times. Additionally, it appears that the qCMOS camera tends to favor a slightly higher
detection threshold than the EM-CCD.

In our lab, we use a qCMOS camera (C15550-20UP from Hamamatsu). The qCMOS
camera has a readout noise of 0.27 e−. It offers a significant improvement in readout speed
over the EM-CCD, especially with a long chain of ions, as the qCMOS reads the entire
row of pixels simultaneously. For the ultra-quiet mode (the lowest readout noise at 0.27
e−), it takes 0.375 ms to read out a row of pixels. On the other hand, EM-CCD typically
takes a few ms to tens of ms depending on the number of pixels being read.

When designing the imaging system for the qCMOS camera, it would be beneficial to
limit the spread of the ion spot to the size of a pixel (4.6 µm), as the readout noise exists
in individual pixels. As for the EM-CCD, there is no such requirement. For historical
reasons, our imaging system is not optimized for the qCMOS camera. However, we can
achieve a ≈ 94% fidelity with the current system, and we are implementing an upgrade to
the better focus the light to a single pixel.

The ion-state classifier is implemented with a random forest algorithm[29, 58] and
trained with dark and bright state images prepared with microwave rotation (Sec. 2.5.1).
The random forest algorithm is an ensemble machine learning algorithm, which consists
of multiple decision tree classifiers. Each decision tree is trained with resampled data
from the training images. The final classification is determined by the majority vote of
the decision trees. The random forest algorithm is robust to overfitting and can find the
optimal classification boundary in the high-dimensional feature space (multiple pixels).
The use of a machine learning algorithm performs better than summing the counts within
a region of interest, as direct summing over pixels accumulates the readout noise, but the
machine learning algorithm is not affected when using a larger region of interest.

3.5 Raman Optics

Both the Raman 1 beam (R1) and the Raman 2 beam (R2) originate from the same laser
source (Paladin 355-8000 from Coherent), each being modulated by an AOM. The laser
we use is a picosecond-pulsed type. The rationale for selecting this laser will be discussed
later in Sec. 3.5.

The RF source for the AOM of R1 is an arbitrary waveform generator (AWG). The op-
tics are designed such that the AOM and the ion position are imaging conjugates, allowing
beams modulated by different RF frequencies to overlap at the ion plane. The modulation
frequencies of the two AOMs are fR1 = 211 MHz for R1 and fR2 = 185 MHz for R2. As
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Figure 3.12: Photon counting statistics for a qCMOS sensor, an EM-CCD, and a hypo-
thetical noise-free sensor. a. Photon counting distribution of bright states. b. Photon
counting distribution of dark states. We plot from 1 count to 10 counts as the majority
of the counts are at 0 count. We plot the distribution excluding 0 counts to highlight the
differences. c. Average (between dark and bright state) fidelity versus the detection
threshold. The simulation is performed with the following parameters: I/Isat = 1, 400 µs
detection time, 0.27 e− readout noise for qCMOS, 0.4 NA, 0.2 Quantum Efficiency (QE),
1000 em-gain for EM-CCD. The averaged fidelity is defined as the average of the dark state
measurement fidelity and the bright state measurement fidelity.
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Figure 3.13: Comb tooth frequencies of R1 and R2

shown in Fig. 3.13, these two frequencies are chosen such that the qubit frequency splitting
is equal to one beam path’s comb tooth and the comb tooth that is 157th splitting away.
The comb tooth splitting is essentially the repetition rate νrep of the pulse laser, which is
80.3 MHz.

157× νrep + (fR1 − fR2) = (3.4)

157× 80.3MHz + (211MHz− 185MHz) ≈ 12.6 GHz (3.5)

Polarization and Orientation

The beams R1 and R2 are set to be 90 degrees apart, and the difference in wave vectors
is along the radial direction of the ion chain. This arrangement minimizes coupling to the
axial mode of the ions.

The magnetic field, responsible for determining the spin’s quantization axis, is produced
by a pair of bias coils connected to the vacuum chamber. The magnetic field is oriented
along the R1 direction. Both R1 and R2 are linearly polarized, with their polarization
orientations chosen to be perpendicular to each other. Moreover, there is no π-polarization
component present. The selection of polarization orientation and magnetic field direction
is motivated by several reasons:
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The chosen polarization orientation and magnetic field direction serve several purposes,
as outlined below:

1. Minimize coupling to Zeeman states: The suppression of the π-component of po-
larization helps minimize the coupling to the Zeeman states |F = 1,mF = −1⟩ and
|F = 1,mF = 1⟩.

2. Minimize coupling to axial phonon modes: The difference in beam pointing between
R1 and R2 leads to a beat note along the axial phonon direction. This choice mini-
mizes the coupling to these modes.

3. Minimize fourth-order AC Stark shift: Linear polarization ensures that the individual
Raman beams have a zero fourth-order AC Stark shift[39].

Laser Selection

In terms of laser selection, pulsed lasers have been widely adopted in trapped ion quantum
information processing platforms, particularly for those employing the 171Yb+ qubit. The
use of pulsed lasers allows us to use different comb teeth to facilitate Raman transition.
This eliminates to have a separate phase-locked laser detuned by the qubit transition (12.6
GHz), as it is challenging to shift the frequency of laser by such a large amount.

While choosing the laser, the following laser requirements must be met:

• Pulse Duration: The pulse duration of the laser affects the width of the envelope
encompassing multiple frequency combs. To achieve sufficient Rabi frequency for
the two comb teeth, the pulse duration must be long enough so that its Fourier
transformation, which corresponds to the envelope in the frequency domain, covers
the two qubit states.

• Repetition rate: The repetition rate of the laser determines the frequency separation
of the comb teeth. As coherent quantum operations for entanglement often involve
phonon-mediated spin-spin interactions, it is ideal for the frequency separation be-
tween comb teeth to be larger than the trap frequency. This allows the contributions
of other comb teeth to be ignored or minimized.

• Wavelength: Although the Raman transition, as a two-photon process, does not im-
pose strict constraints on the laser wavelength, it is preferable to select a wavelength
that has minimum Stark shifts and differential Stark shifts between qubit states, as
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these could add further complexity to the system. Additionally, in practice, it is
desirable to choose a wavelength for which high-power lasers are readily available,
since two-photon processes generally necessitate greater optical power. A common
choice for this purpose are Nd:YAG lasers[8].

For 171Yb+ hyperfine qubits, the frequency separation between the two qubit states is
ωHF = 2π × 12.6GHz[8]. Consequently, the pulse duration should be shorter than tens of
picoseconds (≪ 1/ωHF ). In the case of a linear Paul trap, the typical radial trap frequency
amounts to a few MHz. As such, it is preferable to have a repetition rate an order of
magnitude higher than this value.

We selected the Paladin 355-8000 laser from Coherent. This tripled Nd:YAG laser
features a wavelength of 355 nm, a repetition rate of 80 MHz, and a pulse length of ap-
proximately 15 ps. The repetition rate and pulse duration satisfy the criteria. In addition,
the 355 nm wavelength lies between the D1 and D2 line transitions of 171Yb+, thereby
cancelling the majority of the Stark shift and differential Stark shift[8].

Electronics: PLL for beat note lock

The beat note from the laser can drift or fluctuate over time. Therefore, it is important to
correct for this beat note frequency drift.

Instead of providing feedback to the laser (which lacks an exposed control port in the
model we use), we measure the beat note and adjust the frequency of the R2 AOM, fR2,
to ensure Eq. 3.4 still holds.

This is achieved by using a phase-lock loop (PLL) to multiply the beat note frequency
by 157 νrep and feedforward to the R2 AOM. The electronic setup is illustrated in Fig. 3.14.
The pulsed laser’s output is measured by a fast photodiode (G4176 from Hamamatsu), and
its signal is mixed with a 79.16 MHz RF signal before passing through a low pass filter
(LPF).The filtered signal is 1.185MHz + δνrep, where δνrep is the drift of the beat note
frequency.

This signal frequency is then multiplied by 157 using the PLL, resulting in an output
frequency of 186MHz+157δνrep, which is used for the R1 AOM. As a result, the beat note
frequency drift is amplified 157 times, effectively canceling the impact of the beat note
frequency drift in Eq. 3.4. Therefore, the two comb teeth depicted in Fig. 3.13 remain
resonant with the qubit transition.
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PD
G4176

Bias-T
ZX85-12G-S+

LPF 225MHz

LPF1.9MHz

DDS 79.16MHz
DG4102

PLL
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Power AMP
MPA-40-40

To R2 AOM

Figure 3.14: Schematic illustrating the beat note lock circuit with PLL. LPF stands for
low pass filter, AMP for amplifier, PD for photodiode, DDS for direct digital synthesizer,
and PLL for phase lock loop.

Electronics: AWG for multi-tone generation

The AWG we utilize for the experiment is the M4i.6621-x8 from Spectrum Instrumentation.
This AWG is equipped with a PCI Express Gen2 x8 interface, facilitating high-speed (4.0
GB/s) data transfer between the computer and the AWG. This data transfer rate surpasses
many commonly used interfaces, such as gigabit Ethernet (≈125 MB/s) and USB 3.0
(≈625 MB/s), by orders of magnitude. This marked improvement substantially reduces
experimental overhead and enhances the duty cycle of the experiment.

The AWG’s output has a 16-bit depth and a 625 mega samples per second sampling
rate. The output bandwidth is fast enough to directly drive the AOM, eliminating the
need for additional up conversion.

The use of AWG enables us to generate multiple phase-coherent waveforms simultane-
ously. This is particularly useful for the Floquet experiment, where we need to generate
multiple waveforms with different phases. The AWG also allows us to periodically change
the phase of the waveform in a programmatic manner, which is necessary for implementing
the Floquet Hamiltonian used in chapter 5.
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Figure 3.15: Schematic and beam waist simulation for the Raman beam. The double-
headed arrows is the notation of the lens. We use the convention that a diverging lens has
inwards pointing arrows and a converging lens has outwards pointing arrows.

3.5.1 Beam Shaping Optics

We employ identical beam shaping optics for both R1 and R2 after their respective AOMs.
The only discrepancy in optics stems from the waveplates, which are set to different angles
to control the polarization in order to satisfy the requirements discussed previously in Sec.
3.5.

In Fig. 3.15, we present the schematic and simulated 1/e2 beam waist in two axes from
the AOM to the ion. The simulation is based on paraxial Gaussian beam propagation. At
the AOM plane, the beam waist measures 700 µm in both directions. At the ion plane,
the beam waist along the axial direction is 70 µm and along the radial direction, it is 5
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µm. The disparity in beam waist across the two directions is attributed to the utilization
of a cylindrical lens.

The AOM deflection direction corresponds to the axial axis. It’s important to note
that in the axial direction, the AOM plane and ion plane are conjugate focal planes.
Consequently, beams deflected at different angles by the AOM will overlap again at the
ion plane. This allows us to generate beams with multiple RF frequencies that share the
same beam profile at the ion plane.

3.6 Conclusion

In this chapter, we presented the experimental apparatus for the trapped ion quantum
processor. This includes the ion trap, the laser system, imaging system, and the electronics.

The apparatus will be used for the experiments performed in the chapter 4 and 5.
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Chapter 4

Individual Optical Addressing of
Trapped Ions

In this chapter, we will discuss the experimental setup and the techniques utilized for
individually addressing trapped ions with holographic beam shaping methods. We will also
delve into the experimental results derived from the implementation of these techniques.
Some of the results presented in this chapter have also been published in Shih, et al.
(2021)[62] and Motlakunta, et al. (2023)[50].

The research presented in this chapter has been a collaborative endeavor, with contri-
butions from Sainath Motlakunta, Nikhil Kotibhaskar, Manas Sajjan, Anthony Vogliano,
Darian Mclaren, Lewis Hahn, Jingwen Zhu, Roland Hablutzel, and Rajibul Islam.

My main contributions are leading the development of the holographic beam addressing
system in the hardware implementation, the optical design and the software framework. I
also develop the algorithm for hologram generation, and establishing the protocol for both
optical aberration characterization and crosstalk error characterization.

Besides, I conducted the experiment, data analysis presented in this chapter and for
the publication in both Shih, et al. (2021)[62] and Motlakunta, et al. (2023)[50].

My work, which has facilitated the results presented in this chapter, has also led to the
following open-source software contributions:

1. pySLM2 (as the leading developer): A python-based full stack software framework
from GPU-accelerated hologram generation and simulation to hardware control.
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2. Luxbeam (as the lead developer): A Python-based package developed for imple-
menting the control protocol for interfacing with the DMD controller manufactured
by Visitech. This package also serves as a fundamental building block for pySLM2’s
hardware control.

4.1 Overview

The ability to individually address trapped ions is of paramount importance in the field of
quantum information processing. When we can manipulate ions at an individual level, it
opens up a vast range of experimental opportunities and applications. We can categorize
these applications into two groups: coherent and non-coherent optical manipulation.

1. Coherent Optical Manipulation: This allows us to entangle the internal states be-
tween arbitrary sets of ions, and perform quantum gates between them. It’s an
essential ingredient for general quantum computation. Additionally, it enables the
engineering of non-trivial Hamiltonians for quantum simulation experiments, includ-
ing the study of strongly correlated many-body phenomena[46, 63].

2. Non-Coherent Optical Manipulation: This form of operation comprises individually
resetting or measuring the spin of the ions. Its applications encompass the creation
of non-trivial quantum states, performance of quantum error correction, study of
measurement-induced phase transitions, and study of dissipative systems.

Among these two categories, the non-coherent optical manipulation imposes more strin-
gent requirements on crosstalk error – the error that occurs when light intended for one ion
affects its neighbors. Although the errors from the coherent optical manipulation can be
actively suppressed through techniques such as refocusing[56], crosstalk errors from non-
coherent optical manipulation are more difficult to mitigate. This is because non-coherent
operations collapse the quantum state of the ions, a generally irreversible process. There-
fore, there is a pressing need for an addressing scheme that can provide ultra-low crosstalk
error for non-coherent optical manipulation.

A number of techniques for this purpose have been developed, encompassing meth-
ods such as the use of an acousto-optic deflector (AOD), a multi-channel acousto-optic
modulator[18, 52, 21], or laser-written guides[5], as demonstrated in previous studies.

However, these methodologies are not without their drawbacks. In the case of the AOD,
the frequency of the addressing beam is contingent upon the deflection angle of the beam,
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a characteristic directly correlating to the ion’s position. Meanwhile, both laser-written
guides and multi-channel acousto-optic modulator present their own challenges. Con-
structed with fixed channel spacing, both of the device are manufactured to be optimized
for a single system size, limiting its adaptability. Further discourse on the comparative
analysis of these techniques can be accessed in preceding literature[61].

In this chapter, we will discuss the use of a Fourier holographic beam shaping scheme
we developed for ion addressing. This method allows precise control of the amplitude
and phase of the light on each ion addressed independently and does not suffer from the
coupled frequency and position dependence of the AOD. Additionally, a key advantage of
the holographic beam shaping method is its immunity to static optical aberration resulting
from the imperfections in the optical system. This allows us to achieve true diffraction-
limited focusing of the addressing beam on each ion and even beyond the typical field of
view (FOV) of the imaging system.

4.1.1 Outline

1. Section 4.2: We will discuss the basic principle of Fourier holography and how we
can apply it to optically individual ion addressing.

2. Section 4.3: We will discuss the experimental setup for implementing the Fourier
holography beam shaping for ion addressing.

3. Section 4.4: We will discuss the optical aberration characterization and correction
methodology we developed. We will also present the relative experimental results.

4. Section 4.5 and 4.6: We will discuss how we measure the crosstalk error and its
experimental results. In addition, we will also discuss how it transforms to the
fidelity of spin reset or measurement of a target ion without collapsing the quantum
state of adjacent ions.

5. Section 4.7: We will discuss the scalability of the presented scheme.

4.1.2 Change logs with Prior Publications

Major changes in setup and methodologies between the two publications[62, 50] are:
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1. Optics Setup Upgrade: We have revamped our microscope objective from a
0.12NA to a 0.2NA system that I personally designed (refer to Sec. 3.4.1). In
addition, the beam splitter responsible for merging the individual addressing beam
path with the fluorescence collection has been replaced from a polarization beam
splitter to a pellicle beam splitter. These changes have substantially improved our
fluorescence collection efficiency. A detailed account of these alterations is provided
in Section 4.3.

2. Methodologies for optical aberration characterization: We have adopted a
novel method that leverages the ion population transfer instead of the ion fluorescence
scattered from the addressing beam as the signal for optical aberration characteri-
zation. This innovative approach effectively mitigates the adverse impact of un-
wanted scattering from the addressing beam and significantly diminishes the power
requirements for the address beam. Please refer to Section 4.4 for more exhaustive
explanations.

4.2 Fourier Holography

4.2.1 Optical Fourier Transformation

In a paraxial lens system, the lens act as a Fourier transform operator mapping the electric
field in one focal plane to the electric field in the another focal plane. In the context
of Fourier Holography, the two focal plane are referred as the image plane (IP) and the
Fourier plane (FP). Their electric fields, EIP(x

′) and EFP(x) are related by the following
equation:

EFP(x)e
iΦ

(IP)
ab (x) =

λf

2π
F [EIP(x

′)] (k′)

∣∣∣∣
k′= 2π

λf
x

. (4.1)

In which, x′ and k′ denote the spatial coordinate and the wave vector at the image plane
respectively, and F denotes Fourier transformation. The wave vector k′ is related to the
spatial coordinate x at FP by x = λf

2π
k′.

In reality, the lens system is not perfect and the electric field at the image plane is not
exactly mapped to the electric field at the Fourier plane. This is due to the aberrations in
the lens system. The aberrations can be modeled as a phase map Φ

(IP)
ab (x) in the Fourier

plane. A more detailed derivation of this equation can be found in the Chapter 2 of Shih
(2019)[61].
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With that, if we are able to control the beam profile in the Fourier plane, we are able
to engineer the beam profile in the image plane. In the Fourier holography, a hologram,
which is a device that modified the wavefront of the beam, is placed in the Fourier plane.
The hologram modified the wavefront of the beam such that the beam profile in the image
plane is the desired beam profile.

4.2.2 Reprogrammable Hologram

In the context of trapped ions using Fourier hologram to engineer the individual addressing
beams, we need to be able to reprogram the hologram to switch between different beam
profiles. A reprogrammable hologram can be implemented with adaptive optics. There are
various types of commercially available adaptive optical devices, including liquid-crystal
spatial light modulators (LC-SLM)[23], deformable mirrors, and digital micro-mirror de-
vices (DMD)[75].

A significant advantage of using adaptive optics is that they are reconfigurable. We can
reprogram the adaptive optics to switch between different holograms to generate various
beam profiles.

When choosing adaptive optics for our experiment, we have to consider the following
factors:

1. The wavelength of the light: We need to choose an adaptive optics that can operate
at the wavelength of the light we are using. In particular, our application of using
the adaptive optics with Ytterbium ions requires the adaptive optics to operate at
the UV wavelength.

2. The speed of the switching: The switching speed . It will affect the experiment
time of the quantum algorithm and the number of operations that can be performed
within the coherence time.

We choose to use digital micro mirror device (DMD) as it is capable of handling higher
power at UV wavelength (up to 10 Watts in the UV and higher for longer wavelengths) and
has a faster switching speed (>10 kHz) compared to other adaptive optics. In comparison,
the switching speed of liquid crystal on silicon spatial light modulator (LCOS-SLM) is <1
kHz[65] and suffers from UV induced solarization unless extra UV hardening is applied.

Individual micromirrors of a DMD can be switched as fast as in 10 µs and can potentially
be made even faster[14]. However, the data transfer rate between the DMD controller and
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the chip is currently a bottleneck. Megahertz rate light switching, required for some QIP
experiments, can be achieved by using an acousto-optic modulator (AOM) in conjunction
with the DMD.

4.2.3 Hologram Generation

The individual micromirrors of the DMD can be operated with two states. In the on state,
the micromirror is tilted at an angle such that the light is reflected to the desired direction.
In the off state, the micromirror is tilted at an opposite angle such that the light is reflected
to a different direction. This gives us local binary amplitude control of the light.

However, to achieve full control of the beam profile at the image plane, we need to
be able to control not only the amplitude but also the phase of the beam. This can be
achieved by creating amplitude grating with the DMD and use the diffracted beam. The
amplitude grating is a periodic pattern of alternating bright and dark regions. The bright
regions are the on state of the micromirrors and the dark regions are the off state of the
micromirrors. The phase of the diffracted beam can be controlled by the spacial phase of
the grating.

Below we show the derivation of the required grating function. For simplicity, here we
use k′ as a proxy for the spatial coordinate in the Fourier plane, keeping in mind that the
FP spatial coordinate x is related to k′ through the scaling, x = λf

2π
k′.

By deploying an amplitude grating G(k′) in the FP, we are able to control the amplitude
and phase of the diffracted beam. The grating is of the form,

G(k′) = η

∣∣∣∣ F (k′)

Ein(k′)

∣∣∣∣ 12(cos(k′ · x0
′ + Φ(k′)− Φin(k

′)) + 1), (4.2)

where Fk′ is the Fourier transformation of the targeted image plane beam profile f(x).
Ein(k

′) is the electric field of the input beam on DMD, and Φ(k′) is the phase profile of
the target beam profile at the FP and Φin(k

′) is the aberration phase profile of the input
beam on DMD.

Φ(k′) = angle(F (k′)) (4.3)

Φin(k
′) = angle(Ein(k

′)) (4.4)

The |x0| = λf
a

determines the separation between diffraction beam which one can
observe in Eq. 4.6, and the normalization factor η is to ensure that G(k′) is between zero
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and one.

η = max(

∣∣∣∣Ein(k
′)

F (k′)

∣∣∣∣) (4.5)

As seen from the grating profile in Eq. 4.2, the outgoing beam from the DMD is
composed of three diffraction orders. The beam profile in the image plane is

EIP(x
′) = F−1[(Ein(k

′)G(k′))]

= η

(
1

4
f(x′ + x0

′)

+
1

4
f ∗(−(x′ − x0

′)) ∗ F−1[ei(2Φin(k
′))]

+
1

2
F−1[|F (k′)|eiΦin(k

′)]

)
,

(4.6)

where, we have used Eq. 4.3-4.4. The first term in (Eq. 4.6) represents the m = −1
diffraction order, and is independent of the aberration phase. This produces the target
image profile with high precision. The second term corresponds to m = 1 diffraction order,
and suffers twice the phase aberration. The third term corresponds m = 0 diffraction
order or the ‘carrier’, and suffers from the aberrations as well. Note that by replacing
Φ(k′)−Φin(k

′) by −Φ(k′)+Φin(k
′) in Eq. 4.2, we can make them = 1 order aberration free

instead. Our choice of m = −1 is motivated by the higher grating efficiency (corresponding
to the blazing condition, discussed later) for this order.

However, each DMD micromirror provides us with local binary control over the ampli-
tude of light. Hence, we need to binarize the greyscale hologram, G(k′) before displaying
it on the DMD. Unfortunately, binarization is a highly nonlinear process and necessarily
introduces additional errors. Our IFTA finds a binary grating function Gb(k

′) to approx-
imate the greyscale grating G(k′) such that the errors in the image plane are kept at a
minimum within a signal window D. The flow chart of the algorithm is shown in Fig.
4.1. We begin the loop with a greyscale hologram G(k′) and binarize the hologram with a
binarization operator Ut. We adopt a dynamic-threshold binarization similar to Wyrowski
(1989) [70], for a fast convergence to the target image plane profile. The binarization
proceeds as follows,

G
(i)
b (k′) = Ut[G

(i)(k′)] =


0 if Re[G(i)(k′)] < t

1 if Re[G(i)(k′)] > (1− t)

Re[G(i)(k′)] otherwise

(4.7)
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Figure 4.1: The flowchart of our iterative Fourier transform algorithm.

where t is the threshold. The threshold t is dynamically changed with the iteration number
i as

t =
i

2N
, (4.8)

where N is the total number of iterations. The image plane profile g(x′) is obtained from
this binarized hologram and suffers from binarization errors. Next, we correct the beam
profile within the signal window D to remove the binarization error with the correction
operator X, as

g(i)c (x′) = X[g(i)(x′)] =

{
g(x′) if x′ ∈ D
g(i)(x′) otherwise

(4.9)

where g(x′) = F−1[Ein(k
′)G(k′)] is the beam profile at the image plane created with

greyscale grating. Note that g(x′) = f(x′ − x0
′) (i.e. the ideal target profile) within the

signal window if the contributions from other diffraction orders in Eq. 4.6 are negligible,
as is the case in our experiments. It is worth emphasizing that the input beam profile
Ein(k

′) must be included during the Fourier and inverse Fourier transforms in IFTA (Fig.
4.1) to achieve a low error, especially in presence of aberrations. This results from the fact
that aberrations broaden the point-spread function in the image plane and thus destroy
the sharpness of the signal window leading to larger errors.
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Power Scaling Factor for Improving Power Efficiency

Shown in Eq. 4.6, the diffraction efficiency of the m = −1 order is given by (1
4
)2. However,

we are able to further improved the power efficiency by scaling up the target field with
s = 4

π
during the IFTA binarization process. This can be implemented by a modified

correction operator X ′ as

g(i)c (x′) = X ′[g(i)(x′)] =

{
sg(x′) if x′ ∈ D
g(i)(x′) otherwise

(4.10)

The corrected beam profile is scaled with a scaling factor s within the signal window D.

This new improvement is based on the fact that for a square wave x(t) its fundamental
mode sin(ωt) can have a coefficient greater than 1.

x(t) =
4

π

∞∑
k=1

sin((2k − 1)ωt)

2k − 1
(4.11)

=
4

π

(
sin(ωt) +

1

3
sin(3ωt) +

1

5
sin(5ωt) + ...

)
(4.12)

Even though DMD can have binarized control on the grating amplitude (0 1), a higher
modulation level can be achieved.

Improvements over Prior Works

With the new improvement, the power of the signal can be enhanced by ( 4
π
)2 ≈ 1.6 times,

which also effectively improves the signal-to-noise background ratio. Higher power scaling
factor may be possible with small signal window size, but it often leads to artifacts within
the signal window.

Our algorithm is based on Wyrowski (1989)[70] with two significant modifications.
First, we introduce phase constraints at the image plane, making the algorithm suitable
for QIP experiments requiring optical phase control[64, 12]. Second, we incorporate the
ability to account for aberrations and non-uniform illumination in the Fourier plane. Third,
we introduce a power scaling factor to improve the power efficiency of the signal beam.

4.3 Experimental Setup

Shown in the Fig. 4.2 is the experimental setup for holographic beam shaping. The s-
polarized 369.5 nm output beam from the fiber is expanded by the collimation lens L1
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to a 5 mm (1/e2 intensity radius) Gaussian beam illuminating a circular aperture on the
DMD (Texas Instruments DLP9500UV) at an incident angle of approximately 24◦. The
DMD is placed in the Fourier plane (FP) of a focusing lens L2 (f = 200 mm). In order to
maintain the polarization and power stability of the beam, a two-fold approach is employed.
A polarizer is used to filter the beam’s polarization, while power stability is achieved by
utilizing feedback from the photodiode signal of the sampled beam.

The micromirror pitch of the DMD is d = 10.8µm and each micromirror can be toggled
between two angles, behaving like a local binary light-switch. A binary amplitude grating
(with periodicity a = 4d = 43.2 µm) is employed to modulate both the phase and amplitude
of the electric field of light, EFP in the DMD plane (FP), such that the target electric field
profile in the image plane EIP (with IP referring to either IP1 or IP2, shown in Fig. 4.2)
can be generated with high accuracy. A pinhole placed in the image plane (IP1) of L2
allows us to choose a specific diffraction order (m = −1 here) of the DMD binary grating
to propagate to the 174Yb+ ion.

A flip mirror can direct the light onto a camera C1 to monitor the optical intensity
profile and characterize aberrations at IP1. A photo-multiplier tube (PMT) is used to
detect fluorescence from the ion. The DMD beam is introduced into the fluorescence-
imaging path through a pellicle beam splitter. Ion-addressing and fluorescence collection
are achieved using a 0.2NA shared homemade microscope objective and an imaging lens
L3. The effective focal length between the DMD FP and IP2 is 24 mm. Here, we choose
a coordinate system convention where the beam is propagating along the z−direction.

4.4 Results: Aberration Correction

To realize diffraction-limited performance at an image plane, we first characterize the aber-
ration phase map Φ

(IP)
ab (x), following a similar approach as in Zupancic, et al. (2016)[75],

schematically shown in Figs. 4.3-4.4.

Note that the result presented in 4.4 is with a setup that is different from the setup
described in 4.2. The beam splitter is a polarization beam splitter rather than a pellicle
beam splitter, the numerical aperture is 0.12 rather than 0.2, and we use a camera rather
than a PMT to collect the fluorescence.

More detailed information about this setup can be found in Shih, et al. (2021)[62], and
we upgraded the setup to the one shown in 4.2 to achieve a higher numerical aperture and
increase the transmission in photon collection.
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Figure 4.2: Experimental Setup

We let the light from two FP patches (Figs. 4.3a and 4.4a), centred at x = 0 (centre
of the FP aperture) and x = ∆, consisting of a small number of DMD micromirrors,
interfere in the image plane IP. The interference fringes are measured on the camera C1
for IP1 (Fig. 4.3b) or with the ion for IP2 (Fig. 4.4b) for extracting the aberration phase

(Φ
(IP)
ab (∆)− Φ

(IP)
ab (0)) (see Appendix A).

To measure the interference fringes with an ion, we use the ion as an point-like detector
to extract the local intensity information of the beam. This can be done in multiple
manners. The most straightforward one is using the fluorescence emitted from the ion,
and this is the approach we used in Shih, el al. (2021)[62]. However, this approach suffers
from undesired scattering from the Vacuum window and the microscope objective, as the
photon collection and the individual addressing shares the same optical beam path, which
leads to a low signal-to-noise ratio.

Instead, we came up with an alternative approach to quantify the intensity of the light
falling on the ion. In this approach, we initialize the ion in the bright state |1⟩, and use
the optical pumping beam instead of the detection beam for the DMD beam, and later
measure the population (with the ion fluorescence) of the ion in bright state |1⟩ and the
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dark state |0⟩ to extract the local intensity information of the DMD beam. The fluorescence
collection happened at a different timing, and thus the undesired scattering does not affect
measurement. In addition, this approach is highly sensitive as it only takes in average a
few photons to pump the ion from the bright state to the dark state, and thus greatly
reduce the power requirements of the beam. This is the approach we used in Motlakunta,
et al. (2023)[50], and the results are shown in Section 4.4.2.

With the central patch as a reference, we vary ∆ to scan the FP aperture on a grid
in steps of dg to reconstruct the aberration phase map, after unwrapping the phases[66]
and interpolating between the grid lines. The FP patch sizes are chosen to get a good
signal-to-noise ratio, while making sure that the optical phase does not vary appreciably
(≪ 2π) within a patch.

4.4.1 Aberration Characterization with Fluorescence Count

We choose the patch size empirically, such that the standard error in the ion fluorescence
signal is approximately ten times smaller than the fringe contrast (Fig. 3b). This leads to
about λ/50 uncertainty in phase estimation.

We characterize the total aberrations in terms of three phase maps: Φ
(0)
ab (x), Φ

(1)
ab (x),

and Φ
(2)
ab (x), such that Φ

(IP1)
ab (x) = Φ

(0)
ab (x) + Φ

(1)
ab (x) and Φ

(IP2)
ab (x) = Φ

(0)
ab (x) + Φ

(2)
ab (x).

Figure 4.3 (preceding page): Aberration characterization and compensation up to

IP1. (a)-(c) describe the characterization of aberration phase maps Φ
(0)
ab (x) (top row) and

Φ
(1)
ab (x) (bottom row). (a) DMD FP patches, as defined in the text. (b) Corresponding

interference fringes at IP1, measured by the camera C1. The diffraction pattern from the
OFF micromirrors (see Supplementary information) limits the region of interest (ROI) for
phase extraction. Note that the two interference fringes are located at different positions
on the camera C1. This is because a non-zero diffraction angle of the m = −1 order
translates to a spatial offset of the beam at IP1. (c) Interpolated and unwrapped measured
phase profiles (piston and tilts removed) reconstructed from respective interference fringes.
(d) The measured residual aberration map without piston and tilt components and its

histogram after correcting for Φ
(0)
ab (x) and Φ

(1)
ab (x). The histogram is based on re-sampled

data from the interpolated phase map at each micromirror position. (e) First few Zernike

coefficients of Φ
(0)
ab (x), Φ

(1)
ab (x), and the residual aberration. The error bars indicate the

standard deviation from error propagation (f) The amplitude profile of the beam (scaled
to the maximum amplitude, see Methods) illuminated on the DMD.
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The measured phase maps are shown in Fig. 4.3c and Fig. 4.4c respectively, and the
measured residual aberration phase maps after aberration correction are shown in Fig.
4.3d and Fig. 4.4d.

The phase map Φ
(0)
ab (x) characterizes a majority of the total aberrations from the source

up to IP1 with high precision. For this, we turn on all the micromirrors within the two
patches (4 × 4 micromirrors each), as shown in Fig. 4.3a (top), and choose a grid size
dg = 20d. We measure about 6.5λ (13π) peak-peak and 1.13(2)λ RMS phase aberrations
(Fig. 4.3c top), dominated by astigmatism (Zernike coefficient Z−2

2 ), as seen in Fig. 4.3e.
In this manuscript, all phase aberration-specifications are reported after removing the
‘piston’ (Z0

0) and ‘tilt’ terms (Z−1
1 and Z1

1), as piston is an inconsequential global phase,
and tilts can be easily fixed by tilting a mirror placed in an FP.

The phase map Φ
(1)
ab (x) characterizes additional aberrations, up to IP1, caused by the

Figure 4.4 (preceding page): (a) Schematic of aberration measurement with a single
174Yb+ ion in a ‘four-rod’ trap. (b) Interference fringes measured by observing the
2S1/2 − 2P1/2 fluorescence of the ion. For each value of the phase ϕ2 of the scanning
grating patch, in steps of π/8 from 0 to 4π (with the redundancy for a robust phase
extraction), we acquire the fluorescence for 100 ms. The 369.5 nm light is red-detuned
by approximately 20 MHz from resonance, for maximizing the signal-to-noise ratio while
Doppler-cooling the ion. We estimate the peak optical intensity of the fringes on the ion
to be about 0.5Isat, where Isat is the saturation intensity. Each data point is an average
over 5 identical experiments, and error bars represent the standard error. Each solid line
is a cosine wave at a fixed angular frequency of 1, reconstructed from the amplitude and
phase ϕ obtained from fast Fourier Transform (FFT) of the data set. (c) The aberration

phase map Φ
(2)
ab (x) (corresponding scanning patches for plots in b are superimposed). (d)

The residual aberration phase map and normalized histogram (with the same method in

Fig. 4.3b) after aberration compensation. (e) First few Zernike coefficients of Φ
(2)
ab (x) and

the residual aberration, extracted in the same manner as in Fig. 4.3. (f) 369.5 nm single-
ion addressing beam profile before (blue) and after (orange) the aberration correction, as
measured (see Methods) by ion fluorescence. Error bars indicate the standard error over 5
repeated measurements. The beam profile is created by employing a grating over the entire
FP aperture (diameter 600d), without any amplitude modulation. We scan the beam on
the ion by adding a programmable tilt in the phase map. The spatial location of the beam
(horizontal axis) at the ion is calculated from the known value of the tilt and the effective
focal length. The effective NA here is 0.08 (the ideal Airy pattern shown), corresponding
to an Airy radius of 2.8 µm.
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non-zero diffraction angle of the m = −1 order of the DMD hologram. For this, we
employ the binary grating (a = 4d), pre-compensated for Φ

(0)
ab (x), within two circular FP

patches of diameter dp = 30d each, as shown in Fig. 4.3a (bottom) and choose the grid

size dg = 25d. We measure about 0.45λ peak-peak and 0.09(1)λ RMS phase in Φ
(1)
ab (x)

(Fig. 4.3c bottom), validating our assumption that Φ
(0)
ab (x) characterizes the majority of

aberrations. This Φ
(1)
ab (x) is again dominated by astigmatism (Z−2

2 ) which is the primary
aberration (except the tilt) from an angled beam. We find that the residual aberrations

up to IP1 (Fig. 4.3d), after compensating for Φ
(0)
ab (x) and Φ

(1)
ab (x), is 0.014λ RMS (0.15λ

peak-peak) which falls below the standard error of 0.025λ.

The phase map Φ
(2)
ab (x) is measured with fluorescence from the ion, which behaves as

a point detector because it is well-localized (estimated to be approximately 130 nm RMS
at Doppler cooling temperature) compared to the diffraction limit of 2.8 µm. Instead of
moving the ion, we scan the phase difference (ϕ2 in Fig. 4.4b) between the two circular
FP grating patches (dp = 100d, a = 4d, dg = 50d) to move the interference fringes across

the ion. The 0.9λ peak-peak and 0.20(1)λ RMS aberrations in Φ
(2)
ab (x) are compensated to

a residual aberration of 0.05(2)λ RMS (Fig. 4.4d), resulting in a diffraction-limited spot
at the ion, as demonstrated by measuring the beam profile using ion fluorescence in Fig.
4.4f.

The residual aberrations in both IP1 (Fig. 4.3d) and IP2 (Fig. 4.4d) are lower than
standard manufacturing tolerance of precision lenses (typically λ/10 at 633 nm).

4.4.2 Aberration Characterization with Quantum Sensing

Comparing to the fluorescence method in Section 4.4.1, we have some modifications to the
parameters.

We are able to use a smaller patch size of 25d and a smaller grid size of 25d to char-
acterize the aberrations to better characterize the local aberrations. In addition, we are
able to characterize a wider range of the Fourier plane from 600d to 900d. Using a smaller
patch will diffract less light and has a larger spread at the ion image plane both result in
a lower intensity. This was not previously possible with the fluorescence method because
the ion fluorescence signal from the smaller patches will be too weak to be detected.

As for characterizing the aberrations at the edge of Fourier plane, the intensity of
patches at the edge are lower and consequently creates interference fringes with lower
contrast. One can notice that in Fig. 4.4b the contrast of the fringes decreases as the
patch moves away from the center. The quantum sensing method is able to characterize
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Figure 4.5: FP phase and amplitude profile. a. The aberration phase profile was
measured using camera C1. b. The aberration phase profile is measured using the ion
at IP2. For a-b, the piston and tilt terms are removed from the measured phase profiles,
and the profile is further smoothened and interpolated. c. The scaled amplitude profile
measured at IP2. The measured amplitude profile is smoothened, interpolated, and fit to
2D Gaussian.

the fringes with lower contrast because the new method immune to the undesired scattering
and thus has a higher signal-to-noise ratio.

Shown in Fig. 4.5b, we presented the aberration characterized with the new method,
and along with the amplitude profile of the beam at the FP. The aberration from IP1 to
IP2 Φ

(2)
ab (x) are measured with the ion. It has a peak-to-peak value of 3λ.

We also use the ion to characterize the Fourier amplitude profile. For this, we only
turn on the scanning patch without using the reference patch the center. The diffracted
beam will not have the interference fringes and its intensity is measured with the same
population transfer from |1⟩ to |0⟩. The scaled amplitude profile is presented in 4.5c.

4.5 Results: High Precision Individual Ion Address-

ing

With the aberration profile characterized, we are able to incorporate it in the hologram
generation algorithm to compensate for the aberrations to achieve high precision individual
ion addressing.
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In Fig. 4.6a-b, we schematically describe our iterative Fourier transformation algorithm
(IFTA) and show a numerical simulation for creating a pair of Gaussian spots. More details
of the algorithm can be found in Sec. 4.2.3

The IFTA strives to minimize errors only inside a user-defined ‘signal window’ in the
image plane. A suitable spatial filter placed in IP1, such as a rectangular aperture, shields
the ion chain from erroneous signals outside this signal window.

Figure 4.6c shows experimental data taken with camera C1 in IP1 of pairs of Gaus-
sian spots suitable for simultaneously addressing arbitrary pairs of ions with non-uniform
spacing.

A relative intensity crosstalk error below 10−4 is achieved at a distance of approxi-
mately 4wIP1 within a 400wIP1 × 10wIP1 signal window, where wIP1 is the spot size of the
addressing Gaussian beam, limited by the numerical aperture. Crucially, this low error rate
is maintained over a large signal window of length approximately 400wIP1. This suggests
that the low error window can fit up to 400wIP1/4wIP1 = 100 ions.

Figure 4.6 (preceding page): (a) Illustration of the iterative Fourier transformation algo-
rithm (IFTA) for programming holograms to create two Gaussian spots. We first binarize
the ideal, aberration-corrected, and greyscale hologram (from Eq.4.1, which has a Gaus-
sian envelope of width wFP = 200d) by setting a dynamic threshold on each mirror. The
Fourier transformed profile in the image plane differs from the target profile due to this bi-
narization. We numerically fix this error within a user-defined signal window at the image
plane, by substituting the field profile with the target profile. The inverse Fourier trans-
form of this modified profile results in another grey-scale hologram which will be binarized
again in the next iteration. We iterate this procedure to achieve the numerical accuracy
of the electric field within a small error of the target profile (N = 2000 iterations here).
(b) Numerical simulation of two Gaussian addressing beams at the image plane with a
binary hologram created by IFTA. (c) Intensity profile of Gaussian spots (wIP1 = 10 µm)
measured by the camera C1 at IP1 suitable for addressing various pairs (A through E) in
a chain of 53 174Yb+ ions. Expected equilibrium positions of ions are represented by black
dots and superimposed on the image (with 30x magnification). The top panel shows a
cross-section of the signal window (a close-up shown in the inset) from the high dynamic
range (HDR) images shown in the bottom panel. Each HDR image is composed of 5 im-
ages with exposure times varying in steps of 10x from 120 µs to 1.2 s. (d) Fluorescence
signal (see Methods) of an 174Yb+ ion when illuminated by an addressing beam profile
consisting of two Gaussian spots of waist wIP2 = 4 µm each. The beam is scanned on the
ion identically as in Fig. 4.4f, and the shaded region indicates the standard error.
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Figure 4.7: Ramsey spectroscopy under exposure to the decoherence probe beam
from the DMD. This is measured with a single ion (N=1) in the trap. The ions are
initially set to the |0⟩ state, and then prepared in the superposition state (|0⟩ + |1⟩)/

√
2

with a microwave π/2 rotation. The probe beam is applied for a duration T , after which
a microwave π/2 rotation is applied to the ion. The center of the beam is deviated from
the ion by a distance d. The contrast of the Ramsey will decrease exponentially. The
characteristic time of this exponential decay is the coherence time of the superposition
state, which corresponds to the decoherence time of the probe beam.

In Fig. 4.6d, we demonstrate high-quality optical addressing by directly observing ion-
fluorescence at the centre of the image plane IP2, while scanning the addressing beam along
y between the centre and the edge of a 120wIP2×10wIP2 = 480 µm×40 µm signal window.
While our measurements are limited by the signal-to-noise ratio of ion fluorescence (see
Methods) on camera C2, we expect the low error rates to be transmitted to IP2. This is
because, astigmatism (leading aberration) at a field point 240 µm away from the center
of IP2 is independently estimated (using Zemax Optics Studio) to be about 0.02 in terms
of the standard Zernike coefficient, smaller than the demonstrated aberration correction
limit in Fig. 4.4e

At the intermediate image plane, we can characterize the crosstalk multiple orders of
magnitude smaller than the signal using high dynamic range (HDR) imaging. However,
the noise from fluorescence measurement limits us from doing the same. Instead, we resort
to quantum sensing to properly characterize the crosstalk error at image plane IP2.

Rather than using the scheme we used in 4.4, which uses population transfer from |1⟩ to
|0⟩ to characterize the intensity of the crosstalk, we use Ramsey measurements to extract
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local intensity information. The timing sequence of the protocol is as follows:

1. Initialized the ion in |0⟩ state.

2. We first prepare the ion in the superposition state (|0⟩ + |1⟩)/
√
2 with a microwave

π/2 rotation. (See section 2.5.1)

3. Wait for some time T while applying the probe beam from the DMD.

4. Apply another microwave π/2 rotation to the ion.

5. Measure the fluorescence of the ion.

We vary the probe duration T , and fit the measured fluorescence to the following
function:

f(T )T2,α,β,ϕ,C =sin2(ωT )(αe−T/T2)

+ β(1− e−T/T2) + C
(4.13)

Here, ω is the detuning of the microwave frequency from the energy splitting between |1⟩
and |0⟩. α, β, and C are fitting parameters. T2 is the characteristic time of the exponential
decay of the fringe contrast, which is the coherence time of the superposition state. The
intensity of the DMD probe beam is inversely proportional to T2.

In the rest of the chapter, we will refer to the characteristic time of the Ramsey contrast
decay as T2, and the characteristic time of the population transfer as T1.

The reason we do not use spin population transfer is that its rate doesn’t always scale
linearly with the intensity of the probe beam. This can lead to inaccurate estimation of
the crosstalk error, as the probe beam and the crosstalk have multiple orders of magnitude
difference in intensity.

The spin reset and detection process would saturate as the power of the addressing beam
increases, due to the finite lifetime of the ion in the 2P 1/2 excited state. Nevertheless, the
decoherence from collapsing the quantum state is not limited by power saturation.

As shown in Fig. 4.8, we demonstrate the rate of decoherence 1/T2 at various separa-
tions between the DMD probe beam and the target ion. This reveals that we are able to
achieve about a 10−4 level of crosstalk.
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Figure 4.8: Intensity of crosstalk at the ion location. We measured the intensity by de-
termining the decoherence time T2. The intensity is proportional to 1/T2. We measured
the intensity at various distances between the DMD probe beam and the target ion. Addi-
tionally, we display the measurement for the attenuated intensity beam directly addressing
the ion. The intensity is attenuated by a factor of 7.2(2)× 10−5.

4.6 Results: Fidelity in Individual Spin Reset and

Measurement

When characterizing how crosstalk corrupts the quantum state of the neighboring ions
during spin resets or measurements, there are additional factors to consider:

1. Polarization: σ+, σ−, π polarization all contribute to the detection process. However,
only π polarization photons can corrupt the quantum state of the neighboring ions,
as |1⟩ and |2P 1/2, F = 0,mF = 1⟩ are coupled via the π photon transition.

2. Power: The spin reset and detection process would saturate as the power of the
addressing beam increases, but the decoherence from collapsing the quantum state
is not limited by power saturation.

To quantitatively study the fidelity of the individual spin reset and the individual spin
measurement process while preserving the quantum state of the neighboring ion, we can
define its fidelity F1|2 as:

F1|2 =
2

3
exp

[
− τ(ion2)

T2(ion1)

]
+

1

3
. (4.14)
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where ion 2 is the ion we aim to reset or measure, and ion 1 is the neighboring ion whose
quantum state we wish to maintain. τ(ion2) represents the process time during which the
resonant probe beam illuminates the process qubit.

The definition of Eq. 4.14 is derived from fidelity metrics[54]:

F1|2(t) = tr

(√
ρ(0)1/2ρ(t)ρ(0)1/2

)
(4.15)

This metrics yields the worst value when the ion is initially in the |1⟩ state. With analyti-
cally solving the master equation for the worst scenario. The worst-case fidelity for a time
T is linked to the Ramsey contrast Rc(T ) at the low crosstalk limit.

F1|2(T ) =
2

3
RcT +

1

3
(4.16)

The Ramsey fringes decay exponentially and the equation can this leads to the definition
we have in Eq. 4.14.

Further details on solving the master equation for F1|2 can be found in Motlakunta et
al. (2023)[50].

In Fig. 4.9, we present the calculated F1|2 for the spin reset process as a function of the
distance between the DMD probe beam and the target ion. We calculate F1|2 using Eq.
4.14, and the measured T2 of the neighboring ion from 4.8. We observe that F1|2 surpasses
99.9% for d ≥ 4w, where w signifies the DMD probe beam’s waist. For this experiment,
we employ a pure optical pumping beam instead of an optical pumping beam generated
by the EOM from the detection beam. More details can be found in section 2.4.

Regarding detection, we present the calculated F1|2 for the spin measurement process
as a function of the distance between the DMD probe beam and the target ion in Fig.
4.10. With an 11 τ = µs detection time, required for high fidelity detection with current
state-of-the-art detectors[15], F1|2 can exceed 99.6% for d ≥ 4w.

To maximize F1|2 , a few considerations are noteworthy:

1. Utilize pure optical pumping instead of using EOM to modulate the detection beam
to generate the sideband for the spin reset. This is because the EOM modulation
would not be able to deplete the power of the input beam frequency (the carrier).
The residual carrier does not contribute to spin reset resonantly, but it could still
contribute to accidental quantum measurement.
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Figure 4.9: Preservation Fidelity of Ion1 Against State Reset Light Targeted at
Ion2 Location. The F1|2 is plotted against the distance d (expressed in multiples of the
addressing beam waist w). Here, w = 1.50(5) µm denotes the Gaussian beam waist of the
addressing beam. Error bars indicate standard deviation in the F1|2 estimation, obtained
from 20 bootstrapping repetitions of 200 measurements each. For calibrating crosstalk
IX , we measure F1|2 for a probe beam attenuated to a relative intensity of 7.2(2) × 10−5

addressing Ion1 (denoted by the triangle marker at d = 0). For comparative purposes,
F1|2 is calculated (represented by the solid gray line) for a diffraction-limited (NA = 0.16)
Gaussian beam with a beam waist w = 1.50 µm. F1|2 exceeds 99.9% for d ≥ 4w. For
these measurements, the intensity is I = 1.25(16)Isat, and the π polarization portion is
Iπ/I = 0.86 and τ = 9.73(7) µs.

2. Keep the intensity of the individual probe beam well below the saturation intensity.
As the process rate 1/τ in Eq. 4.14 saturates for a targeted fidelity as the time
increases, the rate of loss of coherence for the neighboring ion T2 due to coherence
would not.

3. Optimal polarization may not be an equal portion between π, σ+ and σ− compo-
nents. π and σ+/− polarization contribute to the decoherence of the neighboring ion
differently.

Detailed theoretical analysis and numerical simulation can be found in Motlakunta, et
al. (2023)[50].
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Figure 4.10: Fidelity of preserving ion1 for detection light at ion2 location. To
compare the crosstalk, we evaluate F1|2 with a probe beam addressing Ion1. This beam’s
relative intensity is attenuated to 7.2(2) × 10−5 (denoted by the triangle marker at d =
0). For additional context, we calculate F1|2 (represented by the solid gray line) using a
diffraction-limited (NA=0.16) Gaussian beam with a waist of w. We find that the fidelity
F1|2 exceeds 99.6% when d ≥ 4w. The uncertainty in estimating F1|2 is represented by error
bars, derived from 20 bootstrapping repetitions of 200 measurements each. During this
process, we apply a detection probe light with an intensity I = 1.25(16)Isat for a duration
of τd = 11 µs.
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4.7 Discussion: Scalability

4.7.1 Addressable Image Plane

The maximum number of addressable ions is limited by the addressable range of the DMD,
and the spacing between ions relative to its waist. For a Gaussian beam, the 1/e2 intensity
radius wIP in the image plane is inversely proportional to the radius in the Fourier plane,
wIP = λf

πwFP
.

FP aperature

addressable image plane

signal window

0th order-1st order

45 degrees

DMD

max width:

x

y x

y

Figure 4.11: Illustration on the addressable image plane and the signal window.
The signal window must stay within the addressable image plane, and thus its size is
limited.

As Fig. 4.11 shows, the maximum addressable image plane is determined by the Nyquist
limit λf

2d
. Here, d is the edge length of each mirror, and the beam profile and the signal

window must be contained within it. In our setup, the periodicity is a = 4d making

the maximum width of the signal window λf
(√

2
d
− 2

a

)
≈ 0.9λf

d
. We choose this to be

about 0.6λf
d

while doing the experiment in order to fit the full image in C1. Numerical
simulations show that the degradation in accuracy by extending the signal window towards
the edge is marginal. The separation between m = −1 order and the m = 0 order beams
depends on the periodicity of the grating a. The maximum length of the signal window
can be increased further by reducing a. This effectively brings the addressing beam profile
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closer to the center. One can adjust the position of the addressing beam profile as long
as the zeroth-order beam at the center is not affecting the experiment. The ratio between
the dimension of a single addressing beam and the addressable image plane is ultimately
determined by the number of mirrors in the Fourier plane. With a different model of
DMD (e.g. DLP9000XUV from Texas Instrument) that contains more micromirrors, it is
possible to increase the number of addressable ions to more than a hundred. For example,
to achieve more than a hundred addressable ions with similar spacings[62], we can set
a = 8d, and this gives us an addressable window with width more than twice the width of
the window of the addressing profile shown in the Fig. 4.6b-c. Also, for the DLP9000XUV
DMD model, it has a similar aperture size but with the micromirror size d about 30%
smaller. This effectively gives another 40% increase in the size of the addressable image
plane.

4.7.2 Power Efficiency

For simultaneously addressing n ions by n focused Gaussian beams, the beam profile in
the FP looks like an interference pattern of n sources (each located at an ion position),
modulated by a wide Gaussian envelope. The maximum amplitude of this FP interference
pattern is n times the amplitude of the Gaussian envelope from a single source (ion).
Hence, for a fixed intensity of the incoming beam at the DMD FP, the intensity at each
ion scales by 1/n2.

As a result, despite the DMD’s numerous benefits, including flexible and accurate ad-
dressing capabilities, it may not be the optimal choice for power-intensive applications
that require simultaneous addressing of many ions. For instance, engineering spin-spin
interactions for all-to-all connectivity using the Mølmer-Sørensen scheme, a task that de-
mands simultaneous multi-ion addressing and high power, might pose challenges when
using a DMD. This underscores the importance of considering the specific requirements of
an application when selecting the appropriate technology.

4.8 Conclusion

In this chapter, we have presented the key components of the DMD-based holographic
addressing system. We discussed the design of the optical system, the generation of the
hologram, and the techniques for evaluating performance.
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Our system is highly precise and exhibits minimal crosstalk error (10−4 level intensity
crosstalk). We demonstrated that we can achieve more than 99.9% fidelity for single ion
resetting while preserving the quantum state of the neighboring ion. With reasonable as-
sumptions regarding parameters from the current state-of-the-art detector, we can achieve
more than 99.6% fidelity for performing single ion detection while preserving the quantum
state of the neighboring ion. Such a low level of crosstalk opens up the possibility to exper-
imentally study new types of physics, such as measurement-induced phase transitions[16],
or making quantum error correction within reachable range[55, 1].

Note that the results presented in this chapter don’t require us to shuffle or loosen the
trapping potential to increase the inter-ion spacing for performing the reset or measure-
ment. This offers a significant advantage as the shuffling process can be time-consuming
and can lead to the excitation of motional modes.

We also examined the scalability of the DMD-based addressing system. Our scheme
is incredibly scalable for large-number ion chains. The current setup enables us to create
high-quality addressing beam profiles that is suitable for system with 50+ ions.

Moreover, our addressing system can be readily adapted to other ion species, 2D ion
crystals, and other quantum computing platforms that also use optical addressing for
quantum controls, such as neutral atom arrays, Rydberg atoms, and nitrogen-vacancy
centers in diamond.

The downside of the DMD-based holographic addressing system is its suboptimal power
efficiency. The scaling of power efficiency limits the number of simultaneously addressable
ions for power-intensive applications. We will delve further into how we design the ad-
dressing beam specifically for individual Raman beam addressing, an application that falls
into this category, in a later chapter (Chapter 6).

In conclusion, the individual optical addressing technique we presented provides a pow-
erful tool for the quantum control of trapped ions and many other systems. It is especially
useful in applications that require non-coherent quantum control, like spin reset or measure-
ment, at an individual level. These applications have stringent requirements on crosstalk
error and generally require minimal optical power.
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Chapter 5

Temporal Quantum Control and
Floquet Hamiltonian Simulation

This chapter delves into the temporal control of quantum systems and the investigation
of dynamic freezing in strongly driven Floquet systems using trapped ions. The original
theoretical framework for dynamic freezing was laid out by Haldar et al. (2018) [25] and
Haldar et al. (2019) [26].

My colleagues - Sainath Motlakunta, Nikhil Kotibhaskar, Anthony Vogliano, Lewis
Hahn, Jingwen Zhu, Rajibul Islam - and I have collaborated on adapting the protocol to
a trapped ion system and experimentally demonstrating dynamic freezing in a strongly
driven Floquet system using trapped ions.

My primary contributions encompass leading the experimental study demonstrating the
dynamic freezing behavior in a strongly driven Floquet system using trapped ions. Addi-
tionally, I independently developed and performed the numerical simulations presented in
this chapter.

The process to realize the requisite quantum controls for this protocol has also led to
contributions to the open-source community:

1. spcm (as the lead developer): This Python package controls the arbitrary waveform
generator from Spectrum Instrumentation GmbH. Compared to the official Python
package, spcm offers a more intuitive, high-level, and more pythonic interface.

2. WaveformConstructor (as the lead developer): This Python package generates
the waveforms necessary for Hamiltonian engineering. It automatically tracks the
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phase across multiple waveform segments during evaluation, providing users with a
simplified, high-level approach to waveform description.

5.1 Overview

Beyond the precise addressing control over individual ions as discussed in Chapter 4, an-
other vital ingredient for quantum information processing is the temporal control of the
quantum system. This control’s flexibility and precision allow us to explore more complex
quantum algorithms or simulate time-dependent Hamiltonians.

In this chapter, we will discuss engineering various types of Hamiltonians using arbitrary
waveform generation, including spin-spin interactions and effective magnetic fields in the
spin model. We will also explore a type of time-dependent Hamiltonian that necessitates
more sophisticated temporal control, i.e. the Floquet Hamiltonian.

A Floquet system refers to a periodically driven system. Recent studies show that
such systems can create novel forms of spatiotemporal orders in closed quantum chaotic
systems, such as the so-called time crystals [73, 11]. The research on Floquet quantum
system bridges quantum many-body physics and thermodynamics, heralding a new direc-
tion to investigate unique phases of matter that emerge under inherently non-equilibrium
conditions.

Apart from the implementation of different types of Hamiltonians, we will also discuss
our study on researching the emergent conservation laws in a strongly driven Floquet
system. We will show both numerically and experimentally that the total magnetization
of a transverse field Ising Hamiltonian implemented with trapped ions is conserved under
a strong Floquet drive. This conservation occurs even though the system would otherwise
be “thermalized” and become featureless due to the ergodicity of the Hamiltonian.

5.1.1 Outline

1. Section 5.2: We will discuss the Hamiltonian of interest and the drive protocol used
to achieve dynamic freezing.

2. Section 5.3: We will describe the experimental setup and how we engineer the nec-
essary Hamiltonian.

3. Section 5.3.2: We will present our experimental results demonstrating total magne-
tization freezing and examine the dynamics of individual spins.
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4. Section 5.4: We will discuss future experiments exploring the freezing behavior in
open quantum systems. Additionally, we will provide numerical simulations support-
ing the existence of this freezing behavior.

5.2 Description of the Protocol

Here, we will discuss the Hamiltonian we are interested and the drive protocol. The
Hamiltonian H(t) we are interested in is the transverse field Ising model H0 with a Floquet
Hamiltonian HD(t). The Hamiltonian is given by

H(t) = H0 +HD(t) (5.1)

H0 =
∑
i,j

Jij
2
σixσ

j
x +By

∑
i

σiy (5.2)

HD(t) = BFloquet
x

∑
i

sign(sin(ωt))σix (5.3)

The static part of the Hamiltonian, H0, consists of the Ising interaction of strength Jij
and a transverse field. This transverse field has a strength of By and is oriented along the
y direction. It doesn’t commute with the Ising interaction. The Floquet drive, HD, is a
periodic driven transverse field along the x direction. This drive field periodically flips its
direction between the +x and −x directions with a period of 2π/ω.

Comparing to the Hamiltonian in the original protocol [26, 25], the difference lies in the
Ising interaction. In the original protocol, the Ising interaction is limited to nearest and
next-nearest neighbor interactions. However, in our case, we approximate the interaction
strength Jij to follow a power law decay of J/|i − j|α [7]. Implementing our spin-spin
interaction is relatively straightforward in the trapped ion system using a global Raman
beam. By tuning the detuning from the center of mass mode (COM) frequency (radial
mode) of the Mølmer-Sørensen interaction, we can control the decay constant α of the Ising
interaction, which can range between 0 and 3 [7]. In essence, we can adjust the interaction
range of the Ising interaction by manipulating the laser frequency.

The presence of the non-commuting transverse field (By

∑
i σ

i
y in Eq. 5.2) renders the

Hamiltonian H0 ergodic. The verification of ergodicity can be found in the Supplementary
section of Haldar et al. (2018) [25]. The ergodic nature of the Hamiltonian H0 implies
that the system will ultimately “thermalize” and lose its distinct features. Consequently,
the magnetization of the spin will depolarize and tend towards zero.
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However, both the original theoretical study[26, 25] and our numerical simulations with
the modified Hamiltonian have shown that under strong Floquet driving, with certain ω
values, the total magnetization of the system, as an emergent conserved quantity, freezes.
Notably, the threshold for freezing BFloquet

x lies roughly between 10J and 20J , and the
frequency of the sign flipping needs to satisfy the following condition:

ω =
BFloquet
x

NFloquet
(5.4)

where NFloquet is a positive integer. We refer to the sign-flipping frequency ω that satisfies
this relation as scar points.

As for the magnetization, we define the magnetization as the expectation value of the
spins. For the ith ion, its magnetization along the x direction is defined as

mi
x = ⟨σix⟩ (5.5)

The total magnetization of the system along the x direction is defined as the sum of
the magnetization of all the spins:

mx =
∑
i

mi
x (5.6)

5.3 Setup

As outlined in Eq. (2.7) and Eq. (2.5.3), the transverse field Ising model can be realized
using Raman beams. The experimental setup is depicted in Fig. (5.1). We utilize two
Raman beams, R1 and R2, which illuminate the ions from two different angles. The
detailed experiment setup can be found in Sec. 3.5.

The transverse field of the Hamiltonian can be engineered by R1 with a frequency
driving the carrier flipping, as shown in Eq. (2.7). The direction of the field can be
controlled by the phase difference between R1 and R2. Since R2 is driven by a fixed
frequency and phase beam, the phase difference is effectively controlled by the phase of R1,
which is controlled by the RF driving the AOM. The Floquet field can also be implemented
similarly, but periodically changes the phase to flip the direction of the field.

For the spin-spin interaction, we can apply the Mølmer-Sørensen scheme as described
in section 2.5.3. Specifically, we use the phase-sensitive configuration, where both beat
notes co-propagate in the same direction.
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Figure 5.1: Setup of the experiment. a. The linear polarized Raman beams are on the
x-y plane. The polarization of the two Raman beam is orthogonal to each other, and the
resulting beat note is propagating along the x-axis, which is in the radial direction of the
trap. b. The individual spin reset beam is coming along the z-axis (perpendicular to the
x-y plane).
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Interaction Detuning (from carrier) Phase
σix 0 0
σiy 0 π/2

σixσ
j
x −µ, µ 0, −π

σiyσ
j
y −µ, µ π/2, −π/2

Table 5.1: Waveform generation for realizing the Hamiltonian. If there are multiple tones
in the waveform, we separate them by commas.

In addition to the Raman beams, an imaging system collects the fluorescence from the
ions and projects it onto either a photomultiplier tube (PMT) or a camera. The same mi-
croscope also delivers individual optical pumping beams created by the digital micromirror
device (DMD), enabling us to individually reset the spin to the |0⟩ state. Further details on
the individual addressing system are discussed in Sec. (4.3) and illustrated in Fig. (4.2).

5.3.1 Waveform Generation for Realizing the Hamiltonian

We use a phase-sensitive configuration to realize the spin-spin interaction. In this con-
figuration, both the phase of the spin operator in the transverse field (Eq. 2.9) and the
phase of the spin-spin interaction (Eq. 2.18) contain a δkX̄ term. This term can be disre-
garded as a global phase. In our setup, since R2 is driven by a beam with fixed frequency
and phase, the phase and interaction strength are implemented by generating different
phase-referenced waveforms from the AWG.

Table 5.1 specifies the frequency and phase of the waveform for realizing different terms
of the Hamiltonian. We select a phase angle of 0 as the direction of the X axis. This is also
the convention we used in the pre-defined waveform function in the WaveformConstructor
Python package we developed.

This table illustrates the waveforms required to generate the various terms in the Hamil-
tonian. For example, to realize the σix interaction, the carrier is not detuned (i.e., 0 detun-
ing), and the phase is set to 0. To realize the σixσ

j
x interaction, two tones are required with

a detuning of −µ and µ, and phases of 0 and −π, respectively. The detuning relative the
Spectrum determines the interaction profiles. A few examples is shown in Fig. 2.10.
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5.3.2 Results

5.3.3 Results: Characterization of the system

Characterization of the coherence time

To ensure the validity of the experiment, we first need to make sure the oscillator of the RF
and the ions’ internal states remain coherent. As mentioned previously in Table 5.1, the
axis of the spin operators are defined by the phase of the Raman beams. If the two don’t
remain coherent, the engineered spin operators will no longer have a well-defined axis, and
the Hamiltonian we engineered will no longer be valid.

To assess the coherence, we can employ the Ramsey spectroscopy technique referenced
in Sec. 4.5. In the Ramsey spectroscopy, the state of the ion are first brought to the
equator of the block sphere from the |0⟩ through a π/2-pulse. After a certain period of the
time, we apply another an opposite π/2-pulse to the state and measure the state of the
ion. The pulse sequence is shown in Fig. 5.2a.

If we detune the frequency of the oscillator, the state will precess around the equator
of the Bloch sphere. Consequently, we can observe state oscillation by varying the waiting
time between the two π/2-pulses.

If the oscillator starts to lose coherence, the phase, a.k.a., the rotation axis of the
second π/2-pulse will not be well-defined relative to the state. As a result, the contrast of
the oscillation will decrease. By measuring the decay’s characteristic time, we can deduce
the system’s coherence time. From the measurement presented in 5.2b, it shows that the
characteristic time is 177 ms. Ideally, we aim to ensure our experiment’s duration stays
within this timescale.

5.3.4 Results: Calibrations of the Hamiltonian

We experimentally measure the individual terms of the Hamiltonian of the protocol de-
scribed in Sec. 5.2 to verify that the Hamiltonian is implemented correctly. We first started
with the measurement with two ions in the trap. With only two ions in the trap, there is
only a pair of spin-spin interaction term. If we initialize the system to |00⟩ (in the z basis),
the system will evolve to |11⟩ under the spin-spin interaction (along x direction).

The measurement result is shown in the Fig. 5.3a. We can observe the contrast of the
flopping doesn’t decrease significantly, which indicates that the evolution remains coherent
withing the experimental time (10 ms here).
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Figure 5.2: Ramsey spectroscopy for coherence characterization. a. The pulse
sequences. b. Experimental measurement of the Ramsey spectroscopy. The error bars
represent the standard error of the measurement. The data is fitted to a sinusoidal function
with lopsided exponential decay envelope. The characteristic time of the decay is 177 ms.
In this experiment, the oscillator is set to be detuned by 1 kHz.
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In the protocol, the transverse field (
∑

iByσ
i
y) has its strength at the same order of

magnitude of the spin-spin interaction. In Fig. 5.3b, we show the state evolution under the
transverse filed Hamiltonian we engineered. The state is also initialized to |00⟩, and the
system evolves to |11⟩ under the transverse field. We can see the contrast of the flopping
also remains high and the evolution speed which indicates the strength of the field is close
to the one of the spin-spin interaction. Both of them are around 0.35 kHz.

As for the Floquet drive, we can also calibrate the strength of the field similarly. Fig 5.3c
shows the state evolution under a drive field that has the same amplitude of the Floquet
drive we planned to engineer but without the sign flipping (ω = 0). The frequency of the
evolution is around 8.3 kHz which is about 23 times faster than the spin-spin interaction
and the transverse field.

With the calibrated individual Hamiltonian terms, we applied them to the two ions and
measure the fluorescence counts after a certain period of time. The fluorescence counts
indicate the total magnetization of the spin state. We vary the time the Hamiltonian is
applied and observe the dynamics and observe the difference with and without the presence
of the Floquet drive.

The result is shown in Fig. 5.4, the fluorescence count remains the same if the Floquet
drive described in Fig. 5.4c exists in the Hamiltonian. On the other hand, if the Hamilto-
nian is consists of only the spin-spin interaction (5.4a) and the transverse field (5.4b), the
fluorescence count will not stay locked.

Characterization of the mode spectrum

With two ions with harmonic trapping potential confinement, the axial trapped frequency
ωa is related to the trapped frequencies of center-of-mass mode ωCOM and the tilt mode
ωTilt of the radial modes by the following equation[30]:

ωa =
√
ω2
COM − ω2

Tilt (5.7)

Shown in the Fig. 5.5 is the radial mode spectrum of the two ions. The scan is performed
with a blue sideband Raman pulse with duration close to its π-pulse time. The frequency
of the Raman pulse is scanned by modulating the AOM driving the R2 beam. The center-
of-mass mode (COM) of the radial mode which is also the radial trapped frequency is
about 1.135 MHz, and the COM-Tilt mode splitting is about 17 kHz. With equation 5.7,
we can estimate the axial trap frequency to be about 195.7 kHz.
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a. spin-spin interaction

b. transverse field

c. Floquet drive field
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With this information, we are able to solve the equilibrium positions of the ions and all
the mode frequencies ωms[31]. Using Eq. 2.24, we are then able to estimate the strength
of the spin-spin interactions Jij of pairs of ions while working with multiple ions.

5.3.5 Results: Dynamics within sectors of the Hilbert space

As discussed in Section 5.2, the total magnetization is an emergent conserved quantity.
However, in order to provide further evidence that the freezing dynamics exhibit many-
body physics properties, we examine the eigenstates of σix instead of considering the fully
polarized state. These eigenstates have multiple instances with the same non-zero total
magnetization.

The theoretical prediction suggests that the total magnetization is conserved, but not
at the individual state level. The Hilbert space is fragmented into sectors, and within
each sector, the total magnetization remains conserved. However, dynamics can occur
within individual sectors. In other words, while the individual spin magnetizations are not
conserved, the total magnetization of the system is conserved.

To create a non-fully polarized eigenstates, individual addressing capability is required.
As depicted in Figure 5.6a, we initialize the state to |000...0⟩ using global optical pumping.
We then use a microwave π pulse to transform the state into |111...1⟩. Next, utilizing
the individual addressing system described in Chapter 4 and Section 5.3, we individually
pump selected ions to the |0⟩ state. Once the non-trivial state is prepared, we rotate it
into the x basis using a Raman π/2 pulse and apply the Hamiltonian. Finally, we measure
the system again in the x basis using another Raman π/2 pulse.

In Figures 5.6b-c, we present the experimental results. In this experiment, we have
four ions in the trap, initialized in the |1101⟩x state before applying the Hamiltonian. The
Mølmer-Sørensen detuning µ is set to +5 kHz from the COM mode. The normalized
interaction matrix is shown in Figure 5.6d.

Figure 5.3 (preceding page): Measurement of Individual Terms of the Hamiltonian
of the Protocol The error bars in all the figures indicate the standard error. a. Spin-
spin interaction. The Mølmer-Sørensen detuning is set to be +5 MHz detuned from the
center-of-mass mode. b. Transverse field. The transverse field is implemented with the
carrier transition. c. Floquet drive. The Floquet drive is implemented with the carrier
transition. The frequency of the sign flipping is set to be 0.
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Figure 5.4: Dynamics freezing with two ions. a. Illustration of the timing sequence
of the experiment. The ions are first initialized in the |00⟩ state through optical pumping
and rotate to the x basis (|00⟩x). The protocol Hamiltonian is applied for a certain period
of time. Finally, the state is rotated back to the z basis and measured, which effectively
measures the ions in the x basis. b. The fluorescence count of ions with and without the
Floquet drive. The y-axis in the plots is the averaged fluorescence count of the ions. It
indicates the total magnetization. In this experiment, two ions are initialized in the |00⟩x
states. With two ions The individual terms of the interaction are characterized in Fig. 5.3.
The two-ion bright state |11⟩x has an averaged fluorescence count of about 80 (40 each).
The error bars in this plot indicates the standard error.
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COM modeTilt Mode

(detuned from the carrier transition)

Figure 5.5: Radial mode spectrum of the two ions. The x-axis is the RF frequency
modulating the R2 beam through the AOM. The frequency corresponding the carrier
Raman transition is 211.088 MHz. The COM-Tilt mode splitting is about 17 kHz.

We compare two cases: with and without the Floquet drive field. Within the timescale
of the spin-spin interaction 2π/J0 ∼ 2.6ms, the total magnetization of the system with-
out the Floquet drive is statistically significant deviated from the initial value. On the
other hand, the change of the total magnetization of the system with the Floquet drive is
strongly suppressed at system’s interaction timescale. This supports the theory that total
magnetization as an emergent conserved quantity under the Floquet drive.

Additionally, when examining the individual spin magnetizations in Figure 5.6c, it can
be observed that they are not conserved within the interaction timescale. The spins do not
evolve at the same rate, with the third spin, initialized in the opposite direction, evolving
roughly three times faster than the other spins. Therefore, even though individual spin
magnetizations are not conserved, the total magnetization remains conserved.

The disparity in the evolution rates of individual spin magnetizations suggests that
the interactions play a role in the system’s dynamics and the manifestation of many-body
physics properties.

To accelerate the evolution of individual spin magnetizations, we introduce approxi-
mately 6% σyi σ

y
j interactions to the Hamiltonian. Numerical simulations have shown that

the addition of σyi σ
y
j interactions does not alter the freezing behavior of total magnetization

but accelerates the dynamics within the sector.
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Figure 5.6: Dynamics within sectors of the Hilbert space. a. Ion image of the initial
state. The initial state is initialized to |1101⟩. Ion #1 is reset to |0⟩ state by the individual
reset beam. b. Total magnetization mx of the system with and without the Floquet drive.
The shaded area is the standard error of the measurement. The total magnetization in
y-axis is divided by the number of ions in the trap (4 in this figure) for normalization.
c. Individual magnetization mi

x of each spin with the Floquet drive. The error bar
represents the standard error of the measurement. d. Normalized interaction strength
calculated by the experiment parameters. The experiment uses the following parameters
BFloquet
x = ω = 22.98J0, By = 0.94J0, J0 = 2π × 0.366 kHz. Each points in b and c are

averaged over 100 shots. To accelerate the evolution of individual magnetization, we add
about 6% (relative to the σxi σ

x
j interactions) σyi σ

y
j interactions to the Hamiltonian.
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We compare the experimental results with simulation results (Fig. 5.7). The simulation
results also demonstrate that individual spin magnetizations evolve at different rates while
the total magnetization remains conserved. Spin 3 evolves faster than the other spins.

It should be noted that the experimental results do not perfectly match the simulations,
as the individual magnetizations mi

x of spins 0 and 3 return to 1 (fully aligned along the
+x direction). This discrepancy may be attributed to two potential reasons: non-uniform
Rabi frequency and decoherence.

The non-uniformity in Rabi frequency can arise from the finite beam width of the
Raman beams and imperfect alignment of their optics. Shown in Figure 5.7, simulations
with non-uniform Rabi frequencies across the ion chain demonstrate that the individual
magnetizations of spins 0 and 3 do not return to 1. These simulation results align better
with the experimental findings.

Regarding the potential impact of decoherence, we simulate the dynamics with decoher-
ence. We model decoherence using the following collapse operator in the Lindblad master
equation: √

γde
∑
i

σix, (5.8)

where γde corresponds to the decoherence rate. This choice of collapse operator represents
the decoherence resulting from the heating of modes coupled to the spin states via the
Mølmer-Sørensen interactions, as the heating relies on spin-dependent forces. Since the
Mølmer-Sørensen interaction operates along the x-direction, we utilize σix as the collapse
operator.

Figure 5.7 demonstrates the simulation results with decoherence. The simulations are
performed by solving the Linbalad master equation using a Monte Carlo solver. It can be
observed that the simulations better match the experimental results.

5.4 Outlook: Dynamics Freezing in Open Quantum

System

One interesting direction for future study is to connect dynamic freezing to open quantum
systems. The idea is to selectively decohere some of the spins in the system and observe
the dynamics of the rest of the system.

To describe the engineered non-coherent process, we use the collapse operator Cn and
simulate the dynamics of the quantum system. The evolution of the density matrix can be
calculated by solving the Lindblad master equation.
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Figure 5.7: Evolution of magnetization of individual spins. The simulation of ideal scenario
is performed with the parameters specified in Fig. 5.6. The simulation with non-uniformed
Floquet drive, the strength of the Floquet fields for ion 0 and 3 are 10% lower. The
simulation with

∑
i σ

i
x decoherence has its rate γde = 4J0.

ρ̇(t) = − i

ℏ
[H(t), ρ(t)] +

∑
n

1

2

[
2Cnρ(t)C

†
n − ρ(t)C†

nCn − C†
nCnρ(t)

]
(5.9)

With the high-quality individual addressing we developed in chapter 4, we are able to
selectively decohere the specific ions in the chain without affecting the rest of the system.
Here we consider two processes, optical pumping and spin measurement.

The first process, optical pumping, resets the spin to the |0⟩ state (along the Z di-
rection). We model this process with projection operators. Below, we show the collapse
operator modeling optical pumping of the spin of an ion in the chain, and the rest of
the spins in the system are left intact. The γopt corresponds to the rate of the spin reset
process.

Copt =
√
γoptI ⊗ ...I ⊗ (|0⟩ ⟨1|)⊗ I...⊗ I (5.10)

Apart from optical pumping, the other non-coherent process we are able to engineer
is spin measurement (along the Z direction). This can be modeled by applying the Pauli
Z-gate to a particular spin σz. Similarly, the γprob corresponds to the rate of this process.

Cprob =
√
γprobI ⊗ ...I ⊗ σz ⊗ I...⊗ I (5.11)

Shown in Fig. 5.8 is the simulation with optical pumping and spin measurement applied
to the first spin of the chain. Note that we set the rate of the decoherence process to be
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on the same order of magnitude as the spin-spin interaction strength Jij. If the rate of the
decoherence process is much faster than the spin-spin interaction strength, the spin of the
addressed ion will be “pinned” and will not interact with the rest of the system due to the
quantum Zeno effect.

From the numerical simulation, we can see that the total magnetization quickly drops
by one but remains locked in the presence of the Floquet drive field. The rapid decay
is because the first ion quickly depolarizes due to the probe beam. However, the total
magnetization of the rest of the system is still locked by the Floquet drive field. It shows
that dynamic freezing can still occur in a subsystem that is connected to the environment,
and the physics behind it is yet to be explored.

The experiment described here is feasible with the current setup. The high-quality
beam addressing we developed in chapter 4 allows us to selectively address the ions in the
chain without affecting the others. Since the decoherence rates γprob and γopt are of the
same order as the dynamics of the system, the 10−4 crosstalk shown in section 4.5 should
have little effect on the rest of the system during the experiment time.

5.5 Conclusion

In this work, we have experimentally demonstrated the phenomenon of dynamical freezing
in a system of trapped ions. Our results show that the total magnetization of the system
can be locked by a Floquet drive field. Interestingly, we have also observed that individual
magnetizations of the spins evolve at different rates, revealing a rich dynamic behavior
within the sector of the Hilbert space.

Looking forward, there is considerable potential for further study of dynamical freezing
in open quantum systems. It will be intriguing to observe how the presence of connections
to environment, and the consequent decoherence mechanisms, affect this phenomenon.
This proposal is within reach with our current experimental setup, especially given the
high-quality individual addressing system we developed as discussed in Chapter 4. Thanks
to the ultralow crosstalk error we have achieved, we anticipate that any introduced error
will have negligible impact on the rest of the system within the timescale of the dynamics.
To support this future work, we present numerical simulations that suggest dynamical
freezing can still occur in a subsystem that is connected to an environment.
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Figure 5.8: Total magnetizationmx comparison with and without the Floquet drive field in
the presence of the decoherence process probing a selected ion. The simulation is performed
with the following parameters: BFloquet

x = ω = 22.98J0, By = 0.94J0, J0 = 2π× 0.366kHz,
γprob = J0, γopt = J0. The Jij matrix follows the same interactions as described in Fig.
5.6. The ions are initialized to |1111⟩.
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Chapter 6

Design of Individual Addressing
System for Coherent Quantum
Operations and Optics for the
Next-Generation Ion Trap

In this chapter, we will discuss the development of an optical individual addressing system
for coherent quantum operations in our next-generation trapped ion quantum information
processing platform. The primary focus of our next-generation ion trap is to operated
with a large number of ions (50+) with high optical accessibility and increased trapping
frequency.

My main contributions for our next-generation ion trap design are on laying out the
optical requirements to ensure it has sufficiently high optical access. For the Raman ad-
dressing system presented in the chapter, I designed the optical design of the Raman
individual addressing system and simulate the performance. The design presented in the
chapter has inputs from my colleagues: Sakshee Samir Patil, Sainath Motlakunta, Nikhil
Kotibhaskar, and Rajibul Islam.

6.1 Overview

The existing Raman beam apparatus mentioned in chapter 3 is not able to individually
address ions in the ion chain. Though the holographic beam shaping system discussed in
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chapter 4 has superior performance in terms of precision and crosstalk error, the power
scaling of the system is suboptimal limiting its application in power demanding applications
such Raman beam.

In addition, the limited optical access of the current apparatus (up to 0.1NA for the
side view port) discussed in chapter 3 fundamentally limits resolution of the optical system.
Therefore, the ion trap along with vacuum system also need to be upgraded in order to
provide more optical access.

In this chapter, we will discuss the design of the individual addressing system for Raman
beams. The addressing system is designed to work with our next-generation ion trap with
high optical access.

6.1.1 Outline

1. Section 6.2: We will discuss the criteria for the individual Raman addressing system.

2. Section 6.3: We will provide a concise overview of the next-generation ion trap and
discuss how we achieve high optical access in the trap and vacuum chamber design.

3. Section 6.4: We will discuss the optical design of the Raman beam addressing system,
including the beam preparation module and the individual addressing module.

6.2 Criteria

We will start with the criteria for designing an optical individual addressing system for
coherent quantum operations. These criteria are derived from the requirements of the
quantum operations and the limitations of the current apparatus.

• Telecentricity: Unlike conventional imaging systems, the individual addressing sys-
tem necessitates that the beam be telecentric at the image plane. This requirement
arises from the fact that beam pointing affects the coupling to the motional mode
in the Mølmer-Sølrensen process or other quantum gates utilizing spin-phonon en-
tanglement. Non-telecentric addressing beams may result in non-uniform coupling
and introduce coupling to undesired motional modes (e.g., axial modes). This can
be problematic in high NA system as the divergence of the NA can be significant
(e.g. 0.45 NA corresponding to about 26 degrees). This allows the beam to hit the
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ion at a steeper angle, resulting a non-negligible portion of the wave-vector projec-
tion along the axial direction and mismatch in the radial direction. For example, a
0.5 degree incident angle at the intermediate image plane later described in 6.6 can
translate into a few degrees of incident angles at the ion image plane without proper
compensation.

• Beam Path Matching: The Raman beams employ pulsed lasers, and the pulses of
the two Raman beams must temporally overlap at the ion position. From an optical
standpoint, this requires that the beam paths of the two Raman beams be matched,
ensuring that the pulses of the two beams can reach the ions simultaneously.

• Power Scaling: As Raman process typically require much more power as it is a two-
photon process. Ideally, we’d like to have a linear scaling as we increase the number
of addressed ion.

• Frequency Modulation: We’d like to have the ability to apply multiple tones of
RF frequencies to modulate simultaneously. This is requirement for implementing
Mølmer-Sølrensen. Ideally, we’d like to have the spatial profile of the beam to remain
the same as we modulate the frequency.

Regarding the choice of laser, the requirements are essentially the same as those for the
global Raman beam that we use for the four-rod trap. One can refer to Sec. 3.5 for more
details.

6.3 Overview of the Next-Generation Ion Trap

Shown in Fig. 6.3 is the 3D design of our next-generation ion trap. The vacuum cham-
ber is equipped with four reentrant windows in both vertical and horizontal directions,
perpendicular to the ion chain direction. The ions are trapped by segmented blade elec-
trodes at the center of the trap. The use of blade electrodes allows us to be closer to the
ions, achieving a higher trapped frequency while maintaining good optical access. Along
with the reentrant windows, we are able to achieve optical access of 0.5 in the horizontal
direction and 0.3 in the vertical direction.

Among the four reentrant windows, the two horizontal entrant windows with larger
optical access are used for the individual addressing system described in this section and
the imaging system for state detection. The two vertical reentrant windows are used for
the auxiliary imaging system and will be integrated with the individual addressing system
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Figure 6.1: 3D design of the next-generation ion trap. The inset shows the crosssection of
the internal structure of the trap.
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powered by the digital micromirror device (DMD) described in chapter 4 for individual
spin readout and reset. A cross-section of the trap and the reentrant windows is shown in
Fig. 6.3. In the figures, R1 and R2 denote the two Raman beams entering the trap from
the horizontal reentrant windows, while D1 denotes the DMD beam entering the trap from
the vertical reentrant window.

6.4 Optical Design

Shown in Fig. 6.3 is an overview of the optical design of the individual Raman addressing
system. The system can be divided into two modules: the beam preparation module and
the individual addressing module.

The beam preparation module is responsible for modulating the frequency of the Raman
beams and can be used as a fast global intensity switch. The Raman beams will be split
into two beams and individually modulated with the AOMs. The two Raman beams are
then coupled into their own fibers and delivered to the individual addressing module.

The individual addressing module is responsible for creating individually focused beam
spots and controlling the power of each beam spot individually. The created beam spots
are mapped to the ions in the trap. The individual addressing module consists of two sets
of optics that are mirrored from two sides of the trap, corresponding to the two Raman
beams.

6.4.1 Beam Preparation Module

In this module, the laser (355 nm) is branched and split into two beam paths. Each beam
path is modulated by an AOM with a double-path configuration. By using a double-pass
AOM, we are able to modulate the optical frequency with different RF frequencies without
affecting the beam pointing.

It’s worth noting that most of the commercially available UVFS AOMs, which have
good transmission for the 355 nm laser, prefer vertical polarization.

We believe one of the reasons is that these AOMs are using longitudinal acoustic waves,
which are known to have stronger polarization dependencies. This poses challenges for the
typical double-pass configuration.

A few workarounds are:
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Figure 6.2: Cross-section of the trap and the reentrant windows. R1 and R2 are the two
Raman beams entering the trap from the horizontal reentrant windows. D1 is the DMD
beam entering the trap from the vertical reentrant window. The ions are trapped by the
blade electrodes at the center of the trap. The ion chain direction is perpendicular to the
plane of the figure.
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Figure 6.3: Overview of the Raman Optical Design: The Raman module can be divided
into two sections, the beam preparation module, and the individual addressing module.
The two modules are connected with photonic crystal fibers for beam delivery. a. Beam
Preparation Module: The Raman beam is split into two beam paths and modulated by
AOMs, respectively. The two beams are then coupled into photonic crystal fibers for beam
delivery. Noise eater AOMs are used for intensity stabilization. b. Individual Addressing
Module: The Raman beams are coupled out of the photonic crystal fibers and collimated.
The two beams are then expanded by a cylindrical telescope and modulated by AODs. The
AODs are fed with multi-tone RF frequencies. Each tone of the RF frequency diffracts the
beam at a different angle. The diffracted beams are then focused to create spots that are
mapped to different ions.
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• Instead of using a quarter-wave plate and a polarization beam splitter to split the
forwarding and returning beams, one can use an optical isolator to separate the
beam paths. With an optical isolator, both the forwarding and returning beams can
maintain the preferred polarization of the AOM.

• Use a shearing mode AOM: As demonstrated in Chang, et al. (2008) [10], more
than 40% total efficiency (double-pass) is achieved in UV wavelength with a shearing
mode AOM.

Shown in 6.4 is the layout of the beam preparation module. The high level functionality
follows the design in Fig. 6.3. Instead of showing two beam paths for the two Raman
beams, we have additional beam paths that has identical controls

6.4.2 Beam Delivery with Photonic Crystal Fiber

After the Raman beams have been modulated, the two Raman beams will be coupled to
photonic crystal fibers and delivered to the optics close to the chamber.

The use of fiber fulfills a dual purpose. Primarily, it purifies the spatial mode, thus
enabling the attainment of near single-mode operation. Furthermore, the use of fiber adds
a level of flexibility to the placement of optics, while concurrently preserving the total
beam path, which is crucial for the temporal overlap of the two Raman beams pulses as
described in section 6.2.

Nevertheless, implementing fiber delivery for Raman beams in the UV wavelength range
presents nontrivial challenges. The main obstacles include:

• Solarization Resistance: Conventional UV fibers, composed of fused silica, are sus-
ceptible to UV-induced solarization. This phenomenon leads to a gradual and per-
manent increase in fiber opacity. Solarization-resistant fibers are crucial because they
can withstand the effects of solarization and maintain their optical performance over
time.

• Power Handling: The Raman process is a two-photon process, meaning it typically
requires more power compared to single-photon processes such as Doppler cooling.
This necessitates the use of fibers with high power handling capabilities.

To address these issues, Colombe et al. (2014) [13] and Marciniak et al. (2017) [45]
demonstrated the application of fiber delivery in the ultraviolet (UV) wavelength range. In
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these studies, endlessly single-mode photonic crystal fibers from NKT Photonics (LMA-10-
UV) were employed. These photonic crystal fibers are capable of maintaining single-mode
operation even with a larger core diameter (MFD 8.6 µm as opposed to a conventional UV
single-mode fiber MFD of 22.5 µm). This effectively reduces the average power density
within the fiber.

Additionally, these fibers undergo a process known as hydrogen loading. In this pro-
cedure, the optical fiber is exposed to high-pressure hydrogen gas, typically at elevated
temperatures[13, 45]. The hydrogen molecules diffuse into the silica matrix of the fiber,
where they bond with optically active color centers formed by the UV radiation field prop-
agating through the silica core. This bonding results in the creation of stable, optically
passive states that are resistant to UV-induced solarization [34].

In our lab, we are exploring an alternative approach. Instead of using endlessly single-
mode photonic fibers, we employ a distinct type of photonic crystal fiber known as hollow-
core fiber. As the name implies, this fiber guides light within a hollow region, with only a
small fraction of the power transmitted through the solid material.

Since the power density within the glass is minimal, solarization is mitigated. Us-
ing a hollow-core Kagome photonic crystal fiber, Gebert et al. (2014) [24] demonstrated
near single-mode transmission of 15mW 280 nm continuous wave (CW) light for over 100
hours without any degradation. In contrast, conventional single-mode fibers experienced
an 80% drop in transmission after only 3 hours of exposure to 2mW 280 nm lightcitege-
bert2014damage.

The hollow core fiber we are using is from GLO photonics. This hollow core fiber is
optimized for 355 nm and has a mode field diameter of 22 µm. Chafer, et al. (2022)[9]
shows no signatures of degradation in transmission for continuous exposure to 355 nm laser
with 1 kHz repetition rate and 5 mW average power, and Leroi, et al. (2023)[40] further
shows 20 W average power solarization-free transmission for 343 nm laser with 150 kHz
repetition rate and 10 ns pulse width.

In our lab, we’ve tested it with 100 W of 355 nm laser with no evidence of solarization.
Our current transmission is about 75% which is less than the 92% result shown in Leroi,
et al. (2023)[40]. This is due to the imperfect mode profile. Our M2 value is measured to
be around 1.4. We are aiming for increasing the coupling efficiency by using a pin-hole.

6.4.3 Overview

The figure 6.5 provides an overview of the optical design of the imaging system.
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The Raman beam is first collimated and then expanded by a cylindrical telescope at a
ratio of 2.5, which increases the coverage of the acousto-optic modulator’s (AOD) aperture.
Different tones of the RF frequencies driving the AOD diffract the beam at various angles.
These diffracted beams are subsequently focused by a triplet lens with an effective focal
length of 570 mm, creating multiple spots. These spots are then relayed to the ion image
plane at approximately 13 times demagnification.

The setup is mirrored on the other side of the chamber. The two individual addressing
systems control the Raman beams to create the required beat note to drive the Raman
transition.

In this configuration, the AOD serves to control the intensity and phase directed at
individual ions. Even though each addressing beam has a different tone, as they are
modulated by distinct RF frequencies, the frequency difference between the beams from
the two sides remains consistent across the image plane, courtesy of the mirrored setup.

The AOD we selected is CQD3-120-80-355-X from Brimrose. It has an 80 MHz scan-
ning range (corresponding to 5 mrad), about 80% diffraction efficiency, and 98% optical
transmission.

The triplet lens post-AOD is employed to fine-tune and match the magnification of the
addressing systems from both sides. By utilizing a triplet, we are able to adjust the focusing
power while ensuring the beam continues to focus on the intermediate image plane.

The microscope objective is from Photon Gear. The objective has a 0.45 NA and is
designed to work with both 355 nm and 369 nm, and it is also used for imaging. The
Raman addressing system doesn’t use the full NA of the objective.

6.4.4 Apodization

The number of addressable ions is ultimately limited by the bandwidth of AOD.

For an AOD, the diffraction angle satisfies the Bragg conditions. For the first-order
diffraction beam, the Bragg angle is given by

θB = sin−1 λ

2Λ
(6.1)

where λ is the wavelength of the incoming beam, and Λ is the wavelength of the acoustic
wave in the AOM’s crystal. Given the Bragg angle θB, the wave vector kν along with the
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acoustic-wave propagating direction that is added to the diffracted beam, and its value can
be expressed as

kν = 2k0 sin θB =
k0λ

Λ
= 2π

1

Λ
(6.2)

where k0 is the value of the wave vector of the incident beam. The wavelength of the
acoustic wave is determined by the speed of sound in the crystal v and the modulation
frequency ν:

kν = 2π
ν

v
(6.3)

As we’ve shown previously in Eq. 4.1, the lens performs an optical Fourier transformation
that maps beams with different wave vectors to different positions on the image plane. The
scaling factor between the wave vector and the position is λf

2π
. A larger bandwidth of the

AOD allows it to diffract the beam at a wider angle, corresponding to a more significant
range of wave vector and enabling the addressing of more ions.

In terms of the spot size, a Gaussian beam with a 1/e2 radius w0 has its Fourier
transformation as:

F
[
e
− x2

w2
0

]
∝ e

− k2

(2/w0)
2 = e

− k2

k2w (6.4)

The waist radius of the Gaussian beam in Fourier space, kw, is inversely proportional to
the beam waist:

kw =
2

w0

(6.5)

The beam waist at the image plane is associated with the same scaling factor λf
2π
. Hence,

the larger the beam coverage on the AOD, the smaller beam spot size one can create,
leading to more site-resolved beam spots.

Given that both the spot size and the addressable field of view scale with the same
factor, the number of site-resolved spots is independent of the system’s effective focal
lengths and the laser being used. Instead, it depends on the speed of sound of the AOD
crystal, the beam size at the AOD, which is ultimately constrained by the device’s aperture,
and the AOD’s bandwidth.

If we uniformly illuminate an aperture, the resultant spot would display an Airy pattern.
Conversely, if the aperture is illuminated with a Gaussian profile, the spot would also adopt
a Gaussian profile. While the Airy pattern has a smaller central lobe, its side lobes fall off
more slowly. The Gaussian profile, on the other hand, has a larger central lobe, but the
intensity drops off more rapidly, leading to less cross-talk.

In our design, we have implemented an apodization factor of about 2.5 along the RF
direction, which means the 1/e2 Gaussian radius is 2.5 times smaller than the aperture’s
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radius. We chose this apodization factor to ensure that we achieve less than 10−4 level
cross-talk at the 4 µm position, without unduly enlarging the spot size.

The AOD we selected features a rectangular window of 7 mm by 10 mm. The longer
axis is aligned with the RF direction, providing adequate coverage for our purposes. Given
that the shorter axis direction corresponds to the radial direction of the ion chain, cross-talk
is not a primary concern, therefore allowing for a lower apodization ratio.

6.4.5 Telecentricity compensation

The coupling between the spin state and motional state can be quantified by the Lamb-
Dicke parameter ηim = δkbimξ

(0)
m as mentioned in Sec. 2.5.2.

For the Raman transition, since it is a two-photon process, the δk here corresponds
to the direction of the beat note for the two Raman beams, which is the difference of the
wave vectors of the two Raman beams.

Therefore, it’s important for the individual addressing beams of the Raman beam to
be parallel to each other, so the Lamb-Dicke parameters for the different ions are uniform.

To achieve this, one can use a telecentric imaging system. Typically, a 4-f imaging
system is used for this purpose. In the 4-f imaging system, the two lenses relaying one
image plane to another are separated by the sum of the focal lengths of the two lenses. In
this configuration, the Fourier plane of the two lenses resides in the same plane.

Compared to an imaging system with arbitrary separation between the two lenses, the
beam pointing is preserved. We are able to use this property to maintain the telecentricity
from one image plane to another. The typical way is to place the AOD in the Fourier plane
of a lens and use the 4-f imaging system to relay the beam from the intermediate image
plane to the ion image plane. However, the disadvantage of the 4-f imaging system is its
requirement for lengthy spacing between the two lenses.

Nevertheless, it’s not always necessary to use a 4-f imaging system in our application.
In fact, intermediate image plane telecentricity is not required. Only image space telecen-
tricity is necessary. Namely, it only requires us to have the beams to be telecentric at the
ion image plane. The beams don’t have to be telecentric at the intermediate image plane.
Meaning, we don’t need to place the AOD in the Fourier plane, and we don’t need the
imaging relay to follow a 4-f configuration. We are able to adjust the separation between
the AOD and lens and the separation between the two lenses of the relay as long as the
image plane telecentricity is maintained.
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As a result, when we design the addressing system, we only constrain the telecentricity
at the last image plane (where ions reside). The way we do this is to use the EXPP operand
in the merit function of the optical design software (We use Zemax Optics Studio) while
performing optimization.

The EXPP operand calculates the (paraxial) exit pupil position with respect to the
image surface. We can target the EXPP operand to a very large value. This effectively
constrains the telecentricity at the image plane, as the parallel rays at the image plane
have an exit pupil at infinity.

With this method, we can aim for a shorter total optical path than the 4-f imaging
system while maintaining the telecentricity at the ion image plane.

Shown in Fig. 6.6, we display the incident angle relative to the image height of our
design, simulated with Zemax Optics Studio. We can see that at the ion image plane we
maintain a 0-degree incident angle of the chief ray throughout the field of view (FOV). On
the other hand, the incident angle of the beam at the intermediate image plane increases
as the image position shifts away from the center of the FOV. The two plots are simulated
with the same aperture. The difference in magnification results in different sizes of the
FOV in the plot. Though 0.5 degrees in the intermediate image plane may seem to be a
small number, the corresponding tilt without proper compensation at the ion image plane
can be much larger due to the demagnification between the two image planes.

6.4.6 Results: Optical Performance

As depicted in Fig. 6.7, we demonstrate that we can achieve less than 10−4 crosstalk
error at the center and the edge (200 µm) of the FOV. It’s possible to further reduce the
crosstalk error by increasing the apodization factor. However, doing so will also increase
the spot size, and the aberration from manufacturing errors or imperfect alignment will
become more significant as the spot size expands.

If varying the apodization ratios is desired, one can easily do so by adjusting the
telescope before the AOD. Since the beams before and after the AOD are collimated, the
effort required to realign the optics should be minimal.

The scanning range of the AOD we are using has a 5 mrad scanning range. This
translates to about a 200 µm scanning range (±100 µm) of the FOV. With 4 6 µm ion-ion
spacing, we are able to address 30 ∼ 50 ions. We will discuss the scalability and approaches
to increase the addressing range in the next section (Sec. 6.4.7).
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Figure 6.6: Incident angles versus image height at intermediate image plane and ion
image plane. Note that the plotted range corresponds to the full FOV. Due to the different
magnifications, image height at the ion image plane is about 13 times smaller than that at
the intermediate image plane. a. Intermediate image plane. There is a 0.5 degree tilt at
the edge of the FOV. b. Ion image plane. c. Schematic of showing the upper, chef, and
lower ray. Note that the image is reversed between the intermediate image plane and the
ion image plane.
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Figure 6.7: Optical performance of the individual Raman addressing system. The simula-
tion is performed with an apodization factor of 2.5 and a wavelength of 355 nm. a. The
point spread function (PSF) of the system at the center of the field. We plot the 2D PSF
and the 1D PSF along the axial direction of the ion chain. b. The PSF of the system at
the edge of the field (200 µm away from the center). c. RMS wavefront error across the
FOV. 116



6.4.7 Discussion: Scalability

The scalability of site-resolved spots is largely governed by the bandwidth of the AOD.
However, there are other parameters to consider in improving this scalability.

Firstly, the aperture of the AOD could be increased. A larger aperture can yield smaller
spot sizes, thereby increasing the number of resolvable spots.

Secondly, we could consider using an AOD with a slower speed of sound, which would
result in larger diffraction angles and hence, more addressable spots. The speed of sound
in an acoustic wave is dependent not just on the crystal material used in the AOD, but
also on the mode of the acoustic wave. For instance, the shear mode generally has a slower
speed of sound compared to the longitudinal mode.

As for the choice of material, tellurium dioxide (TeO2) has a slower speed of sound than
fused silica, but its transmission properties are inferior under UV wavelengths. However,
this may not be a problem for other ion species, for instance, the system that uses Barium
ions typically uses 532 nm laser for Raman beams, which is in the visible range and has
excellent transmission in TeO2.

While both methods can effectively increase the number of acoustic waves covered
within the aperture (and hence the number of site-resolved spots), they also come with
their own disadvantages. For example, both methods lead to longer rise and fall times
for the AOD, as the time taken for the acoustic waves to propagate through the larger
aperture increases.

Regarding power scaling, our design is optimal. Except for the unmodulated zeroth
order beam of the AOD, there is no waste of power. The power scales linearly with the
number of ions that need to be addressed simultaneously. Compared to the multi-channel
AOM, the power is not wasted on the unused channels. Namely, it’s possible to provide
more power when addressing a subset of ions.

6.5 Conclusion

In this chapter, we discussed the design of the individual addressing system for Raman
beams for our next-generation ion trap apparatus. The design is based on the criteria we
identified in Sec. 6.2 to ensure the system is capable of operating for a large number of
ions (30 ∼ 50).

Our design approach separates the beam modulation from individual addressing con-
trols. To facilitate this, we employ a solarization-free hollow core photonic crystal fiber to
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connect the two modules. Utilizing this fiber not only simplifies the mechanical design but
also allows for greater flexibility in the positioning of optics.

We have demonstrated the capability of our design to create site-resolved spots with a
crosstalk error of less than 10−4 at a 4 µm ion-ion spacing with simulation. Impressively,
this performance is maintained even at the edge of the FOV (±200 µm). Although the
existing AOD is capable of scanning about half of the FOV, the optical design is capable
of maintaining the low cross talk error over the full FOV. Future upgrades will allow us to
unlock the full potential of the optical design.

Moreover, we have discussed the potential scalability of our system and identified several
strategies for increasing the number of addressable ions. In brief, this could be achieved by
employing an AOD with a slower acoustic wave speed, larger aperture, or broader scanning
bandwidth.
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Chapter 7

Conclusion

In this thesis, we present our work on building a four-rod trapped ion apparatus for
quantum operations and engineering the necessary optical controls for coherent and non-
coherent quantum operations.

For the four-rod apparatus, my main contributions center around the optics for imag-
ing systems and laser systems, including beam preparation, shaping, and delivery. We
demonstrate engineering a high-density and stable optical pegboard. Compared to the
traditional approach of building optical boards with pedestals and forks, it allows us to
compactly place the optics and reduce the beam height from the baseboard, thereby in-
creasing the stability.

For the imaging system, we presented the optical design of a 0.2NA home-made objec-
tive built with all in-stock lenses. We also conducted a detailed analysis comparing camera
sensor technologies between qCMOS and EM-CCD. We demonstrated that qCMOS is ca-
pable of high-fidelity state detection and offers a significant advantage in scalability. Unlike
the CCD that reads out counts pixel by pixel, the CMOS technique allows reading out a
full row of pixels simultaneously. This increases the duty cycle of the experiment when
working with a long chain of ions.

We also demonstrated classification of qubit states with the random forest algorithm, a
machine learning algorithm. Unlike simple threshold on the histogram, the random forest
algorithm is robust against increasing readout noise as the region of interest expands. This
is particularly useful when dealing with the CMOS-based imaging sensor, as readout noise
is the dominant source of error.

For the non-coherent quantum control, such as state measurement and initialization,
it generally has more stringent requirements on precision and the crosstalk error. Unlike
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the coherent quantum operations, the non-coherent operations acting on the qubit states
are generally irreversible. Leakage to the neighboring ions can result in the collapse of the
quantum states. Our individual addressing system utilizing the holographic beam shaping,
discussed in chapter 4, is an ideal solution. The holographic beam shaping is performed
with Fourier holograms displayed on a digital micromirror device. The use of holograms
allows us to actively correct optical aberrations that may result from the manufacturing
error of the optical elements or the misalignment of optics. We demonstrated using a single
ion as a sensor to characterize the existing aberration in the system, all the way to the ion
plane. We showed the aberration can be compensated down to less than λ/20 RMS error.
This is beyond most of the specifications of commercial optics.

To verify the quality of the individual addressing beam, we developed a quantum sens-
ing technique with ions to measure the beam’s intensity. This technique is extremely
power-efficient and highly sensitive, as only a few photons are needed for optical pumping.
It allows us to characterize intensity with a high dynamic range. In addition, the tech-
nique is immune to undesired scattering from the addressing beam entering the imaging
system. This makes it possible to have an individual addressing beam and share the same
microscope objective with the imaging system, thus saving limited resources of optical
access.

We showed that the imaging system can suppress the relative crosstalk error down
to a 10−4 level. This translates to 99.9% fidelity in resetting the spin of an ion without
affecting the quantum state of the neighboring ion. Assuming the use of a state-of-the-art
detector from Crain, et al. (2019)[15], it’s possible to achieve 99.6% fidelity of individual
spin readout without affecting the neighboring ion. Note that these results do not require
shuttling the ions or relaxing the axial trap potential to expand the ion-ion spacing, offering
a significant advantage in time usage and not disrupting the phonon Hilbert space.

As for the coherent quantum operations, they typically require more power compared
to non-coherent quantum operations. This is because most of them rely on second-order
processes, such as S → D narrow-line transitions or coherent two-photon Raman transi-
tions. Consequently, the holographic beam shaping may not be feasible for working with a
large number of ions due to its suboptimal power scaling. In chapter 6, we presented our
design for an individual addressing system for Raman beams. We also showed that there
is a clear route for scaling the addressable field of view of the system by increasing the
number of micromirrors contained in the Fourier plane.

The design uses acousto-optic deflectors (AOD) to create individual beam spots that
map to individual ions. We used a mirrored setup for the two Raman beams, so the site-
dependent frequency shifts from the AOD are compensated. We examined the effect of
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apodization on crosstalk and showed that the design is capable of creating sub-10−4 level
crosstalk for ∼ 4 − 6 µm inter-ion spacing. Our solution offers optimal scaling of power
with respect to increasing the number of simultaneously addressable spots.

The Raman addressing system is designed to be image-space telecentric. Namely, the
individual addressing beams have the same beam pointing at the ion image plane. The
uniform beam pointing ensures minimal spin-phonon coupling to the axial mode. We
showed practical techniques for designing such an image-space telecentric optical system
while reducing the total length of the beam path, as 4-f imaging systems usually have a
long optical beam path.

Along with the addressing system, we also presented work on design of beam prepara-
tion optics. We adopted a modular approach that separates the Raman beam preparation
into a separate module. We used hollow-core photonic crystal fibers to deliver the beams
from the beam preparation module to the individual addressing system module. The use
of the fiber simplifies the routing of the optics and reduces the complexity of the optics
surrounding the chamber.

Beyond individual addressing and spatial quantum control, we also explored the tempo-
ral aspect of quantum controls. In this thesis, we present the work of implementing complex
Hamiltonians that require multiple phase-referenced RF frequencies and time-dependent
controls with an arbitrary waveform generator (AWG).

With the capability to engineer complex Hamiltonians, we also present our study on
emerging conservation laws in strongly interacting Floquet systems. More specifically, we
are interested in the dynamic freezing behavior in a transverse Ising system with strong
Floquet drive. The Floquet drive is a field along the spin operators of the spin-spin
interaction and periodically flips its sign.

We experimentally observed the dynamic freezing behavior of total magnetization. For
states sharing the same magnetization, we observed dynamics between them. Our works
of experimentally demonstrating the emerging conservation law in an interacting, chaotic
quantum many-body system under strong Floquet drive, of which such phenomenon is
unexpected and intriguing. This sheds the light on in structuring the Hilbert space and
engineering in stable Floquet quantum systems[26].

7.1 Final Remarks

Throughout this work, we have developed and demonstrated various techniques and method-
ologies for engineering scalable individual optical addressing for both coherent and non-
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coherent quantum operations in trapped ion quantum apparatus. The addressing systems
we presented can be readily adopted in apparatuses with different ion species, and poten-
tially applied to other quantum information processing platforms that also require optical
controls for quantum state manipulation.

Our work exploring dynamic freezing in the strongly interacting quantum system with
Floquet drive presents preliminary experimental evidence supporting the theory. The tem-
poral controls implemented with arbitrary waveform generation enable the exploration of
complex and time-dependent Hamiltonians.

Moving forward, we aim to conduct a more detailed study and explore the possibility
of connecting the system to a controlled environment. This line of inquiry can further our
understanding of the intricacies of open quantum systems.
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Whitlow, Jesús Valdiviezo, Zhendian Zhang, Peng Zhang, David N Beratan, et al.
Trapped-ion quantum simulations for condensed-phase chemical dynamics: seeking a
quantum advantage. arXiv preprint arXiv:2305.03156, 2023.

[34] P Karlitschek, G Hillrichs, and K-F Klein. Influence of hydrogen on the color center
formation in optical fibers induced by pulsed uv-laser radiation. part 1: all silica fibers
with high-oh undoped core. Optics communications, 155(4-6):376–385, 1998.

[35] Nikhil Kotibhaskar. Design and construction of an ion trapping apparatus for quantum
simulation experiments. Master’s thesis, University of Waterloo, 2019.

[36] Nikhil Kotibhaskar, Noah Greenberg, Sainath Motlakunta, Chung-You Shih, and Ra-
jibul Islam. Fast and high-yield fabrication of axially symmetric ion-trap needle elec-
trodes via two step electrochemical etching. Review of Scientific Instruments, 94(3),
2023.

[37] Maria A Kuczmarski and James C Johnston. Acoustic absorption in porous materials.
2011.

[38] R Lange, AA Peshkov, N Huntemann, Chr Tamm, A Surzhykov, and E Peik. Lifetime
of the f 7/2 2 level in yb+ for spontaneous emission of electric octupole radiation.
Physical Review Letters, 127(21):213001, 2021.

[39] Aaron C Lee, Jacob Smith, Philip Richerme, Brian Neyenhuis, Paul W Hess, Jiehang
Zhang, and Christopher Monroe. Engineering large stark shifts for control of individual
clock state qubits. Physical Review A, 94(4):042308, 2016.

126
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Appendix A

Phase Profile Extraction

The interference fringes in IP1 (in Fig. 4.3b for example) are sampled by the camera C1
as a 2D array. We crop the array within a region of interest (ROI) for phase extraction.
The cropped array is denoted as Ixy(mp, np) where ∆ ≡ (x, y) denotes the coordinate of
the scanning patch relative to the reference patch in the DMD FP, and (mp, np) denotes
the coordinates of camera pixels. Here, m and n denote the two spatial directions of the
fringes on the camera. We first calculate the spectrum Sxy of Ixy with a 2D fast Fourier
transformation (FFT),

Sxy = abs(FFT[Ixy]). (A.1)

Next, we apply a high-pass filter (HPF) to filter out the low spatial frequency background
envelope of Ixy and retrieve the spatial frequency of the interference fringes (κxym , κ

xy
n ),

(|κxym |, |κxyn |) = abs(argmax[HPF[Sxy]]). (A.2)

A robust estimate for (κxym , κ
xy
n ), that is insensitive to shot-to-shot fluctuations in the

interference fringes, can be obtained by finding their linear functional dependence on the
FP coordinates (x, y), as

κxym = ax+ by, a > 0 (A.3)

κxyn = a′x+ b′y, a′ < 0. (A.4)

Here, a, a′, b, b′ are fitting parameters. The relative negative sign between a and a′ is due
to the fact that the camera is facing opposite to the beam pointing direction. From the
two spatial frequencies, we can construct a complex plane wave fringe profile,

T xy(mp, np) = exp(i(κxym (mp −mc) + κxyn (np − nc))), (A.5)
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where (mc, nc) is the coordinate of the user-defined center of the interference fringes. The
phase of the FP at (x, y) is computed from,

ϕ(x, y) = angle(
∑
mp,np

(T xy · Ixy)). (A.6)
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